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PREFACE vii

We live in a world powered by light, but much of the understanding of light was developed around the time of
the French Revolution. Before the 1950s, optics technology was viewed as well established and there was little
expectation of growth either in scientific understanding or in technological exploitation. The end of the Second
World War brought about huge growth in scientific exploration, and the field of optics benefited from that
growth. The key event was the discovery of methods for producing a source of coherent radiation, with the key
milestone being the demonstration of the first laser by Ted Maiman in 1960. Other lasers, nonlinear optical
phenomena, and technologies such as holography and optical signal processing, followed in the early 1960s. In
the 1970s the foundations of fiber optical communications were laid, with the development of low-loss glass
fibers and sources that operated in the wavelength region of low loss. The 1980s saw the most significant
technological accomplishment: the development of efficient optical systems and resulting useful devices. Now,
some forty years after the demonstration of the first coherent light source, we find that optics has become the
enabling technology in areas such as:

information technology and telecommunications;

health care and the life sciences;

sensing, lighting, and energy;

manufacturing;

national defense;

manufacturing of precision optical components and systems; and
optics research and education.

We find ourselves depending on CDs for data storage, on digital cameras and printers to produce our family
photographs, on high speed internet connections based on optical fibers, on optical based DNA sequencing
systems; our physicians are making use of new therapies and diagnostic techniques founded on optics.

To contribute to such a wide range of applications requires a truly multidisciplinary effort drawing together
knowledge spanning many of the traditional academic boundaries. To exploit the accomplishments of the past
forty years and to enable a revolution in world fiber-optic communications, new modalities in the practice of
medicine, a more effective national defense, exploration of the frontiers of science, and much more, a resource
to provide access to the foundations of this field is needed. The purpose of this Encyclopedia is to provide a
resource for introducing optical fundamentals and technologies to the general technical audience for whom
optics is a key capability in exploring their field of interest.

Some 25 internationally recognized scientists and engineers served as editors. They helped in selecting the
topical coverage and choosing the over 260 authors who prepared the individual articles. The authors form an
international group who are expert in their discipline and come from every part of the technological
community spanning academia, government and industry. The editors and authors of this Encyclopedia hope
that the reader finds in these pages the information needed to provide guidance in exploring and utilizing
optics.

As Editor-in-Chief I would like to thank all of the topical editors, authors and the staff of Elsevier for each of
their contributions. Special thanks should go Dr Martin Ruck of Elsevier who provided not only
organizational skills but also technological knowledge which allowed all of the numerous loose ends to be tied.

B D Guenther
Editor-in-Chief
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Introduction

The breakthrough of optical amplification, combined
with the techniques of wavelength division multi-
plexing (WDM) and dispersion management, have
made it possible to exploit a sizeable fraction of the
optical fiber bandwidth (several terahertz). Systems
based on 10 Gbit/s per channel bit-rate and showing
capacities of several terabit/s, with transmission
capabilities of hundreds or even thousands of
kilometers, have reached the commercial area.
While greater capacities and spectral efficiencies
are likely to be reached with current technologies,
there is potential economic interest in reducing
the number of wavelength channels by increasing
the channel rate (e.g., 40 Gbit/s). However, such
fourfold increase in the channel bit-rate clearly results
in a significant increase in propagation impairments,
stemming from the combined effects of noise
accumulation, fiber dispersion, fiber nonlinearities,
and inter-channel interactions and contributing to
two main forms of signal degradation. The first one is
related to the amplitude domain; power levels of
marks and spaces can suffer from random deviations
arising from interaction between signal and amplified
spontaneous emission (ASE) noise or with signals
from other channels through cross-phase modulation
(XPM) from distortions induced by chromatic
dispersion. The second type of signal degradations
occurs in the time domain; time position of pulses can
also suffer from random deviations arising from
interactions between signal and ASE noise through
fiber dispersion. Preservation of high power contrast
between ‘1’ and ‘0’, and of both amplitude fluctu-
ations and timing jitter below some acceptable levels,
are mandatory for high transmission quality, evalu-
ated through bit-error-rate (BER) measurements or

estimated by Q-factors. Moreover, in future optical
networks, it appears mandatory to ensure similar but
high optical signal quality at the output of whatever
nodes in the networks, as to enable successful
transmission of the data over arbitrary distance.

Among possible solutions to overcome such sys-
tems limitations is the implementation of Optical
Signal Regeneration, either in-line for long-haul
transmission applications or at the output of network
nodes. Such Signal Regeneration performs, or should
be able to perform, three basic signal-processing
functions that are Re-amplifying, Re-shaping, and
Re-timing, hence the generic acronym ‘3R’ (Figure 1).
When Re-timing is absent, one usually refers to
the regenerator as ‘2R’ device, which has only
re-amplifying and re-shaping capabilities. Thus, full
3R regeneration with retiming capability requires
clock extraction.

Given system impairments after some transmission
distance, two solutions remain for extending the
actual reach of an optical transmission system or the
scalability of an optical network. The first consists in
segmenting the system into independent trunks, with
full electronic repeater/transceivers at interfaces (we
shall refer to this as ‘opto-electronic regeneration’ or
O/E Regeneration forthwith). The second solution,
i.e., all-optical Regeneration, is not the optical
version of the first which would have higher
bandwidth capability but still performs the same
signal-restoring functions with far reduced complex-
ity. At this point, it should be noted that Optical 3R
techniques are not necessarily void of any electronic
functions (e.g., when using electronic clock recovery
and O/E modulation), but the main feature is that
these electronic functions are narrowband (as
opposed to broadband in the case of electronic
regeneration).

Some key issues have to be considered when
comparing such Signal Regeneration approaches.
The first is that today’s and future optical trans-
mission systems or/and networks are WDM networks.
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Figure 1 Principle of 3R regeneration, as applied to NRZ signals. (a) Re-Amplifying; (b) Re-Shaping; (c) Re-Timing. NB: Such eye

diagrams can be either optical or electrical eye diagrams.

Under this condition, the WDM compatibility -
or the fact that any Regeneration solution can
simultaneously process several WDM channels —
represents a key advantage. The maturity of the
technology — either purely optical or opto-electronic
— also plays an important role in the potential
(pre-)development of such solutions. But the main
parameter that will decide the actual technology
(and also technique) relies on the tradeoff between
actual performance of the regeneration solutions
and their costs (device and implementation),
depending on the targeted applications (long-haul
system, medium haul transport, wide area optical
network, etc.).

In this article, we review the current alternatives
for all-optical Signal Regeneration, considering
both theoretical and experimental performance and
practical implementation issues. Key advantages and
possible drawbacks of each solutions are discussed, to
sketch the picture in this field. However, first we
must focus on some generalities about Signal Regen-
eration and the way to define (and qualify) such
regenerator performance. In a second part, we will
detail the currently-investigated optical solutions for
Signal Regeneration with a specific highlight for
semiconductor-based solutions using either semicon-
ductor optical amplifiers (SOA) technology or newly-
developed saturable absorbers. Optical Regeneration
techniques based on synchronous modulation will
also be discussed in a third section. The conclusion
will summarize the key features of each solution,

peason | LT LT
element
..................... A ouT

Clock i}
recovery

Figure 2 Generic structure of Signal 2R/3R Regenerator based
on Decision Element (2R) and Decision Element and Clock
Recovery (3R).

so as to underline the demanding challenge optical
components are facing in this application.

Generalities on Signal Regeneration

Principles

In the general case, Signal Regeneration is performed
using a decision element exhibiting a nonlinear
transfer function. Provided with a threshold level
and when associated with an amplifier, such an
element then performs the actual Re-shaping of the
incoming data (either in the electrical or optical
domain) and completes a 2R Signal Regenerator.
Figure 2 shows the generic structure of such a Signal
Regenerator in the general case as applied to non
return to zero (NRZ) data. A clock recovery block
can be added (dotted lines) to provide the decision
element with time reference and hence perform the
third R (Re-timing) of full Signal 3R Regeneration.
At this point, it should be mentioned that the decision
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element can operate either on electrical signals
(standard electrical DFF) provided that optical —
electrical and electrical — optical signal conversion
stages are added or directed onto optical signals using
the different techniques described below. The clock
signal can be of an electrical nature, as for electrical
decision element in O/E regenerator — or either an
electrical or a purely optical signal in all-optical
regenerators.

Prior to reviewing and describing the various
current technology alternatives for such Optical
Signal Regeneration, the issue of the actual charac-
terization of regenerator performance needs to be
explained and clarified. As previously mentioned, the
core element of any Signal Regenerator is the decision
element showing a nonlinear transfer function that
can be of varying steepness. As will be seen in
Figure 3, the actual regenerative performance of the
regenerator will indeed depend upon the degree of
nonlinearity of the decision element transfer function.

Figure 3 shows the principle of operation of a
regenerator incorporating a decision element with
two steepnesses of the nonlinear transfer function. In
any case, the ‘1> and ‘0’ symbols amplitude prob-
ability densities (PD) are squeezed after passing
through the decision element. However, depending
upon the addition of a clock reference for triggering
the decision element, the symbol arrival time PD
will be also squeezed (clocked decision = 3R
regeneration) or enlarged (no clock reference = 2R
regeneration) resulting in conversion of amplitude
fluctuations to time position fluctuations.

As for system performance — expressed through
BER - regenerative capabilities of any regenerator

Step Arrival time PD
function 2R 3R
Pom A = Electronic DFF‘OI‘ I
((1))
Symbol PD
«0»
Arrival time PD [ Pa
|
Symbol PD ‘ ‘
(@ «0» «15

simultaneously depend upon both the output ampli-
tude and arrival time PD of the ‘1’ and ‘0’ symbols. In
the unusual case of 2R regeneration (no clocked
decision), a tradeoff has then to be derived, consider-
ing both the reduction of amplitude PD and the
enlarged arrival time PD induced by the regenerator,
to ensure sufficient signal improvement. In
Figure 3a, we consider a step function for the transfer
function of the decision element. In this case,
amplitude PD are squeezed to Dirac PD after the
decision element, and depending upon addition or not
of a clock reference, arrival time PD is reduced (3R)
or dramatically enlarged (2R). In Figure 3b, the
decision element exhibits a moderately nonlinear
transfer function. This results in an asymmetric and
less-pronounced squeezing of the amplitude PD
compared to the previous case, but in turn results in
a significantly less enlarged arrival time PD when
no clock reference is added (2R regeneration).
Comparison of these two decision element of
different nonlinear transfer function indicates that
for 3R regeneration applications, the more nonlinear
the transfer function of the decision element the better
performance, the ideal case being the step function.
In the case of 2R regeneration applications, a tradeoff
between the actual reduction of the amplitude PD and
enlargement of timing PD is to be derived and clearly
depends upon the actual shape of the nonlinear
transfer function of the decision element.

Qualification of Signal Regenerator Performance

To further illustrate the impact of the actual shape of
the nonlinear transfer function of the decision

. Armival time PD
Nonlinear g 3R
P transfer
4+ function or

«l» ‘

Symbol PD

«0» <

vl 4

Arrival time PD [

Symbol PD ‘ ‘

«0» «1»

(b)

Figure 3 Signal Regeneration process using Nonlinear Gates. (a) Step transfer function (= Electronic DFF); (b) ‘moderately’
nonlinear transfer function. As an illustration of the Regenerator operation ‘1’ and ‘0’ symbols amplitude probability density (PD) and
arrival time probability density (PD) are shown in light gray and dark gray, respectively.
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element in 3R application, the theoretical evolution
of BER with number of concatenated regenerators
have been plotted for regenerators having different
nonlinear responses. Figure 4 shows the numerically
calculated evolution of the BER of a 10 Gbit/s NRZ
signal with fixed optical signal-to-noise ratio (OSNR)
at the input of the 3R regenerator, as a function of the
cascaded regenerator incorporating nonlinear gates
with nonlinear transfer function of different depths.
From Figure 4, can be seen different behaviors
depending on the nonlinear function shape. As
previously stated, the best regeneration performance
is obtained with an ideal step function (case a),
which is actually the case for O/E regenerator using
electronic decision flip-flop (DFF). In that case, BER
linearly increase (i.e., more errors) in the cascade.
Conversely, when nonlinearity is reduced (cases (b)
and (c)), both BER and noise accumulate, until the
concatenation of nonlinear functions reach some
steady-state pattern, from which BER linearly
increases. Concatenation of nonlinear devices thus
magnifies shape differences in their nonlinear
response, and hence their regenerative capabilities.

Moreover, as can be seen in Figure 4, all curves
standing for different regeneration efficiencies pass
through a common point defined after the first device.
This clearly indicates that it is not possible to qualify
the regenerative capability of any regenerator when
considering the output signal after only one regen-
erator. Indeed, the BER is the same for either a 3R
regenerator or a mere amplifier if only measured after
a single element. This originates from the initial
overlap between noise distributions associated with
marks and spaces, that cannot be suppressed but only
minimized by a single decision element through
threshold adjustment.

As a general result, the actual characterization of
the regenerative performance of any regenerator
should iz fine be conducted considering a cascade of
regenerators. In practice this can easily be done with
the experimental implementation of the regenerator
under study in a recirculating loop. Moreover, such
an investigation tool will also enable access to the
regenerator performance with respect to the trans-
mission capabilities of the regenerated signal, which
should not be overlooked.

Let us now consider the physical implementation of
such all-optical Signal Regenerators, along with the
key features offered by the different alternatives.

All-Optical 2R/3R Regeneration Using
Optical Nonlinear Gates

Prior to describing the different solutions for all-
optical in-line Optical Signal Regeneration, it should
be mentioned that since the polarization states of the
optical data signals cannot be preserved during
propagation, it is required that the regenerator
exhibits an extremely low polarization sensitivity.
This clearly translates to a careful optimization of all
the different optical components making up the
2R/3R regenerator. It should be noted that this also
applies to the O/E solutions but is of limited impact,
since only the photodiode has to be polarization
insensitive.

Figure 5 illustrates the generic principle of oper-
ation of an all-optical 3R Regenerator using optical
nonlinear gates. Contrary to what occurs in O/E,
regenerator where the extracted clock signal drives
the electrical decision element, the incoming and
distorted optical data signal triggers the nonlinear
gate, hence generating a switching window which is

10 { -
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Figure 4 Evolution of the BER with concatenated regenerators for nonlinear gates with nonlinear transfer function of decreasing

depths from case (a)—(c) (step function).
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Figure 5 Principle of operation of an all-Optical Signal 3R
Regenerator using nonlinear gates.

applied to a newly generated optical clock signal so as
to reproduce the initial data stream on the new
optical carrier.

In the case of 2R Optical Signal Regeneration, a
continuous wave (CW) signal is substituted for the
synchronized optical clock pulses. As previously
mentioned, the actual regeneration performance of
the 2R/3R devices will mainly depend upon the
nonlinearity of the transfer function of the decision
element but in 3R applications the quality of the
optical clock pulses has also to be considered. In the
following, we describe current solutions to explain
the two main building blocks of all-optical Signal
Regenerators: the decision element (i.e., nonlinear
gate) and the clock recovery (CR) elements.

Optical Decision Element

In the physical domain, optical decision elements
with ideal step response — as for electrical DFF - do
not exist. Different nonlinear optical transfer func-
tions, approaching more or less the ideal case, can be
realized in various media such as fiber, SOA, electro-
absorption modulators (EAM), and lasers. Generally,
as described below, the actual response (hence the
regenerative properties of the device) of such optical
gates directly depends upon the incoming signal
instantaneous power. Under these conditions, it
appears essential to add an adaptation stage so as to
reduce intensity fluctuations (as caused by propa-
gation or crossing routing/switching node) and
provide the decision element with fixed power
conditions. In practice, this results in the addition of
a control circuitry (either optical or electrical) in the
Re-amplification block, whose complexity directly
depends on actual system environment (ultra-fast
power equalization for packet-switching applications
and compensation of slow power fluctuations in
transmission applications).

As previously described the decision gate performs
Re-shaping (and Re-timing when clock pulses are
added) of the incoming distorted optical signal, and
represent the regenerator’s core element. Ideally, it
should also act as a transmitter with characteristics
ensuring the actual propagation of the regenerated
data stream. In that respect, the chirp possibly

induced by the optical decision gate onto the
regenerated signal — and the initial quality of the
optical clock pulses in 3R applications — should
be carefully considered (ideally by means of
loop transmission) as to adequately match line
transmission requirements.

Different solutions for the actual realization of the
optical decision element have been proposed and
extensively investigated using, for example, cross
gain modulation in semiconductor optical amplifier
(SOA) devices but the most promising and flexible
devices probably are interferometers, for which,
descriptions of the generic principle of operation
follows. Consider a CW signal (probe) at A,
wavelength injected into an optical interferometer,
in which one arm incorporates a nonlinear medium
in which an input signal carried by A; wavelength
(command) is, in turn, injected. Such a signal,
at A wavelength, induces a phase shift through
cross-phase modulation (XPM) in this arm of the
interferometer, the amount depending upon power
level P;,,;. In turn, such phase modulation (PM)
induces amplitude modulation (AM) on the signal at
A, wavelength when recombined at the output of
the interferometer and translates the information
carried by wavelength A; onto A,. Under these
conditions, such optical gates clearly act as wave-
length converters (it should be mentioned that
Wavelength Conversion is not necessarily equivalent
to Regeneration; i.e., a linear transfer function
performs suitable Wavelength Conversion but by
no means Signal Regeneration).

Optical interferometers can be classified accor-
ding to the nature of the nonlinearity exploited to
achieve a 7 phase shift. In the case of fiber-based
devices, such as the nonlinear optical loop mirror
(NOLM), the phase shift is induced through the Kerr
effect in an optical fiber. The key advantage of fiber-
based devices such as NOLM lies in the near-
instantaneous (fs) response of the Kerr nonlinearity,
making them very attractive for ultra-high bit-rate
operation (=160 Gbit/s). Polarization-insensitive
NOLMs have been realized, although with the same
drawbacks concerning integrability. With recent
developments in highly nonlinear (HNL) fibers,
however, the required NOLM fiber length could be
significantly reduced, hence dramatically reducing
environmental instability.

A second type of device is the integrated SOA-
based Mach-Zehnder interferometers (MZI). In
MZIs, the phase shift is due to the effect of photo-
induced carrier depletion in the gain saturation
regime of one of the SOAs. The control and probe
can be launched in counter- or co-directional ways. In
the first case, no optical filter is required at the output
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of the device for rejecting the signal at A; wavelength
but operation of the MZI is limited by its speed. At
this point, one should mention that the photo-
induced modulation effects in SOAs are intrinsically
limited in speed by the gain recovery time, which is a
function of the carrier lifetime and the injection
current. An approach referred to as differential
operation mode (DOM) and illustrated on Figure 6,
which takes advantage of the MZI’s interferometric
properties, makes it possible to artificially increase
the operation speed of such ‘slow’ devices up to
40 Gbit/s.

As discussed earlier, the nonlinear response is a key
parameter for regeneration efficiency. Combining two
interferometers is a straightforward means to
improve the nonlinearity of the decision element
transfer function, and hence regeneration efficiency.
This approach was validated at 40 Gbit/s using a
cascade of two SOA-MZI, (see Figure 7 (left)). Such a
scheme offers the advantage of restoring data polarity
and wavelength, hence making the regenerator
inherently transparent. Finally, the second conversion
stage can be used as an adaptation interface to the
transmission link achieved through chirp tuning in
this second device.

Such an Optical 3R Regenerator was upgraded to
40 Gbit/s, using DOM in both SOA-MZIs with
validation in a 40 Gbit/s loop RZ transmission. The
40 Gbit/s eye diagram monitored at the regenerator
output after 1, 10, and 100 circulations are shown in
Figure 7 (right) and remain unaltered by distance.
With this all-optical regenerator structure, the

Data with
delay t fl LA Regenerated
1 data
Optical clock it l\ ﬂ l\ ;:}* H “ l\
data

A

b N
ﬁf'z_k

a0 N

Figure 6 Schematic and principle of operation of SOA-MZI in
differential mode.

SOA-MZI

1540 nm 1552.4 nm

minimum OSNR tolerated by the regenerator
(1dB sensitivity penalty at 10~ '® BER) was found
to be as low as 25 dB/0.1 nm. Such results clearly
illustrate the high performance of this SOA-based
regenerator structure for 40 Gbit/s optical data
signals.

Such a complex mode of operation for addressing
40 Git/s bit-rates will probably be discarded when we
consider the recent demonstration of standard-mode
wavelength conversion at 40 Gbit/s, which uses a
newly-designed active-passive SOA-MZI incorpo-
rating evanescent-coupling SOAs. The device
architecture is flexible in the number of SOAs, thus
enabling easier operation optimization and reduced
power consumption, leading to simplified architec-
tures and operation for 40 Gbit/s optical 3R
regeneration.

Based on the same concept of wavelength conver-
sion for Optical 3R Regeneration, it should be noted
many devices have been proposed and experimentally
validated as wavelength converters at rates up to
84 Gbit/s, but with cascadability issues still to be
demonstrated to assess their actual regenerative
properties.

Optical Clock Recovery (CR)

Next to the decision, the CR is a second key function
in 3R regenerators. One possible approach for CR
uses electronics while another only uses optics. The
former goes with OE conversion by means of a
photodiode and subsequent EO conversion through a
modulator. This conversion becomes more complex
and power-hungry as the data-rate increases. It is
clear that the maturity of electronics gives a current
advantage to this approach. But considering the pros
and cons of electronic CR for cost-effective
implementation, the all-optical approach seems
more promising, since full regenerator integration is
potentially possible with reduced power consump-
tion. In this view, we shall focus here on the optical
approach and more specifically on the self-pulsating
effect in three-sections distributed feedback (DFB)
lasers or more recently in distributed Bragg reflector

Figure 7 Optimized structure of a 40 Gbit/s SOA-based 3R regenerator. 40 Gbit/s eye diagram evolution: (a) B-to-B; (b) 1 lap;

(c) 10 laps; (d) 100 laps.



ALL-OPTICAL SIGNAL REGENERATION 7

(DBR) lasers. Recent experimental results illustrate
the potentials of such devices for high bit rates (up to
160 Gbit/s), broad dynamic range, broad frequency
tuning, polarization insensitivity, and relatively
short locking times (1 ns). This last feature makes
these devices good candidates for operation in
asynchronous-packet regimes.

Optical Regeneration by Saturable Absorbers

We next consider saturable absorbers (SA) as non-
linear elements for optical regeneration. Figure 8
(left) shows a typical SA transfer function and
illustrates the principle of operation. When illumi-
nated with an optical signal with peak power below
some threshold (Pg,), the photonic absorption of
the SA is high and the device is opaque to the signal
(low transmittance). Above P, the SA transmit-
tance rapidly increases and asymptotically saturates
to transparency (passive loss being overlooked).
Such a nonlinear transfer function only applies to
2R optical regeneration.

Different technologies for implementing SAs are
available, but the most promising approach uses
semiconductors. In this case, SA relies upon the
control of carrier dynamics through the material’s
recombination centers. Parameters such as on-off
contrast (ratio of transmittance at high and low
incident powers), recovery time (1/e) and saturation
energy, are key to device optimization. In the fol-
lowing, we consider a newly-developed ion-irradiated
MQW-based device incorporated in a micro-cavity
and shown on Figure 8 (right). The device operates as
a reflection-mode vertical cavity, providing both a
high on/off extinction ratio by canceling reflection at
low intensity and a low saturation energy of 2 p]J. It is
also intrinsically polarization-insensitive. Heavy ion-
irradiation of the SA ensures recovery times (at 1/e)
shorter than 5 ps (hence compatible with bit-rate
above 40 Gbit/s), while maintaining a dynamic
contrast in excess of 2.5 dB at 40 GHz repetition rate.

Normalized Transparent
transmission state
(a.u.)
1 .._/
0 i >
/ Psat Input power
‘Blocked’ (a.u.)
state
(a)

Figure 8 (a) Saturable Absorber (SA) ideal transfer function. (b)

The regenerative properties of SA make it possible
to reduce cumulated amplified spontaneous emission
(ASE) in the ‘0’ bits, resulting in a higher contrast
between mark and space, hence increasing system
performance. Yet SAs do not suppress intensity noise
in the marks, which makes the regenerator incom-
plete. A solution for this noise suppression is optical
filtering with nonlinear (soliton) pulses. The principle
is as follows. In absence of chirp, the soliton temporal
width scales in the same way as the reciprocal of its
spectral width (Fourier-transform limit) times its
intensity (fundamental soliton relation). Thus, an
increase in pulse intensity corresponds to both time
narrowing and spectral broadening. Conversely, a
decrease in pulse intensity corresponds to time
broadening and spectral narrowing. Thus, the filter
causes higher loss when intensity increases, and
lower loss when intensity decreases. The filter
thus acts as an automatic power control (APC) in
feed-forward mode, which causes power stabilization.
The resulting 2R regenerator (composed by the SA
and the optical filter) is fully passive, which is of high
interest for submarine systems where the power
consumption must be minimal, but it does not include
any control in the time domain (no Re-timing).

System demonstrations of such passive SA-based
Optical Regeneration have been reported with
a 20 Gbit/s single-channel loop experiment.
Implementation of the SA-based 2R Regenerator
with 160 km-loop periodicity made it possible to
double the error-free distance (Q = 15.6dB or 10~°
BER) of a 20 Gbit/s RZ signal. So as to extend the
capability of passive 2R regeneration to 40 Gbit/s
systems, an improved configuration was derived from
numerical optimization and experimentally demon-
strated in a 40 Gbit/s WDM-like, dispersion-managed
loop transmission, showing more than a fourfold
increase in the WDM transmission distance at 10~*
BER (1650 km without the SA-based regenerator and
7600 km when implementing the 2R regenerator
with 240 km periodicity).

‘:‘ 9 Quantum wells
Tum InGaAsP/Inp
\
mirror
Si substrate
(b)

Structure of Multi-Quantum Well SA.
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Such a result illustrates the potential high interest
of such passive optical 2R regeneration in long-haul
transmission (typically in noise-limited systems) since
the implementation of SA increases the system’s
robustness to OSNR degradation without any extra
power consumption. Reducing both saturation
energy and insertion loss along with increasing
dynamic contrast represent key future device
improvements. Regeneration of WDM signals from
the same device, such as one SA chip with
multiple fibers implemented between Mux/DMux
stages, should also be thoroughly investigated.
In this respect, SA wavelength selectivity in quantum
dots could possibly be advantageously exploited.

Synchronous Modulation Technique

All-optical 3R regeneration can be also achieved
through in-line synchronous modulation (SM)
associated with narrowband filtering (NF). Figure 9
shows the basic layout of such an Optical 3R
Regenerator. It is composed of an optical filter
followed by an Intensity and Phase Modulator
(IM/PM) driven by a recovered clock. Periodic
insertion of SM-based modulators along the trans-
mission link provides efficient jitter reduction and
asymptotically controls ASE noise level, resulting in
virtually unlimited transmission distances. Re-shaping
and Re-timing provided by IM/PM intrinsically
requires nonlinear (soliton) propagation in the trunk
fiber following the SM block. Therefore, one can refer
to the approach as distributed optical regeneration.
This contrasts with lumped regeneration, where 3R is
completed within the regenerator (see above with
Optical Regeneration using nonlinear gates), and is
independent of line transmission characteristics.
However, when using a new approach referred to
‘black box’ optical regeneration (BBOR), it is possible

to make the SM regeneration function and trans-
mission work independently in such a way that any
type of RZ signals (soliton or non-soliton) can be
transmitted through the system. The BBOR technique
includes an adaptation stage for incoming RZ pulses
in the SM-based regenerator, which ensures high
regeneration efficiency regardless of RZ signal format
(linear RZ, DM-soliton, C-RZ, etc.). This is achieved
using a local and periodic soliton conversion of RZ
pulses by means of launching an adequate power into
some length of fiber with anomalous dispersion.
The actual experimental demonstration of the BBOR
approach and its superiority over the ‘classical’
SM-based scheme for DM transmission was experi-
mentally investigated in 40 Gbit/s DM loop trans-
mission. Under these conditions, one can then
independently exploit dispersion management (DM)
techniques for increasing spectral efficiency in
long-haul transmission, while ensuring high trans-
mission quality through BBOR.

One of the key properties of the SM-based all-
optical Regeneration technique relies on its WDM
compatibility. The first (Figure 10, left) and straight-
forward solution to apply Signal Regeneration to
WDM channels amounts to allocating a regenerator
to each WDM channel. The second consists in sharing
a single modulator, thus processing the WDM
channels at once in serial fashion. This approach
requires WDM synchronicity, meaning that all bits
be synchronous with the modulation, that can be
achieved either by use of appropriate time-delay lines
located within a DMux/Mux apparatus (Figure 10,
upper right), or by making the WDM channels
inherently time-coincident at specific regenerator
locations (Figure 10, bottom right). Clearly, the serial
regeneration scheme is far simpler and cost-effective
than the parallel version; however, optimized
re-synchronization schemes still remain to be

3R Regenerator

Signal

Optical
IN £

filter

Modulator

Signal
ouTt
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k (nonlinear RZ pulses)
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jU\ ASE noise
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SM + propagation

)
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Figure 9 Basic layout of the all-optical Regenerator by Synchronous Modulation and Narrowband Filtering and illustration of the

principle of operation.
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Figure 10 Basic implementation schemes for WDM all-Optical Regeneration. (a) parallel asynchronous; (b) serial re-synchronized;

(c) serial self-synchronized.

developed for realistic applications. Experimental
demonstration of this concept was assessed by means
of a 4 x40 Gbit/s dispersion-managed transmission
over 10 000 km (BER < 5.10™®) in which a single
modulator was used for the simultaneous regener-
ation of the 4 WDM channels.

Considering next all-optical regeneration schemes
with ultra-high speed potential, a compact and loss-
free 40 Gbit/s Synchronous Modulator, based on
optically-controlled SOA-MZI, was proposed and
loop-demonstrated at 40 Gbit/s with an error-free
transmission distance in excess of 10 000 km. More-
over, potential ultra-high operation of this improved
BBOR scheme was recently experimentally demon-
strated by means of a 80 GHz clock conversion with
appropriate characteristics through the SOA-MZI.
One should finally mention all fiber-based devices
such as NOLM and NALM for addressing ultra-high
speed SM-based Optical Regeneration, although no
successful experimental demonstrations have been
reported so far in this field.

Conclusion

In summary, optical solutions for Signal Regeneration
present many key advantages. These are the only
advantages to date to possibly ensure WDM compat-
ibility of the regeneration function (mostly 2R
related). Such optical devices clearly exhibits the
best 2R regeneration performance (wrt to O/E
solutions) as a result of the moderately nonlinear
transfer function (which in turn can be considered as
a drawback in 3R applications), but the optimum
configuration is still to be clearly derived and
identified depending upon the system application.
Optics also allow to foresee and possibly target
ultrafast applications above 40G, for signal regener-
ation if needed. Among the current drawbacks, one

should mention the relative lack of wavelength/
formats flexibility of these solutions (compared to
O/E solutions). It is complex or difficult to restore the
input wavelength or address any C-band wavelength
at the output of the device or to successfully
regenerate modulation formats other than RZ.
In that respect, investigations should be conducted
to derive new optical solutions capable of processing
more advanced modulation formats at 40G. Finally,
the fact that the nonlinear transfer function of the
optical is in general triggered by the input signal
instantaneous power also turns out to be a drawback
since it requires control circuitry. The issue of cost
(footprint, power consumption, etc.) of these solu-
tions, compared to O/E ones, is still open. In this
respect, purely optical solutions incorporating all-
optical clock recovery, the performance of which is
still to be technically assessed, are of high interest for
reducing costs. Complete integration of an all-optical
2R/3R regenerator or such parallel regenerators onto
a single semiconductor chip should also contribute to
make all-optical solutions cost-attractive even though
acceptable performance of such fully integrated
devices is still to be demonstrated.

From today’s status concerning the two alternative
approaches for in-line regeneration (O/E or all-
optical), it is safe to say that the choice between
either solution will be primarily dictated by both
engineering and economical considerations. It will
result from a tradeoff between overall system
performance, system complexity and reliability,
availability, time-to-market, and rapid returns from
the technology investment.

See also

Interferometry: Overview. Optical Amplifiers: Semi-
conductor Optical Amplifiers. Optical Communication
Systems: Wavelength Division Multiplexing.
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In the development of the theory of diffraction, the
diffraction field is due to a surface integral, the Fresnel
integral, but no restrictions are imposed on the choice
of the surface over which the integration must be
performed. This fact leads to a very useful pro-
perty called Babinet’s principle, first stated by
Jacques Babinet (1794-1872) in 1837 for scalar
waves. We will discuss only the scalar Babinet’s
principle; discussion of the rigorous vector formu-
lation can be found in a number of books on
electromagnetic theory.

To introduce Babinet’s principle, we label a plane,
separating the source, S, and observation point, P,
as 3. If no obstructions are present, a surface
integration over 3 yields the light distribution at P.
If we place an opaque obstruction in this plane with
a clear aperture, 3, then the field at P is given by
integrating over only 3;; contributions from 3,
outside of X, are zero since the obstruction is
opaque.

We may define an aperture, 2, as complementary
to X4 if the obstruction is constructed by replacing the
transparent regions of 3, i.e., 3, by opaque surfaces
and the opaque regions of 3 by clear apertures.
Figure 1 shows two complementary obstructions,
where the shaded region indicates an opaque surface.

The surface integral over 2 generates the field, E,
in the absence of any obstruction. If obstruction 3 is
present then the diffraction field is E;, obtained
by integrating over ;. According to Babinet’s
principle, the diffraction field due to obstruction 2,
must be

EZZE_EI

We will look at examples of the application of
the principle for both Fraunhofer and Fresnel
diffraction.

Fraunhofer Diffraction

The electric field due to Fraunhofer diffraction is
given by

iae*lkRO

Ep(wy, ) = /\—Ro

[ [ Fexe oo axay
3

where « is the amplitude of the incident plane wave
and R, is the distance from the obstruction to the
observation point. We have defined the spatial
frequencies, w, and w, by the equations

_2mé

= L =
w, =k AR,

= M: —_——_——
w, =k AR,

This surface integral is an approximation of the
Hygens—Fresnel integral and can be identified as a
Fourier transform of the aperture transmission
function, f(x, y) in two dimensions. For our discus-
sion we will consider only one dimension and ignore
the parameters in front of the integral.

Assume that a(x) is the amplitude transmission of
an aperture in an obstruction, b(x) is the amplitude
transmission function of the complementary obstruc-
tion and g is the amplitude of the wave when no

-

—

b2} 2,

Figure 1 An aperture 3, shown by the unshaded region and its
complement X,. Reproduced with permission from Guenther R
(1990) Modern Optics. New York: Wiley. Copyright © 1990 John
Wiley & Sons.
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obstruction is present. The Fourier transforms of the
one-dimensional amplitude transmission functions
of the two apertures are equal to the Fraunhofer
diffraction patterns that will be generated by the two
apertures

(o)

a(x)e ** dx

—00

A(k) = J

00

b(x)e ** dx

B(k) = J

With no aperture present, the far field amplitude is

G(k) = gJ e ¥ dx
Babinet’s principle states that
B(x) =G — A(x)

must be the Fraunhofer diffraction field of the
complementary aperture. We may rewrite this
equation for the diffraction field as

B(k) = G(k) + A(k)e'™ [1]

The first term on the right of the Fraunhofer
diffraction field for the complementary obstruction
[1] is located at the origin of the observation plane
and is proportional to the amplitude of the unob-
structed wave. The second term in the equation for
the Fraunhofer diffraction pattern [1] is identical to
the Fraunhofer diffraction pattern of the original
aperture, except for a constant phase. Thus the
Fraunhofer diffraction from the two complementary
apertures are equal, except for a constant phase and
the bias term at the origin. Physically this means that
the diffraction intensity distributions of complemen-
tary apertures will be identical but their brightness

will differ!

Fresnel Diffraction

We can calculate the Fresnel diffraction from an
opaque disk by applying Babinet’s principle to the
diffraction pattern calculated for a circular aperture.

We assume that a circular aperture of radius a is
illuminated by a point source a distance Z' from the
aperture. We observe the transmitted wave at the
point P, located a distance Z from the aperture
(see Figure 2).

The Fresnel diffraction integral is

=l

P ApD
—i[(x—x>)2+(y—y>)2]

XJJ Fx, e 0LEFH00 4o gy 2

—ikD

Figure 2 Geometry for the analysis of Fresnel diffraction of a
circular aperture. Reproduced with permission from Guenther R
(1990) Modern Optics. New York: Wiley. Copyright © 1990 John
Wiley & Sons.

where the distance between the source and obser-
vation point is

E-x)+Mm—y) 1 _1 1

_ !
b=z+2z+ 2Z+27Z) p Z 7

and the coordinates of the stationary point are

_ Zlé+ Zx,

Z'n+ Zy
N T

Z+7Z

Yo =

The parameters of the integral are simplified by the
geometry selected for Figure 2. Both the observation
point and source are located on the axis of symmetry
of the aperture which lies along the z-axis of a
cylindrical coordinate system thus
xg=yo=&=m=0 and D=Z+2Z

The approximation for the distance from the source
and observation point to the aperture yields

) 2
R+R=Z+7Z+—=D+ —
2p 2p

where 72 =x%+1y> The cylindrical coordinate

version of [2] is then

B @ _iup J'a szf( )_i% drd¢ [3]
P_,\pDe o 7, p)e rdr

We assume that the transmission function of the
aperture is a constant, f(r,¢) =1, to make the
integral as simple as possible. After performing
the integration over the angle ¢, [3] can be
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rewritten as

. 2 ,
Ep, = laﬁﬂ-e_im J(:A e~ im o) d(:))\) (4]

Performing the integration of [4], results in the
Fresnel diffraction amplitude

- a i
Ep, = e kD[ _ g imaipA] [5]

The intensity of the diffraction field is

2
Ip, = 210(1 - cosﬂ)
PA

2
— 41, sin2 2% 6
o Sin Zp/\ [ ]

[6] predicts a sinusoidal variation in intensity as the
observation point moves toward the aperture.

Babinet’s principle can now be used to evaluate
Fresnel diffraction by an opaque disk, the same size as
the circular aperture, i.e., of radius a. The field for the
disk is obtained by subtracting the field, diffracted by
a circular aperture, from the field of an unobstructed
spherical wave, Ep:

Epy = Ep — Ep,
~ o ~
Epg= ~e *P — Ep,
X _ikD _—ima*/pA
= —e e [7]
D

The intensity is
Ipg = I

The result of the application of Babinet’s principle is
the conclusion that, at the center of the geometrical
shadow cast by the disk, there is a bright spot with the
same intensity as would exist if no disk were present.
This is Poisson’s spot. The intensity of this spot is
independent of the choice of the observation point
along the z-axis.

See also

Diffraction: Fraunhofer Diffraction; Fresnel Diffraction.
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Introduction

Instabilities in laser emission, notably in the form of
spontaneous coherent pulsations, have been
observed almost since the first demonstration of
laser action. Indeed, the first laser operated in 1960
by Maiman produced noisy spiked output even
under conditions of quasi-steady excitation and
provided the early impetus for studies of such
effects. Subsequent theoretical efforts towards
understanding these phenomena occurred up to the
1980s at a modest level, due in part to the wide
scope of alternative areas of fertile investigation
provided by lasers during this period. However,
since the 1990s, there has been a major resurgence
of interest in this area. This has been due to
profound mathematical discoveries over this period
which have revolutionized our understanding of
classical dynamical systems. It is now clear that
many systems containing some form of nonlinearity
are dynamically unstable and even chaotic and that
such behavior is deterministic. Further, the discovery
that chaos evolves through particular routes with
well-defined scenarios and that such routes are
universal, has stimulated experimentalists to search
for physical systems that exhibit these properties.
These phenomena have now been observed in areas
as diverse as fluid flow, chemical reactions, popu-
lation ecology, and superconductor devices. The
laser, perhaps the most recent newcomer to the
field, is a paradigm for such investigation, owing
to its simplicity both in construction and in the
mathematics that describe it, and already a wide
range of these phenomena have been observed.
Along with a proliferation of new observations,
many of the instabilities known to occur in these
systems are now being reinterpreted in lieu of our

new insight in this area. From this, fascinating
new concepts of control and synchronization
of chaos have emerged and spawned new fields of
applications, not least in secure communication. In
this article we introduce the general principles of
dynamical instabilities, chaos, and control in lasers.
For in-depth study, the reader is referred to texts
and review articles cited in the Further Reading
section at the end of this article.

Laser Physics

Our conventional understanding of laser physics is
concerned with how cooperative order evolves from
randomness. This transition is explained by first
considering the ensemble of lasing atoms in thermal
equilibrium. Every atom executes a small motion,
giving rise to an oscillating electric dipole, described
by linear dynamics. For larger motions, the atomic
dipoles interfere with each other’s motion and
beyond a particular threshold, the motion becomes
‘co-operative’ or ordered over a long range. The role
of the electromagnetic field in the laser cavity in
ordering the induced atomic dipoles, is collectively
described as giving rise to a macroscopic polarization,
the magnitude of which depends on the number of
dipoles (excited atoms). The dynamical interplay
between the cavity field amplitude (E) as one variable
and the atomic material variables of polarization (P)
and population (D) of excited atoms, all of which are
in general complex quantities, provide a full descrip-
tion of lasing action. For the simplest laser, a single
mode two-level system with a homogeneously broa-
dened gain lasing at resonance, these reduce to just
three real variables, the Maxwell-Bloch equations:

E = —«kE + kP [1]
P=vy,ED—vy,P [2]
D =vyy(A+1) = yyD — yyAEP [3]
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where k is the cavity decay rate, vy, is the decay rate of
atomic polarization, 7y;; is the decay rate of popu-
lation inversion, and A the pumping parameter.

Described in this way the laser acts as a single
oscillator in much the same way as a mechanical
nonlinear oscillator, where laser output represents
damping of the oscillator and excitation of the atoms is
the driving mechanism to sustain lasing (oscillation).
For ordered or coherent emission, it is necessary for
one or both of the material variables (which are
responsible for further lasing emission) to respond
sufficiently fast to ensure a phase correlation with the
existing cavity field. This is readily obtained in many
typical lasers with output mirrors of relatively high
reflectivity, since the field amplitude within the laser
cavity will then vary slowly compared to the fast
material variables which may then be considered
through their equilibrium values. This situation,
commonly referred to as adiabatic elimination of fast
variables, reduces the dynamics of lasing action to that
of one (or two) variables, the field (and population), all
others being forced to adapt constantly to the slowly
varying field variable. Our familiar understanding of
DC laser action presupposes such conditions to hold.
However when, for example, the level of excitation of
the atoms is increased to beyond a certain value, i.e.,
the second laser threshold, all three dynamical
variables may have to be considered, which satisfies
the minimum requirement of three degrees of freedom
(variables) for a system to display chaos. So this simple
laser is capable of chaotic motion, for which the
emission is aperiodic in time and has a broadband
spectrum. Prediction of such behavior was initially
made by Haken in 1975 through establishing the
mathematical equivalence of the Maxwell-Bloch
equations to those derived earlier by Lorentz describ-
ing chaotic motion in fluids.

Nonlinear Dynamics and Chaos
in Lasers

In general there is no general analytical approach for
solving nonlinear systems such as the Maxwell-
Bloch equations. Instead solutions are obtained by
numerical means and analyzed through geometric
methods originally developed by Poincaré as early as
1892. This involves the study of topological struc-
tures of the dynamical trajectories in phase space of
the variables describing the system. If an initial
condition of a dissipative nonlinear dynamical
system, such as a laser, is allowed to evolve for a
long time, the system, after all the transients have died
out, will eventually approach a restricted region of
the phase space called an attractor. A dynamical

system can have more than one attractor, in which
case different initial conditions lead to different types
of long-time behavior. The simplest attractor in phase
space is a fixed point which is a solution with just one
set of values for its dynamical variables; the nonlinear
system is attracted towards this point and stays there,
giving a DC solution. For other control conditions the
system may end up making a periodic motion; the
attractor of this motion is called a limit cycle.
However, when the operating conditions exceed a
certain critical value, the periodic motion of the
system breaks down into a more complex dynamical
trajectory, which never repeats. This motion rep-
resents a third kind of attractor in phase space called a
chaotic or strange attractor.

Figure 1 shows a sequence of trajectories of the
Lorentz equations in the phase space of (x, y, z) on
increasing the value of one of the control parameters;
this corresponds to (E, P, D) in the Maxwell-Block
equations on increasing the laser pump. For a control
setting near zero, all trajectories approach stable
equilibrium at the origin, the topological structure of
the basin of attraction being hyperbolic about zero
(Figure 1a). For the laser equations, this corresponds
to operation below lasing threshold for which the
magnitude of the control parameter (laser gain) is
insufficient to produce lasing. As the control para-
meter is increased, the basin lifts at its zero point to
create an unstable fixed point here but with now two
additional fixed points located in the newly formed
troughs on either side of the zero point, which is now
a saddle point. This is illustrated in Figure 1b where
the system eventually settles to one or other of the
two new and symmetrical fixed points, depending on
the initial conditions. This corresponds to DC or
constant lasing as defined by the parameter values of
one or other of these points which are indistinguish-
able. Pictorially, think of a conventional saddle shape
comprising a hyperbolic and inverted hyperbolic
form in mutually perpendicular planes and connected
tangentially at the origin. With the curve of the
inverted hyperbola turned up at its extremity and
filling in the volume with similar profiles which allow
the two hyperbolic curves to merge into a topological
volume, one sees that a ball placed at the origin is
constrained to move most readily down either side of
the inverted hyperbolas into one or other of the
troughs formed by this volume. For the Lorentz
system, chaotic behavior occurs at larger values of
the control parameter when all three fixed points
become saddles. Since none of the equilibrium points
are now attracting, the behavior of the system cannot
be a steady motion. Although perhaps difficult to
visualize topologically, it is then possible to find a
region in this surface enclosing all three points and
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Figure 1 Trajectories in the three-dimensional phase space of the Lorentz attractor on increasing one of the control parameters.
(Reproduced with permission from Thompson JMT and Stewart HB (1987) Nonlinear Dynamics and Chaos. New York: John Wiley.)

large enough so that no trajectories leave the region.
Thus, all initial conditions outside the region evolve
into the region and remain inside from then on. A
corresponding chaotic trajectory is shown in
Figure 1c. A point outwardly spirals from the
proximity of one of the new saddle points until the
motion brings it under the influence of the symme-
trically placed saddle, the trajectory then being
towards the center of this region from where outward
spiraling again occurs. The spiraling out and switch-
ing over continues forever though the trajectory never
intersects. In this case, arbitrarily close initial
conditions lead to trajectories, which, after a suffi-
ciently long time, diverge widely. Since a truly exact
assignment of the initial condition is never possible,

even numerically, a solution comprising several such
trajectories therefore evolves and, as a consequence,
long-term predictability is impossible. This is in
marked contrast to that of the fixed point and limit
cycle attractors, which settle down to the same
solutions. A recording of one of these variables in
time, say for a laser the output signal amplitude (in
practice recorded as signal intensity, proportional to
the square of the field amplitude), then gives
oscillatory emission of increasing intensity with
sudden discontinuities (resulting from flipping from
one saddle to the other in Figure 1c) as expected.
While the Lorentz/Haken model is attractive for
its relative simplicity, many practical lasers cannot
be reduced to this description. Nevertheless, the
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Figure 2 Lorentz-type chaos in the NH; laser (emitting at 81 um optically pumped by a N,O laser.

underlying topology of the trajectory of solutions in
phase space for these systems is often found to be
relatively simple and quite similar, as for three-level
models descriptive of optically pumped lasers. An
experimental example of such behavior for a single
mode far infared molecular laser is shown in Figure 2.
In other lasers, for which there is adiabatic elimin-
ation of one or other of the fast variables, chaotic
behavior is precluded if, as a consequence, the
number of variables of the system is reduced to less
than three. Indeed this is the case for many practical
laser systems. For these systems the addition of an
independent external control parameter to the
system, such as cavity length or loss modulation,
have been extensively used as a means to provide the
extra degrees of freedom. Examples include gas lasers
with saturable absorbers, solid state lasers with loss
modulation, and semiconductor lasers with external
cavities, to name but a few. In contrast, for multi-
mode rather than single mode lasers, intrinsic
modulation of inversion (or photon flux) by multi-
mode parametric interaction ensures the additional
degrees of freedom. Furthermore, when the field is
detuned from gain center, the dynamical variables E,
P, D are complex, providing five equations for single
mode systems, which is more than sufficient to yield
deterministic chaos for suitable parameter values.
Also, of significance is the remarkably low threshold
found for the generation of instabilities and chaos in
single-mode laser systems in which the gain is
inhomogeneously broadened, an example being the
familiar He—Ne laser.

Erratic and aperiodic temporal behavior of any of
the system’s variables implies a corresponding con-
tinuous spectrum for its Fourier transform, which is
thus a further signature of chaotic motion. Time
series, power spectra, and routes to chaos collectively
provide evidence of deterministic behavior. Of the
wide range of possible routes to chaos, three have
emerged as particularly common and are frequently
observed in lasers. These are period doubling,
intermittency, and two-frequency scenarios. In the
first, a solution, which is initially stable is found to

oscillate, the period of which successively doubles at
distinct values of the control parameter. This con-
tinues until the number of fixed points becomes
infinite at a finite parameter value, where the
variation in time of the solution becomes irregular.
For the intermittency route, a signal that behaves
regularly in time becomes interrupted by statistically
distributed periods of irregular motion, the average
number of which increases with the external control
parameter until the condition becomes chaotic. The
two-frequency route is more readily identified with
early concepts of turbulence, considered to be the
limit of an infinite sequence of instabilities (Hopf
bifurcation) evolving from an initial stable solution
each of which creates a new basic frequency. It is now
known that only two or three instabilities (frequen-
cies) are sufficient for the subsequent generation of
chaotic motion.

Applications of Chaos in Lasers

It has been accepted as axiomatic since the discovery
of chaos that chaotic motion is in general
neither predictable nor controllable. It is unpredict-
able because a small disturbance will produce
exponentially growing perturbation of the motion.
It is uncontrollable because small disturbances lead to
other forms of chaotic motion and not to any other
stable and predictable alternative. It is, however, this
very sensitivity to small perturbations that has been
more recently used to stabilize and control chaos,
essentially using chaos to control itself. Among the
many methods proposed in the late 1980s, a feedback
control approach was proposed by Ott, Grebogi, and
Yorke (OGY) in which tiny feedback was used to
stabilize unstable periodic orbits or fixed points of
chaotic attractors. This control strategy can be best
understood by a schematic of the OGY control
algorithm for stabilizing a saddle point P*, as shown
in Figure 3. Curved trajectories follow a stable
(unstable) manifold towards (away from) the
saddle point. Without perturbation of a parameter,
the starting state, s;, would evolve to the state s,.
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Figure 3 The OGY control strategy for stabilizing an orbit in a
chaotic attractor.

The effect of changing a parameter of the system is
depicted as shifting states near P* along the solid
black arrows, whereas the combination of the
unperturbed trajectory and the effect of the pertur-
bation is to bring the state to a point, s3, on the stable
manifold. Once on the stable manifold, the trajectory
naturally tends towards the desired point. This
algorithm has been successfully applied in numerous
experimental systems without a priori modeling of
these systems, examples being in cardiology, elec-
tronics, and lasers. Based on the concept of feedback
control, various other approaches have been devel-
oped where emphasis has been given to algorithms
which are more readily implemented in practical
systems, in particular that utilizing occasional pro-
portional feedback (OPF). These pioneering studies
have since inspired prolific activities, both in theory
and experiment, of control of chaos across many
disciplines, opening up possibilities of utilizing chaos
in many diverse systems. In optics, Roy et al. first
demonstrated dynamical control of an autonomously
chaotic and high-dimensional laser system on micro-
second time-scales. The laser, a diode pumped solid-
state Nd:YAIG system with an intracavity KTP
doubling crystal, exhibited chaotic behavior from
coupling of the longitudinal modes through nonlinear
sum-frequency generation. To control the system, the
total laser output was sampled within a window of
selected offset and width. A signal proportional the
deviation of the sampled intensity from the center
of the window was generated and applied to
perturb the driving current of the diode laser. The
sampling frequency is related to the relaxation
oscillation frequency of the system. This control
signal repeatedly attempts to bring the system
closer to a periodic unstable orbit that is embedded

in the chaotic attractor, resulting in a realization of
the periodic orbit. By adjusting the frequency of the
feedback signal they observed the basic (relaxation
oscillation) and many higher-order periodic wave-
forms of the laser intensity. In a subsequent experi-
ment, Gills ef al. showed that an unstable steady state
of this laser could also be stabilized by the OPF
control technique and tracked with excellent stability
to higher output power with increase of the pump
excitation.

Another area to receive considerable attention in
the last few years is that of synchronization of chaos.
It may be expected that chaotic systems will defy
synchronization because two such identical systems
started at nearly the same initial conditions have
dynamical trajectories that quickly becomes uncorre-
lated. However, it has now been widely demonstrated
that when these systems are linked, their chaotic
trajectories converge to be the same and remain in
step with each other. Further, such synchronization is
found to be structurally stable and does not require
the systems to be precisely identical. Not surprisingly,
these findings have attracted interest from the
telecommunication community; the natural masking
of information by chaotic fluctuations offering a
means to a certain degree of security. In this new
approach, a chaotic carrier of information can be
considered as a generalization of the more traditional
sinusoidal carrier. In communication systems that use
chaotic waveforms, information can be recovered
from the carrier using a receiver synchronized, or
tuned, to the dynamics of the transmitter. Optical
systems are particularly attractive since they display
fast dynamics, offering the possibility of communi-
cation at bandwidths of a hundred megahertz or
higher. Van Wiggeren and Roy first demonstrated
data transmission rates of 10 Mbites per second using
erbium-doped fiber ring lasers. These lasers are
particularly well-suited for communication purposes
since their lasing wavelength is close to the minimum-
loss wavelength in optical fiber. Figure 3 shows a
schematic of this system. The tiny message, in order
of one thousandth of the carrier intensity, is decoded
in the transmitter. The receiver tends to synchronize
its behavior to the chaotic part of the transmitted
wave (but not the message). Subtracting the wave-
form created in the receiver from the transmitted
signal recovers the tiny message. In principle, it is
possible to communicate information at ultrahigh
data rate with the use of this scheme because the
chaotic dynamics in the ring laser has a very large
spectral width. In a later experiment they showed that
a receiver can recover information at 126 Mbits/sec
from the chaotic carrier (Figure 4).
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Figure 4 Schematic of communication with chaotic erbium-doped fiber amplifiers (EDFASs). Injecting a message into the transmitter
laser folds the data into the chaotic frequency fluctuations. The receiver reverses this process, thereby recovering a high-fidelity copy of
the message. (Reproduced with permission from Gauthier DJ (1998) Chaos has come again. Nature 279: 1156—-1157.)

See also

Fourier Optics. Optical Amplifiers: Erbrium Doped
Fiber Amplifiers for Lightwave Systems. Polarization:
Introduction.

Further Reading

Abraham NB, Lugiato LA and Narducci LM (eds) (1985)
Instabilities in active optical media. Journal of the
Optical Society of America B 2: 1-272.

Arecchi FT and Harrison RG (1987) Instabilities and Chaos
in Quantum Optics. Synergetics Series 34, 1-253.
Berlin: Springer Verlag.

Arecchi FT and Harrison RG (eds) (1994) Selected Papers
on Optical Chaos. SPIE Milestone Series, vol. MS 75,
SPIE Optical Engineering Press.

Gauthier DJ (1998) Chaos has come again. Nature 279:
1156-1157.

Gills Z, Iwata C and Roy R (1992) Tracking unstable steady
states: extending the stability regime of a multimode
laser system. Physical Review Letters 69: 3169-3172.

Haken H (1985) Light. In: Laser Light Dynamics, vol. 2.
Amsterdam: North-Holland.

Harrison RG (1988) Dynamical instabilities and chaos in
lasers. Contemporary Physics 29: 341-371.

Harrison RG and Biswas DJ (1985) Pulsating instabilities
and chaos in lasers. Progress in Quantum Electronics
10: 147-228.

Hunt ER (1991) Stabilizing high-period orbits in a chaotic
system — the diode resonator. Physical Review Letters
67:1953-1955.

Ott E, Grebogi C and Yorke JA (1990) Controlling chaos.
Physical Review Letters 64: 1196-1199.



CHEMICAL APPLICATIONS OF LASERS / Detection of Single Molecules in Liquids 21

Pecore LM and Carrol TL (1990) Synchronization of

chaotic systems. Physical Review Letters 64: 821-824.

Roy R, et al. (1992) Dynamical control of a chaotic laser:
experimental stabilization of a globally coupled system.
Physical Review Letters 68: 1259-1262.

VanWiggeren GD and Roy R (1998) Communication with
chaotic lasers. Science 279: 1198-1200.

VanWiggeren GD and Roy R (1998) Optical communi-
cation with chaotic waveforms. Physical Review Letters
279: 1198-1200.

CHEMICAL APPLICATIONS OF LASERS

Contents

Detection of Single Molecules in Liquids
Diffuse-Reflectance Laser Flash Photolysis
Laser Manipulation in Polymer Science
Nonlinear Spectroscopies

Photodynamic Therapy of Cancer

Pump and Probe Studies of Femtosecond Kinetics

Time-Correlated Single-Photon Counting

Transient Holographic Grating Techniques in Chemical Dynamics

Detection of Single Molecules
in Liquids

A J de Mello, J B Edel and E K Hill, Imperial College
of Science, Technology and Medicine, London, UK

© 2005, Elsevier Ltd. All Rights Reserved.

Introduction

A significant challenge facing experimentalists in the
physical and biological sciences is the detection and
identification of single molecules. The ability to
perform such sensitive and selective measurements
is extremely valuable in applications such as DNA
analysis, immunoassays, environmental monitoring,
and forensics, where small sample volumes and
low analyte concentrations are the norm. More
generally, most experimental observations of physi-
cal systems provide a measurement of ensemble
averages, and yield information only on mean
properties. In contrast, single molecule measure-
ments permit observation of the interactions
and behavior of a heterogeneous population in
real time.

Over the past few years a number of techniques
with sufficient sensitivity have been developed to
detect single molecules. Scanning probe microscopies

(most notably scanning tunneling microscopy and
atomic force microscopy) have been used to great
effect in the analysis of surface bound species, but for
the detection of single molecules in liquids, optical
methods incorporating the measurement of absorp-
tion or emission processes, have proved most
successful.

The Absorption-Emission Cycle

The key concept underlying most emissive
approaches to single molecule detection is that a
single molecule can be cycled repeatedly between its
ground state and an excited electronic state to yield
multiple photons. The process can be understood by
reference to Figure 1. Fluorescence emission in the
condensed phase can be described using a four-step
cycle. Excitation from a ground electronic state to
an excited state is followed by rapid (internal)
vibrational relaxation. Subsequently, radiative decay
to the ground state is observed as fluorescence
emission and is governed by the excited state
lifetime. The final stage is internal relaxation back
to the original ground state. Under saturating
illumination, the rate-limiting step for this cycle is
governed by the fluorescence lifetime (7¢), which is
typically of the order of a few nanoseconds. If a
single molecule diffuses through an illuminated zone
(e.g., the focus of a laser beam) it may reside in that
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Figure 1 Schematic illustration of the molecular absorption—emission cycle and timescales for the component processes. Competing
processes that may reduce the ultimate photon yield are also shown.

region for several milliseconds. The rapid photon
absorption-emission cycle may therefore be repeated
many times during the residence period, resulting in
a burst of fluorescence photons as the molecule
transits the beam. The burst size is limited
theoretically by the ratio of the beam transit time
(7,) and the fluorescence lifetime:

(1]

Nphotons = E
Ui
For typical values of 7, (5 ms) and 7; (5 ns) up to
one million photons may be emitted by the single
molecule. In practice, photobleaching and photo-
degradation processes limit this yield to about
10° photons. Furthermore, advances in optical
collection and detection technologies enable regis-
tration of about 1-5% of all photons emitted. This
results in a fluorescence burst signature of up to a
few thousand photons or photoelectrons.
Successful single molecule detection (SMD)
depends critically on the optimization of the fluor-
escence burst size and the reduction of background
interference from the bulk solvent and impurities.
Specifically a molecule is well suited for SMD if it is
efficiently excited by an optical source (i.e., possesses
a large molecular absorption cross-section at the
wavelength of interest), has a high fluorescence
quantum efficiency (favoring radiative deactivation

of the excited state), has a short fluorescence lifetime,
and is exceptionally photostable.

Ionic dyes are often well suited to SMD as
fluorescence quantum efficiencies can be close to
unity and fluorescence lifetimes below 10 nano-
seconds. For example, xanthene dyes such as Rhod-
amine 6G and tetramethyl-rhodamine isothiocyanate
are commonly used in SMD studies. However, other
highly fluorescent dyes such as fluorescein are
unsuitable for such applications due to unacceptably
high photodegradation rate coefficients. Further-
more, some solvent systems may enhance nonradia-
tive processes, such as intersystem crossing, and yield
significant reduction in the photon output. Structures
of three common dyes suitable for SMD are shown in
Figure 2.

Signal vs Background

The primary challenge in SMD is to ensure sufficient
reduction in background levels to enable discrimi-
nation between signal and noise. As an example, in a
1 nM aqueous dye solution each solute molecule
occupies a volume of approximately 1 fL. However,
this same volume also contains in excess of 10'°
solvent molecules. Despite the relatively small scat-
tering cross-section for an individual water molecule
(~10*® cm? at 488 nm), the cumulative scattering
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Figure 2 Structures of common dye molecules suitable for
SMD in solution: (a) 3,6-diamino-9-(2-carboxyphenyl)-chloride
(rhodamine 110); (b) 9-(2-(ethoxycarbonyl)phenyl)-3,6-bis (ethyl-
amino)-2,7-dimethyl chloride (rhodamine 6G); (¢) 9-(2-carboxy-
isothiocyanatophenyl)-3,6-bis(dimethylamino)-inner salt (tetra
methylrhodamine-5-(and-6)-isothiocyanate).

signal from the solvent may swamp the desired
fluorescence signal. The principal method of reducing
the solvent background is to minimize the optical
detection volume: the signal from a single molecule is
independent of probe volume dimensions, but the
background scales proportionally with the size of the
detection region. Although there are several experi-
mental approaches to SMD in solution, several
factors hold common:

1. Tiny detection volumes (10~ '2~=10""° L) are used
to reduce background signals.

2. A low analyte concentration combined with the
small observation volume, ensures that less than
one analyte molecule is present in the probe
volume on average.

3. High-efficiency photon collection (optics) and
detection maximize the proportion of the iso-
tropic fluorescence burst that is registered.

4. Background reduction methods are employed to
improve signal-to-noise ratios. These include:
optical rejection of Raman and Rayleigh scatter,
time-gated discrimination between prompt scatter
and delayed emission, and photobleaching of the
solvent immediately before detection.

The minute volumes within which single molecules
are detected can be generated in a variety of ways.
Picoliter volumes can be defined by mutually ortho-
gonal excitation and detection optics focused in a
flowing stream. Much smaller, femtoliter probe
volumes are generated using confocal microscopes.
At this level, background emission is significantly
reduced and high signal-to-noise ratios can be
achieved. Confocal detection techniques are versatile
and have been widely adopted for SMD in freely
diffusing systems. Consequently, confocal methods
will be discussed in detail in this article. The other
general approach to performing SMD in solution
involves the physical restriction of single molecules
within defined volumes. Of particular note are
techniques where single molecules are confined
within a stream of levitated microdroplets. Droplet
volumes are typically less than 1 fL and imaging of
the entire microdroplet enables single molecule
fluorescence to be contrasted against droplet ‘blanks’
with good signal-to-noise. Furthermore, since mole-
cules are confined within discrete volumes, the
technique can be utilized for high-efficiency molecu-
lar counting applications. More recently, spatial
confinement of molecules in capillaries and micro-
fabricated channels (with submicron dimensions) has
been used to create probe volumes between 1 fL. and
1 pL, and immobilized molecules on surfaces have
been individually probed using wide-field microscopy
with epi-illumination or evanescent wave excitation.

Single Molecule Detection using
Confocal Microscopy

As previously stated, the confocal fluorescence
microscope is an adaptable and versatile tool for
SMD. In its simplest form, a confocal microscope is
one in which a point light source, a point focus in the
object plane, and a pinhole detector are all confocal
with each other. This optical superposition generates
superior imaging properties and permits definition of
ultra-small probe volumes. The concepts behind a
basic confocal microscope and its use in SMD are
schematically illustrated in Figure 3. Coherent light
(typically from a laser and tuned to an optical
transition of the molecule under investigation)
behaves as a point light source and is focused into a
sample chamber using a high-numerical aperture
objective lens. As a single molecule traverses the
laser beam it is continuously cycled between the
ground and an excited electronic state, emitting a
burst of fluorescence photons. Fluorescence
emission is isotropic (spontaneous emission), SO
photons are emitted in all directions (4 steradians).



24 CHEMICAL APPLICATIONS OF LASERS / Detection of Single Molecules in Liquids

Laser

Confocal
pinhole

..... Detector

Dichroic mirror

High NA
objective

Focal plane

Figure 3 Principle of confocal detection. A confocal pinhole only
selects light that emanates from the focal region. Dashed lines
indicate paths of light sampled above and below the focal plane
that are rejected by the pinhole. The solid ray derives from the
focal point, and is transmitted through the pinhole to a detector.

Consequently, the high numerical aperture is used to
collect as large a fraction of photons emitted from the
focal plane as possible. Designing the objective to be
used with an immersion medium, such as oil,
glycerin, or water, can dramatically increase the
objective numerical aperture, and thus the number
of collected photons. Light collected by the objective
is then transmitted towards a dichroic beam splitter.
In the example shown, fluorescence photons (of lower
energy) are reflected towards the confocal detector
pinhole, whereas scattered radiation (of higher
energy) is transmitted through the dichroic towards
the light source. Creation of a precise optical probe
volume is effected through the definition of the
confocal pinhole. The detector is positioned such
that only photons that pass through the pinhole are
detected. Consequently, light emanating from the
focal plane in the sample is transmitted through the
pinhole and detected, whereas light not deriving from
the focal plane is rejected by the aperture, and
therefore not detected (Figure 3).

To ensure that the maximum number of photons
are detected by the system, high efficiency detectors
must be used. Photomultiplier tubes (the most
common detectors for light-sensing applications) are
robust and versatile but have poor detection efficien-
cies (approximately 5% of all photons that fall on the
photocathode yield an electrical signal). Conse-
quently, the most useful detectors for SMD (or low
light level) applications are single photon-counting

avalanche photodiodes (SPADs). A SPAD is essen-
tially a p-n junction reverse biased above the
breakdown voltage, that sustains an avalanche
current when triggered by a photon-generated carrier.
Detection efficiencies for typical SPADs are normally
between 60-70% and are thus ideal for SMD in
solution. An approximation of the overall detection
efficiency of a confocal system for SMD can be made
using eqn [2], which incorporates an estimation of
photon losses at all stages of the collection/detection
process. Typical transmission efficiencies for each step
are also shown.

overall objective dichroic additional detector
detection =~ collection X transmission X optical X efficiency
efficiency  efficiency coefficient losses

0.06 0.24 0.9 0.5 0.6

(2]

Optical Probe Volumes

The precise nature of the probe volume is determined
by the image of the pinhole in the sample and the
spherical aberration of the microscope objective.
Routinely, confocal probe volumes are approximated
as resembling a cylinder with a radius defined by the
diffraction-limited waist of a Gaussian beam. This
approximation is useful when the incident beam is
narrow or not tightly focused. However, when the
radius of the incident beam is large, the correspond-
ing diffraction limited focus is narrowed, and the
probe volume more closely resembles a pair of
truncated cones. Figure 4a illustrates the dependence
of the curvature of the 1/e* intensity contour on the
collimated beam radius.

Consequently, it is clear that a simple cylindrical
approximation for the probe volume breaks down for
wide, tightly focused beams. If a broad incident beam
(diameter >1.5 mm) is used, a large noncylindrical
contribution to the probe volume is anticipated and a
more appropriate model is required. An alternative
and more accurate model for the confocal probe
volume considers the Gaussian profile of the focused
beam. The 1/e? intensity contour radius of a Gaussian
waveform with wavelength A, at some distance z from
the beam waist radius wy, is given by eqn [3]:

(3]

In this case, the probe volume V is given by the
volume of rotation of w(z) around the z-axis between
Z' and —Z'. The volume of rotation can therefore be
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simply defined according to,

Z/

V= / mw(2)*dz (4]

Solution of eqn [4] yields

202
3 77'1/1/%

V =2muiZ + z? [5]

The Gaussian volume expression contains two terms.
The first term, ZWW%Z/ , corresponds to a central
cylindrical volume; the second term has a more
complex form that describes the extra curved volume
(Figure 4b). The diffraction-limited beam waist radius
wq can be defined in terms of the focusing objective
focal length f, the refractive index n, and the
collimated beam radius R according to

A
_ N (6]

w =
07 uaR

Substitution in eqn [5] yields,

2
B M )2 202 (naR\ s

nmR
2A2f? 2m*R? _ 3
= Z Z 7
oy R 3f2 71

The volume is now expressed in terms of identifiable
experimental variables and constants. Once again,
the first term may be correlated with the cylindrical
contribution to the volume, and the second term is the

additional volume due to the curved contour. It is
clear from Figure 4a that, for a given focal length, the
noncylindrical contribution to the probe volume
increases with incident beam diameter, when the
diffraction limited focus is correspondingly sharp and
narrow. Furthermore, it can also be seen that the
second term in eqn [7] is inversely proportional to f2,
and thus the extent to which the probe volume is
underestimated by the cylindrical approximation
increases with decreasing focal length. This fact is
significant when performing confocal measurements,
since high numerical aperture objectives with short
focal lengths are typical. Some realistic experimental
parameters give an indication of typical dimensions
for the probe volume in confocal SMD systems. For
example, if A =488 nm, f =1.6 mm, Z' = 1.0 pm
and 7 = 1.52, a minimum optical probe volume of
1.1 fL is achievable with a collimated beam diameter
of 1.1 mm.

Intensity Fluctuations: Photon
Burst Statistics

When sampling a small volume within a system that
may freely exchange particles with a large surround-
ing analyte bath, a Poisson distribution of particles is
predicted. A Poisson distribution is a discrete series
that is defined by a single parameter p equating to the
mean and variance of the distribution:

pre
x!

P(n=x)= [8]
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Common Poisson processes include radioactive
disintegration, random walks and Brownian motion.
Although particle number fluctuations in the exci-
tation volume are Poissonian in nature, the corres-
ponding fluorescence intensity modulation induces a
stronger correlation between photon counts. For a
single molecular species the model is described by two
parameters: an intrinsic molecular brightness and the
average occupancy of the observation volume. A
super-Poissonian distribution has a width or variance
that is greater than its mean; in a Poisson distribution
the mean value and the variance are equal. The
fractional deviation QO is defined as the scaled
difference between the variance and the expectation
value of the photon counts, and gives a measure of the
broadening of the photon counting histogram (PCH).
Q is directly proportional to the molecular brightness
factor ¢ and the shape factor y of the optical point
spread function. (yis constant for a given experimen-
tal geometry.)

_ e -
I T S

A pure Poisson distribution has Q = 0; for super-
Poissonian statistics O > 0. Deviation from the
Poisson function is maximized at low number density
and high molecular brightness.

In a typical SMD experiment raw data are
generally collected with a multichannel scalar and
photons are registered in binned intervals. Figure 5

Q (9]

40

illustrates typical photon burst scans demonstrating
the detection of single molecules (R-phycoerythrin) in
solution. Fluorescence photon bursts, due to single
molecule events, are clearly distinguished above a low
background baseline (top panel) of less than 5 counts
per channel in the raw data. It is noticeable that
bursts vary in both height and size. This is in part due
to the range of possible molecular trajectories
through the probe volume, photobleaching kinetics,
and the nonuniform illumination intensity in the
probe region. In addition, it can be seen that the burst
frequency decreases as bulk solution concentration is
reduced. This effect is expected since the properties of
any given single-molecule event are determined by
molecular parameters alone (e.g., photophysical and
diffusion constants) and concentration merely con-
trols the frequency/number of events.

Although many fluorescence bursts are clearly
distinguishable from the background, it is necessary
to set a count threshold for peak discrimination in
order to correctly identify fluorescence bursts above
the background. A photocount distribution can be
used as the starting point for determining an
appropriate threshold for a given data set. The
overlap between signal and background photocount
distributions affects the efficiency of molecular detec-
tion. Figure 6 shows typical signal and background
photocount probability distributions, with a
threshold set at approximately 2 photocounts per
channel. The probability of spurious (or false)
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Figure 5 Photon burst scans originating from 1 nM and 500 pM R-phycoerythrin buffered solutions. Sample is contained within a
50 wm square fused silica capillary. Laser illumination =5 pW, channel width =1 ms. The top panel shows a similar burst scan
originating from a deionized water sample measured under identical conditions.
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detection resulting from statistical fluctuations in the
background can be quantified by the area under
the ‘background’ curve at photocount values above
the threshold. Similarly, the probability that ‘true’
single molecule events are neglected can be estimated
by the area under the ‘fluorescence’ curve at photo-
count values below the threshold. Choice of a high
threshold value will ensure a negligible probability
of calling a false positive, but will also exclude a
number of true single molecule events that lie
below the threshold value. Conversely, a low
threshold value will generate an unacceptably
high number of false positives. Consequently,
choice of an appropriate threshold is key in
efficient SMD.

Since the background shot noise is expected to
exhibit Poisson statistics, the early part of the
photocount distribution (i.e., the portion that is
dominated by low, background counts) can be
modeled with a Poisson distribution, to set a
statistical limit for the threshold. Photon counting
events above this threshold can be defined as photon
bursts associated with the presence of single mole-
cules. In an analogy with Gaussian systems the
selected peak discrimination threshold can be
defined as three standard deviations from the mean
count rate:

Mhreshold — M + 3\/ﬁ [10]

Adoption of a threshold that lies 3 standard
deviations above the mean yields a confidence limit
that is typically greater than 99%. Figure 7
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Figure 7 A photon counting histogram generated from a 16
second photon burst scan originating from a 10 pg/mL solution of
1000 nm fluorescent microbeads. The dotted curve shows a least-
squares fit of early channels to a Poisson distribution, and the
dashed vertical line marks the peak threshold (defined as
u+ 3y/n = 4.47 counts).

illustrates a sample photocount distribution, a
least-squares fit to an appropriate Poisson distri-
bution, and the calculated threshold that results.
Once the threshold has been calculated, its value is
subtracted from all channel counts and a peak search
utility used to identify burst peaks in the resulting
data set.

Data Filtering

As stated, the primary challenge in detecting single
molecules in solution is not the maximization of the
detected signal, but the maximization of the signal-to-
noise ratio (or the reduction of background inter-
ferences). Improving the signal-to-noise ratio in such
experiments is important, as background levels can
often be extremely high.

Several approaches have been used to smooth SMD
data with a view to improving signal-to-noise ratios.
However, the efficacy of these methods is highly
dependent on the quality of the raw data obtained in
experiment. As examples, three common methods are
briefly discussed. The first method involves the use of
a weighted quadratic sum (WQS) smoothing filter.
The WQS function creates a weighted sum of
adjacent terms according to

m—1

_ _ 2
g wos = Z wWi(Mgy;)
=0

[11]

The range of summation 1 is the same order as the
burst width, and the weighting factors w; are chosen
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Figure 8 Effect of various smoothing filters on a 750 ms photon burst scan originating from a 1 nM R-phycoerythrin buffered solution.

Raw data are shown in the top panel.

to best discriminate between single-molecule signals
and random background fluctuations. This method
proves most useful for noisy systems, in which the
raw signal is weak. There is a practical drawback, in
that peak positions are shifted by the smoothing
function, and subsequent burst analysis is therefore
hampered.

Another popular smoothing filter is the Lee-
filtering algorithm. The Lee filter preferentially
smoothes background photon shot noise and is
defined according to

o}
n, =n, + (ny, — ) ——— 12
k pt+ (1 k)JiJFJ% [12]

where the running mean (7;) and running variance

(07) are defined by

) 1
= m,_zm”’*” k=N 1]
2 1 k<

k= G D). Z(,W ) 2m<k=N-2m

/—*m

[14]

for a filter (2m+1) channels wide. Here, #n; is the
number of detected photons stored in a channel k, o
is a constant filter parameter, and N is the total
number of data points.

A final smoothing technique worth mentioning is
the Savitsky-Golay smoothing filter. This filter uses
a least-squares method to fit an underlying
polynomial function (typically a quadratic or
quartic function) within a moving window. This
approach works well for smooth line profiles of a
similar width to the filter window and tends to
preserve features such as peak height, width and
position, which may be lost by simple adjacent
averaging techniques. Figure 8 shows the effects of
using each approach to improve signal-to-noise for
raw burst data.

Photon Burst Statistics

A valuable quantitative analysis method for analysis
of fluorescence bursts utilizes the analysis of Poisson
statistics. Burst interval distributions are predicted to
follow a Poissonian model, in which peak separation
frequencies adopt an exponential form. The prob-
ability of a single molecule (or particle) event
occurring after an interval At is given by eqn [15]:

N(A?) = A exp(—Bt) [15]
where A is a proportionality constant and B8 is a
characteristic frequency at which single molecule
events occur. The recurrence time 7z can then be
simply defined as

(16]

TR = —

|-
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Figure 9 Burst interval distribution analysis of photon burst
scans. Data originate from 1 um fluorescent beads moving
through 150 wm wide microchannels at flow rates of 200 nL min ™"
(circles) and 1000 nLmin~" (squares). Least squares fits to a
single exponential function are shown by the solid lines.

Equation [6] simply states that longer intervals
between photon bursts are less probable than shorter
intervals. Furthermore, the recurrence time reflects a
combination of factors that control mobility, probe
volume occupancy, or other parameters in the single
molecule regime. Consequently, it is expected that 7y
should be inversely proportional to concentration,
flow rate or solvent viscosity in a range of systems.
Figure 9 shows an example of frequency N(A#) versus
time plots for two identical particle systems moving
at different velocities through the probe volume. A
least-squares fit to a single exponential function yields
values of 7x = 91 ms for a volumetric flow rate of
200 nL/min and 7z = 58 ms for a volumetric flow
rate of 1000 nL/min.

Temporal Fluctuations:
Autocorrelation Analysis

Autocorrelation analysis is an extremely sensitive
method for detecting the presence of fluorescence
bursts in single molecule experiments. This approach
essentially measures the average of a fluctuating
signal as opposed to the mean spectral intensity. As
previously discussed, the number of molecules con-
tained within a probe volume at any given time is
governed by Poisson statistics. Consequently, the root
mean square fluctuation can be defined according to
eqn [17],

2 _ 2
J<<£\I[\>l>>:¢<<N Ny 1 (17]

(N) ViN)

where N is the number of molecules. It is observed
that the relative fluctuation diminishes as the number
of particles measured is increased. Hence, it is
important to minimize the number of molecules
present in the probe volume. It should be noted,
however, that if there are too few molecules in the
solution there will be long dark periods were no single
molecule bursts are observed. If the probe volume is
bathed in radiation of constant intensity, fluctuation
of the resulting fluorescence signal can simply be
defined as deviations from the temporal signal
average:

1 T
(Et) = —j F(de [18]
T Jo

Here, t is defined as the total measurement time, F(¢)
is the fluorescence signal at time ¢, and (F(¢)) is the
temporal signal average. Fluctuations in the fluor-
escence intensity, S8F(¢)(6F(¢) = F(t) — (F(t))), with
time #, about an equilibrium value (F), can be
statistically investigated by calculating the normal-
ized autocorrelation function, G(7), where

(F(t + 7E(t)) _ (8F(t + 1) OF (1))
(Fy* (Fy?

G(n = +1 [19]

In dedicated fluorescence correlation spectroscopy
experiments, the autocorrelation curve is usually
generated in real time in a high-speed digital
correlator. Post data acquisition calculation is also
possible using the following expression

N-1

G =) ggt+m

t=0

[20]

Here g(¢) is the total number of counts during the time
interval (z,¢ + Af), g(z + 7) is the number of counts
detected in an interval of At at a later time £ + 7, and
N is the total number of time intervals in the dataset.
In a diffusion controlled system with a single
fluorescent molecule that is irradiated with a three
dimensional Gaussian intensity profile, the autocor-
relation curve is governed by the mean probe volume
occupancy N and the characteristic diffusion time
(7p). The laser beam waist radius @ and the probe
depth 2z describe the Gaussian profile:

B 1 T\"1 o\2 T oz

The diffusion time is a characteristic molecular
residence time in the probe volume and inversely
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Figure 10 Autocorrelation analysis of photon burst scans of
1 um fluorescent beads moving through 150 um wide micro-
channels at flow rates of 500 nL min~" (stars) and 1000 nL min™"
(circles). Solid lines represent fits to the data according to
eqn [23].

related to the translational diffusion coefficient for the
molecule:

(22]

In a flowing system, the autocorrelation function
depends on the average flow time through the probe
volume g, A theoretical fit to the function can be
described according to

Gin=1+ -4 T \a
= N P (Tﬂow)

() ()3

where N is the mean probe volume occupancy; the
flow velocity v can then be extracted from the
characteristic flow time according to

(23]

w

[24]

U =
THlow

It should be noted that in the case that directed flow is
negligible or defined to be zero, the autocorrelation
function simplifies to eqn [21].

Figure 10 illustrates experimentally determined
autocorrelation curves for two identical particle
systems moving at different velocities through the
probe volume. As particle flow velocity is

increased, the width of the autocorrelation curves
is seen to narrow as a result of the reduced
residence time in the probe volume. A plot of the
reciprocal of the full width half maximum of the
autocorrelation curve as a function of volumetric
flow rate is linear, and provides a simple way of
calculating particle/molecule velocities within flow-
ing systems.

Applications

The basic tools and methods outlined in this
chapter have been used to perform SMD in a
variety of chemically and biologically relevant
systems, and indeed there is a large body of
work describing the motion, conformational
dynamics and interactions of individual molecules
(see Further Reading). A primary application area
has been in the field of DNA analysis, where SMD
methods have been used in DNA fragment sizing,
single-molecule DNA sequencing, high-throughput
DNA screening, single-molecule immunoassays,
and DNA sequence analysis. SMD methods have
also proved highly useful in studying protein
structure, protein folding, protein-molecule inter-
actions, and enzyme activity.

More generally, SMD methods may prove to be
highly important as a diagnostic tool in systems
where an abundance of similar molecules masks
the presence of distinct molecular anomalies that
are markers in the early stages of disease or
cancer.

See also

Microscopy: Confocal Microscopy.
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Introduction

Flash photolysis was developed as a technique to
study short-lived intermediates in photoinduced
reactions by George Porter (later Lord Porter of
Luddenham) and Ronald Norrish in 1949, drawing
on Porter’s wartime experience with radar tech-
niques. Such was the impact of this development
that it earned the Nobel prize jointly for Porter,
Norrish, and Eigen in 1967. In this article we will
describe the application of flash photolysis to opaque,
scattering samples, detailing how light propagation in
such samples can be treated theoretically, and will
discuss methods by which the data obtained from
diffuse reflectance flash photolysis experiments may
be analyzed.

The technique of flash photolysis was originally
based on using an intense flash of light (the photolysis
flash) from a xenon tube to excite the sample,
followed a certain time delay later by a spectroscopic
flash of lower intensity from a second flash tube, the
light from the latter being detected using a photo-
graphic plate. The photolysis flash is of sufficient
intensity to produce a large population of intermedi-
ates (radicals, ions, excited states, isomers) in the
sample, which then absorb light from the spectro-
scopic flash depending on the concentration of
intermediates according to the Beer—Lambert law:

A = ecl [1]

where A is the sample absorbance, & the molar
absorption coefficient, ¢ the concentration and / the
pathlength. The absorbance is related to the incident
and transmitted intensities as

A =logyolo/I (2]

With I the incident and I the transmitted intensities,
there is therefore an exponential fall-off of intensity
with pathlength for a homogeneous absorber. Hence,
by monitoring the evolution of the absorption
spectra, the changes in concentration of the photo-
produced intermediates and hence the kinetics of the
processes in which they are involved are elucidated.
Flash photolysis has evolved subsequently to make
use of laser sources and sophisticated electronic
detection apparatus to push the limits of time

resolution to the femtosecond regime. Indeed,
recently the Nobel prize for chemistry was awarded
to Ahmed Zewail for his work with ultrafast pump-
probe techniques. However, in its conventional
geometry, flash photolysis is limited to transparent
samples, since it is necessary to be able to probe the
excited species by monitoring the absorption spectra.
Many biological systems and industrially import-
ant samples are opaque or highly scattering, and
hence the attenuation of light through the sample is
no longer described by the Beer—Lambert law. In
1981, Frank Wilkinson and Rudolph Kessler had
the idea of using diffusely reflected light to
interrogate the changes in concentration within a
scattering sample subjected to a high-intensity
excitation pulse. When photons enter a sample,
they may be absorbed or scattered. Those which are
scattered may re-emerge from the irradiated surface
as diffusely reflected light. The intensity of diffusely
reflected light emerging from the surface at a
particular wavelength is a unique function of the
ratio of scattering to absorption. The more scatter-
ing events occurring before absorption, the more
likely the photon is to escape from the sample as
diffusely reflected light. Hence the probability of
escape decreases as the absorption probability
increases, and the diffusely reflected light is deficient
in those wavelengths where the absorption is
strongest, i.e., the ratio of the incident to absorbed
light intensity at a given wavelength is related to the
absorption of the sample at that wavelength.

Kubelka-Munk Theory of Reflectance

The theory which describes the relationship between
incident and scattered light intensity, absorption and
scatter, and concentration which is widely applied in
this context, is the Kubelka—Munk theory of
reflectance. The theory was originally developed to
describe the reflectance characteristics of paint films
but it works quite well for many samples containing a
homogeneous distribution of scatterers and absor-
bers. The limiting assumption in this theory is that the
scatterers from which the scattering layer is com-
posed are very much smaller than the total layer
thickness. Additionally, the layer should be optically
thick such that all of the light entering the layer
should be either absorbed or reflected, with a
negligible fraction transmitted.

For a layer of thickness X diffusely irradiated with
monochromatic light, the diagram shown in Figure 1
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Figure 1 Schematic of counterpropagating fluxes in a diffusely
irradiated scattering medium.

can be constructed, with I the incident flux and ] the
diffusely reflected flux, and i and j the fluxes traveling
upwards and downwards through an infinitesimally
small thickness element dx. Two further parameters
may be defined which are characteristic of the
medium.

K The absorption coefficient. Expresses the attenu-
ation of light due to absorption per unit thickness.
S The scattering coefficient. Expresses the attenu-
ation of light due to scattering per unit thickness.

Both of these parameters can be thought of as
arising due to the particle (or chromophore) acting
as a sphere of characteristic size, which casts a
shadow either due to the prevention of on-axis
transmission or due to absorption. The scattering or
absorption coefficient then depends on the effective
size of this sphere, and the number density of
spheres in the medium. In each case, the probability
P of a photon being transmitted through a particular
thickness X of a medium is related exponentially to
the absorption or scattering coefficient:

P = exp(—KX) [3]

P = exp(—SX) [4]

The scattering coefficient S depends on the refractive
index difference between the particle and the
dispersion medium. The scattering coefficient is
also dependent upon the particle size, and shows
an inverse correlation, i.e., the scattering coefficient
increases as the particle size decreases. This effect is
a function of the size of the particle relative to the
wavelength of light impinging on it, with the
scattering coefficient increasing as the wavelength

decreases. However, this change with wavelength is
small provided the particle size is large relative to
the wavelength of the light.

The effect of the material in the element dx on the
counterpropagating fluxes 7 and j depends on the
absorption and scattering coefficients. Both 7 and j
will be attenuated by both absorption and scattering;:

i =i — (S + K)dx [5]

2 =j1 — 1S+ K)dx [6]

Both i and j are reinforced by backscattering from the
other flux:

iz = il +]1de [7]

j» =71 +118dx [8]

The net effect of this in the attenuation of the flux
propagating into the sample (4) and the flux back-
scattered from the sample (j) can be expressed as the
following differential equations:

di = (S + K)idx — j,Sdx [9]

dj = —(S + K)j;dx + i1 Sdx [10]

For a sample of infinite thickness, these equations can
be solved to give an analytical solution for the
observed reflectance of the sample in terms of the
absorption and scattering coefficients:

K _ (1-R.?

S 2R [

where R,, is the reflectance from a sample of such
thickness that an increase in sample thickness has no
effect on the observed reflectance. The absorption
coefficient K is dependent upon the concentration of
absorbers in the sample through

K = 2ec [12]

with & the naperian absorption coefficient, ¢ the
concentration of absorbers and the factor 2 which is
the geometrical factor for an isotropic scatterer. For
multiple absorbers, K is simply the linear sum of
absorption coefficients and concentrations. Hence for
a diffusely scattering medium, an expression analo-
gous to the Beer—Lambert law can be derived to relate
concentration to a physically measurable parameter,
in this case the sample reflectance. The ratio K/S is
usually referred to as the Kubelka—Munk remission
function, and is the parameter usually quoted in this
context. It is important to note that the relationship
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with concentration is only valid for a homogeneous
distribution of absorbers within a sample.

Transient Concentration Profiles

As has been discussed in the previous section, a light
flux propagating through a scattering medium is
attenuated by both scattering and absorption events,
whilst in a nonturbid medium attenuation is by
absorption only. Hence even in a sample with a very
low concentration of absorbers, the light flux is
rapidly attenuated as it penetrates into the sample by
scattering events. This leads to a significant flux
gradient through the sample, resulting in a reduction
in the concentration of photo-induced species as
penetration depth into the sample increases. There
are three distinct concentration profiles which may be
identified within a scattering sample which are
dependent on the scattering and absorption coeffi-
cients. These concentration profiles are interrogated
by a beam of analyzing light, and hence an under-
standing of the effect of these differing profiles on the
diffusely reflected intensity is vital in interpreting
transient absorption data. The transient depth pro-
files are illustrated in Figure 2.

Kubelka-Munk Plug

This occurs when the photolysis flash, i.e., laser fluence
is high and the absorption coefficient is low at the laser
wavelength. If we assume a simple photophysical
model involving simply the ground state Sg, the first
excited singlet state S; and first excited triplet state T+,
and we assume that either the quantum yield of triplet
state production is high or the S; lifetime is very much
shorter than the laser pulse allowing re-population of
the ground state, then it is possible at high enough
fluence to completely convert all of the Sy states to T
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Figure 2 Transient concentration profiles following pulsed laser
excitation of a scattering and absorbing sample.

states within the sample. Provided the fluence is high
enough, this complete conversion will penetrate some
way into the sample (Figure 2). Under circumstances
where the Ty state absorbs strongly at some wave-
length other than the photolysis wavelength, probing
at this wavelength will result in the probe beam being
attenuated significantly within a short distance of the
surface of the sample, and thus will only interrogate
regions where there is a homogeneous excited state
concentration. Under these circumstances the reflec-
tance of the sample as a function of the concentration
of excited states is described by the Kubelka—Munk
equation, and the change in remission function can be
used to probe the change in excited state
concentration.

Exponential Fall-Off of Concentration

This occurs when the laser fluence is low and the
absorption coefficient at the laser wavelength high.
Again considering the simple photophysical model,
most of the laser flux will be absorbed by the ground
state in the first few layers of sample, and little will
penetrate deeply into the sample. In the limiting case
this results in an exponential fall-off of transient
concentration with penetration depth into the sample
(Figure 2). Here the distribution of absorbers is not
random and the limiting Kubelka—Munk equation is
no longer applicable since the mean absorption
coefficient varies with sample penetration depth. Lin
and Kan solved eqs [9] and [10] with the absorption
coefficient K varying exponentially with penetration
depth and showed that the series solution converges
for changes in reflectance of less than 10% such that
the reflectance change is a linear function of the
number of absorbing species.

Intermediate Case

Between the two extremes described above is a case
where significant transient conversion takes place at
the front surface, but with little penetration into the
sample. This can occur, for example, with high
laser fluences and large ground state absorption
coefficients at the laser wavelength. Under these
circumstances, illustrated in Figure 2, the analyzing
light interrogates not only the transient concentration
profile, but also a significant amount of the analyzing
light may penetrate through the transient layer into
the unconverted sample behind, if the transient
absorption at the analyzing wavelength is low. This
creates a more complex problem for analysis since
effectively the sample is irradiated from both front
and back faces, with consequent effects on the
diffusely reflected intensity. It is possible to numeri-
cally model the reflectance change as a function of
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transient concentration under these circumstances
but a precise knowledge of the absorption and
scattering coefficients is required. Under most cir-
cumstances, this case is avoided and diffuse reflec-
tance flash photolysis experiments are arranged such
that one of the two limiting cases above, generally the
exponential fall-off (usually achieved by attenuation
of the laser beam), prevails in a particular
experiment.

Sample Geometry

In the case of conventional nanosecond laser flash
photolysis, it is generally the case that right-angled
geometry is employed for the photolysis and probe
beams (Figure 3a). This geometry has a number of

Sample

Detect

Detect

Figure 3 Sample geometries for (a) conventional and (b,c)
diffuse reflectance flash photolysis. ——, photolysis beam;
—, analyzing beam.

advantages over alternatives. The photolysis beam
and analyzing beam are spatially well separated, such
that the analyzing beam intensity is largely unaffected
by scattered photolysis light. Also, the fluorescence
generated by the sample will be emitted in all
directions, whilst the analyzing beam is usually
collimated allowing spatial separation of fluorescence
and analyzing light; sometimes an iris is used to aid
this spatial discrimination. This geometry is appro-
priate for quite large beam diameters and fluences;
where smaller beams are used collinear geometry may
be more appropriate in order to achieve long
interaction pathlengths.

In the case of nanosecond diffuse reflectance flash
photolysis, the geometry required is quite different
(Figure 3b,c). Here, the photolysis beam and analyz-
ing beam must be incident on the same sample
surface, and the diffusely reflected analyzing light is
collected from the same surface. The geometry is
often as shown in Figure 3b, where the analyzing light
is incident almost perpendicularly on the sample
surface, with the photolysis beam incident at an angle
such that the specular reflection of the photolysis
beam passes between detector and analyzing beam
(not shown). Alternatively, the geometry shown in
Figure 3¢ may be employed, where diffusely reflected
light is detected emerging perpendicular to the sample
surface. In both cases, the geometry is chosen such
that specular (mirror) reflection of either exciting or
analyzing light from the sample is not detected, since
specular reflection is light which has not penetrated
the sample and therefore contains no information
regarding the concentrations of species present.
A requirement, as in conventional flash photolysis,
is that the analyzing beam probes only those areas
which are excited by the photolysis beam, requiring
the latter to be larger than the former. The nature
of the scattering described previously means that
the required geometry does not give spatial
discrimination at the detector between photolysis
and analyzing light, and fluorescence. This is since
both analyzing and photolysis light undergo scatter-
ing and absorption processes (although with wave-
length-dependent absorption and scattering
coefficients) and emerge with the same spatial
profiles. Fluorescence, principally that stimulated by
the photolysis beam since this is of greatest intensity,
originates from within the sample but again under-
goes absorption and scattering and emerges with the
same spatial distribution as the exciting light. In
diffuse reflectance flash photolysis, separation of the
analyzing light from the excitation or fluorescence
must be achieved using spectral (filters and/or
monochromators) or temporal, rather than spatial
discrimination. Time-gated charge coupled devices
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(CCD) or photodiode array detectors can be effec-
tively used in nanosecond laser flash photolysis to
exclude excitation light and fluorescence, since these
occur on time-scales usually much shorter than the
transient absorption of species of interest. The usual
analyzing light source used in nanosecond diffuse
reflectance flash photolysis is a xenon arc lamp, due
to its good spectral coverage and high intensity. High
probe intensity is particularly important in diffuse
reflectance flash photolysis since the scattered inten-
sities are often low, and the scattered light emerges in
a large solid angle, only part of which can be
effectively collected and detected. Also, high inten-
sities allow for the light from the analyzing source to
dominate over fluorescence if the latter is relatively
weak.

In femtosecond diffuse reflectance laser flash
photolysis, sample geometry considerations are also
important. Such experiments are performed using the
pump-probe technique, with the probe often being a
femtosecond white-light continuum. The sample
geometry employed is illustrated in Figure 4.

Here the pump and probe are almost colinear, and
are incident on the same sample area; again, the
requirement is for the pumped area to be larger than
the probed area. Diffusely reflected light is then
collected and analyzed, time resolution being
achieved by varying the delay between pump and
probe beams. It should be noted that the temporal
resolution is worse than in conventional pump-probe
techniques. In conventional femtosecond flash pho-
tolysis, the time resolution is generally limited by the
widths of pump and probe pulses; in diffuse
reflectance mode, the pulses undergo numerous
refractions, reflections, and diffractions such that
the pulse is temporally broadened during its transit
through the material. The extent of this broadening is
a sensitive function of the optical properties of the
individual sample.

Detect

Figure 4 Sample geometry for femtosecond diffuse reflectance
flash photolysis. ——-, photolysis beam; —, analyzing beam.

Kinetic Analysis

Kinetic analysis, and of course time-resolved spectro-
scopic analysis, require a quantitative treatment of
the concentration changes within a sample following
an excitation pulse as a function of time. When
studying transient absorption phenomena in opaque
samples, it is usual to define the reflectance change in
terms of the sample reflectance before and after
excitation, such that in spectrally resolved data a
transient difference spectrum rather than an absolute
reflectance spectrum of the transient species is
obtained. The latter can, however, be reconstructed
from a knowledge of the absorption coefficients and
concentration of the species involved. It is possible to
define the reflectance change as

N, R

13
To Ry 1]

where Ry and R, represent the intensity of probe
light diffusely reflected from the sample before
excitation and at a time # after excitation, respect-
ively. Frequently reflectance change is expressed as
‘% absorption’, which is defined in eqn [14].

R
% absorption = 100 X (1 — R—t) [14]
0

These parameters are often used as being pro-
portional to transient concentration, subject to
satisfying the criteria for an exponential fall-off of
transient concentration with penetration depth as
discussed previously, and are used to replace transient
concentration in kinetic equations used in data
analysis.

It is generally the case that the samples studied
using diffuse reflectance laser flash photolysis have
either some degree of heterogeneity, for example
paper, microcrystalline cellulose, silica gel or
alumina, or have well-defined porous structures
such as zeolites. Molecules adsorbed to these supports
may be present on the surface, within micro- or
mesopores, or intimately included within the struc-
ture. Hence each molecule may experience its own
unique environment, and this will obviously influence
its observed photophysics. It is therefore the case that
in these systems, even very simple photo-induced
reactions such as unimolecular photoisomeri-
zations do not follow first-order kinetics; rather, a
distribution of rates is observed which reflect the
differing environments experienced by the molecules,
and hence the molecules act as probes of this
heterogeneity.
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There are a number of approaches to kinetic
analysis in opaque, often heterogeneous systems, as
described below.

Rate Constant Distributions

Here the sample heterogeneity is treated as producing
a series of micro-environments, and the reaction
studied will have its own unique rate constant in each
of these environments. The width of the observed rate
constant distribution therefore describes the number
of these possible environments, with the distribution
amplitude at any particular rate constant, reflecting
the probability of the molecule existing in the
corresponding environment.

Exponential series lifetime distribution analysis is
the simplest approach to distributed lifetime analysis.
This analysis has the inherent advantage that there
are no presuppositions regarding the kinetic model
describing the data. Rather, a large number of
exponentials with fixed rate constants and with
amplitudes as adjustable parameters are applied to
the data, and a least-squares procedure used to
optimize the amplitude of each exponential. Gener-
ally there is a relationship between the rate constants,
they being equally spaced on either a linear or
logarithmic scale. Physically this can be interpreted
as a large number of first-order or pseudo-first-order
(in the case of bimolecular reactions) rates arising
from the sample heterogeneity. Hence the rate
constant distribution emerges naturally from the
fitting procedure, with no preimposed constraints.
Since there are a large number of adjustable
parameters, these models are applied most success-
fully to data with good signal-to-noise.

Alternative approaches involve imposing a distribu-
tion shape onto a set of exponentials, and optimizing
this distribution to the data. This approach has the
advantage that by assuming a rate constant distri-
bution, the relative amplitudes of the exponentials are
fixed and hence the number of fitting parameters
greatly reduced. One of the more successful models
applied in this context is that developed by Albery
et al. In the development of their model it is assumed
that, for the reaction in question, the free energy of
activation, AG”, is distributed normally around a
mean value AG”™ according to eqn [15]:

AG” = AG” — yxRT [15]
with y being the width of the distribution for oo =
x = —oo. This assumed normal distribution of the
free energy of activation leads to a log-normal
distribution of the decay rate constants distributed
around some average rate constant k. The dispersion

in the first-order rate constant is then

In(k) = In(k) + yx [16]

The equation used to describe the data is given as:

c Jw exp(—1%) exp[ — kt exp('yt)]dt

<o J exp(—t)dz

with ¢ and ¢, being concentration at time ¢ = ¢ and
t =0 relative to the excitation flash, respectively.
Where reflectance change is proportional to transient
concentration, reflectances can be used directly in
place of concentrations. This equation can be solved
by making the following substitutions:

ro exp(—tH)dt = 7% (18]

Jm exp(— tz)exp[ — /%texp(yt)]dt

1
= J A1 exp( —(In /\2)) (exp( —kt\)+ exp(—/%t)\_y))d/\
0
[19]

Hence here there are only two fitting parameters,
namely the width of the distribution y and the
distribution center, k. Note that for y= 0, eqn [17]
reduces to a single exponential function.

A further model which constrains the rate constant
distribution, which has been successfully applied to
describe the rates of photo-induced processes on silica
gel surfaces, is a Lévy stable distribution of rate
constants, described as:

i} 1 [ i
Pk = — jo exp( — yq%)cos(kaqydq  [20]

where « is the characteristic power law exponent
(0 < a =2) and vy is the distribution width (y > 0).
Special cases of the Lévy stable distribution occur for
a=1 and a=2, where the distribution shape
becomes Lorentzian and Gaussian, respectively. The
Lévy distribution gives an increasing weighting to the
tails of the distribution as the distribution width
decreases, and can be described as a random walk
consisting of long jumps followed by several short
walks. It has been shown that this type of foraging
behavior is more efficient at seeking out randomly
distributed targets than a simple random walk.
The Lévy stable distribution has three adjustable
parameters which allows greater flexibility in the
distribution of rate constants than does the Gaussian
model, but still constrains the distribution to be
symmetrical about some mean value.
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Physical Models

A number of these have been applied to very specific
data sets, where parameters of the systems are
accurately known. These include random walk
models in zeolites, and time-dependent fractal-
dimensional rate constants to describe kinetics on
silica gel surfaces. The advantage of these methods
over rate constant distributions is that since they are
based on the physical description of the system, they
yield physically meaningful parameters such as
diffusion coefficients from analysis of kinetic data.
However, for many systems the parameters are
known in insufficient detail for accurate models to
be developed.

Examples

An example of bimolecular quenching data is shown
in Figure 5. Here, anthracene at a concentration of
1 wmol g~ ! is co-adsorbed to silica gel from aceto-
nitrile solution together with azulene at a concen-
tration of 0.8 wmol g~ '. Laser excitation at 355 nm
from an Nd:YAG laser produces the excited triplet
state of the anthracene, which undergoes energy
transfer to the co-adsorbed azulene molecule as a
result of the rapid diffusion of the latter.

The data shown in Figure 5 are recorded monitor-
ing at 420 nm, and the laser energy (approximately
5 m] per pulse) is such that an exponential fall-off of
transient concentration with penetration depth is
expected such that reflectance change is proportional
to transient concentration (see section on Transient
Concentration Profiles above). The data are shown on
a logarithmic time axis for clarity. The fitted line is
obtained by applying the model of Albery et al.
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Figure 5 Transient absorption decay for anthracene
(1 wmol g~ ") co-adsorbed with azulene (0.8 wmolg™") to silica
gel monitored at 420 nm. Fitted using the model of Albery et al.
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Figure 6 Transient absorption decay for the naphthalene
(1 wmol g~ ") radical cation monitored at 680 nm on silica gel.
Fitted using a Lévy stable distribution.

(see section on Rate Constant Distributions
above) with fitting parameters k= 1.01x 10*s™!
and y=0.73.

Where ion—electron recombination is concerned,
the Albery model often fails to adequately describe
the data obtained since it does not allow sufficient
small rate constants relative to the value of k, given
the constraints of the Gaussian distribution. The Lévy
stable distribution is ideal in this application since it
allows greater flexibility in the shape of the
distribution.

Figure 6 shows example data for naphthalene
adsorbed to silica gel (1 wmol g~'). The laser pulse
energy at 266 nm (approximately 40 m] per pulse) is
such that photo-ionization of the naphthalene occurs
producing the radical cation. The subsequent decay
of the radical cation via ion-electron recombination
can be monitored at 680 nm. Note that decay is
observed on a time-scale of several thousand seconds.
The fitted line is according to a Lévy stable
distribution with parameters k=82x10"*s"! y=
0.5 and a=1.7 (see section on Rate Constant
Distributions above). This model allows the shape
of the distribution to deviate from a Gaussian, and
can be more successful than the model of Albery et al.
in modeling the complex kinetics which arise on
surfaces such as silica gel. Note that where the model
of Albery et al. can successfully model the data, the
data can also be described by a Lévy stable
distribution with a = 2.

List of Units and Nomenclature

A Sample absorbance

c Concentration
Incident flux

] Diffusely reflected flux
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k Rate constant

k Mean rate constant

K Absorption coefficient (absorption per
unit thickness) [em™!]

/ Pathlength [cm]

P Probability of transmission of a photon
through a sample of defined thickness

R Reflectance of an infinitely thick sample

S Scattering coefficient (scattering per unit
thickness) [cm ']

¢ Time

X Thickness of sample layer [cm]

a Characteristic Lévy power law exponent

v Width of rate constant distribution

AG™ Free energy of activation [k] mol ']

AG™ Mean free energy of activation [k] mol ']

€ Molar decadic or naperian absorption
coefficient

See also

Chemical Applications of Lasers: Pump and Probe
Studies of Femtosecond Kinetics. Optical Materials:
Measurement of Optical Properties of Solids. Scattering:
Scattering from Surfaces and Thin Films; Scattering
Theory.
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Introduction

Laser manipulation is a method for manipulating
single particles with a size of less than a few tens of
microns in which optical pressure of a focused laser

beam is used to trap and control the particles without
any mechanical contact. As infrared lasers, as a
trapping light source, have become more user-
friendly, even operators who are not familiar with
lasers and microscopes can perform laser manipu-
lation. Those laser manipulators already on sale have
attracted significant attention as a new tool. It is
especially interesting to combine this method with
nanotechnology and biotechnology, which have
progressed rapidly during the 1990s. In this article,
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the principle and method of laser manipulation is
described and then its applications and possibilities in
nanotechnology and biotechnology are summarized.

Principle and Method

When light is reflected or refracted at the interface
between two media with different refractive indices,
the momentum of photons is changed, which leads to
the generation of photon force as a reaction to the
momentum change. For example, when a laser beam
is reflected by a mirror, the momentum of photons is
changed by Ap (Figure 1a). As a result, a photon
force, Fohor, acts on the mirror to deflect it vertically
away from the reflected beam. In refraction, the
momentum of photons is also changed, so that the
photon force acts on the interface, as shown in
Figure 1b. Thus light does not only give its energy to
materials via absorption but also applies a mechan-
ical force to them. However, when we are exposed to
light, such as from a halogen lamp, we are never

Incident beam Reflected beam Incident beam

p2

Ap ni Fohot
Mirror ‘ n2 p1
p1 p2\| Ap
thot

Refracted beam

(a) (b)

Figure 1 Optical pressure originating from the momentum
change of photons.

ni1<n2

Fa =F(a)in + F(a)out
Fa =F(b)in + F(b)out

Objective

aware of the photon force because its magnitude is
less than an order of pN. However, the photon force
of the pN order acquired from a focused laser beam is
sufficient to manipulate nm—pum-sized particles in
solution, under an optical microscope.

Principle of Laser Trapping

If the size of a particle is larger than the wavelength of
a trapping laser beam (um-sized particles), the
principle of single-beam gradient force optical trap-
ping can be explained in terms of geometrical optics.
When a tightly focused laser beam is irradiated onto a
transparent dielectric particle, an incident laser beam
is refracted at the interface between the particle and
medium, as represented by Figure 2a. The propa-
gation direction of the beam is changed, i.e., the
momentum of the photon is changed, and conse-
quently, a photon force is generated. As the laser
beam leaves the particle and enters the surrounding
medium, this refraction causes a photon force to be
exerted again on that interface. Summing up the force
contributions of all rays, if the refractive index of the
particle is higher than that of the medium, a resultant
force exerted on the particle is directed toward the
focal point as an attractive force. However, reflection
at the surface of the particle is negligible if that
particle is transparent and the refractive index ratio of
the particle to medium is close to unity. Therefore, the
incident beam is reflected at two surfaces by a small
amount, and as a result, the particle is directed
slightly to the propagation direction of the incident
light. Where the particle absorbs the incident beam,
the photon force is also generated to push it in the
propagation direction. The negligible effects of the

Figure 2 Principle of single-beam gradient force optical trapping explained by ray optics.
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reflection and absorption occur in trapping experi-
ment of transparent particles, such as polymer
particles, silica microspheres, etc. However, particles
with high reflectance and absorption coefficients such
as metallic particles, exert a more dominant force at
the surface where absorption and reflection occurs.
This force is a repulsive force away from the focal
point; consequently, metallic microparticles cannot
be optically trapped.

If a dielectric particle is much smaller than the
wavelength of a trapping light (nm-sized), it can be
regarded as a point dipole (Rayleigh approximation)
and the photon force (Fyho) acted on it is given by

thot = Fgrad + Fscat [1]

Here, Fy,q and F, are called the gradient force and
scattering force, respectively. The scattering force is
caused by the scattering of light, and it pushes the
particle toward the direction of light propagation. On
the other hand, the gradient force is generated when a
particle is placed in a heterogeneous electric field of
light. If the dielectric constant of the particle is higher
than that of the surrounding medium, the gradient
force acts on the particle to push it toward the higher
intensity region of the beam. In the case of laser
trapping of dielectric nanoparticles, the magnitude of
gradient force is much larger than the scattering force.
Consequently, the particle is trapped at the focal

point of the trapping laser beam, where the beam
intensity (electric field intensity) is maximum. The
photon force can be expressed as follows:

1
Fohot = Fgrad = EsmaV|E|2 2]
3y e m (3]
a= —
gp + 2ey

where, E is electric field of the light, Vis volume of the
particle, and e, and &,, are dielectric constants of the
particle and medium. In trapping nanoparticles that
absorb the laser beam, such as gold nanoparticles, the
complex dielectric constant and attenuation of
the electric field in the particle need to be taken into
consideration. Although the forces due to light
absorption and scattering are both propelling the
particle toward the direction of light propagation, the
magnitude of gradient force is much larger than
these forces. This is in contrast to the wm-sized
metallic particle, which cannot be optically trapped.

Laser Manipulation System

An example of a laser micromanipulation system,
with a pulsed laser to induce photoreactions, is shown
in Figure 3. A linearly polarized laser beam from a
CW Nd>":YAG laser is modulated to the circularly
polarized light by a M4 plate and then split into
horizontally and vertically polarized beams by a

CW-Nd:YAG laser Al

CCD camera

-

Monitor

[
PC

Obijective
. PBS: Polarizing beamsplitter
T GM: Galvano mirrors
v
.4'@ DM: Dichroic mirror

L1, L2: Lens

Figure 3 A block diagram of a dual beam laser manipulation-reaction system.
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polarizing beamsplitter (PBS1). Both laser beams are
combined by another (PBS2), introduced coaxially
into an optical microscope, and then focused onto a
sample through a microscope objective. The focal
spots of both beams in the sample solution can be
scanned independently by two sets of computer-
controlled galvano mirrors. Even if the beams are
spatially overlapping, interference does not take place
because of their orthogonal polarization relation.
Pulsed lasers, such as a Q-switched Nd**:YAG
laser, are used to induce photoreactions, such as
photopolymerization, photothermal reaction, laser
ablation, etc.

Laser Manipulation and Patterning
of Nanoparticles

Laser manipulation techniques enable us to capture
and mobilize fine particles in solution. Most studies
using this technique have been conducted on pm-
sized objects such as polymer particles, microcrystals,
living cells, etc. Because it is difficult to identify
individual nanoparticles with an optical microscope,
laser manipulation techniques have rarely been
applied to nanotechnology and nanoscience. How-
ever, the laser trapping technique can be a powerful
tool for manipulation of nanoparticles in solution
where individual particles can be observed. This is
achieved by detection of fluorescence emission from
labeled dyes or scattered light. Now, even single
molecule fluorescence spectroscopy has been
achieved by the use of a highly sensitive photo-
detector, and a single metallic nanoparticle can be
examined by detecting the light scattered from it.
There have been several reports on the application of
laser manipulation techniques for patterning of
nm-sized particles. Here, fixation methods of nano-
particles, using the laser manipulation technique and
local photoreactions, are introduced.

Patterning of Polymer Nanoparticles

Patterning of individual polymer nanoparticles onto a
substrate can be achieved by using local photopoly-
merization. The following example shows the
strength of this method. Polystyrene nanoparticles
of 220 nm with fluorescent dye were dispersed in
ethylene glycol solution containing polymerizable
vinyl monomer (acrylamide, 31 wt%), crosslinker
(N,N'-methylenebisacrylamide, 2.2 wt%), and rad-
ical photoinitiator (Irgacure2959, Ciba Specialty
Chemicals, 1.1 wt%). When the sample was irra-
diated by blue light from a high-pressure mercury
lamp, green fluorescence from dye molecules within
each nanoparticle was observed. A nanoparticle that

entered the region, irradiated by a near-infrared laser
beam (1064 nm), was trapped at the focal point, and
moved onto the surface of the glass substrate by
handling the 3D stage of the microscope. An
additional fixation laser beam (355 nm, 0.03 u],
pulse duration ~ 6 ns, repetition rate ~5 Hz) was
then focused to the same point for ~10's, which led
to the generation of acrylamide gel around the
trapped nanoparticle. By repeating the procedure,
patterning of single polymer nanoparticles on a glass
substrate was achieved, and a fluorescence image of
single nanoparticles as a letter ‘H’, is shown in
Figure 4. A magnified atomic force microscope
(AFM) image of one of the fixed nanoparticles is
also shown, which confirms that only one polymer
nanoparticle was contained in the polymerized gel.
Multiple polymer nanoparticles can also be gath-
ered, patterned, and fixed on a glass substrate by
scanning both trapping and fixation laser beams with
the use of two pairs of galvano mirrors. The optical
transmission and fluorescence images of the ‘H’
patterned nanoparticles on a glass substrate are
shown in Figure 5a and b, respectively. The letter
‘H> consists of three straight lines of patterned and
fixed nanoparticles. The trapping laser beam
(180 mW) was scanned at 30 Hz along each line
with a length of ~10 wm on a glass substrate for
300 s. Nanoparticles were gathered and patterned
along the locus of the focal point on the substrate.
Then the fixation laser beam (0.097 J) was scanned
for another 35s. As a result, the straight lines of

X,y 200 nm/div
z = 300 nm/div

Figure 4 (a) A fluorescence image of spatially patterned
individual polymer nanopatrticles as the letter ‘H’ in distilled water.
(b) A magnified AFM image of one of the produced acrylamide
gels containing only one polymer nanoparticle on a glass
substrate in the air.
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Figure 5 Optical transmission (a) and fluorescence (b) images of patterned and fixed polymer nanoparticles on the glass substrate, as

the letter ‘H’.

patterned nanoparticles were fixed in generated
acrylamide gel on the substrate. Combining several
simple fixed patterns, a more complex arrangement
can be created with use of the present manipulation
and fixation techniques.

Fixation of Individual Gold Nanoparticles

Manipulation and fixation of single metallic nano-
particles in solution has been achieved by means of
photo-induced transient melting of nanoparticles. As
an example, the following method describes this
technique. Gold nanoparticles (diameter ~ 80 nm)
were dispersed in ethylene glycol. In order to identify
a single gold nanoparticle, extinction of light from the
halogen lamp of the optical microscope by the
particle was utilized. Thus, the trapped particle was
observed as a black spot in transmission image. The
optically trapped single gold nanoparticle was then
transferred to a precise position on the surface of glass
substrate in the sample solution. The focused 355 nm
pulse was additionally irradiated onto the pressed
nanoparticle, which led to a transient temperature
elevation of the gold nanoparticle to enable its
fixation. It was confirmed by AFM observation that,
at suitable laser fluence (32-64 mJcm™2), a gold
nanoparticle was fixed on the glass substrate without
fragmentation. Repeating the same manipulation and
fixation procedure, single gold nanoparticles could be
patterned on a glass substrate. Figure 6 shows an
AFM image of successive spatial patterning of single
80 nm gold particles.

The significance of the laser manipulation-fixation
technique is that we can trap, manipulate, and fix
single and/or many nanoparticles in solution at room
temperature. We have already demonstrated assem-
bling entangled polymer chains of 10-20 nm mean
radius by laser trapping, and formation of a single
pm-sized particle. Thus, these various kinds of

X,y: 500 nm/div
z: 200 nm/div

Figure 6 An AFM image of fixed and patterned gold
nanoparticles, as the letter .

nanoscopic materials can be well manipulated using
these techniques and it is believed that the present
nanomanipulation-fixation method will be useful for
future nanoscience and nanotechnology.

Application to Biotechnology

Recent progress in biotechnology, using single cell
manipulation by laser and microscope, has been
attracting significant attention. In conventional
methods, cell manipulation has been performed by
mechanical manipulation using microneedles and
micropipettes. However, laser manipulation can be
applied as microtweezers. In comparison with the
former, this form of laser manipulation has the
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Figure 7 An experimental setup of dual-beam laser manipulation and microfluidic devices.

advantage of no contact with cells and can perform
some complex and characteristic movement, for
example, rotation, separation, accumulation, etc.
Furthermore, by combining it with a microcutter
using laser ablation, cell fusion and extraction/injec-
tion of organs from/into the cells can be achieved. In
this section, single-cell manipulation achieved by
using the laser manipulation, is introduced.

Noncontact Rotation of Cells Using Dual Beam
Laser Manipulation

As a special feature of laser-cell manipulation, it is
noticeable that multiple laser tweezers can be
operated independently without any contact. Here,
noncontact rotation of the fission yeast, Schizosac-
charomyces pombe (h™), demonstrates this method.
The yeast has the shape of an ellipse of length 8 and
3 pwm for major and minor axes, and is shown set on a
dual-beam laser manipulation system in Figure 7.
One trapping beam A was focused at the end of the
cell to anchor it, and another beam, B, was at the
other end and scanned circularly around beam A by
controlling the Galvano mirrors. The rotation of the
yeast cell was realized at a frequency of less than
2 Hz, as shown in Figure 8. Such a cell manipulation
is impossible by mechanical manipulation and
indicates the superior performance of laser
manipulation.

Transfer of Cells in Microchannel

A flow cytometry to physically separate and identify
specific types of cells from heterogeneous populations

(b)

(d)

(c)

Figure 8 Rotation of fission yeast cells using dual-beam laser
manipulation. The bars are 10 pum.

by fluorescence, which is called fluorescence-acti-
vated cell sorter (FACS), has attracted significant
attention as an important technique in biotechnology.
In the separation process, charged single droplets
containing single, fluorescence labeled cells are
selected by passing them between two high-voltage
deflection plates. Since it is a sequential process,
which does not use microscopy, flexible and
high-purity cell separation is limited. To overcome
this problem, a selective cell separation system,
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combining the laser trapping with the microchannel,
is used. The method using microscopy is useful and
flexible, because cells are not simply detected by
fluorescence but also identified by their shape, size,
surface morphology, absorption, etc. However, cell
sorting under a microscope is not processed efficiently
by laser trapping. A more effective method is
described by the following.

The microchannel was prepared with laser micro-
fabrication and photopolymerization, whose top
view is shown in Figure 9a, and was then set on the
microscope stage. Three syringes were equipped with
homemade pumps A, B, and C, and connected with a
microchip. There were two wing-like chambers in the
microchip, that were connected with pumps A and
C. Between chambers, there was a microchannel
100 pm wide, which joined these chambers and
crossed a long microchannel connected with the
pump B, thus forming a drain. Thickness of these
chambers was 100 wm. By controlling these pumps,
the left and right chambers were filled by the culture
medium including the yeast cells and the neat culture
medium, respectively, as shown in Figure 9b.

Individual cells were transferred from left to right
chambers by using a single laser beam and handling
an electrically movable microscope stage. The trap-
ping laser irradiated a yeast cell in the left chamber
and the trapped cell was transferred to the right
chamber. A representative demonstration is given in
Figure 9c. The position of the trapped yeast cell was
controlled by the microscope stage with the velocity
of 20 pm/s. The single yeast cells were successfully
transferred from left to right chambers at the rate of
26's. By combining laser trapping with the micro-
channel, single separation of cells was achieved under
a microscope.

Collection and Alignment of Cells

When cell sorting using laser trapping is applied to
biotechnology, the time to transfer cells should be
short compared to the above-mentioned times. One
method is to transfer multiple cells simultaneously by
developing dual-beam laser manipulation, which is
shown schematically in Figure 10. One trapping
beam A was scanned on a line given as an arrow in
Figure 10a at a rate faster than motions of cells.

Figure 9 (a) A microchip fabricated by laser polymerization
technique and (b) its schematic representation corresponding to
dashed area in the microchip. (c) Cell transfer in microchip using
laser trapping. The bars are 100 pm. A trapping laser beam is
fixed at the center of each picture, by which a particle is trapped
and transferred from left to right chambers. The position of each
picture is shown in (b).

Micropump A

Micropump B

(a) Micropump C

Yeast cell
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Figure 10 A schematic illustration of efficient collection and transfer of cells based by dual-beam laser manipulation.
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Figure 11 Collection and alignment of fission yeast cells using
dual-beam laser manipulation.

The other trapping beam B was used to move
individual cells to the line sequentially (Figure 10b).
Finally, by moving the microscope stage, many
particles trapped at the scanning line can be
transferred to another chamber (Figure 10c¢).

An example is shown in Figure 11. The trapping
beam A was scanned on a line with the rate of 15 Hz
whose length was 30 um. The trapping beam B was
used to trap a yeast cell and move it to the line, which
was controlled by a computer mouse pointer. The
cells stored on the line were successfully isolated and
with this method three cells can be collected within
15 s. Furthermore, the cells could be transferred with

the velocity of 20 wm/s by driving the microscope
stage. By improving the presented cell-sorting system,
it is expected to realize flexible and high-purity cell
separation.

List of Units and Nomenclature
Laser fluence (light energy 7]
density per pulse)

[m] cm™

See also

Time-Resolved Fluorescence: Measurements in

Polymer Science.
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Introduction

Chemistry is concerned with the induction and
observation of changes in matter, where the changes
are to be understood at the molecular level.
Spectroscopy is the principal experimental tool for
connecting the macroscopic world of matter with
the microscopic world of the molecule, and is,
therefore, of central importance in chemistry. Since
its invention, the laser has greatly expanded the
capabilities of the spectroscopist. In linear spec-
troscopy, the monochromaticity, coherence, high
intensity, and high degree of polarization of laser
radiation are ideally suited to high-resolution
spectroscopic investigations of even the weakest
transitions. The same properties allowed, for the
first time, the investigation of the nonlinear optical
response of a medium to intense radiation. Shortly
after the foundations of nonlinear optics were laid,
it became apparent that these nonlinear optical
signals could be exploited in molecular spec-
troscopy, and since then a considerable number of
nonlinear optical spectroscopies have been devel-
oped. This short article is not a comprehensive
review of all these methods. Rather, it is a discussion
of some of the key areas in the development of the
subject, and indicates some current directions in this
increasingly diverse area.
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Nonlinear Optics for Spectroscopy

The foundations of nonlinear optics are described in
detail elsewhere in the encyclopedia, and in some of
the texts listed in the Further Reading section at
the end of this article. The starting point is usually the
nonlinearity in the polarization, P;, induced in the
sample when the applied electric field, E, is large:

1 1
P;= so[xﬁfl)Ef X EERt X ERE ] [1]

where g, is the vacuum permittivity, ' is the nth
order nonlinear susceptibility, the indices represent
directions in space, and the implied summation over
repeated indices convention is used. The signal field,
resulting from the nonlinear polarization, is calcu-
lated by substituting it as the source polarization in
Maxwell’s equations and converting the resulting
field to the observable, which is the optical intensity.

The nonlinear polarization itself arises from the
anharmonic motion of electrons under the influence
of the oscillating electric field of the radiation. Thus,
there is a microscopic analog of eqn [1] for the
induced molecular dipole moment, u;:

wi = [gooy;d; + Sazﬁzjkd;‘dk +ep° Yirdidpdy 41 [2]

in which « is the polarizability, B the first molecular
hyperpolarizability, y the second, etc. The power
series is expressed in terms of the displacement field d
rather than E to account for local field effects. This
somewhat complicates the relationship between the
molecular hyperpolarizabilities, for example, ;3 and



CHEMICAL APPLICATIONS OF LASERS / Nonlinear Spectroscopies 47

the corresponding macroscopic susceptibility, nggk)l’

but it is nevertheless generally true that a molecule
exhibiting a high value of v, will also yield a large
third-order nonlinear polarization. This relationship
between the macroscopic and microscopic para
meters is the basis for an area of chemistry which
has influenced nonlinear optics (rather than the
inverse). The synthesis of molecules which have
giant molecular hyperpolarizabilities has been an
active area, because of their potential applications in
lasers and electro-optics technology. Such molecules
commonly exhibit a number of properties, including
an extended linear 7 electron conjugation and a
large dipole moment, which changes between the
ground and excited electronic states. These properties
are in accord with the predictions of theory and
of quantum chemical calculations of molecular
hyperpolarizabilities.

Nonlinear optical spectroscopy in the frequency
domain is carried out by measuring the nonlinear
signal intensity as a function of the frequency (or
frequencies) of the incident radiation. Spectroscopic
information is accessible because the molecular
hyperpolarizability, and therefore the nonlinear
susceptibility, exhibits resonances: the signal is
enhanced when one or more of the incident or
generated frequencies are resonant with the frequency
of a molecular transition. The rich array of nonlinear
optical spectroscopies arises in part from the fact that
with more input fields there are more accessible
resonances than is the case with linear spectroscopy.
As an example we consider the third-order suscepti-
bility, XE;ZIE,EkEl, in the practically important case of
two incident fields at the same frequency, w;, and a
third at w,. The difference between the two frequen-
cies is close to the frequency of a Raman active
vibrational mode, ,, (Figure 1). The resulting
susceptibility can be calculated to have the form:

(3) .
Xiikl(_zwl + 0 w1, 01, —®)

_ NAprgQ,g(al-P;azl + alI-z a;})
124[0% — (01 — @)* +T? = 2i(w; — w)T']

(3]

in which the o® are elements of the Raman

susceptibility tensor, I is the homogeneous linewidth
of the Raman transition, Ap,, a population difference,
and N the number density. A diagram illustrating this
process is shown in Figure 1, where the signal field is
at the anti-Stokes Raman frequency (2w; — w,). The
spectroscopic method which employs this scheme is
called coherent anti-Stokes Raman spectroscopy
(CARS) and is one of the most widely applied
nonlinear optical spectroscopies (see below). Clearly,
from eqn [3] we can see that the signal will be
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Figure 1 An illustration of the resonance enhancement of the
CARS signal, wsig = 2w1 — wp When wy — wp = Q.

enhanced when the difference frequency is resonant
with the Raman transition frequency.

With essentially the same experimental geometry
there will also be nonlinear signals generated at both
the Stokes frequency (2w, — w;) and at the lower of
the incident frequencies, w,. These signals have
distinct phase matching conditions (see below), so
they can easily be discriminated from one another,
both spatially and energetically. Additional resonance
enhancements are possible if either of the individual
frequencies is resonant with an electronic transition
of the molecule, in which case information on Raman
active modes in the excited state is also accessible.

It is worthwhile noting here that there is an
equivalent representation of the nth order nonlinear
susceptibility tensor X" (wgq : @1, ..., w,) as a time
domain response function, R*(r, ..., 7,,). While it is
possible to freely transform between them, the
frequency domain representation is the more com-
monly used. However, the response function
approach is increasingly applied in time domain
nonlinear optical spectroscopy when optical pulses
shorter than the homogeneous relaxation time are
used. In that case, the time ordering of the incident
fields, as well as their frequencies, is of importance in
defining an experiment.

An important property of many nonlinear optical
spectroscopies is the directional nature of the signal,
illustrated in Figure 2. The directional nonlinear
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Figure 2 Experimental geometries and corresponding phase
matching diagrams for (a) CARS (b) DFWM (c) RIKES. Note that
only the RIKES geometry is fully phase matched.

signal arises from the coherent oscillation of induced
dipoles in the sample. Constructive interference can
lead to a large enhancement of the signal strength. For
this to occur the individual induced dipole moments
must oscillate in phase — the signal must be phase
matched. This requires the incident and the generated
frequencies to travel in the sample with the same
phase velocity, k,/o = c/n,, where n,, is the index of
refraction and k,, is the wave propagation constant at
frequency w. For the simplest case of second-
harmonic generation (SHG), in which the incident
field oscillates at w and the generated field at 2w,
phase matching requires 2k, = k,,. The phase-
matching condition for the most efficient generation
of the second harmonic is when the phase mismatch,
Ak =2k, — k;, = 0, but this is not generally fulfilled
due to the dispersion of the medium, 7, < n,,,. In the
case of SHG, a coherence length L can be defined as
the distance traveled before the two waves are 180°
out of phase, L = |@/Akl. For cases in which the input
frequencies also have different directions, as is often
the case when laser beams at two frequencies are
combined (e.g., CARS), the phase-matching con-
dition must be expressed as a vectorial relationship,
hence, for CARS, Ak = kag — 2k; + k, = 0, where
kas is the wavevector of the signal at the anti-Stokes
frequency (Figure 2). Thus for known input wave-
vectors one can easily calculate the expected direction

of the output signal, k. This is illustrated for a
number of important cases in Figure 2.

Nonlinear Optical Spectroscopy
in Chemistry

As already noted, there is a vast array of nonlinear
optical spectroscopies, so it is clear some means of
classification will be required. For coarse graining the
order of the nonlinear process is very helpful, and that
is the scheme we will follow here.

Second-Order Spectroscopies

Inspection of eqn [1] shows that in gases, isotropic
liquids, and solids where the symmetry point group
contains a center of inversion, x® is necessarily zero.
This is required to satisfy the symmetry requirement
that polarization must change sign when the direction
of the field is inverted, yet for a quadratic, or any even
order dependence on the field strength, it must remain
positive. Thus second-order nonlinearities might not
appear very promising for spectroscopy. However,
there are two cases in which second-order nonlinear
optical phenomena are of very great significance in
molecular spectroscopy, harmonic generation and the
spectroscopy of interfaces.

Harmonic conversion
Almost every laser spectroscopist will have made use
of second-harmonic or sum frequency generation for
frequency conversion of laser radiation. Insertion of
an oscillating field of frequency w into eqn [1] yields a
second-order polarization oscillating of 2w. If two
different frequencies are input, the second-order
polarization oscillates at their sum and difference
frequencies. In either case, the second-order polariz-
ation acts as a source for the second-harmonic (or
sum, or difference frequency) emission, provided x
is nonzero. The latter can be arranged by selecting a
noncentrosymmetric medium for the interaction, the
growth of such media being an important area of
materials science. Optically robust and transparent
materials with large values of x? are available for the
generation of wavelengths shorter than 200 nm to
longer than 5 pm. Since such media are birefringent
by design, a judicious choice of angle and orientation
of the crystal with respect to the input beams allows a
degree of control over the refractive indices experi-
enced by each beam. Under the correct phase
matching conditions 7, = n,,, and very long inter-
action lengths result, so the efficiency of signal
generation is high.

Higher-order harmonic generation in gases is an
area of growing importance for spectroscopy in the
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deep UV and X-ray region. The generation of such
short wavelengths depends on the ability of amplified
ultrafast solid state lasers to generate extremely high
instantaneous intensities. The mechanism is some-
what different to the one outlined above. The intense
pulse is injected into a capillary containing an
appropriate gas. The high electric field of the laser
causes ionization of atoms. The electrons generated
begin to oscillate in the applied laser field. The driven
recombination of the electrons with the atoms results
in the generation of the high harmonic emission.
Although the mechanism differs from the SHG case,
questions of phase matching are still important. By
containing the gas in a corrugated waveguide phase
matching is achieved, considerably enhancing the
intensity of the high harmonic. Photon energies of
hundreds of electronvolts are possible using this
technique. The generation of such high energies is
not yet routine, but a number of potential appli-
cations are already apparent. A powerful coherent
source of X-ray and vacuum UV pulses will certainly
aid surface analysis techniques such as UV photo-
emission and X-ray photoelectron spectroscopy.
Much excitement is currently being generated by
the possibility of using intense ultrashort X-ray
pulses to record structural dynamics on an ultrafast
timescale.

Surface second-order spectroscopy

At an interface inversion symmetry is absent by
definition, so the second-order nonlinear suscepti-
bility is finite. If the two bulk phase media are
themselves isotropic, then even a weak second-order
signal necessarily arises from the interface. This
surface-specific all-optical signal is unique, because
it can be used to probe the interface between two
condensed phases. This represents a great advantage
over every other form of surface spectroscopy. In
linear optical spectroscopy, the signal due to species
at the interface are usually swamped by contributions
from the bulk phase. Other surface-specific signals do
exist, but they rely on the scattering of heavy particles
(electrons, atoms) and so can only be applied to the
solid vacuum interface. For this reason the techniques
of surface SHG and SFG are widely applied in
interface spectroscopy.

The most widely used method is sum frequency
generation (SFG) between temporally overlapped
tuneable infrared and fixed frequency visible lasers,
to yield a sum frequency signal in the visible region of
the spectrum. The principle of the method is shown in
Figure 3. The surface nonlinear susceptibility exhibits
resonances at vibrational frequencies, which are
detected as enhancements in the visible SFG intensity.
Although the signal is weak, it is directional and
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Figure 3 The experimental geometry for SFG, and an
illustration of the resonance enhancement of wsig = wir + wyis at
a Raman and IR allowed vibrational transition.

background free, so relatively easily measured by
photon counting techniques. Thus, SFG is used to
measure the vibrational spectra of essentially any
optically accessible interface. There are, however,
some limitations on the method. The surface must
exhibit a degree of order — if the distribution of
adsorbate orientation is isotropic the signal again
becomes zero by symmetry. Second, a significant
enhancement at the vibrational frequency requires the
transition to be both IR and Raman allowed, as
suggested by the energy level diagram (Figure 3).
The SHG signal can also be measured as a function
of the frequency of the incident laser, to recover the
electronic spectrum of the interface. This method has
been used, particularly in the study of semiconductor
surfaces, but generally the electronic spectra of
adsorbates contain less information than their
vibrational spectra. However, by measuring the
SHG intensity as a function of time, information on
adsorbate kinetics is obtained, provided some
assumptions connecting the surface susceptibility to
the molecular hyperpolarizability are made. Finally,
using similar assumptions, it is possible to extract the
orientational distribution of the adsorbate, by
measuring the SHG intensity as a function of
polarization of the input and output beams. For
these reasons, SHG has been widely applied to
analyze the structure and dynamics of interfaces.

Third-Order Spectroscopies

The third-order coherent Raman spectroscopies were
introduced above. One great advantage of these
methods over conventional Raman is that the signal
is generated in a coherent beam, according to the
appropriate phase matching relationship (Figure 2).
Thus, the coherent Raman signal can easily be
distinguished from background radiation by spatial
filtering. This has led to CARS finding widespread
application in measuring spectra in (experimentally)
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hostile environments. CARS spectroscopy has been
widely applied to record the vibrational spectra of
flames. Such measurements would obviously be very
challenging for linear Raman or IR, due to the strong
emission from the flame itself. The directional CARS
signal in contrast can be spatially filtered, minimizing
this problem. CARS has been used both to identify
unstable species formed in flames, and to probe the
temperature of the flame (e.g., from measured
population differences eqn [3]). A second advantage
of the technique is that the signal is only generated
when the two input beams overlap in space. Thus,
small volumes of the sample can be probed. By
moving the overlap position around in the sample,
spatially resolved information is recovered. Thus, it is
possible to map the population of a particular
transient species in a flame.

CARS is probably the most widely used of the
coherent Raman methods, but it does have some
disadvantages, particularly in solution phase studies.
In that case the resonant x® signal (eqn [3]) is
accompanied by a nonresonant third-order back-
ground. The interference between these two com-
ponents may result in unusual and difficult to
interpret lineshapes. In this case, some other coherent
Raman methods are more useful. The phase matching
scheme for Raman-induced Kerr effect spectroscopy
(RIKES) was shown in Figure 2. The RIKES signal is
always phase matched, which leads to a long
interaction length. However, the signal is at w, and
in the direction of w,, which would appear to be a
severe disadvantage in terms of detection. Fortu-
nately, if the input polarizations are correctly chosen
the signal can be isolated by its polarization. In an
important geometry, the signal (w,) is isolated by
transmission through a polarizer oriented at 45° to a
linearly polarized pump (w;). The pump is overlapped
in the sample with the probe (,) linearly polarized at
—45°. Thus the probe is blocked by the polarizer,
but the signal is transmitted. This geometry may be
viewed as pump-induced polarization of the isotropic
medium to render it birefringent, thus inducing
ellipticity in the transmitted probe, such that the
signal leaks through the analyzing polarizer (hence
the alternative name optical Kerr effect).

In this geometry, it is possible to greatly enhance
signal-to-noise ratios by exploiting interference
between the probe beam and the signal. Placing a
quarterwave plate in the probe beam with its fast axis
aligned with the probe polarization, and reorienting it
slightly (<1°) yields a slightly elliptically polarized
probe before the sample. A fraction of the probe
beam, the local oscillator (LO), then also leaks
through the analyzing polarizer, temporally and
spatially overlapped with the signal. Thus, the signal

and LO fields are seen by the detector, which
measures the intensity as:

1(t) = % E;o(t) + Es(t)?

— Iio(®) + Is(®) + %Re[EHt)-ELo(t)] [4]

where the final term may be very much larger than the
original signal, and is linear in x®. This term is
usually isolated from the strong I;5 by lock-in
detection. This method is called optical heterodyne
detection (OHD), and generally leads to excellent
signal to noise. It can be employed with other
coherent signals by artificially adding the LO to the
signal, provided great care is taken to ensure a fixed
phase relationship between LO and signal. In the
RIKES experiment, however, the phase relationship is
automatic. The arrangement described yields an out-
of-phase LO, and measures the real part of x*, the
birefringence. Alternatively, the quarterwave plate is
omitted, and the analyzing polarizer is slightly
reoriented, to introduce an in-phase LO, which
measures the imaginary part of x®, the dichroism.
This is particularly useful for absorbing media. The
OHD-RIKES method has been applied to measure the
spectroscopy of the condensed phase, and has found
particularly widespread application in transient
studies (below).

Degenerate four wave mixing (DFWM) spec-
troscopy is a simple and widely used third-order
spectroscopic method. As the name implies, only a
single frequency is required. The laser beam is split
into three, and recombined in the sample, in the
geometry shown in Figure 2. The technique is also
known as laser-induced grating scattering. The first
two beams can be thought of as interfering in the
sample to write a spatial grating, with fringe spacing
dependent on the angle between them. The signal is
then scattered from the third beam in the direction
expected for diffraction from that grating. The
DFWM experiment has been used to measure
electronic spectra in hostile environments, by exploit-
ing resonances with electronic transitions. It has also
been popular in the determination of the numerical
value of x®, partly because it is an economical
technique, requiring only a single laser, but also
because different polarization combinations make it
possible to access different elements of x®. The
technique has also been used in time resolved
experiments, where the decay of the grating is
monitored by diffraction intensity from a time
delayed third pulse.

Two-photon or, more generally, multiphoton exci-
tation has applications in both fundamental spec-
troscopy and analytical chemistry. Two relevant level



CHEMICAL APPLICATIONS OF LASERS / Nonlinear Spectroscopies 51

A
——  meeeeedeeeeaaa IP
w, @y
A
Det.
A
o, o,
1 v —
(a) (b)

Figure 4 Two cases of resonant two photon absorption. In (a)
the excited state is two-photon resonant, and the process is
detected by the emission of a photon. In (b) the intermediate state
is resonant, and the final energy is above the ionization potential
(IP) so that photocurrent or mass detection can be used.

schemes are shown in Figure 4. Some property
associated with the final state permits detection of
the multiphoton absorption, for example, fluor-
escence in (a) and photocurrent in (b).

Excitation of two-photon transitions, as in
Figure 4a, is useful in spectroscopy because the
selection rules are different to those for the corres-
ponding one-photon transition. For example the
change in angular momentum quantum number,
AL, in a two-photon transition is 0, *2, so, for
example, an atomic S to D transition can be observed.
High spectroscopic resolution may be attained using
Doppler free two-photon absorption spectroscopy. In
this method, the excitation beams are arranged to be
counter-propagating, so that the Doppler broadening
is cancelled out in transitions where the two
excitation photons arise from beams with opposing
wavevectors. In this case, the spectroscopic linewidth
is governed only by the homogeneous dephasing time.

The level scheme in Figure 4b is also widely used in
spectroscopy, but in this case the spectrum of the
intermediate state is obtained by monitoring the
photocurrent as a function of w;. The general
technique is known as resonance enhanced multi-
photon ionization (REMPI) and yields high-quality
spectra of intermediate states which are not detect-
able by standard methods, such as fluorescence. The
sensitivity of the method is high, and it is the basis of a
number of analytical applications, often in combi-
nation with mass spectrometry.

Ultrafast Time Resolved Spectroscopy

The frequency and linewidth of a Raman transition
may be extracted from the CARS measurement,
typically by combining two narrow bandwidth pulsed

lasers, and tuning one through the resonance while
measuring the nonlinear signal intensity. The time
resolved analogue requires two pulses, typically of a
few picoseconds duration (and therefore a few
wavenumbers bandwidth) at w; and w, to be incident
on the sample. This pair coherently excites the Raman
mode. A third pulse at w; is incident on the sample a
time ¢ later, and stimulates the CARS signal at 2w —
®, in the phase-matched direction. The decay rate of
the vibrational coherence is measured from the CARS
intensity as a function of the delay time. Thus, the
frequency of the mode is measured in the frequency
domain, but the linewidth is measured in the time
domain. If very short pulses are used (such that the
pulsewidth is shorter than the inverse frequency of the
Raman active mode) the Raman transition is said to
be impulsively excited, and the CARS signal scattered
by the time delayed pulse reveals an oscillatory
response at the frequency of the Raman active
mode, superimposed on its decay. Thus, in this case,
spectroscopic information is measured exclusively in
the time domain. In the case of nonlinear Raman
spectroscopy, similar information is available from
the frequency and the time domain measurements,
and the choice between them is essentially one of
experimental convenience. For example, time domain
CARS, RIKES, and DFWM spectroscopy have turned
out to be particularly powerful routes to extracting
low-frequency vibrational and orientational modes of
liquids and solutions, thus providing detailed insights
into molecular interactions and reaction dynamics in
the condensed phase.

Other time domain experiments contain infor-
mation that is not accessible in the frequency domain.
This is particularly true of photon echo methods. The
name suggests a close analogy with nuclear magnetic
resonance (NMR) spectroscopy, and the (optical)
Bloch vector approach may be used to describe both
measurements, although the transition frequencies
and time-scales involved differ by many orders of
magnitude. In the photon echo experiment, two or
three ultrafast pulses with carefully controlled inter-
pulse delay times are resonant with an electronic
transition of the solute. In the two-pulse echo, the
echo signal is emitted in the phase match direction at
twice the interpulse delay, and its intensity as a
function of time yields the homogeneous dephasing
time associated with the transition. In the three-pulse
experiment the pulses are separated by two time
delays. By measuring the intensity of the stimulated
echo as a function of both delay times it is possible to
separately determine the dephasing time and the
population relaxation time associated with the
resonant transition. Such information is not acces-
sible from linear spectroscopy, and can be extracted
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only with difficulty in the frequency domain. The
understanding of photon echo spectroscopy has
expanded well beyond the simple description given
here, and it now provides unprecedented insights into
optical dynamics in solution, and thus informs greatly
our understanding of chemistry in the condensed
phase. The methods have recently been extended to
the infra red, to study vibrational transitions.

Higher-Order and Multidimensional
Spectroscopies

The characteristic feature of this family of spectro-
scopies is the excitation of multiple resonances, which
may or may not require measurements at X with
n > 3. Such experiments require multiple frequencies,
and may yield weak signals, so they only became
experimentally viable upon the availability of stable
and reliable solid state lasers and optical parametric
generators. Measurements are made in either the time
or the frequency domain, but in either case benefit
from heterodyne detection.

One of the earliest examples was two-dimensional
Raman spectroscopy, where multiple Raman active
modes are successively excited by temporally delayed
pulse pairs, to yield a fifth-order nonlinear signal. The
signal intensity measured as a function of both delay
times (corresponding to the two dimensions) allows
separation of homogeneous and inhomogeneous
contributions to the line shape. This prodigiously
difficult x© experiment has been completed in a few
cases, but is plagued by interference from third-order
signals.

More widely applicable are multidimensional
spectroscopies using infrared pulses or combinations
of them with visible pulses. The level scheme for one
such experiment is shown in Figure 5 (which is one of
many possibilities). From the scheme, one can see that
the nonlinear signal in the visible depends on two
resonances, so both can be detected. This can be
regarded as a multiply resonant nondegenerate four-
wave mixing (FWM) experiment. In addition, if the
two resonant transitions are coupled, optical exci-
tation of one affects the other. Thus, by measuring the
signal as a function of both frequencies, the couplings
between transitions are observed. These appear as
cross peaks when the intensity is plotted in the two
frequency dimensions, very much as with 2D NMR.
This technique is already providing novel information
on molecular structure and structural dynamics in
liquids, solutions, and proteins.

Spatially Resolved Spectroscopy

A recent innovation is nonlinear optical microscopy.
The nonlinear dependence of signal strength on
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Figure 5 lllustration of multiple resonance enhancements in a
FWM geometry, from which 2D spectra may be generated.

intensity means that nonlinear processes are localized
at the focal point of a lens. When focusing is strong,
such as in a microscope objective, spatial localization
of the nonlinear signal can be dramatic. This is the
basis of the two-photon fluorescence microscopy
method, where a high repetition rate source of low-
energy ultrafast pulses is focused by a microscope
objective into a sample labeled with a fluorescent
molecule, which has absorption at half the wave-
length of the incident photons (Figure 4). The
fluorescence is necessarily localized at the focal
point because of its dependence on the square of the
incident intensity. By measuring intensity while
scanning the position of the focal point in space, a
3D image of the distribution of the fluorophore is
constructed. This technique turns out to have a
number of advantages over one photon fluorescence
microscopy, most notably in terms of ease of
implementation, minimization of sample damage,
and depth resolution. The technique is widely
employed in cell biology.

Stimulated by the success of two-photon
microscopy, further nonlinear microscopies
have been developed, all relying on the spatial locali-
zation of the signal. CARS microscopy has been
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demonstrated to yield 3D images of the distribution
of vibrations in living cells. It would be difficult to
recover such data by linear optical microscopy. SHG
has been applied in microscopy. In this case, by virtue
of the symmetry selection rule referred to above, a 3D
image of orientational order is recovered. Both these
and other nonlinear signals provide important new
information on complex heterogeneous samples,
most especially living cells.

See also

Spectroscopy: Nonlinear Laser Spectroscopy; Raman
Spectroscopy.
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Introduction

One of the most active areas of photomedical
research, in recent years, has been the exploration

of the use of light-activated drugs known as
photosensitizers. These compounds may be activated
using light, usually provided by a laser via an optical
fiber which is placed at the site of the target lesion.
This treatment is known as photodynamic therapy
(PDT) and is being applied to the local destruction of
malignant tumors and certain nonmalignancies.
Activation of the photosensitizer results in the



54 CHEMICAL APPLICATIONS OF LASERS / Photodynamic Therapy of Cancer

generation of reactive oxidizing intermediates which
are toxic to cells, and this process ultimately leads to
tumor destruction. PDT is a relatively low-power,
nonthermal, photochemical technique that uses
fluence rates not exceeding 200 mW/cm? and total
light doses or fluences of typically 100 J/cm?.
Generally red or near-infrared light is used, since
tissue is relatively transparent at these wavelengths.
It is a promising alternative approach to the local
destruction of tumors for several reasons. First, it is a
minimally invasive treatment since laser light can be
delivered with great accuracy to almost any site in
the body via thin flexible optical fibers with minimal
damage to overlying normal tissues. Second, the
nature of PDT damage to tissues is such that healing
is safer and more complete than after most other
forms of local tissue destruction (e.g., radiotherapy).
PDT is also capable of some degree of selectivity for
tumors when the sensitizer levels, light doses, and
irradiation geometry are carefully controlled. This
selectivity is based on the higher sensitizer retention
in tumors after administration relative to the
adjacent normal tissues in which the tumor arose
(generally 3:1 for extracranial tumors but up to 50:1
for brain tumors).

The photosensitizer is administered intravenously
to the patient and time allowed (3-96 hours depend-
ing on the sensitizer) for it to equilibrate in the body
before the light treatment (Figure 1). This time is
called the drug-light interval. PDT may also be useful
for treating certain nonmalignant conditions, in
particular, psoriasis and dysfunctional menorrhagia
(a disorder of the uterus), and local treatment of
infections; such as genital papillomas, infections in
the mouth and the upper gastrointestinal tract. In
certain cases, the photosensitizer may be applied
directly to the lesions, particularly for treatment of
skin tumors, as discussed later. The main side-effect of
PDT is skin photosensitivity, owing to retention of the
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Figure 1 from sensitization to

treatment.
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drug in the skin, so patients must avoid exposure to
sunlight in particular for a short period following
treatment. Retreatment is then possible once the
photosensitizer has cleared from the skin since these
drugs have little intrinsic toxicity, unlike many
conventional chemotherapy agents.

Photoproperties of Photosensitizers

By definition, there are three fundamental require-
ments for obtaining a photodynamic effect: (a) light
of the appropriate wavelength matched to the
photosensitizer absorption; (b) a photosensitizer;
and (c) molecular oxygen. The ideal photochemical
and biological properties of a photosensitizer may be
easily summarized, although the assessment of a
sensitizer in these terms is not as straightforward as
might be supposed because the heterogeneous nature
of biological systems can sometimes profoundly affect
these properties. Ideally though, a sensitizer should
possess the following attributes: (a) red or near
infrared light absorption; (b) nontoxic, and with
low skin photosensitizing potency; (c) selective
retention in tumors relative to normal adjacent tissue;
(d) an efficient generator of cytotoxic species, usually
singlet oxygen; (e) fluorescence, for visualization; (f) a
defined chemical composition, and (g) preferably
water soluble. A list of several photosensitizers
possessing the majority of the above-mentioned
attributes is given in Table 1.

The reasons for these requirements are partly self-
evident, but worth amplifying. Strong absorption is
desirable in the red and near-infrared spectral region,
where tissue transmittance is optimum enabling
penetration of the therapeutic light within the
tumor (Figure 2). To minimize skin photosensitiza-
tion by solar radiation, the sensitizer absorption
spectrum should ideally consist of a narrow red
wavelength band, with little absorption at other
wavelengths down to 400 nm, below which solar
irradiation falls off steeply. Another advantage of red
wavelength irradiation is that the potential mutagenic
effects encountered with UV-excited sensitisers (e.g.,
psoralens) are avoided. Since the object of the
treatment is the selective destruction of tumor tissue,
leaving surrounding normal tissue undamaged, some
degree of selective retention of the dye in tumor tissue
is desirable. Unfortunately, the significance of this
aspect has been exaggerated in the literature and in
many cases treatment selectivity owes more to careful
light irradiation geometry. Nevertheless, many nor-
mal tissues have the capacity to heal safely following
PDT damage.

The key photochemical property of photosensiti-
zers is to mediate production of some active
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Table 1 Properties of several photosensitizers
Compound Mnm (e/M~"em™") Drug dose/mgkg™! Light dose/J cm 2 Diseases treated
Hematoporphyrin 628 (3.0 x 10%) 1.5-5 75-250 Early stage esophagus,
(HpD—Photofrin—Photosan) bladder, lung, cervix,
stomach, and mouth
cancers. Palliative in
later stages
ALA (converted to protoporphyrin IX) 635 (5 x 10°) 60 50-150 Skin, stomach, colon,
bladder, mouth cancers.
Esophageal dysplasia.
Various nonmalignant
conditions
Benzoporphyrin derivative (BpD) 690 (3.5 x 10% 4 150 Age-related macular
degeneration (AMD)
Tin etiopurpurin (SnET2—Purlytin) 665 (3.0 x 10% 1.2 150—-200 Breast and skin cancers, AMD
Monoaspartyl chlorin e (MACE) 660 (4.0 x 10% 1.0 25-200 Skin cancers
Lutetium texaphyrin (Lu—Tex) 732 (4.2 x 10% 1.0 150 Metastatic brain tumors,
breast cancers,
atherosclerotic plaques
Aluminum disulfonated 675 (2.0 x 10°) 1.0 50-200 Brain, colon, bladder, and
phthalocyanine pancreatic cancers. Head
and neck cancers in
animal studies only
Metatetrahydroxychlorin 652 (3.5 x 10% 0.15 5-20 Head, neck, prostate,
(mTHPC-temoporphin—Foscan) pancreas, lung, brain,
biliary tract, and mouth
cancers. Superior to HpD
and ALA in mouth cancers
Palladium pheophorbide (Tookad) 763 (8.6 x 10%) 2.0 - Prostate cancer

— Psoriasis

Hypericin 590 (3 x 10% -
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Figure 2 The absorption spectrum of m-THPC. The structure of
m-THPC is shown in the inset.

molecule which is cytotoxic, that is, will destroy
cells. The first electronically excited state of
molecular oxygen, so-called singlet oxygen, fulfills
this role very well and may be produced via the
interaction of an excited electronic state of the
sensitizer with oxygen present in the tissue. Thus, in
summary, to achieve effective photosensitization, a
sensitizer should exhibit appreciable absorption at
red to near-infrared wavelengths and generate
cytotoxic species via oxygen-dependent photoche-
mical reactions. The first clinical photosensitizer

was hematoporphyrin derivative (HpD), which is
derived synthetically from hematoporphyrin by
reaction with acetic and sulfuric acids to give a
complex mixture of porphyrins. A purified fraction
of these (Photofrin) is available commercially,
and this has been used most widely in clinical
applications to date. Second-generation (photo-
sensitizers are now becoming available, including
phthalocyanine and chlorin compounds as shown in
Table 1.

A new approach to PDT has recently emerged
involving the administration of a natural porphyrin
precursor, S-aminolaevulinic acid (ALA), which is
metabolized within cells to produce protoporphyrin
IX (see Table 1). This porphyrin is known to be a
powerful photosensitizing agent but suffers from
the drawback of being a poor tumor localizer
when used directly. In contrast, administration of
ALA induces protoporphyrin biosynthesis, particu-
larly in rapidly proliferating cells, which may then
be destroyed using irradiation at 630 nm. Therefore,
this new therapy may offer enhanced treatment
selectivity with little risk of skin photosensitivity
owing to the rapid clearance after 24 h of the
protoporphyrin. Investigation of this new approach
has already proved successful in clinical treatment of
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skin tumors using topical application of ALA in a
thick emulsion.

Considerable effort is also being expended on
exploiting the retention of sensitizers in tumors for
diagnostic purposes, although the results are rather
mixed to date. The prospects with ALA-induced
protoporphyrin IX are, however, more promising, as
illustrated in Figure 3 where the fluorescence is
selectively confined to the skin tumor (basal cell
carcinoma).

Figure 3 (a) Image of a basal cell carcinoma; (b) fluorescence
imaging of the same lesion after ALA sensitization and 405 nm
light excitation.
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Mechanisms of Photodynamic
Therapy

The main principles of the photosensitization mech-
anism are now well established with the initial step
being excitation of the sensitizer from its electronic
ground state to the short-lived fluorescent singlet
state. The lifetime of the singlet state is generally only
a few nanoseconds and the main role of this state in
the photosensitization mechanism is to act as a
precursor of the metastable triplet state through
intersystem crossing. Efficient formation of this
metastable state is required because it is the inter-
action of the triplet state with tissue components that
generates cytotoxic species such as singlet oxygen.
Thus the triplet state quantum vyield (i.e., probability
of triplet state formation per photon absorbed) of
photosensitizers should ideally approach unity. Inter-
action of the metastable triplet state (which in
de-aerated solutions has a lifetime extending to the
millisecond range) with tissue components may
proceed via either a type I or II mechanism or a
combination (see Figure 4). A type I process can
involve hydrogen abstraction from the sensitizer to

| vascular occlusion .. ischemia -
/ ATP
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AMP
Xanthene l
dehydrogenase Adenosine
Xanthene Inosine
oxidase
Hypoxanthene
02_, Xanthene
SODl \
a .
H,0, o, (reperfusion)
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Figure 4 The photophysical and photochemical mechanisms involved in PDT. PS denotes the photosensitizer, SUB denotes the
substrate, either biological, a solvent or another photosensitizer; * denotes the excited state and e denotes a radical.



CHEMICAL APPLICATIONS OF LASERS / Photodynamic Therapy of Cancer 57

produce free radicals or electron transfer, resulting in
ion formation. The type II mechanism, in contrast,
exclusively involves interaction between molecular
oxygen and the triplet state to form singlet oxygen
which is highly reactive in biological systems. The
near-resonant energy transfer from the triplet state to
O, can be highly efficient and the singlet oxygen yield
can approach the triplet state yield provided that the
triplet state energy exceeds 94 kJ/mol, the singlet
oxygen excitation energy. It is widely accepted that
the type II mechanism underlies the oxygen-depen-
dent phototoxicity of sensitizers used for photody-
namic therapy. Both proteins and lipids (the main
constituents of membranes) are susceptible to photo-
oxidative damage induced via a type II mechanism
which generally results in the formation of unstable
peroxide species. For example, unsaturated lipids
may be oxidized by the ‘ene’ reaction where the
singlet oxygen reacts with a double bond. Other
targets include such important biomolecules as
cholesterol, certain amino acid residues, collagen,
and the coenzyme, NADPH. Another synergistic
mode of action involves the occlusion of the micro-
circulation to tumors and reperfusion injury. Reper-
fusion injury relates to the formation of xanthene
oxidase from xanthene dehydrogenase in anoxic
conditions which reacts with xanthene or hypo-
xanthene products of ATP dephosphorylation to
convert the restored oxygen into superoxide anion
which directly or via the Fenton reaction causes
cellular damage.

An important feature of the type II mechanism,
which is sometimes overlooked, is that when the
sensitizer transfers electronic energy to O, it returns
to its ground state. Thus the cytotoxic singlet oxygen
species is generated without chemical transformation
of the sensitizer which may then absorb another
photon and repeat the cycle. Effectively, a singlet
photosensitizer molecule is capable of generating
many times its own concentration of singlet oxygen,
which is clearly a very efficient means of photo-
sensitization provided the oxygen supply is adequate.

Lasers in PDT

Lasers are the most popular light source in PDT since
they have several key characteristics that differentiate
them from conventional light sources, namely coher-
ence, monochromaticity, and collimated output. The
two main practical features that make them so useful
in PDT are their monochromaticity and their combi-
nation with fiber-optic delivery. The monochromati-
city is important since the laser can be tuned to a
specific absorption peak of a photosensitizer, thus
ensuring that all the energy delivered is utilized for the

excitation and photodynamic activation of the
photosensitizer. This is not true for a conventional
light source (as for example a tungsten lamp) where
the output power is divided over several hundred
nanometers throughout the UV, visible, and IR
regions and only a fraction of the power lies within
the absorption band of the photosensitizer. To
numerically illustrate this, let us simplify things by
representing the lamp output as a square profile and
also consider a photosensitizer absorption band
about 30 nm full width half maximum. If a laser
with a frequency span of about 2 nm and a lamp with
the same power but with a frequency span of about
600 nm are used, then the useful portion of it is about
0.05 and if we consider a Gaussian profile for the
sensitizer absorption band, the above fraction drops
even lower, perhaps even to 0.01. That means that the
lamp would achieve 100 times less the excitation rate
of the laser, or in other words, we would require a
lamp with an output power of 100 times that of the
laser to achieve the same rate of excitation and
consequently the same time of treatment, provided
we use a low enough laser power to remain within the
linear regime of the photosensitizer excitation. The
other major disadvantage of a lamp source is the lack
of collimation which results in low efficiency for fiber-
optic delivery.

We now review the different lasers that have found
application in PDT. Laser technology has significantly
advanced in recent years and there are now a range of
options in PDT laser sources for closely matching the
absorption profiles of the various photosensitizers.
Moreover, since PDT is becoming more widely used
clinically, practical considerations, such as portability
and turn-key operation are increasingly important.
In Figure 5 the optical spectrum is shown from about
380 nm (violet—blue) to 800 nm (near-infrared,
NIR). We have superimposed on this spectrum, the
light penetration depth of tissue to roughly illustrate
how deeply light can penetrate (and consequently
activate photosensitizer molecules) into lower-lying
tissue layers. The term ‘penetration depth’ is a
measure of the light attenuation by the tissue so the
figure of 2 mm corresponds to 1/e attenuation of the
incident intensity at a tissue depth of 2 mm. It is
obvious that light at the blue end of the spectrum
has only a superficial effect whereas the more we
shift further into the red and NIR regions the
penetration depth increases. This is due to two main
reasons: absorption and scattering of light by various
tissue component molecules. For example, in the
blue/green region for the absorption of melanin and
hemoglobin is relatively high. But there is a notice-
able increase in penetration depth beyond about
600 nm leading to an optimal wavelength region, or
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Naphthalocyanines 750-780 nm
Diode lasers 760 nm
Pd Pheophorbide 763 nm

mTHPBC 740 nm
Lu-Texaphyrin 732 nm

Alexandrite lasers~700-860 nm

Ti:Sapphire lasers~690-1100 nm

Benzoporphyrin deriv. 690 nm
(Zn,Al)-Phthalocyanine 674 nm
Photoprotoporphyrin~670 nm
ATSX-10~ 670 nm

Methylene blue 665 nm
N-aspartyl chlorin e6 664 nm
mTHPC 652 nm

ALA (PplX) 635 nm

HpD 630 nm

Nile blue 629 nm

Diode lasers 670 nm
SHG Nd:YAG 660 nm

Diode lasers 652 nm
Krypton ion 647 nm
Diode lasers 635 nm
Diode lasers 630 nm

Tunable dye lasers
— with R6G max~590 nm Hypericin 590 nm

Tunable dye lasers~350-1000 nm

SHG Nd:YAG 532 nm

Argon ion laser 514 nm m-THPC 514 nm

Copper-vapor
laser 511 nm

Argon ion laser 488 nm

He-Cd 442 nm
THG Nd:YAG 440 nm

Diode lasers 430 nm

SHG Ti:Sapphire lasers~350-550 nm

Diode lasers 405 nm

Soret bands of
several photosensitizers

Penetration depth (mm)

Figure 5 Photosensitizers and laser light sources available in the visible and near-infrared spectral regions.

‘therapeutic window’ for laser therapy of around this laser is now widely used in thermal laser therapy.
600-1100 nm (Figure 5). The Nd:YAG lasers can be operated either in cw

The fundamental wavelength of the Nd:YAG laser (output power ~ 200 W multimode), long-pulse
lies within this therapeutic window at 1064 nm and (~500 W average power at 50 Hz), or Q-switched
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(50 MW peak power at around 10 ns pulse duration)
modes. Nd:YAG is a solid-state laser with a yttrium
aluminum garnet crystal doped with about 1% of
trivalent Nd ions as the active medium of the laser;
and with another transition of the Nd ion, this laser
(with the choice of different optics) can also operate
at 1320 nm. Although dyes are available which
absorb from 800-1100 nm, the generation of singlet
oxygen via the type II mechanism is energetically
unfavorable because the triplet state energies of these
dyes are too low. However, the fundamental fre-
quency of the laser can be doubled (second-harmonic
generation, SHG) or tripled (third-harmonic gener-
ation, THG) with the use of nonlinear crystals, to
upconvert the output radiation to the visible range,
thus rendering this laser suitable for PDT: i.e.,
frequency doubling to 532 nm and tripling to
355 nm. Note that the 532 nm output is suitable for
activation of the absorption band of hypericin with a
maximum at 550 nm even though it is not tuned to
the maximum of this absorption.

In the early days of PDT and other laser therapies,
ion lasers were widely used. The argon ion laser uses
ionized argon plasma as gain medium, and produces
two main wavelengths at 488 nm and 514 nm. The
second of the two lies exactly at the maximum of the
514 nm m-THPC absorption. Argon ion lasers are
operated in cw mode and usually have output powers
in the region of 5—10 Wat 514 nm (the most powerful
argon ion line). Krypton ion lasers, which emit at 568
or 647 nm, are similar to their argon ion counterparts;
however, they utilize ionized krypton plasma as gain
medium. The 568 nm output can be used to activate
the Rose Bengal peak at 559 nm, whereas the 647 nm
most powerful line of krypton ion lasers, has been
used for activation of m-THPC (652 nm).

Ideally, for optimal excitation, it is best to exactly
tune the laser wavelength to the maxima of photo-
sensitizer absorption bands. For this reason tunable
organic dye lasers have been widely used for PDT. In
these lasers the gain medium is an organic dye with a
high quantum vyield of fluorescence. Due to the broad
nature of their fluorescence gain profile, tuning
elements within the laser cavity can be used for
selection of the lasing frequency within the gain band.
Tunable dye lasers with the currently available dyes
can quite easily cover the range from about 350-
1000 nm. However, their operation is not of a ‘turn
key’ nature since they require frequent replacement of
their active material either for tuning to a different
spectral region or for a better performance when the
dye degrades. Tunable dye lasers also need to be
pumped by some other light source like an argon
ion laser, an excimer laser, a solid state laser
(e.g., Nd:YAG 532 or 355nm), a copper vapor

laser, or lamps. Dye lasers have been used for the
excitation of HpD at 630 nm, protoporphyrin IX at
635 nm, photoprotoporphyrin at 670 nm, and phtha-
locyanines around 675 nm. A further example is
hypericin which, apart from the band at 550 nm, has
a second absorption band at 590 nm. This is the
optimum operation wavelength of dye lasers with
rhodamine 590, better known as rhodamine 6G.

Dye lasers can operate in either pulsed or cw mode.
However, there is a potential disadvantage in using a
pulsed laser for PDT which becomes apparent when
using lower repetition rates and higher pulse energies
(>1m] per pulse) laser excitation. High pulse
energies can induce saturation or transient bleaching
of the sensitizer during the laser pulse and conse-
quently much of the energy supplied is not efficiently
absorbed by the sensitizer. It has been suggested that
this effect accounts for the lack of photosensitized
damage in tissue sensitized with a phthalocyanine and
irradiated by a 5 Hz, 25 mJ-per-pulse flash lamp
pumped dye laser. However, using a low pulse energy,
high repetition rate copper vapor pumped dye laser
(see below), the results were indistinguishable from
cw irradiation with an Argon ion dye laser.

Another laser that has found clinical application in
PDT is the copper vapor laser. In this laser the active
medium is copper vapor at high temperature main-
tained in the tube by a repetitively pulsed discharge
current. The copper vapor lasers are pulsed with
typical pulse duration of about 50 ns and repetition
rates reaching 20 kHz. Copper vapor lasers have been
operated at quite high average powers up to about
40 W. The output radiation is produced at two
distinct wavelengths, namely 511 and 578 nm both
of which have found clinical use. Copper vapor
pumped dye lasers have also been widely used for
activating red-absorbing photosensitizers, and the
analogous gold vapor lasers operating at 628 nm
have been used to activate HpD.

A relatively new class of tunable lasers is the solid
state Ti:Sapphire laser. The gain medium in this laser
is a ~1%Ti doped sapphire (Al;O3) crystal and its
output may be tuned throughout the 690-1100 nm
region, covering many photosensitizer absorption
peaks. For example, most of the bacteriochlorin
type photosensitizers have their absorption bands in
that spectral region, e.g., m-THPBC with an absorp-
tion maximum at 740 nm. Also, Texaphyrin sensi-
tizers absorb highly in this spectral region: lutetium
texaphyrin has an absorption maximum at 732 nm.

Although tunable dye or solid-state lasers are
widely used in laboratory studies for PDT, fixed-
wavelength semiconductor diode lasers are gradually
supplanting tunable lasers, owing to their practical
convenience. It is now generally the case that when
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a photosensitizer enters clinical trials or enters
standard clinical use, laser manufacturers provide
dedicated diode lasers with outputs matched to the
chosen sensitizer. In this context there are diode lasers
available at 630 nm for use with HpD, at 635 nm for
use with ALA-induced protoporphyrin IX, 670 nm
for ATSX-10 or phthalocyanines, or even in the
region of 760 nm, for use with bacteriochlorins. The
advantage of these diode lasers is that they are
tailormade for use with a particular photosensitizer,
they are highly portable, and they have a relatively
easy turn-key operation.

So far we have concentrated on red wavelengths
but most of the porphyrin and chlorin family of
photosensitizers exhibit quite strong absorption
bands in the blue region, known as ‘Soret’ bands.
Despite the fact that tissue penetration in this spectral
region is minimal, these bands are far more intense
than the corresponding red absorption bands of the
sensitizer. In this respect it is possible to activate these
sensitizers at blue wavelengths, especially in the case
of treatment of superficial (e.g., skin) malignant
lesions. There are now blue diode lasers (and light-
emitting diodes) for the activation of these bands, in
particular at 405 nm where the Soret band of
protoporphyrin IX lies or at 430 nm for selective
excitation of the photoprotoporphyrin species.
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For very superficial lesions (e.g., in the retina) it
may even be possible to use multiphoton excitation
provided by femtosecond diode lasers operating at
about 800 nm.

Clinical Applications of Lasers
in PDT

In the previous section we reviewed the various types
of lasers being used for PDT but their combination
with fiber-optic delivery is also of key importance for
their clinical application. The laser light may be
delivered to the target lesion either externally using
surface irradiation, or internally within the lesion
which is denoted as interstitial irradiation, as
depicted in Figure 6. For example, in case of
superficial cutaneous lesions the laser irradiation is
applied externally (Figure 6a). The area of the lesion
is marked prior to treatment to determine the
diameter of the laser spot. For a given fluence rate
(100-200 W/cm?) and the area of the spot, the
required laser output power is then calculated. A
multimode optical fiber, terminated with a microlens
to ensure uniform irradiation, is then positioned at a
distance from the lesion yielding the desired beam
waste, and the surrounding normal tissue is shielded
with dark material. However, if the lesion is a
deeper-lying solid tumor, interstitial PDT is employed
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Figure 6 Clinical application of PDT. (a) Surface treatment. (b) Interstitial treatment.
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Figure 7 Balloon applicator and diffuser fiber used for PDT in
Barrett’'s esophagus.

(Figure 6b). Surgical needles are inserted in an
equidistant parallel pattern within the tumor, either
freehand or under image (MRI/CT) guidance. Bare
tip optical fibers are guided through the surgical
needles to the lesion and flagged for position. A
beamsplitter is used to divide the laser output into
2—-4 components so that two to four optical fibers
can be simultaneously employed. The laser power is
adjusted so that the output fluence of each of the
optical fibers is 100-200 mW. Even light distri-
bution in the form of overlapping spheres approxi-
mately 1 cm diameter ensures the treatment of an
equivalent volume of tissue around each fiber tip.
Once each ‘station’ is likewise treated the fibers are
repositioned accordingly, employing a pull-back
technique in order for another station to be treated.
Once the volume of the tumor is scanned in this
manner the treatment is complete. Interstitial light
delivery allows PDT to be used in the treatment of
large, buried tumors and is particularly suitable for
those in which surgery would involve extensive
resection.

The treatment of tumors of internal hollow organs
is also possible with PDT. The most representative
example of this is the treatment of precancerous
lesions in the esophagus, known medically as
‘Barrett’s esophagus’. In this case, a balloon appli-
cator is used to house a special fiber with a light-
diffusing tip or ‘diffuser’ (Figure 7). These diffusers
are variable in length and transmit light uniformly
along the whole of their length in order to facilitate
treatment of circumferential lesions. The balloon
applicator is endoscopically inserted into the patient.
The balloon is inflated to stretch the esophageal walls

Figure 8 PDT treatment of a nasal basal cell carcinoma with m-
THPC (Foscan®): (a) prior to PDT; (b) tissue necrosis a week after
treatment; (c) four weeks after treatment; gradual recession of the
necrosis and inflammation; (d) healing two months after
treatment. Courtesy of Dr Alex Kuebler.

and the flagged diffuser fiber is placed in position,
central to the balloon optical window. In this way the
whole of the lesion may be treated circumferentially
at the same time.

Finally, the clinical response to PDT treatment is
shown in Figure 8. The treated area becomes necrotic
and inflamed within two to four days following PDT.
This necrotic tissue usually sloughs off or is mechani-
cally removed. The area eventually heals with
minimal scarring (Figure 8).

Future Prospects

A major factor in the future development of PDT will
be the application of relatively cheap and portable
semiconductor diode lasers. High-power systems
consisting of visible diode arrays coupled into multi-
mode fibers with an output of several Watts, have
recently become available which will greatly simplify
the technical difficulties which have held back PDT.
The use of new photosensitizers, in the treatment of
certain tumors by PDT, is making steady progress,
and although the toxicology testing and clinical
evaluation are lengthy and costly processes, the
expectation is that these compounds will become
more widely available for patient use during the next
five years. Regarding the current clinical status of
PDT, Photofrin has recently been approved for
treatment of lung and esophageal cancers in Europe,
USA, and Japan. Clinical trials are in progress for
several of the second-generation photosensitizers
which offer significant improvements over Photofrin
in terms of chemical purity, photoproperties, and skin
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clearance. With the increasing clinical application of
compact visible diode lasers the prospects for photo-
dynamic therapy are therefore encouraging.

See also

Lasers: Dye Lasers; Free Electron Lasers; Metal Vapor
Lasers. Ultrafast Laser Techniques: Generation of
Femtosecond Pulses.
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Introduction

Pump-probe spectroscopy is a ubiquitous time-
resolved optical spectroscopy that has found appli-
cation to the study of all manner of ultrafast chemical
processes that involve excited states. The principle of
the measurement is that a ‘pump pulse’ — usually an
intense, short laser pulse — impulsively excites a
sample, thus defining the start time for the ensuing
photophysical dynamics. A probe pulse interrogates
the system at later times in order to capture ‘snap
shots’ of the state of the system. Many kinds of pump-
probe experiments have been devised. The present
article will mainly focus on transient absorption
measurements.

Femtosecond pump-probe experiments have been
employed to reveal the kinetics of excited state
chemical processes such as solvation, isomerization
reactions, proton transfer, electron transfer, energy
transfer, or photochromism. It is becoming more
common to use pump-probe techniques to study
systems of increasing complexity, such as photosyn-
thetic proteins, photoreceptor proteins, molecular
aggregates, nanostructured materials, conjugated
polymers, semiconductors, or assemblies for artificial
light harvesting. However, the underlying chemical
kinetics are not always easily revealed by pump-probe
signals.

The principle of the pump-probe measurement is
related to the seminal flash-photolysis experiment
devised by Norrish and Porter. However, in order to

achieve ultrafast time resolution — beyond that
attainable by electronic detection — the probe pulse
is temporally short and is controlled to arrive at the
sample at variable time delays after the pump pulse
has excited the sample. The change in intensity of the
probe pulse, as it is transmitted through the sample, is
monitored at each pump-probe time delay using a
‘slow’ detector that integrates over the probe pulse
duration. One possible xprocess that can diminish the
probe transmission is transient absorption. After
formation of an excited state S; by the pump pulse,
the probe pulse can monitor a resonance with a
higher excited state S;— S, absorption. Figure 1
shows transient absorption spectra, corresponding to
excited state absorption at various time delays, that
has been probed by a white light continuum probe
and monitored by a multichannel CCD detector.
The transient spectrum is seen to blue-shift with
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Figure 1 Excited state absorption spectra of 4'-n-pentyl-4-

cyanoterphenyl in octanol solvent. The pump wavelength is
277 nm (100 ndJ, 150 fs, 40 kHz) and the probe is a white light
continuum (500 to 700 nm) generated in a sapphire crystal. The
pump-probe delay T for each spectrum is indicated on the plot.
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Figure 2 TR spectra of 4-n-pentyl-4-cyanoterphenyl in octanol
solvent, recorded using the same set-up as summarized in
Figure 1. The dashed lines are deconvolutions of the data to show
the Raman bands.

pump-probe delay owing to solvation of the S; state
of the molecule — the dynamic Stokes’ shift. The
dynamic Stokes’ shift is the shift to lower energy of
the emission spectrum as the solvent relaxes in
response to the change in dipole moment of the
excited electronic state compared to the ground state.
The overall intensity of the induced absorption
decays according to the lifetime of the excited state.

Although they will not be discussed in detail in the
present article, various other pump-probe experi-
ments are possible. For example, when in resonance
with this transient absorption, the probe pulse can
induce resonance Raman scattering, which reveals the
evolution of the vibrational spectrum of the excited
state. In this kind of pump-probe experiment we do
not monitor the change in probe transmission
through the sample. Instead, we monitor the differ-
ence between probe-induced resonance Raman scat-
ter from the excited and ground states of the system.
The resonance Raman (TR?) scatter, time-resolved as
a function of pump-probe delay, can be detected
provided that it is not overwhelmed by fluorescence

emission. Typical TR? data for different pump-probe
delays are shown in Figure 2. The dashed lines show a
deconvolution of the spectra to reveal the underlying
vibrational bands. These bands are rather broad
owing to the spectral width of the 1 ps laser pulses
used in this experiment. It is clear that the time-
resolution of a TR® experiment is limited to the
picosecond regime, otherwise most of the vibrational
band information is lost. TR® and complementary
pump-probe infrared transient absorption exper-
iments, utilizing an infrared probe beam, have been
useful for observing the evolution of structural
information, such as geometry changes, subsequent
to photoexcitation.

In the present article we will describe the foun-
dation of experiment and theory necessary to under-
stand resonant ultrafast pump-probe spectroscopy
applied to chemical processes in the condensed phase.
By resonant, it is meant that the pump and probe
pulses have frequencies (energies) resonant with
electronic transitions of the molecules being studied.
The implications of condensed phase are that the
experiment interrogates an ensemble of molecules
and the electronic transitions of these molecules are
coupled to the random motions and environments of
a bath, for example the solvent.

Experimental Measurement of
Pump-Probe Data

The experimental setup for a one-color pump-probe
experiment (i.e. pump and probe of the same color) is
shown in Figure 3. The setup is easily adapted for a
two-color experiment. Most of the laser intensity
(70%) is transmitted through the first beam splitter so
that the pump is more intense than the probe. A
second beam splitter is used to split off a small
amount of probe light for the reference beam. Note
that the arrangement of these beam splitters results in
both the pump and probe passing through the same
amount of dispersive material on their way to the
sample. The pump and probe beams each propagate
through half-wave plates in order to control polariz-
ation. Usually the probe polarization is set to the
magic angle (54.7°) relative to the pump in order to
remove polarization bias. The beams are sent towards
the sample by way of retroreflectors mounted on
x—y-z translation stages. The pump retroreflector is
mounted on a precision computer-controlled trans-
lation stage such that it can be scanned in the
x-direction to arrive at variable delays before and
after the probe. The pump and probe beams are
aligned using the y—z controls on the retroreflector
translation stages together with the pick-off mirrors
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Figure 3 An experimental layout for femtosecond pump-probe
spectroscopy. The reference beam ideally passes through the
sample (not shown as such in aid of clarity). See text for
a description. HWP, half-wave plate; BS, beamsplitter (%
reflection); FL, focusing lens; CL, collimating lens; ND, neutral
density filter; PD, photodetectors.

such that they travel in parallel towards the sample.
The overall setup of the beams is in a box geometry so
that pump and probe arms have the same path length.

The pump and probe beams are focused into the
sample using a transmissive (i.e. lens) or reflective
optic FL. The focal length is typically 20 to 30 cm,
providing a small crossing angle to improve phase
matching. The pump beam should have a larger spot
size at its focal point in the sample than the probe
beam, in order to avoid artifacts arising from the
wandering of the pump and probe spatial overlap as a
function of delay time — a potential problem,
particularly for long delays. Good spatial overlap of
the beams in the sample is important. It can be
checked using a 50 um pinhole. Fine adjustment of
the pump-probe delay, to establish temporal overlap
of the pump and probe pulses, can be dictated by
autocorrelating the beams in a second harmonic
generating crystal mounted at the sample position. At
the same time the pulse compression is tweaked to
ensure that the pulse dispersion in the experiment has
been pre-compensated.

The sample is usually flowed or mounted in a
spinning cell if it is liquid, in order to avoid thermal
effects or photochemical bleaching. The path length
of the sample is typically =1 mm. The transmitted
probe beam is spatially isolated from the pump beam
using an iris, is collimated, and then directed onto the
photodetector.

The reference beam, which provides the relative
reference intensity I should preferably pass through
the sample (away from the pump spot). This provides
the probe-only transmission — that is, the reference
beam intensity is attenuated according to sample
ground state optical density. The photodetector
outputs are used to ratio the pump-probe arm
intensity transmitted through the sample with the
reference intensity, I,,(w, T)/I,. Since the pump beam
is being chopped at the lock-in reference frequency,
the lock-in amplifier outputs the pump-induced
fractional change in transmission intensity,
Al (o, T)/1y, usually simply written as AT/T. When
the pump-induced signal I,,, is small compared to the
reference intensity Iy, then the detected Al.(w, T)/I
signal is approximately equal to the change in optical
density, AO.D.:

I, — Al —AJ —
AO.D. = log( 0 E ) E AT

n )~ 1, — 1 W

Here we have used a Taylor expansion log(1 + x) = x
for small x.

The power dependence of the signal in the x©® limit
should be linear in both the pump and probe
intensities. It is also possible to pump the sample
using two-photon absorption, then probe an excited
state absorption. This is a x> experiment, so that the
signal depends quadratically on the pump intensity.

What is Measured in a Pump-Probe
Experiment?

Origin of the Signal

The pump-probe measurement is a third-order non-
linear spectroscopy. A complete calculation of the
signal requires computation of the third-order polar-
ization induced by the interaction of the pump and
probe with the material sample, together with an
account for the kinetic evolution of populations (e.g.,
excited state reactant and product states, etc.).

The pump pulse, wavevector ki, interacts twice
with the sample, thereby creating excited state
population density le)el and a hole-in-the-ground
state population density Ig){gl. These population
densities propagate until the probe pulse, with
wavevector k,, interacts with the system to induce a
polarization that depends on the state of the system at
time T after the pump. This induced polarization
P,(?) is radiated in the k, = k; — k; + k, =k, direc-
tion. Because the signal is radiated in the probe
direction, the probe pulse acts as a local oscillator to
heterodyne the signal. The change in probe-pulse
spectral intensity after transmission through an



CHEMICAL APPLICATIONS OF LASERS / Pump and Probe Studies of Femtosecond Kinetics 65

Pump Probe

ky ko
/\ T /\
1 I
-T 0 t

Figure 4 Labeling and time variable for the description of a
pump-probe experiment. T defines the pump-probe delay.

optically thin sample of path length [, with concen-
tration of absorbers ¢ and refractive index #, is given
by eqn [2]

Al (w,T)oc %Im[ Jth;r(t)P“)(o, T, t)e"wf] 2]

In eqn [2] E,,(¢) is the probe pulse electric field, w is
the center frequency of the probe, and * indicates
complex conjugate. The time variables correspond to
those indicated in Figure 4, and the signal is resolved
as a function of frequency by Fourier transformation
of t— w. Experimentally this is achieved by dispersing
the transmitted probe using a spectrograph. The first-
time variable, the time interval between the two
pump pulse interactions, is set to zero because we are
interested here in the limit where the pulse duration is
much shorter than T. In this regime — impulsive
pump-probe - the measurement is sensitive to
formation and decay of excited state species.
The induced polarization is given by eqn [3]

PO, T, 1) = J dtj dT[R®F — RFA 4 RO}
0 0

X Ei(t = DE(t = T)Ey(2) [3]
where the response functions that contain infor-
mation about the lineshape functions and kinetics are
given by eqn [4]:
R0, T,2) = | ptogl* | pteg|* exp(—iwpgt)

xexp[—g"(t) + 2ig" (T +t) — 2ig"(T)]

x K°E(T) [4a]

REA0, T,1) = |ppg Pl s> exp(—iop, )
xexp[—g"(t) — 2ig" (T + 1)+ 2ig"(T)]
XK™NT) [4b]

RER(0,T,0) = | togl* | pteg |* exp(—iwegt) exp[—g(2)]

x KSSR(T) [4c]

The overall intensity of each contribution to the
signal is scaled by the transition dipole moment that
connects the ground and excited state u,, or excited
state and a higher excited state uz. The intensity is
further influenced by resonance of the probe-pulse
spectrum with the transition frequencies ,, and wy,.
These transition energies have a time-dependence
owing to the relaxation of the excited state density in
the condensed phase environment - the dynamic
Stokes’ shift. The details of the dynamic Stokes’ shift
depend on the bath, and are therefore contained in
the imaginary part of the lineshape function g(z)=
g'(®)+ig"(t). The evolution of the Stokes’ shift with
pump-probe delay T is clearly seen in the excited state
absorption spectrum shown in Figure 1. The line-
shape function contains all the details of the time-
scales of fluctuations of the bath and the coupling of
the electronic transition of the molecule to these
fluctuations. The lineshape function can be cast in the
simple form given by eqn [5] using the Brownian
oscillator model in the high temperature, high friction
limit:

g(t) = (2QAkpTp/IEA)[At — 1 +exp(—At)]
+i(AMA)[1 —exp(—Ap)] [5]

The Brownian oscillator model attributes fluctuations
of the transition frequencies to coupling between
electronic states and an ensemble of low-frequency
bath motions. In eqn [5]; A is the solvent reorganiz-
ation energy (half the Stokes’ shift) and A is the
modulation frequency of the solvent oscillator (7!
for a Debye solvent, where 7 is the longitudinal
dielectric relaxation time); kg is the Boltzmann
constant, and Tp is the temperature.

Information about the kinetics of the evolution of
the system initiated by the pump pulse is contained in
the terms K°E, KESA and KSR, These terms will be
discussed in the next section.

The evolution of the excited state density is mapped
onto the response functions Rt and R¥A. RSt is the
contribution arising from the probe pulse stimulating
emission from the excited state e in the probe
direction, which increases the probe intensity. Thus
the spectrum of the signal arising from RF resembles
the fluorescence emission of the sample, as shown in
Figure 5. The excited state absorption contribution to
the signal RF* depletes the probe intensity, and
corresponds to an e — f electronic resonance, such as
that shown in Figure 1. Note that the ESA signal
contributes to the overall Al (w, T) with an opposite
sign to the SE and GSR contributions. The ground-
state recovery term R%R arises from depletion of the
ground-state population by the pump pulse, thereby
increasing the transparency of the sample over the
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Figure 5 (a) shows the absorption and emission spectrum of a
dilute solution of oxazine-1 in water. (b) shows the transient
absorption spectrum of this system at various delays after
pumping at 600 nm using picosecond pulses. The transient
spectrum, ground state recovery and stimulated emission
resemble the sum of the absorption and emission spectra.

spectrum of the ground-state absorption (see
Figure 5). Thus the transmitted probe intensity is
increased relative to that without the pump pulse. The
GSR contribution to Al (w,T) decreases with T
according to the excited state lifetime of the photo-
excited species.

The Coherent Spike

To calculate the pump-probe signal over delay times
that are of the order of the pulse duration, one must
calculate all possible ways that a signal can be
generated with respect to all possible time orderings
of the two pump interactions and the probe inter-
actions (Liouville space pathways). Such a calculation
reveals coherent as well as sequential contributions to
the response of the system owing to the entanglement
of time orderings that arise from the overlap of pulses
of finite duration. The nonclassical, coherent, contri-
butions dominate the signal for the time period
during which pump and probe pulses overlap, leading
to the coherent spike (or coherent ‘artifact’)
(Figure 6).
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Figure 6 A schematic depiction of a pump-probe signal. The
coherent spike is labeled 1. In region 2 we can see quantum beats
as a sum of sinusoidal modulations of the signal. The label 3
denotes the long time decay of the signal, as determined by the
population dynamics, KSE, KGSR and KESA,

Nuclear Wavepackets

The electronic absorption spectrum represents a sum
over all possible vibronic transitions, each weighted
by a corresponding nuclear overlap factor according
to the Franck—Condon principle. It was recognized
by Heller and co-workers that in the time-domain
representation of the electronic absorption spectrum,
the sum over vibrational overlaps is replaced by the
propagation of an initially excited nuclear wave-
packet on the excited state according to li(#)) =
exp(—Ht/fh) 1i(0)). Thus the absorption spectrum is
written as

ai() =23% ﬁo dt expl—i(w — Wit — ()]
x(i(0) li(1)) [6]

for mode i. The Hamiltonian H is determined by the
displacement of mode i, A;. A large displacement
results in a strong coupling between the vibration and
the electronic transition from state g to e. In the
frequency domain this is seen as an intense vibronic
progression. In the time domain this translates to an
oscillation in the time-dependent overlap (i(0) li()),
with frequency w;, thereby modulating the intensity
of the linear response as a function of ¢.

It follows that an impulsively excited coherent
superposition of vibrational modes, created by an
optical pulse that is much shorter than the vibrational
period of each mode, propagates on the excited state
as a wavepacket. The oscillations of this wavepacket
then modulate the intensity of the transmitted probe
pulse as a function of T to introduce features into the
pump-probe signal known as quantum beats (see
Figure 6). In fact, nuclear wavepackets propagate on
both the ground and excited states in a pump-probe
experiment. The short probe pulse interrogates the
evolution of the nuclear wavepackets by projecting
them onto the manifold of vibrational wavefunctions
in an excited or ground state.
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Femtosecond Kinetics

According to eqn [4] the kinetics of the evolution of
the system initiated by the pump pulse are governed
by the terms K>, K¥%A and K%*R. Each of these terms
describes the kinetics of decay, production, or
recovery of excited state and ground state popu-
lations. In the simplest conceivable case, each might
be a single exponential function. The stimulated
emission term K°F contains information about the
depopulation of the initially excited state, which for
example, may occur through a chemical reaction
involving the excited state species or energy transfer
from that state. The excited state absorption term
K® contains information on the formation and
decay of all excited state populations that give a
transient absorption signal. The ground-state recov-
ery term KYR contains information on the time-
scales for return of all population to the ground state,
which will occur by radiative and nonradiative
processes. Usually the kinetics are assumed to follow
a multi-exponential law such that

N
K"™(T, Ao ©) = D AfAgye @) exp(—t/) 7]
=1

where the amplitude A;, but not the decay time
coefficient 7;, of each contribution in the coupled
N-component system depends on the excitation
wavelength A,.. and the signal frequency w. The
index 2 denotes SE, ESA, or GSR.

In order to extract meaningful physical parameters
from analysis of pump-probe data, a kinetic scheme
in the form of eqn [7] needs to be constructed, based
on a physical model to connect the decay of initially
excited state population to formation of a product
excited state and subsequent recovery of the ground-
state population. An example of such a model is
depicted in Figure 7. Here the stimulated emission
contribution to the signal is attenuated according to
the rate that state 1 goes to 2. The transient
absorption appears at that same rate and decays
according to the radiationless process 2 to 3. The rate
of ground state recovery dependson 1to2to 3to §
and possibly pathways involving the isomer 4.

The kinetic scheme is not easily extracted from
pump-probe data because contributions from each of
KSE, KESA and KGR contribute additively at each
detection wavelength w, as shown in eqns [2]-[4].
Moreover, additional, wavelength-dependent, decay
or rise components may appear in the data on
ultrafast time-scales owing to the time-dependent
Stokes’ shift (the g”(¢) terms indicated in eqns [4]). A
spectral shift can resemble either a decay or rise
component. In addition, the very fastest dynamics
may be hidden beneath the coherent spike. For these

Relative free energy
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Figure 7 Free energy curves corresponding to a model for an
excited state isomerization reaction, with various contributions to
a pump-probe measurement indicated. See text for a description.
(Courtesy of Jordanides XJ and Fleming GR.)

reasons, simple fitting of pump-probe data usually
cannot reveal the underlying kinetic model. Instead
the data should be simulated according to eqns [3]
and [4].

Alternative strategies involve global analysis of
wavelength-resolved data to extract the kinetic
evolution of spectral features, known as ‘species
associated decay spectra’. Global analysis of data
effectively reduces the number of adjustable para-
meters in the fitting procedure and allows one to
obtain physically meaningful information by associ-
ating species with their spectra. These methods are
described in detail by Holzwarth.

List of Units and Nomenclature

ESA excited state absorption

GSR ground state recovery

SE stimulated emission

Sh nth singlet excited state

TR time-resolved resonance Raman

x nth-order nonlinear optical susceptibility
See also

Coherent Lightwave Systems. Coherent Transients:
Ultrafast Studies of Semiconductors. Nonlinear Optics,
Applications: Raman Lasers. Optical Amplifiers:
Raman, Brillouin and Parametric Amplifiers. Scattering:
Raman Scattering. Spectroscopy: Raman Spectroscopy.
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Introduction

Time-correlated single-photon counting, TCSPC, is
a well-established technique for the determination
of fluorescence lifetimes and related time-resolved
fluorescence properties. Since the 1980s, there have
been dramatic changes in the laser sources used for
this work, which in turn have opened up the
technique to a wide user base.

TCSPC: The Basics

In the TCSPC experiment, the sample is repeatedly
excited by a high-repetition rate, low-intensity light
source. Fluorescence from the sample is collected
and may be passed though a cut-off filter or
monochromator to remove scattered excitation
light and to select the emission wavelength. The
fluorescence is then focused onto a detector, typically
a photomultiplier (PMT) or single-photon avalanche
diode (SPAD) which detects single emitted photons.
The ‘raw’ signal from the detector fluctuates
considerably from event to event. In order to remove
any timing error that could be induced by this, the
signal is processed first by a constant fraction
discriminator (CFD) in order to provide a stable
and consistent timing pulse. This signal is used as an
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Counting

input for the time-to-amplitude converter (TAC)
which determines the time interval between the
excitation of the sample and the emission of the
photon. The output from the TAC is a relatively
slow pulse whose intensity is proportional to the
time interval between the start and stop signals.
A pulse height analyzer (PHA) is used to process the
output from the TAC and increments a channel in its
memory corresponding to a time window during
which the photon was detected. As the measurement
is repeated many times over, a histogram is
constructed in the memory of the PHA, showing
the number of photons detected as a function of the
time interval. This histogram corresponds to the
fluorescence decay.

As outlined below, it is desirable to have a light
source with a moderately high repetition rate,
typically of the order of MHz. Because it is not
practical to start the TAC each time the light source
‘fires’, it is more usual to operate the TAC in the
so-called ‘reversed mode’, whereby the start signal
is derived from the detected photon and the stop is
derived from the light source. The electronic
circuitry is illustrated in Figure 1. In practice, many
researchers still use modular components that are
wired together manually, although there is increas-
ingly a tendency towards the use of single PC-based
cards which contain all the necessary discrimi-
nators, timing circuits, and data acquisition elec-
tronics. There are a number of commercial PC
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cards that contain all the timing electronics, etc.,
required for TCSPC, for example, Becker and Hickl
(Germany).

This approach to obtaining the fluorescence decay
profile can only work if the detected photons are
‘randomly selected’ from the total emission from the
sample. In practice, this means that the rate of
detection of photons should be of the order of 1% of
the excitation rate: that is, only one in a hundred
excitation pulses gives rise to a detected photon. This
histogram mirrors the fluorescence decay of the
sample convolved with the instrument response
function (IRF). The IRF is itself a convolution of the

Sample _/\_
Pulsed light source
S —— Synchronization ‘:]
> pulse
PMT

Time to amplitude
I> converter, TAC
Constant fraction
discriminator,
CFD

LA

Figure 1 Schematic diagram of a TSCPC spectrometer.
Fluorescence from the sample is collected by L;, which may
also include a monochromator/wavelength selection filter. A
synchronization pulse is obtained either from the laser driver
electronics directly, or via a photodiode and second constant
fraction discriminator. The TAC is shown operating in a ‘reversed
mode’ as is normal with a high repetition rate laser source.
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temporal response of the optical light pulse, the optical
path in the collection optics, and the response of the
detector and ancillary electronics. Experimentally,
the IRF is usually recorded by placing a scattering
material in the spectrometer.

In principle, the decay function of the sample can
be extracted by deconvolution of the IRF from the
decay function, although in practice it is more
common to use the method of iterative re-convolution
using a model decay function(s). Thus, the exper-
imentally determined IRF is convolved with a model
decay function and parameters within the function
are systematically varied to obtain the best fit for a
specific model. The most commonly used model
assumes the decaying species to follow one or more
exponential functions (sum of exponentials) or a
distribution of exponentials. Further details regarding
the mechanics of data analysis and fitting procedures
can be found in the literature. A typical fit is
illustrated in Figure 2.

The main aim of this review is to illustrate how
recent advances in laser technology have changed the
face of TCSPC and to discuss the types of laser light
sources that are in use. The easiest way of approach-
ing this topic is to define the criteria for an ideal
light source for this experiment, and then to discuss
the ways in which new technologies are meeting
these criteria.

High Repetition Rate

A typical decay data set may contain something of the
order of 0.1-5 million ‘counts’ it is desirable to

— Pump
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&
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Time (ns)

Figure 2 The fluorescence decay of Rhodamine B in water. The sample was excited using a 397 nm pulsed laser diode (1 MHz,
<200 ps FWHM), and the emission was observed at 575 nm. Deconvolution of the IRF (dark gray trace) and observed decay (light gray
trace) with a single exponential function gave a lifetime of 1.50 ns, with a y?R = 1.07, Durbin—Watson parameter = 1.78. The fitted
curve is shown overlaid in gray, and the weighted residuals are shown offset in black.
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acquire such a number of events in order that we can
reliably employ statistical parameters to judge the
quality of the fitted decay function(s). As stated
above, the rate of photon acquisition should be of the
order of 1% of the excitation rate in order to obtain
reliable, good-quality data. It is clear then that a high
repetition rate source is desirable in order to reduce
the overall data acquisition time. However, it is
important that the repetition rate of the source is not
too high, otherwise the data show ‘overlap’ effects,
caused by the fluorescence intensity from one
excitation pulse not completely decaying before the
next laser pulse arrives at the sample. Under these
conditions the observed fluorescence decay is per-
turbed and extraction of complex kinetic behavior
is more difficult. As a general rule of thumb, it is
recommended that the inter-pulse separation is
greater than five times the lifetime of the longest
component of the fluorescence decay. Fluorescence
lifetimes can be as long as 100 ns, indicating a
maximum repetition rate of 2 MHz, although when
investigating fluorophores with a shorter lifetime
correspondingly higher frequencies can be selected.
Clearly the ability to vary the repetition rate
according to the type of sample under investigation
is an advantage.

Short Pulse Duration

Typically the minimum lifetime that can be deter-
mined by a TCSPC spectrometer is limited by the
instrument response function: as a general rule it is
possible to extract fluorescence lifetimes of about one
tenth of the full width at half maximum (FWHM) of
the IRF by reconvolution methods. As discussed
above, the IRF is the product of a number of factors,
including the optical pulse duration, differences in
the optical path traversed by the fluorescence, the
response time of the detector, and the temporal
response of the associated timing electronics. Ideally
the excitation source should be as short as possible,
and with modern laser-based TCSPC systems, it is
usually the case that the time-response of the detector
is the limiting factor. The introduction of high-speed
microchannel plate (MCP) photomultipliers have
lead to very short IRFs, which can be <50 ps
FWHM. When using these detectors is it essential to
keep the optical transit-time spread as low as
possible: that is, the path taken by light through a
monochromator should be independent of wave-
length and trajectory taken through the optics. Many
research groups advocate the use of a subtractive
dispersive double monochromator for this purpose.

Tunability

Early TCSPC experiments were carried out using
hydrogen- or nitrogen-filled flashlamps which pro-
duced broadband ns-duration pulses with low
repetition rates (<100 kHz). Variable wavelength
excitation is possible using these sources, but their
low intensity and low repetition rates mean that data
acquisition periods can be very long. The early
1980s saw the introduction of cavity-dumped ion
lasers and synchronously pumped mode-locked
cavity-dumped dye lasers, which provided signifi-
cantly higher repetition rates, typically up to 4 MHz,
and greater intensities. However, the TCSPC exper-
iments that could be carried out using these laser-
based sources were somewhat limited by the
wavelengths that could be generated by the argon
ion and synchronously pumped dye lasers, and their
second harmonics. The dye lasers were restricted to
the use of Rhodamine 6G as the gain medium, which
has a limited tuning range (~580-620 nm). It is
often desirable to vary the excitation wavelength as
part of a photophysical study, either as a systematic
study of the effects of excitation energy upon the
excited state behavior, or in order to optimize
excitation of a particular chromophore in a system.
To some extent in the past, the wavelengths
available from the laser systems dictated the science
that they could be used to address. The mid- to late-
1980s saw the introduction of mode-locked con-
tinuous wave (CW) Nd:YAG lasers as pump lasers
and increased number of dyes that could be
synchronously pumped, providing a broader range
of excitation wavelengths as well as increased
stability. One drawback of these complex and
often fickle laser systems was the level of expertise
and attention they required to keep their perform-
ance at its peak.

Since the 1990s, the introduction of two import-
ant new types of laser have had a significant impact
on the use of TCSPC as an investigative method.
The first is based upon the mode-locked titanium
sapphire laser which offers tuneable radiation from
the deep UV to the NIR, whilst the second series of
laser are based upon (relatively) low-cost, turn-key
solid state diode lasers. The developments and
merits of these new laser sources, which now
dominate the market for TCSPC sources, are
discussed below.

Ti-Sapphire

The discovery of the titanium doped sapphire laser
has led to a revolution in ultrafast laser sources.
Coupled with efficient diode-pumped solid state
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Nd:YAG pump lasers, this medium currently domi-
nates the entire ultrafast laser market, from high
repetition, low pulse energy systems through to
systems generating very high pulse energies at kHz
repetition rates.

Ti-sapphire is, in many respects, an ideal laser
gain medium: it has a high energy storage capacity,
it has a very broad-gain bandwidth, and it has good
thermal properties. Following the first demon-
stration of laser action in a Ti-sapphire crystal, the
CW Ti-sapphire laser was quickly commercialized.
It proved to be a remarkable new laser medium,
providing greater efficiency, with outputs of the
order of 1 W. The laser also provided an unprece-
dented broad tuning range, spanning from just
below 700 nm to 1000 nm. The most important
breakthrough for time-resolved users came in 1991,
when self-mode-locking in the medium was demon-
strated. This self-mode-locking, sometimes referred
to as Kerr-lens mode-locking, arises from the non-
linear refractive index of the material and is
implemented by simply placing an aperture within
the cavity at an appropriate point. The broad-gain
bandwidth of the medium results in very short
pulses: pulse durations of the order of tens of
femtoseconds can be routinely achieved with com-
mercial laser systems.

The mode-locked Ti-sapphire laser was quickly
seized upon and commercialized. The first generation
of systems used multiwatt CW argon ion lasers to
pump them, making the systems unwieldy and
expensive to run, but in recent years these have
been replaced by diode-pumped Nd:YAG lasers,
providing an all solid-state, ultrafast laser source.
Equally significantly, the current generation of lasers
are very efficient and do not require significant
electrical power or cooling capacity. There are several
commercial suppliers of pulsed Ti-sapphire lasers,
including Coherent and Spectra Physics.

A typical mode-locked Ti-sapphire laser provides
an 80 MHz train of pulses with a FWHM of ~100 fs,
with an average power of up to 1.5 W and are
tuneable from 700 nm to almost 1000 nm. The
relatively high peak powers associated with these
pulses means that second- or even third-harmonic
generation is relatively efficient, providing radiation
in the ranges 350-480 nm and 240-320 nm. The
output powers of the second and third harmonics far
exceeds that required for TCSPC experiments, mak-
ing them an attractive source for the study of
fluorescence lifetime measurements. The simple
mode-locked Ti-sapphire laser has some drawbacks:
the very short pulse duration provides a broad-
bandwidth excitation, the repetition rate is often
too high with an inter-pulse separation of ~12.5 ns,

and the laser does not provide continuous tuning
from the deep-UV though to the visible. Incremen-
tally, all of these points have been addressed by the
laser manufacturers.

As well as operating as a source of femtosecond
pulses, with their associated bandwidths of many
tens of nm, some modern commercial Ti-sapphire
lasers can, by adjustment of the optical path and
components, be operated in a mode that provides
picosecond pulses whilst retaining their broad
tuning curve. Under these conditions, the bandwidth
of the output is greatly reduced, making the laser
resemble a synchronously pumped mode-locked
dye laser.

As stated above, a very high repetition rate can be
undesirable if the system under study has a long
fluorescence lifetime due to the fluorescence decay
from an earlier pulse not decaying completely
before the next excitation pulse. Variation of the
repetition of output frequency can be addressed by
two means. The first is to use a pulse-picker. This is
an opto-accoustic device which is placed outside the
laser cavity. An electrical signal is applied to a
device, synchronized to the frequency of the mode-
locked laser to provide pulses at frequencies from
~4 MHz down to single-shot. The operation of a
pulse picker is somewhat inefficient, with less than
half of the original pulse energy being obtained in
the output, although output power is not usually an
issue when using these sources. More importantly,
when using pulse-pickers, it is essential to ensure
that there is no pre- or post-pulse which can lead to
artifacts in the observed fluorescence decays. The
second means of reducing the pulse duration is
cavity dumping. This is achieved by extending the
laser cavity and placing an opto-acoustic device,
known as a Bragg cell, at a beam-waist within the
cavity. When a signal is applied to the intracavity
Bragg cell, synchronized with the passage of a
mode-locked pulse though the device, a pulse of
light is extracted from the cavity. The great
advantage of cavity-dumping is that it builds up
energy within the optical cavity and when pulses are
extracted these are of a higher pulse energy than the
mode-locked laser alone. This in turn leads to more
efficient harmonic generation. This addition of the
cavity dumper system extends the laser cavity and
hence reduces the overall frequency of the mode-
locked laser to ~50 MHz, and can provide pulses at
9 MHz down to single shot.

The extension of the tuning range of the Ti-
sapphire laser has been facilitated by the introduction
of the optical parametric oscillator (OPO). In the
OPOQ, a short wavelength pump beam passes through
a nonlinear optical crystal and generates two tuneable
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Figure 3 Anillustration of the spectral coverage provided by currently available pulsed semiconductor lasers and LEDs, and a modern
Ti-sapphire laser and OPO. Note that the OPO’s output is frequency doubled, and the wavelengths in the range 525— ~ 440 nm may be
obtained by sum frequency mixing of the Ti-sapphire’s fundamental output with the output of the OPO. * denotes that there are many
long wavelength pulsed laser diodes falling in the range A > 720 nm.

beams of longer wavelengths. Synchronous pumping
of the OPOs with either a fs or ps Ti-sapphire laser
ensures reasonably high efficiencies. The outputs
from the OPO may be frequency doubled, with the
option of intracavity doubling enhancing the effi-
ciency still further. Using an 800 nm pump wave-
length, an OPO provides typical signal and idler
tuning ranges of 1050—>1350 nm and 2.1-3.0 pum,
respectively. The signal can be doubled to give 525-
680 nm, effectively filling the visible spectrum. The
average powers obtainable from Ti-sapphire pumped
OPOs makes them eminently suitable for TCSPC
experiments. A summary of the spectral coverage of
the Ti-sapphire laser and OPO, and low-cost solid-
state sources are illustrated in Figure 3.

An additional advantage of the Ti-sapphire laser is
the possibility of multiphoton excitation. The
combination of high average power and very short
pulse duration of a mode-locked Ti-sapphire laser
means that the peak-powers of the pulses can be very
high. Focusing the near-IR output of the laser gives
rise to exceedingly high photon densities within a
sample which can lead to the simultaneous absorp-
tion of two or more photons. This is of particular
significance when recording fluorescence lifetimes in
conjunction with a microscope, particularly when
the microscope is operated in a confocal configur-
ation. Such systems are now being used for a
derivative of TCSPC, known as fluorescence lifetime
imaging (FLM).

In summary, the Ti-sapphire laser is a very versatile
and flexible source that is well suited to the TCSPC
experiment. Off-the-shelf systems provide broad
spectral coverage and variable repetition rates.
Undoubtedly this medium will be the mainstay of
TCSPC for some time to come.

Diode Lasers

Low-power diode lasers, with outputs in the range
630-1000 nm, have been commercially available for
some time. These devices, which are normally
operated as CW sources, can be operated in a
pulsed mode, providing a high frequency train of
sub-ns pulses. However, the relatively long output
wavelengths produced by this first generation of
diode lasers severely restricted the range of chromo-
phores that could be excited and this proved to be a
limiting factor for their use as TCSPC sources.
Attempts to generate shorter wavelengths from
these NIR laser diodes by second harmonic gener-
ation (SHG), were never realized: the SHG process is
extremely inefficient due to the very low peak output
power of these lasers. Shorter wavelengths could be
obtained by pulsing conventional light-emitting
diodes (LEDs), which were commercially available
with emission wavelengths covering the visible
spectrum down to ~450 nm. However, these had
the disadvantage of exhibiting longer pulse durations
than those achievable from laser diodes and have
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much broader emission bandwidths than a laser
source.

The introduction of violet and blue diode lasers
and UV-LEDs by the Nichia Corporation (Japan) in
the late 1990s resulted in a renewed interest in
sources utilizing these small, solid-state devices.
At least three manufacturers produce ranges of
commercial TCSPC light sources based upon pulsed
LEDs and laser diodes and can now boast a number
of pulsed laser sources in their ranges including 375,
400, 450, 473, 635, 670, and 830 nm. Currently
commercial pulsed laser diodes and LEDs are
manufactured by Jobin-Yvon IBH (UK), Picoquant
(Germany), and Hamamatso (Japan). These small,
relatively low-cost devices offer pulse durations of
<100 ps and excitation repetition rates of up to tens
of MHz making them ideally suited to ‘routine’
lifetime measurements. Although these diode laser
sources are not tunable and do not span the full
spectrum, they are complemented by pulsed LEDs
which fill the gap in the visible spectrum. Pulsed
LEDs generally have a longer pulse duration and
broader, lower intensity spectral output, but are
useful for some applications. At the time of writing
there are no diode laser sources providing wave-
lengths of <350 nm, although Jobin-Yvon IBH (UK)
have recently announced pulsed LEDs operating at

280 nm and 340 nm. As LEDs, and possibly diode
lasers, emitting at these shorter wavelengths become
more widely available, the prospects of low running
costs and ease of use makes these semiconductor
devices an extremely attractive option for many
TCSPC experiments. Commercial TCSPC spec-
trometers based around these systems offer a
comparatively low-cost, turnkey approach to fluor-
escence lifetime based experiments, opening up what
was a highly specialized field to a much broader
range of users.

See also

Lasers: Noble Gas lon Lasers. Light Emitting Diodes.
Ultrafast Laser Techniques: Pulse Characterization
Techniques.
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Introduction

Over the past two decades, holographic techniques
have proved to be valuable tools for investigating the
dynamics of chemical processes. The aim of this
chapter is to give an overview of the main applications
of these techniques for chemical dynamics. The basic
principle underlying the formation and the detection
of elementary transient holograms, also called transi-
ent gratings, is first presented. This is followed by a
brief description of a typical experimental setup. The
main applications of these techniques to solve
chemical problems are then discussed.

Basic Principle

The basic principle of the transient holographic
technique is illustrated in Figure 1. The sample

material is excited by two laser pulses at the same
wavelength and crossed at an angle 26,,. If the two
pump pulses have the same intensity, I,,,, the intensity
distribution at the interference region, assuming
plane waves, is

I(x) = 21pu[1 +cos<2%x)] (1]

where A = A,,/(2sin 6,,) is the fringe spacing, A, is
the pump wavelength, and I, is the intensity of one
pump pulse.

As discussed below, there can be many types of
light—matter interactions that lead to a change in the
optical properties of the material. For a dielectric
material, they result in a spatial modulation of the
optical susceptibility and thus of the complex
refractive index, 7. The latter distribution can be
described as a Fourier cosine series:

(2]

& 2
n(x) = g + Z n,, cos( mAﬂ-x )
m=1
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where 71 is the average value of 7. In the absence
of saturation effects, the spatial modulation of 7 is
harmonic and the Fourier coefficients with m > 1
vanish. In this case, the peak to null variation of
the complex refractive index, A7, is equal to the
Fourier coefficient #;. The complex refractive
index can be split into its real and imaginary
components:

n=n+iK [3]

where 7 is the refractive index and K is the
attenuation constant.

The hologram created by the interaction of the
crossed pump pulses consists in periodic, one-dimen-
sional spatial modulations of # and K. Such distri-
butions are nothing but phase and amplitude
gratings, respectively. A third laser beam at the
probe wavelength, A,,, striking these gratings at
Bragg angle, 63 = arcsin(A,,/2A), will thus be par-
tially diffracted (Figure 1b). The diffraction efficiency,
1, depends on the modulation amplitude of the

optical properties. In the limit of small diffraction
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efficiency (n < 0.01), this relationship is given by
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where I and I, are the diffracted and the
probe intensity respectively, d is the sample
thickness, and A = 47dK/(AIn 10) is the average
absorbance.

The first and the second terms in the square bracket
describe the contribution of the amplitude and phase
gratings respectively, and the exponential term
accounts for the reabsorption of the diffracted beam
by the sample.

The main processes responsible for the variation of
the optical properties of an isotropic dielectric
material are summarized in Figure 2.

The modulation of the absorbance, AA, is essen-
tially due to the photoinduced concentration change,
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Principle of the transient grating technique: (a) grating formation (pumping), (b) grating detection (probing).
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Figure 2 Classification of the possible contributions to a transient grating signal.
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AC, of the different chemical species i (excited state,
photoproduct, ...):

AA,) = D 8i(A)AC; [5]

i

where ¢; is the absorption coefficient of the species i.
The variation of the refractive index, A#n, has
several origins and can be expressed as

An = Ang + An, + Any [6]

Ang is the variation of refractive index due to the
optical Kerr effect (OKE). This nonresonant inter-
action results in an electronic polarization (electronic
OKE) and/or in a nuclear reorientation of the
molecules (nuclear OKE) along the direction of the
electric field associated with the pump pulses. As a
consequence, a transient birefringence is created in
the material. This effect is usually discussed within
the framework of nonlinear optics in terms of
intensity dependent refractive index or third order
nonlinear susceptibility. Electronic OKE occurs in
any dielectric material under sufficiently high light
intensity. On the other hand, nuclear OKE is mostly
observed in liquids and gases and depends strongly on
the molecular shape.

An, is the change of refractive index related to
population changes. Its magnitude and wavelength
dependence can be obtained by Kramers—Kronig
transformation of AA(A) or AK()):

AKO)

1 (o]
272 J 01— (N/N? 7]

Any(\) =

Any is the change of refractive index associated with
density changes. Density phase gratings can have
essentially three origins:

Ang = Ay + Any + An [8]

An!; is related to the temperature-induced change of
density. If a fraction of the excitation energy is
converted into heat, through a nonradiative tran-
sition or an exothermic process, the temperature
becomes spatially modulated. This results in a
variation of density, hence to a modulation of
refractive index with amplitude An’,. Most of the
temperature dependence of 7 originates from the
density. The temperature-induced variation of 7 at
constant density is much smaller than Az,

Anj is related to the variation of volume upon
population changes. This volume comprises not only
the reactant and product molecules but also their
environment. For example, in the case of a photo-
dissociation, the volume of the product is larger than

that of the reactant and a positive volume change can
be expected. This will lead to a decrease of the density
and to a negative An}.

Finally, An¢ is related to electrostriction in the
sample by the electric field of the pump pulses.
Like OKE, this is a nonresonant process that also
contributes to the intensity dependent refractive
index. Electrostriction leads to material com-
pression in the regions of high electric field
strength. The periodic compression is accompanied
by the generation of two counterpropagating
acoustic waves with wave vectors, k,. = £(2m/A)i,
where 7 is the unit vector along the modulation
axis. The interference of these acoustic waves leads
to a temporal modulation of Ax{ at the acoustic
frequency v,., with 27, = k,v,, v, being the
speed of sound. As An oscillates between negative
and positive values, the diffracted intensity, which
is proportional to (An%)? shows at temporal
oscillation at twice the acoustic frequency. In
most cases, An is weak and can be neglected if
the pump pulses are within an absorption band of
the sample.

The modulation amplitudes of absorbance and
refractive index are not constant in time and their
temporal behavior depends on various dynamic
processes in the sample. The whole point of the
transient grating techniques is precisely the measure-
ment of the diffracted intensity as a function of time
after excitation to deduce dynamic information on
the system.

In the following, we will show that the various
processes shown in Figure 2, that give rise to a
diffracted signal, can in principle be separated by
choosing appropriate experimental parameters, such
as the timescale, the probe wavelength, the polari-
zation of the four beams, or the crossing angle.

Experimental Setup

A typical experimental arrangement for pump-
probe transient grating measurements is shown
in Figure 3. The laser output pulses are split in
three parts. Two parts of equal intensity are used as
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convertier  gptical delay
Computer
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Probe pulse Sample Detector,
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]

Figure 3 Schematic of a transient grating setup with pump-—
probe detection.
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Figure 4 Beam geometry for transient grating: (a) in plane;
(b) boxcars.

pump pulses and are crossed in the sample. In order
to ensure time coincidence, one pump pulse travels
along an adjustable optical delay line. The third
part, which is used for probing, can be frequency
converted using a dye laser, a nonlinear crystal, a
Raman shifter, or white light continuum generation.
The probe pulse is sent along a motorized optical
delay line before striking the sample at the Bragg
angle. There are several possible beam configur-
ations for transient grating and the two most used
are illustrated in Figure 4. When the probe and
pump pulses are at different wavelengths, they can
be in the same plane of incidence as shown in
Figure 4a. However, if the pump and probe
wavelengths are the same, the folded boxcars
geometry shown in Figure 4b has to be used. The
transient grating technique is background free and
the diffracted signal propagates in a well-defined
direction. In a pump-probe experiment, the dif-
fracted signal intensity is measured as a function of
the time delay between the pump and probe pulses.
Such a setup can be used to probe dynamic
processes occurring in timescales going from a few
fs to a few ns, the time resolution depending
essentially on the duration of the pump and probe
pulses. For slower processes, the grating dynamics
can be probed in real time with a cw laser beam
and a fast photodetector.

Applications

The Transient Density Phase Grating Technique

If the grating is probed at a wavelength far from
any absorption band, the variation of absorbance,
AA(X,,), is zero and the corresponding change of
refractive index, Az, (),,), is negligibly small. In this
case, eqn [4] simplifies to

d z
= -———— ) XA
n ( )\p, cos 6y ) "td 9]

In principle, the diffracted signal may also
contain contributions from the optical Kerr effect,
Anyg, but we will assume here that this non-resonant

and ultrafast response is negligibly small. The
density change can originate from both heat
releasing processes and volume differences between
the products and reactants, the former contribution
usually being much larger than the latter. Even if
the heat releasing process is instantaneous, the
risetime of the density grating is limited by thermal
expansion. This expansion is accompanied by the
generation of two counterpropagating acoustic
waves with wave vectors, k,. = +(2m/A)i. One can
distinguish two density gratings: 1) a diffusive
density grating, which reproduces the spatial
distribution of temperature and which decays by
thermal diffusion; and 2) an acoustic density grating
originating from the standing acoustic wave and
whose amplitude oscillates at the acoustic frequency
Ve

The amplitudes of these two gratings are equal but
of opposite sign. Consequently, the time dependence
of the modulation amplitude of the density phase
grating is given by

RO n

R() =1 — cosQmv,t) X exp(— @, Vst)

Any(t) = ( [10a]

with
[10b]

where p, 8,C,, and «,. are the density, the volume
expansion coefficient, the heat capacity, and the
acoustic attenuation constant of the medium,
respectively, O is the amount of heat deposited
during the photoinduced process, and AV is the
corresponding volume change. As the standing
acoustic wave oscillates, its corresponding density
grating interferes with the diffusive density grating.
Therefore, the total modulation amplitude of the
density and thus An, exhibits the oscillation at v,,.
Figure 5 shows the time profile of the diffracted

I (a.u.)

Time delay (ps)

Figure 5 Time profile of the diffracted intensity measured with a
solution of malachite green after excitation with two pulses with
close to counterpropagating geometry.
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intensity measured with a solution of malachite
green. After excitation to the S; state, this dye
relaxes nonradiatively to the ground state in a few
ps. For this measurement, the sample solution was
excited with two 30 ps laser pulses at 532 nm
crossed with an angle close to 180°. The continu-
ous line is the best fit of eqns [9] and [10]. The
damping of the oscillation is due to acoustic
attenuation. After complete damping, the remain-
ing diffracted signal is due to the diffusive density
grating only.

R(#) can be considered as the response function of
the sample to a prompt heat release and/or volume
change. If these processes are not instantaneous
compared to an acoustic period (7, = vy!), the
acoustic waves are not created impulsively and the
time dependence of Any is

Any(t) = (BQ +AV)p(an)F(t) [11a]
pC, ap
with
t
F@t) = j R —1)-f()Hdr [11b]

where f(#) is a normalized function describing the
time evolution of the temperature and/or volume
change. In many cases, f(¢) = exp(—k,t), k, being
the rate constant of the process responsible for the
change. Figure 6 shows the time profile of the
diffracted intensity calculated with eqns [9] and [11]
for different values of k,.

If several processes take place, the total change of
refractive index is the sum of the changes due to the
individual processes. In this case, An; should be
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Figure 6 Time profiles of the diffracted intensity calculated
using eqgns [9] and [11] with various k, values.

expressed as

Ang(t) ="

1

(B = +Avi)p(a")Fi(t) [12)
pC, ap
The separation of the thermal and volume contri-
butions to the diffracted signal is problematic.
Several approaches have been proposed, the most
used being the measurement in a series of solvents
with different expansion coefficient 8. This method
requires that the other solvent properties like
refractive index, dielectric constant, or viscosity, are
constant or that the energetics of the system
investigated does not depend on them. This separa-
tion is easier when working with water because its 8
value vanishes at 4°C. At this temperature, the
density variations are due to the volume changes only.
The above equations describe the growth of the
density phase grating. However, this grating is not
permanent and decays through diffusive processes.
The phase grating originating from thermal expan-
sion decays via thermal diffusion with a rate constant

k,, given by
27 \?
Ry, = Dtb<_>

A [13]

where D, is the thermal diffusivity. Table 1 shows k;,
values in acetonitrile for different crossing angles.
The decay of the phase grating originating from
volume changes depends on the dynamics of the
population responsible for AV (vide infra).

Time resolved optical calorimetry

A major application of the density phase grating in
chemistry is the investigation of the energetics of
photo-induced processes. The great advantage of
this technique over other optical calorimetric
methods, like the thermal lens or the photoacoustic
spectroscopy, is its superior time resolution. The
time constant of the fastest heat releasing process
that can be time resolved with this technique is of
the order of the acoustic period. The shortest
acoustic period is achieved when forming the
grating with two counterpropagating pump pulses
(26,, = 180°). In this case the fringe spacing is

Table 1 Fringe spacing, A, acoustic frequency, v,., thermal
diffusion rate constant, k;, for various crossing angles of the pump
pulses, 2 6,,, at 355 nm and in acetonitrile

2 epu A (um) Vac(S™ 1) Kin (5~ 1)
0.5° 40.7 3.2x 107 4.7x10°
50° 0.42 3.1 x10° 4.5%x107
180° 0.13 9.7x10° 4.7x 108




78 CHEMICAL APPLICATIONS OF LASERS / Transient Holographic Grating Techniques in Chemical Dynamics

A = Ay, /2n and, with UV pump pulses, an acoustic
period of the order of 100 ps can be obtained in a
typical organic solvent.

For example, Figure 7a shows the energy
diagram for a photoinduced electron transfer (ET)
reaction between benzophenone (BP) and an elec-
tron donor (D) in a polar solvent. Upon excitation
at 355nm, 'BP* undergoes intersystem-crossing
(ISC) to *BP* with a time constant of about 10 ps.

A 1gpeip
VR
= 3.
31 \ BP*+D
ISC ET
\ BP~ +D*
21
hv REC

1 —
0+ -

BP+D

(a)

I (@0

(b) Time delay (ns)

I (@.u.)

0 200 400 600
(c) Time delay (us)

800

Figure 7 (a) Energy diagram of the states involved in the photo-
induced electron transfer reaction between benzophenone (BP)
and an electron donor (D) (VR: vibrational relaxation, ISC:
intersystem crossing; ET: electron transfer; REC: charge
recombination). (b) Time profile of the diffracted intensity
measured at 590 nm after excitation at 355 nm of a solution of
BP and 0.05 M D. (c) Same as (b) but measured at 1064 nm with a
cw laser.

After diffusional encounter with the electron donor,
ET takes place and a pair of ions is generated. With
this system, the whole energy of the 355 nm photon
(E = 3.49¢eV) is converted into heat. The different
heat releasing processes can be differentiated
according to their timescale. The vibrational relax-
ation to 'BP* and the ensuing ISC to *BP* induces
an ultrafast release of 0.49 eV as heat. With donor
concentrations of the order of 0.1 M, the heat
deposition process due to the electron transfer is
typically in the ns range. Finally, the recombination
of the ions produces a heat release in the
microsecond timescale. Figure 7b shows the time
profile of the diffracted intensity measured after
excitation at 355nm of BP with 0.05MD in
acetonitrile. The 30 ps pump pulses were crossed
at 27° (1, = 565 ps) and the 10 ps probe pulses
were at 590 nm. The oscillatory behavior is due to
the ultrafast heat released upon formation of *BP,
while the slow dc rise is caused by the heat
dissipated upon ET. As the amount of energy
released in the ultrafast process is known, the
energy released upon ET can be determined by
comparing the amplitudes of the fast and slow
components of the time profile. The energetics as
well as the dynamics of the photoinduced ET
process can thus be determined. Figure 7c¢ shows
the decay of the diffracted intensity due to the
washing out of the grating by thermal diffusion. As
both the acoustic frequency and the thermal
diffusion depends on the grating wavevector, the
experimental time window in which a heat releasing
process can be measured, depends mainly on the
crossing angle of the pump pulses as shown in
Table 1.

Determination of material properties

Another important application of the transient
density phase grating technique is the investigation
of material properties. Acoustics waves of various
frequencies, depending on the pump wavelength and
crossing angle, can be generated without physical
contact with the sample. Therefore, acoustic proper-
ties, such as the speed of sound and the acoustic
attenuation of the material, can be easily obtained
from the frequency and the damping of the oscillation
of the transient grating signal.

Similarly, the optoelastic constant of a material,
pdn/dp, can be determined from the amplitude of
the signal (see eqn [11]). This is done by comp-
aring the signal amplitude of the material under
investigation with that obtained with a known
standard.

Finally, the thermal diffusivity, D,,, can be easily
obtained from the decay of the thermal density
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phase grating, such as that shown in Figure 7c.
This technique can be used with a large variety
of bulk materials as well as films, surfaces and
interfaces.

Investigation of Population Dynamics

The dynamic properties of a photogenerated species
can be investigated by using a probe wavelength
within its absorption or dispersion spectrum. As
shown by eqn [4], either AA or Az, has to be different
from zero. For this application, Ang and An, should
ideally be equal to zero. Unless working with
ultrashort pulses (< 1 ps) and a weakly absorbing
sample, Ang can be neglected. Practically, it is almost
impossible to find a sample system for which some
fraction of the energy absorbed as light is not released
as heat. However, by using a sufficiently small
crossing angle of the pump pulses, the formation of
the density phase grating, which depends on the
acoustic period, can take as much as 30 to 40 ns.
In this case, Any, is negligible during the first few ns
after excitation and the diffracted intensity is due to
the population grating only:

Lp(t) o< > ACH(1) [14]

where AC; is the modulation amplitude of the
concentration of every species i whose absorption
and/or dispersion spectrum overlaps with the probe
wavelength.

The temporal variation of AC; can be due either
to the dynamics of the species 7 in the illuminated
grating fringes or to processes taking place between
the fringes, such as translational diffusion, exci-
tation transport, and charge diffusion. In liquids,
the decay of the population grating by translational
diffusion is slow and occurs in the microsecond to
millisecond timescale, depending on the fringe
spacing. As thermal diffusion is typically hundred
times faster, eqn [14] is again valid in this long
timescale. Therefore if the population dynamics is
very slow, the translational diffusion coefficient of a
chemical species can be obtained by measuring the
decay of the diffracted intensity as a function of the
fringe spacing. This procedure has also been used to
determine the temperature of flames. In this case
however, the decay of the population grating by
translational diffusion occurs typically in the sub-ns
timescale.

In the condensed phase, these interfringe processes
are of minor importance when measuring the
diffracted intensity in the short timescale, i.e., before
the formation of the density phase grating. In this

case, the transient grating technique is similar to
transient absorption, and it thus allows the measure-
ment of population dynamics. However, because
holographic detection is background free, it is at
least a hundred times more sensitive than transient
absorption.

The population gratings are usually probed with
monochromatic laser pulses. This procedure is well
suited for simple photoinduced processes, such as
the decay of an excited state population to the
ground state. For example, Figure 8 shows the
decay of the diffracted intensity at 532 nm
measured after excitation of a cyanine dye at the
same wavelength. These dynamics correspond to the
ground state recovery of the dye by non-radiative
deactivation of the first singlet excited state. Because
the diffracted intensity is proportional to the square of
the concentration changes (see eqn [14]), its decay
time is twice as short as the ground state recovery
time. If the reaction is more complex, or if several
intermediates are involved, the population grating has
to be probed at several wavelengths. Instead of
repeating many single wavelength experiments, it is
preferable to perform multiplex transient grating. In
this case, the grating is probed by white light pulses
generated by focusing high intensity fs or ps laser
pulses in a dispersive medium. If the crossing angle of
the pump pulses is small enough (< 1°), the Bragg
angle for probing is almost independent on the
wavelength. A transient grating spectrum is obtained
by dispersing the diffracted signal in a spectrograph.
This spectrum consists in the sum of the square of the
transient absorption and transient dispersion spectra.
Practically, it is very similar to a transient
absorption spectrum, but with a much superior
signal to noise ratio. Figure 9 shows the transient
grating spectra measured at various time delays after
excitation of a solution of chloranil (CA) and

Iy (@.u.)
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Figure 8 Time profile of the diffracted intensity at 532 nm
measured after excitation at the same wavelength of a cyanine
dye (inset) in solution and best fit assuming exponential ground
state recovery.
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Figure 9 Transient grating spectra obtained at various time
delays after excitation at 355 nm of a solution of chloranil and
0.25 M methylnaphthalene (a): from top to bottom: 60, 100, 180,
260, 330 and 600 ps; (b): from top to bottom: 100, 400, 750, 1100,
1500 ps).

methylnaphthalene (MNA) in acetonitrile. The reac-
tion that takes place is

3CA* - MNA JHsion 3ca% . MNA) 25
3(CA™ - MNAT) XA, 3(CA™ - MNA™)

After its formation upon ultrafast ISC, >CA*, which
absorbs around 510 nm, decays upon ET with MNA
to generate CA™ (450 nm) and MNA™ (690 nm). The
ion pair reacts further with a second MNA molecule
to form the dimer cation (580 nm).

The time profile of the diffracted intensity reflects
the population dynamics as long as these populations
follow first- or pseudo-first order kinetics. Higher
order kinetics leads to inharmonic gratings and in this
case the time dependence of the diffracted intensity is
no longer a direct measure of the population
dynamics.

Polarization Selective Transient Grating

In the above applications, the selection between the
different contributions to the diffracted signal was
essentially made by choosing the probe wavelength
and the crossing angle of the pump pulses.
However, this approach is not always sufficient.

Another important parameter is the polarization of
the four waves involved in a transient grating
experiment. For example, when measuring popu-
lation dynamics, the polarization of the probe
beam has to be at magic angle (54.7°) relatively to
that of the pump pulses. This ensures that the
observed time profiles are not distorted by the
decay of the orientational anisotropy of the species
created by the polarized pump pulses.

The magnitude of AA and Az depends on the pump
pulses intensity, and therefore the diffracted intensity
can be expressed by using the formalism of nonlinear
optics:

00

Ly =C| del,@—17)
, 2
X [ J de' IR (2" — t/)llpu(t/)] [15]

where C is a constant and R;j, is an element of the
fourth rank tensor R describing the nonlinear
response of the material to the applied optical fields.
In isotropic media, this tensor has only 21 nonzero
elements, which are related as follows:

Ri111 = Ry122 + Riz212 + Ry [16]

where the subscripts are the Cartesian coordinates.
Going from right to left, they design the direction of
polarization of the pump, probe, and signal pulses.
The remaining elements can be obtained by permu-
tation of these indices (R1122 = R1133 = R2211 = .)
In a conventional transient grating experiment, the
two pump pulses are at the same frequency and are
time coincident and therefore their indices can be
interchanged. In this case, Riy1» = Ry35; and the
number of independent tensor elements is further
reduced:

Ri111 = Ry122 + 2R 1212 [17]

The tensor R can be decomposed into four tensors
according to the origin of the sample response:
population and density changes, electronic and
nuclear optical Kerr effects:

R=R(@)+R(d) +R(K,e) +R(K,n) [18]

As they describe different phenomena, these tensors
do not have the same symmetry properties. There-
fore, the various contributions to the diffracted
intensity can, in some cases, be measured selectively
by choosing the appropriate polarization of the four
waves.

Table 2 shows the relative amplitude of the most
important elements of these four tensors.
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The tensor R(p) depends on the polarization
anisotropy of the sample, 7, created by excitation
with polarized pump pulses:

_ N@®O-N,@®» _2 _
T(t)— NH(Z’)—FZNJ_(t) - 5P2[C05('Y)]CXP( kret)

[19]

where Nj and N, are the number of molecules
with the transition dipole oriented parallel and
perpendicular to the polarization of the probe
pulse, respectively, y is the angle between the
transition dipoles involved in the pump and
probe processes, P, is the second Legendre poly-
nomial, and k,, is the rate constant for the reori-
entation of the transition dipole, for example, by
rotational diffusion of the molecule or by energy
hopping.

The table shows that Rjy2(d) =0, i.e., the
contribution of the density grating can be elimi-
nated with the set of polarization (0° 90°,0° 90°),
the so-called crossed grating geometry. In this
geometry, the two pump pulses have orthogonal
polarization, the polarization of the probe pulse is
parallel to that of one pump pulse and the
polarization component of the signal that is
orthogonal to the polarization of the probe pulse
is measured. In this geometry, Ry,1,(p) is nonzero as
long as there is some polarization anisotropy, (r #
0). In this case, the diffracted intensity is

Lyr(t) o< IRpp12(p)I? o< [AC(H) X r(0))* [20]
The crossed grating technique can thus be used to
investigate the reorientational dynamics of mol-
ecules, through 7(¢), especially when the dynamics
of r is faster than that of AC. For example,
Figure 10 shows the time profile of the diffracted
intensity measured in the crossed grating geometry
with rhodamine 6G in ethanol. The decay is due to
the reorientation of the molecule by rotational

Table 2 Relative value of the most important elements of the
response tensors R(/ ) and polarization angle ¢ of the signal beam,
where the contribution of the corresponding process vanishes for
the set of polarization (£, 45°,0°, 0°).

Process Ri111 Ri122 Riz12 {
Electronic OKE 1 1/3 1/3 —-71.6°
Nuclear OKE 1 —-1/2 3/4 63.4°
Density 1 1 0 —45°
Population:

y=0° 1 1/3 1/3 —-71.6°
y=90° 1 2 -1/2 —26.6°
No correlation: r =0 1 1 0 —45°

diffusion, the excited lifetime of rhodamine being
about 4 ns.

On the other hand, if the decay of 7 is slower than
that of AC, the crossed grating geometry can be
used to measure the population dynamics without
any interference from the density phase grating.
For example, Figure 11 shows the time profile of
the diffracted intensity after excitation of a suspen-
sion of TiO, particles in water. The upper profile
was measured with the set of polarization
(0°,0°,0°,0°) and thus reflects the time dependence
of Ryj11(p) and Ryyq1(d). Ryqp1(p) is due to the
trapped electron population, which decays by
charge recombination, and Rj;11(d) is due to the
heat dissipated upon both charge separation and
recombination. The lower time profile was
measured in the crossed grating geometry and thus
reflects the time dependence of Riz1> and in
particular that of Ry2(p).

Each contribution to the signal can be selectively
eliminated by using the set of geometry (£, 45°,0°,0°)
where the value of the ‘magic angle’ ¢ for each
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Figure 10 Time profile of the diffracted intensity measured
with a solution of rhodamine 6G with crossed grating geometry.
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Figure 11 Time profiles of the diffracted intensity after
excitation at 355 nm of a suspension of TiO, particles in water
and using different set of polarization of the four beams.
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contribution is listed in Table 2. This approach
allows for example the nuclear and electronic
contributions to the optical Kerr effect to be
measured separately.

Concluding Remarks

The transient grating techniques offer a large
variety of applications for investigating the
dynamics of chemical processes. We have only
discussed the cases where the pump pulses are time
coincident and at the same wavelength. Excitation
with pump pulses at different wavelengths results
to a moving grating. The well-known CARS
spectroscopy is such a moving grating technique.
Finally, the three pulse photon echo can be
considered as a special case of transient grating
where the sample is excited by two pump pulses,
which are at the same wavelength but are not
time coincident.

List of Units and Nomenclature

C concentration [mol L™

C, heat capacity [JK ' kg™ ]

d sample thickness [m]

Dy, thermal diffusivity [m?s™!]

Ly diffracted intensity [W m™2]

I, intensity of the probe pulse [W m 2]

Lou intensity of a pump pulse [W m 2]

kg, acoustic wavevector [m ™ ']

k, rate constant of a heat releasing process
[s™']

kye rate constant of reorientation [s ']

kyy, rate constant of thermal diffusion [s ']

K attenuation constant

n refractive index

7 complex refractive index

N number of molecule per unit volume
[m~°]

7 polarization anisotropy

R fourth rank response tensor [m? V2

Vg speed of sound [ms™!]

1% volume [m?]

e acoustic attenuation constant [m~ ']

B cubic volume expansion coefficient [K™']

v angle between transition dipoles

A fringe spacing [m]

Any variation of refractive index due to density
changes

An An, due to electrostriction

Ang variation of refractive index due to optical

Kerr effect
Ang Ang due to volume changes

An,, variation of refractive index due to popu-
lation changes

An, Any due to temperature changes

Ax peak to null variation of the parameter x

€ molar decadic absorption coefficient
[ecm L mol ']

¢ angle of polarization of the diffracted
signal

M diffraction efficiency

0 Bragg angle (angle of incidence of the
probe pulse)

Opu angle of incidence of a pump pulse

Apr probe wavelength [m]

Apu pump wavelength [m]

p density [kg m ]

Tae acoustic period [s]

Vge acoustic frequency [s ']
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cross-sectional area 10* times and dispersed the beam
across it. The CPA technique makes it possible to use
conventional laser amplifiers and to stay below the
onset of nonlinear effects.
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Introduction

Coherence refers to the characteristic of a wave that
indicates whether different parts of the wave oscillate
in tandem, or in a definite phase relationship. In other
words, it refers to the degree of confidence by which
one can predict the amplitude and phase of a wave at
a point, from the knowledge of these at another point
at the same or a different instant of time. Emission
from a thermal source, such as a light bulb, is a highly
disordered process and the emitted light is incoherent.
A well-stabilized laser source, on the other hand,
generates light in a highly ordered manner and the
emitted light is highly coherent. Incoherent and
coherent light represent two extreme cases. While
describing the phenomena of physical optics and
diffraction theory, light is assumed to be perfectly
coherent in both spatial as well as temporal senses,
whereas in radiometry it is generally assumed to be
incoherent. However, practical light sources and the
fields generated by them are in between the two
extremes and are termed as partially coherent sources
and fields. The degree of order that exists in an optical
field produced by a source of any kind may be
described in terms of various correlation functions.
These correlation functions are the basic theoretical

See also

Diffraction: Diffraction Gratings. Ultrafast Laser
Techniques: Pulse Characterization Techniques.

tools for the analyses of statistical properties of
partially coherent light fields.

Light fields generated from real physical sources
fluctuate randomly to some extent. On a microscopic
level quantum mechanical fluctuations produce ran-
domness and on macroscopic level the randomness
occurs as a consequence of these microscopic
fluctuations, even in free space. In real physical
sources, spontaneous emission causes random fluctu-
ations and even in the case of lasers, spontaneous
emission cannot be suppressed completely. In
addition to spontaneous emission, there are many
other processes that give rise to random fluctuations
of light fields. Optical coherence theory was devel-
oped to describe the random nature of light and it
deals with the statistical similarity between light
fluctuations at two (or more) space—time points.

As mentioned earlier, in developing the theory
of interference or diffraction, light is assumed to be
perfectly coherent, or, in other words, it is taken to be
monochromatic and sinusoidal for all times. This is,
however, an idealization since the wave is obviously
generated at some point of time by an atomic or
molecular transition. Furthermore, a wavetrain gen-
erated by such a transition is of a finite duration,
which is related to the finite lifetime of the atomic or
molecular levels involved in the transition. Thus, any
wave emanating from a source is an ensemble of a
large number of such wavetrains of finite duration,
say 7.. A simplified visualization of such an ensemble
is shown in Figure 1 where a wave is shown as a series
of wavetrains of duration 7.. It is evident from the
figure that the fields at time # and ¢ 4+ At will have a
definite phase relationship if Az < 7, and will have no
or negligible phase relationship when At > 7.. The
time 7. is known as the coherence time of the
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Figure 1 Typical variation of the radiation field with time. The
coherence time ~ .

radiation and the field is said to remain coherent for
time ~ .. This property of waves is referred to as the
time coherence or the temporal coherence and is
related to the spectral purity of the radiation. If one
obtains the spectrum of the wave shown in Figure 1
by taking the Fourier transform of the time variation,
it would have a width of Av around v, which is the
frequency of the sinusoidal variation of individual
wavetrains. The spectral width Aw is related to the
coherence time as

Av ~ 1/7, [1]

For thermal sources such as a sodium lamp,
7. ~ 100 ps, whereas for a laser beam it could be as
large as a few milliseconds. A related quantity is the
coherence length /., which is the distance covered by
the wave in time 7.,

c_)\(z)

Ay AL (2]

l.=cr. ~
where A is the central wavelength (g = ¢/vy) and
AA is the wavelength spread corresponding to the
spectral width Aw. In a two-beam interference
experiment (e.g., Michelson interferometer,
Figure 2), the interfering beam derived from the
same source will produce good interference fringes if
the path difference between the two interfering beams
is less than the coherence length of the radiation given
out by the source.

It must be added here that for the real fields,
generated by innumerable atoms or molecules, the
individual wavetrains have different lengths around
an average value 7.. Furthermore, several wavetrains
in general are propagating simultaneously, overlap-
ping in space and time, to produce an ensemble whose
properties are best understood in a statistical sense as
we shall see in later sections.

Another type of coherence associated with the
fields is the space coherence or the spatial coherence,
which is related to the size of the source of radiation.
It is evident that when the source is an ideal point
source, the field at any two points (within the
coherence length) would have definite phase relation-
ship. However, the field from a thermal source of
finite area S can be thought as resultant of the fields

BS

Observation plane

Figure 2 Michelson interferometer to study the temporal
coherence of radiation from source S; My and M, are mirrors
and BS is a 50%—50% beamsplitter.

from each point on the source. Since each point
source would usually be independent of the other, the
phase relationship between the fields at any two
points would depend on their position and size of the
source. It can be shown that two points will have a
strong phase relationship if they lie within the solid
angle AQ from the source (Figure 3) such that

LY

AQ S

[3]
Thus, on a plane R distance away from the source,
one can define an area A. = R?AQ over which the
field remains spatially coherent. This area A, is called
the coherence area of the radiation and its square root
is sometimes referred to as the transverse coherence
length. It is trivial to show that

Ag

A~ R0,

[4]
where AQ)g is the solid angle subtended by the source
on the plane at which the coherence area is defined.
In Young’s double-hole experiment, if the two
pinholes lie within the coherence area of the radiation
from the primary source, good contrast in fringes
would be observed.

Combining the concepts of coherence length and
the coherence area, one can define a coherence
volume as V.= A... For the wavefield from a
thermal source, this volume represents that portion
of the space in which the field is coherent and any
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Figure 3 Spatial coherence and coherence area.

interference produced using the radiation from points
within this volume will produce fringes of good
contrast.

Mathematical Description
of Coherence

Analytical Field Representation

Coherence properties associated with fields are best
analyzed in terms of complex representation for
optical fields. Let the real function V(r, #) represent
the scalar field, which could be one of the transverse
Cartesian components of the electric field associated
with the electromagnetic wave. One can then define a
complex analytical signal V(r, t) such that

VO(r, 1) = Re[ V(r, 1)),
(r,?) e[ V(r,1)] (5]

V(r,t) = Jm VO(r, v)e 2™ dy
0

where the spectrum V(r, v) is the Fourier transform
of the scalar field V?”(r,¢) and the spectrum for
negative frequencies has been suppressed as it does
not give any new information since V@ (r,v) =
VO(r, —v).

In general, the radiation from a quasi-monochro-
matic thermal source fluctuates randomly as it is
made of a large number of mutually independent
contributions from individual atoms or molecules in
the source. The field from such a source can be
regarded as an ensemble of a large number of
randomly different analytical signals such as V(r, ).

In other words, V(r,t) is a typical member of an
ensemble, which is the result of a random process
representing the radiation from a quasi-monochro-
matic source. This process is assumed to be stationary
and ergodic so that the ensemble average is equal to
the time average of a typical member of the ensemble
and that the origin of time is unimportant. Thus, the
quantities of interest in the theory of coherence are
defined as time averages:

1

T
(o) = Lim 5o [ fods (6]

Mutual Coherence

In order to define the mutual coherence, the key
concept in the theory of coherence, we consider
Young’s interference experiment, as shown in
Figure 4, where the radiation from a broad source
of size S is illuminating a screen with two pinholes
P; and P,. The light emerging from the two
pinholes produces interference, which is observed
on another screen at a distance R from the first
screen. The field at point P, due to the pinholes,
would be Ky V(r;,t — ¢;) and K, V(r,,t — t,) respect-
ively, where r; and r, define the positions of P; and
P,, #; and #, are the times taken by the light to
travel to P from P; and P,, and K; and K, are
imaginary constants that depend on the geometry
and size of the respective pinhole and its distance
from the point P. Thus, the resultant field at point P
would be given by

Vir,t) = Ky V(ry,t — 1) + Ky V(. t — 1) [7]
Since the optical periods are extremely small as
compared to the response time of a detector, the

detector placed at point P will record only the time-
averaged intensity:

I(P) = (V*(r,) V(r, 1) (8]

Ry

!
s—"T|7 " 1
s ran|

Py(r)

Figure 4 Schematic of Young’s double-hole experiment.
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where some constants have been ignored. With
eqn [7], the intensity at point P would be given by

I(P)=1I;+ 1, +2Re{K K[ (ry,r2,0 — 11,6 — 15)}  [9]

where I; and I, are the intensities at point P,
respectively, due to radiations from pinholes P; and
P, independently (defined as I, = (IK;V(x;,t)I*)) and

I'(ry,e,t—t,t —6)=T(r,r5,7)

—(V'a.)V(@nt+7)  [10]

is the mutual coherence function of the fields at P4
and P,, and it depends on the time difference
T=1, —t;, since the random process is assumed to
be stationary. This function is also sometimes
denoted by TI'j5(7). The function I'y(7)=TI(r;,1;,7
defines the self-coherence of the light from the
pinhole at P;, and IK;I*T;(0) defines the intensity I,
at point P, due to the light from pinhole P;.

Degree of Coherence and the Visibility
of Interference Fringes

One can define a normalized form of the mutual
coherence function, namely:

Y12(7) = Y(r1,12,7) = vl
NERONO)
__ (VanVa.t+ 1)
Ve o2V p2)] "

which is called the complex degree of coherence. It
can be shown that 0 < ly;,(1)! = 1. The intensity at
point P, given by eqn [9], can now be written as

(11]

I(P): Il +Iz+2\/1112 Re['y(rl,rz,T)] [12]

Expressing y(ry, 1), 7) as

y(r1, 12, 7) = ly(ry, 12, Dl expliodry, 1), 7) — 2wy 7]
[13]

where a(#,7,, 7) = arg[v(#1, 72, D] + 27y 7, and vy is
the mean frequency of the light, the intensity in eqn
[12] can be written as

I(P) = 11 + 12 +2\/1112|'y(r1,r2,7)|

X cos[a(ry, 1y, 7) — 27yyT] [14]

Now, if we assume that the source is quasi-
monochromatic, i.e., its spectral width Av < vy,
the quantities y(r,r5,7 and a(ry,r,, 7 vary
slowly on the observation screen, and the inter-
ference fringes are mainly obtained due to the
cosine term. Thus, defining the visibility of fringes

asv = (Imax - Imin)/(lmax + Imin)s we obtain

2(1112)1/2 | (I' r )|
v= Ty, T
L+, eh

[15]
which shows that for maximum visibility, the two
interfering fields must be completely coherent
(Iy(ry,ra, 1 =1). On the other hand, if the fields
are completely incoherent (Iy(ry,ry, Dl =0), no
fringes are observed (I;,,x = Inin). The fields are said
to be partially coherent when 0 < ly(ry, 1y, Dl < 1.
When I; = I, the visibility is the same as |y(r{,1,, 7).
The relation in eqn [15] shows that in an interference
experiment, one can obtain the modulus of the
complex degree of coherence by measuring I, I,
and the visibility. Similarly, eqn [14] shows that from
the measurement the positions of maxima, one can
obtain the phase of the complex degree of coherence,
a(rl , I, T).

Temporal and Spatial Coherence

If the source illuminating the pinholes is a point
source of finite spectral width situated at point Q, the
fields at point P; and P, (Figure 4) at any given
instant are the same and the mutual coherence
function becomes

F]](T) = F(r19r]’ T) = <V*(r15 t)V(r'h t+ T))

= (Vi (1, )V(ry,t + 1) = T'p5(7) [16]
The self-coherence, I'1;(7), of the light from pinhole
P, is a direct measure of the temporal coherence of
the source. On the other hand, if the source is of finite
size and we observe the interference at point O which
corresponds to 7= 0, the mutual coherence function
would be

['150) =T(ry,15,0) = (V(r1, ) V(rp, )y = 1 [17]

which is called the mutual intensity and is a direct
measure of the spatial coherence of the source. In
general, however, the function I'{,(7) measures, for a
source of finite size and spectral width, a combination
of the temporal and spatial coherence, and in only
some limiting cases, the two types of coherence can
be separated.

Spectral Representation of Mutual Coherence

One can also analyze the correlation between two
fields in the spectral domain. In particular, one can
define the cross-spectral density function W(ry, 1, v)
which defines the correlation between the amplitudes
of the spectral components of frequency v of the light
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at the points P; and P,. Thus:

W(ry, 12, 8(v — v') = {V*(x;, »V(rs, v")) [18]

Using the generalized Wiener—Khintchine theorem,
the cross-spectral density function can be shown to be
the Fourier transform of the mutual coherence
function:

F(rls r, T) = JO W(rl’ I, V)672Wiw dV [19]

Wi(ry, 15, v) = J C(ry, 1, D™ dr [20]
If the two points P and P, coincide (i.e., there is only
one pinhole), the cross-spectral density function
reduces to the spectral density function of the light,
which we denote by S(r,»)[= W(r,r,v)]. Thus, it
follows from eqn [20] that the spectral density of light
is the inverse Fourier transform of the self-coherence
function. This leads to the Fourier transform spec-
troscopy, as we shall see later. One can also define
spectral degree of coherence at frequency v as

Wi(ry, 1, v)
\/W(rl , I, V) W(rZ’ I, V)
W(rl’ I, V)

~ 8@ 08w )

It is easy to see that 0 =< lu(r,ry, »)l = 1. It is also
sometimes referred to as the complex degree of
coherence at frequency v. It may be noted here that
in the literature the notation GV(v) = G(ry, 15, y)
has also been used for W(r;, r, v).

lu‘(rl’ I, V) =

[21]

Propagation of Coherence

The van Cittert-Zernike Theorem

Perfectly coherent waves propagate through diffrac-
tion formulae, which have been discussed in this
volume elsewhere. However, incoherent and partially
coherent waves would evidently propagate somewhat
differently. The earliest treatment of propagation
noncoherent light is due to van Cittert, which was
later generalized by Zernike to obtain what is now the
van Cittert—Zernike theorem. The theorem deals
with the correlations developed between fields at two
points, which have been generated by a quasi-
monochromatic and spatially incoherent planar
source. Thus, as shown in Figure 5, we consider a
quasi-monochromatic (Av< »y) planar source o,
which has an intensity distribution I(r’) on its plane
and is spatially incoherent, i.e., there is no correlation
between the fields at any two points on the source.

Py (ry)

Py (rp)

Figure 5 Geometry for the van Cittert—Zernike theorem.

The field, due to this source, would develop finite
correlations after propagation, and the theorem states
that

Y(ry,1p,0) = __Te®
o \/Fll(o)\/rlz(o)
27TIV(>(R2 Ry)e
I
1(r)I(ry) RiR;
[22]

where R; = Ir; — r'l and I(r;) is the intensity at point
P;. This relation is similar to the diffraction pattern
produced at point P; due to a wave, with a spherical
wavefront converging towards P, and with an
amplitude distribution I(r’) when it is diffracted by
an aperture of the same shape, size, and the intensity
distribution as those of the incoherent source o. Thus,
the theorem shows that a radiation, which was
incoherent at the source, becomes partially coherent
as it propagates.

Generalized Propagation

The expression e 2™"R//R, can be interpreted as
the field obtained at P; due to a point source located
at the point ¥ on the planar source. Thus, this
expression is simply the point spread function of the
homogeneous space between the source and the
observation plane containing the points P; and P,.
Hopkins generalized this to include any linear
optical system characterized by a point spread
function h(r; — r') and obtained the formula for the
complex degree of coherence of a radiation emerging
from an incoherent, quasi-monochromatic planar
source after it has propagated through such a linear
optical system:

Y(rq,15,0)= ” 1()b(x, —)Hb*(x, —t)d*

(23]

1
VI(r)I(r)

It would thus seem that the correlations propagate
in much the same way, as does the field. Indeed,
Wolf showed that the mutual correlation function
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I'(r{,r,,7) satisfies the wave equations:

2
2
Vil'(ry,rp, 1= ?Wr(ﬁ,rzﬁ)

[24]
Vil(r,,r T)zlﬁr(r ry,7)
2 1-12> CZ 672 1-125
where V,-2 is the Laplacian with respect to the point r;.
Here the first of eqns [24], for instance, gives the
variation of the mutual coherence function with
respect to ry and 7 for fixed r,. Further, the variable 7
is the time difference defined through the path
difference, since 7= (R, —R;)/c, and the actual time
does not affect the mutual coherence function (as the
fields are assumed to be stationary).
Using the relation in eqn [20], one can also obtain
from eqn [24], the propagation equations for the
cross-spectral density function W(ry,1,, v):

V% W(r17r27 V) + sz(r],rla V) =0
[25]
V% W(rl,rz, V) + /eZW(rl,rZ, V) = O

where k = 27vic.

Thompson and Wolf Experiment

One of the most elegant experiments for studying
various aspects of coherence theory was carried out
by Thompson and Wolf by making slight modifi-
cations in the Young’s double-hole experiment. The
experimental set-up shown in Figure 6 consists of a
quasi-monochromatic broad incoherent source S of
diameter 2a. This was obtained by focusing filtered
narrow band light from a mercury lamp (not shown
in the figure) on to a hole of size 2a in an opaque
screen A. A mask consisting of two pinholes, each of
diameter 2b with their axes separated by a distance d,
was placed symmetrically about the optical axis of
the experimental setup at plane B between two lenses
L and L,, each having focal length f. The source was
at the front focal plane of the lens L; and the
observations were made at the plane C at the back
focus of the lens L,. The separation d was varied to
study the spatial coherence function on the mask

N P
] \

¢f(

P.
A L1 2|B L2 C

Figure 6 Schematic of the Thompson and Wolf experiment.

plane by measuring the visibility and the phase of the
fringes formed in plane C.

Using the van Cittert—Zernike theorem, the com-
plex degree of coherence at the pinholes P; and P, on
the mask after the lens L is

Y2 = |7’12|€iﬁ12 = 2h@) with v= (2771/&151) [26]
v cf

for symmetrically placed pinholes about the optical
axis. Here B;, is the phase of the complex degree of
coherence and in this special case where the two holes
are equidistant from the axis, B, is either zero or ,
respectively, for positive or negative values of
2]i(W)/v. Let us assume that the intensities at two
pinholes P, and P, are equal. The interference pattern
observed at the back focal plane of lens L, is due to
the superposition of the light diffracted from the
pinholes. The beams are partially coherent with
degree of coherence given by eqn [26]. Since the
pinholes are symmetrically placed, the intensity due
to either of the pinholes at a point P at the back focal
plane of the lens L, is the same and is given by the
Fraunhofer formula for diffraction from circular
apertures, i.e.:

2] ()

u

2
1, (P):IZ(P):' , with u= ?bsimp [27]

and ¢ is the angle that the diffracted beam makes
from normal to the plane of the pinholes. The
intensity of the interference pattern produced at the
back focal plane of the lens L, is:

2
cos(B—l—B]z)] [28]

=2, 1

where §=dsin ¢ is the phase difference between the
two beams reaching P from P; and P,. For the on-axis
point O, the quantity 8 is zero.

The maximum and minimum values of I(P) are
given by

Inax(P) = 21,(P)1 + 12]; )wl] [29(a)]

Inax(P) = 21I;(P)[1 — 12, @)/vI?] [29(b)]

Figure 7 shows an example of the observed fringe
patterns obtained by Thompson (1958) in a sub-
sequent experiment.

Types of Fields

As mentioned above, v;,(7) is a measure of the
correlation of the complex field at any two points P
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L M-gT S\ s L . L 1
-4 -3 -2 -1 1 2 3 4 -4 -3 2 1 4
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Figure 7 Two beam interference patterns obtained by using partially coherent light. The wavelength of light used was 0.579 wm and
the separation d of the pinholes in the screen at B was 0.5 cm. The figure shows the observed fringe pattern and the calculated intensity
variation for three sizes of the secondary source. The dashed lines show the maximum and minimum intensity. The values of the
diameter, 2a, of the source and the corresponding values of the magnitude, |y;,!, and the phase, B,, are also shown in each case.
Reproduced with permission from Thompson BJ (1958) lllustration of phase change in two-beam interference with partially coherent

light. Journal of the Optical Society of America 48: 95—97.

and P, at specific time delay 7. Extending this
definition, an optical field may be coherent or
incoherent, if ly;,(1 = 1 or ly;,(7)| = 0, respectively,
for all pairs of points in the field and for all time
delays. In the following, we consider some specific
cases of fields and their properties.

Perfectly Coherent Fields

A field would be termed as perfectly coherent or self-
coherent at a fixed point, if it has the property that
YR, R, 1)l = 1 at some specific point R in the domain
of the field for all values of time delay 7. It can also be
shown that (R, R, 7) is periodic in time, i.e.:

YR,R,7) = e 27 for p, >0 [30]

For any other point r in the domain of the field,
v(R,r, 7) and y(r,R, 7) are also unimodular and also
periodic in time.

A perfectly coherent optical field at two fixed
points has the property that [y(R;,R,, )| = 1 for any

two fixed points Ry and R, in the domain of the field
for all values of time delay 7. For such a field, it can be
shown that y(R{,R;, 7) = exp[i(B — 27y 7)] with 1,
(> 0) and B are real constants. Further, as a corollary,
[vR{,R;, D=1 and ¥Ry, Ry, Dl=1 for all 7,
i.e., the field is self-coherent at each of the field
points R; and R,, and

y(R{,Ri, 7 =yR,,Ry, ) =exp(—2mivy7) for vy >0

It can be shown that for any other point r’ within the

field

Y(r,Ry, )= YRy, Ry, 07(r, Ry, )= y(r,Ry, Me [31]
v(R{,Ry, 7 =yR{,R,,0) exp[—2mivyT]

A perfectly coherent optical field for all points in
the domain of the field has the property that
[y(ry,15, 7)1 =1 for all pairs of points r; and r, in the
domain of the field, for all values of time delay 7.
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It can then be shown that y(r{,r,,7) = exp{i[a(r)—
a(ry)] — 2miyy 1}, where a(r’) is real function of a
single position r’ in the domain of the field. Further,
the mutual coherence function I'(ry,r,,7) for such a
field has a factorized periodic form as

[(ry,r2, 1) =U(r)U"(r,) exp(—2mivy7) [32]

which means the field is monochromatic with
frequency », and U(r) is any solution of the
Helmbholtz equation:

VU@ + kU@ =0, ky=2m1plc [33]

The spectral and cross-spectral densities of such fields
are represented by Dirac &-functions with their
singularities at some positive frequency vy. Such
fields, however, can never occur in nature.

Quasi-Monochromatic Fields

Optical fields are found in practice for which spectral
spread Avis much smaller than the mean frequency #.
These are termed as quasi-monochromatic fields. The
cross-spectral density W(ry, 15, v) of the quasi-mono-
chromatic fields attains an appreciable value only in
the small region Aw, and falls to zero outside this
region.

Wi(ry,1,,v) =0, lv— 5l >Av and Av< 7 [34]

The mutual coherence function I'(ry,r,,7) can be
written as the Fourier transform of cross-spectral
density function as

r(rl,rz,ﬂ:e‘z”i”j Wty r, e 2707 dy [35]
0

If we limit our attention to small 7such that Avl7l <1
holds, the exponential factor inside the integral is
approximately equal to unity and eqn [35] reduces to

I'(ry,rp, 1= exp(—Zﬂ'iﬂT)Joo [W(ry,ry,v)]dv  [36]
0

which gives

I'(ry,ry, 7 =T(r{,r,,0) exp(—2mivT) [37]

Equation [37] describes the behavior of I'(ry,r,, 7) for
a limited range of 7 values for quasi-monochromatic
fields and in this range it behaves as a monochromatic
field of frequency ». However, due to the factor
I'(r;,r,,0), the quasi-monochromatic field may be
coherent, partially coherent, or even incoherent.

Cross-Spectrally Pure Fields

The complex degree of coherence, if it can be factored
into a product of a component dependent on spatial

coordinates and a component dependent on time
delay, is called reducible. In the case of perfectly
coherent light, the complex degree of coherence is
reducible, as we have seen above, e.g., in eqn [32],
and in the case of quasi-monochromatic fields, this is
reducible approximately as shown in eqn [37]. There
also exists a very special case of a cross-spectrally
pure field for which the complex degree of coherence
is reducible. A field is called a cross-spectrally pure
field if the normalized spectrum of the superimposed
light is equal to the normalized spectrum of the
component beams, a concept introduced by Mandel.
In the space-frequency domain, the intensity inter-
ference law is expressed as the so-called spectral
interference law:

S, v) = S, v) + $Pr, v)

+ 2[\/5(1)(r, v)\/S(z)(r, v)]Re[,u(rl,rz, pe 2™
[38]

where u(rq,1,, v) is the spectral degree of coherence,
defined in eqn [21] and 7is the relative time delay that
is needed by the light from the pinholes to reach any
point on the screen; SV(r,») and SP(r,v) are the
spectral densities of the light reaching P from the
pinholes P and P,, respectively (see Figure 4) and it is
assumed that the spectral densities of the field at
pinholes P; and P, are the same [S(r{, v) = CS(r,, v)].
Now, if we consider a point for which the time delay
is 7y, then it can be seen that the last term in eqn [38]
would be independent of frequency, provided that

(ry, 15, V) exp(—2mivry) = f (11,15, 7) [39]

where f(rq,1,, 79) is a function of rq, r, and 7y only
and the light at this point would have the same
spectral density as that at the pinholes. If a region
exists around the specified point on the observation
plane, such that the spectral distribution of the light
in this region is of the same form as the spectral
distribution of the light at the pinholes, the light at the
pinholes is cross-spectrally pure light.

In terms of the spectral distribution of the light
S(ry,v) at pinhole P; and S(r,, »)[= CS(rq,v)] at
pinhole P,, the mutual coherence function at the
pinholes can be written as

I(ry,1,,7) = x/EJS(rl, Wy, 12, v) exp(—2mivndy
[40]

and using eqn [39], we get the very important con-
dition for the field to be cross-spectrally pure, i.e.:

Yry, 13, T) = Yry, 12, o)W1, 11, T — Tp) [41]
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The complex degree of coherence y(ry,r,, 7) is thus
expressible as the product of two factors: one factor
characterizes the spatial coherence at the two pin-
holes at time delay 7, and the other characterizes the
temporal coherence at one of the pinholes. Equation
[41] is known as the reduction formula for cross-
spectrally pure light. It can further be shown that

M(rl’ I, V) = ')’(rl, I, TO) CXP(ZWiVTO) [42]
Thus, the absolute value of the spectral degree of
coherence is the same for all frequencies and is equal
to the absolute value of the degree of coherence for
the point specified by 7. It has been shown that cross-
spectrally pure light can be generated, for example,
by linear filtering of light that emerges from the two
pinholes in Young’s interference experiments.

Types of Sources

Primary Sources

A primary source is a set of radiating atoms or
molecules. In a primary source the randomness comes
from true source fluctuations, i.e., from the spatial
distributions of fluctuating charges and currents. Such
a source gives rise to a fluctuating field. Let O(r,?)
represent the fluctuating source variable at any point
r at time ¢, then the field generated by the source is
represented by fluctuating field variable V(r,#). The
source is assumed to be localized in some finite
domain such that QO(r,#) =0 at any time ¢t >0
outside the domain. Assuming that field variable
V(r,t) and the source variable Q(r,t) are scalar
quantities, they are related by an inhomogeneous
equation as

2

V2V(r,t) — lz (,??V(r, )= —4wQ(r,t)  [43]
C

The mutual coherence functions of the source
Loy, 15, 7) =(Q"(r1,1)O(ry, ¢ + 7)) and of the field
Iy(ry,15, 7 =(V*(@,8)V(ry, £ + 7)) characterize the
statistical similarity of the fluctuating quantities at
the points r; and r,. Following eqn [20], one can
define, respectively, the cross-spectral density func-
tion of the source and the field as

(o)

WQ(I‘uI’z, v) = J FQ(rhfz, T)e_zmw dr

[44]

(o)

WV(r15r2’ V) = J’ FV(Y],rz, T)e —2mit dT

The cross-spectral density functions of the source and
of the field are related as

(V3 + (Vi + B Wy(ty, 12, ¥) = 47> W (1,12, 1)

[45]
The solution of eqn [45] is represented as
ik(R,—Ry)
Wy (ry,15,v)= Js JS Wo'1,r', V)Wd3r’1 &,
[46]

where Ry =Ir; —r'{l and R, = Ir, — 1/, | (see Figure 8).
Using eqn [46], one can then obtain an expression
for the spectrum at a point (r; =r, =r=ru) in the far
field (r>>r'4,7'5) of a source as

1 ibue . —
Soo(ru’ V)= r_z JS J'S WQ(rll’rIZ’ v)e iku-(r'; 1"2)d3rl1 d37’l2
[47]

where u is the unit vector along r. The integral in
eqn [47], i.e., the quantity defined by 25 (ru,v), is
also defined as the radiant intensity, which represents
the rate of energy radiated at the frequency v from
the source per unit solid angle in the direction of u.

Secondary Sources

Sources used in a laboratory are usually secondary
planar sources. A secondary source is a field, which
arises from the primary source in the region outside
the domain of the primary sources. This kind of
source is an aperture on an opaque screen illuminated
either directly or via an optical system by primary
sources. Let V(p,t) represent the fluctuating field in
a secondary source plane o at z =0 (Figure 9) and
Wo(p1,p2, v) represent its cross-spectral density
(the subscript 0 refers to z = 0). One can then solve
eqn [25] to obtain the propagation of the cross-
spectral density from this planar source. For two
points Py and P, located at distances which are large
compared to wavelength, the cross-spectral density is

Py

Figure 8 Geometry of a 3-dimensional primary source S and
the radiation from it.
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Figure 9 Geometry of a planar source o and the radiation
from it.

then given by

k 2
Wi(ry,ry,v) = (ﬁ) J J Wo(p1,p2, V)
eik(Rz—Rl)

X WCOS 0', cos 0’5 d*p; d*p,

(48]

where R; = Ir; — p;l, G=1,2), 6’y and ', are the
angles that R; and R, directions make with the z-axis
(Figure 9). Using eqn [48], one can then obtain an
expression for the spectrum at a point (r; =1, =
r = ru) in the far field (r > py, p,) of a planar source
as

- k* cos® 6
§7(ru,v) = mr—zj J Wolp1,p2, V)

X e*ikuy(m *Pz)dzpl d2p2 [49]
where u, is the projection of the unit vector u on the
plane o of the source.

Schell-Model Sources

In the framework of coherence theory in space-time
domain, two-dimensional planar model sources of
this kind were first discussed by Schell. Later, the
model was adopted for formulation of coherence
theory in space—frequency domain. Schell-model
sources are the sources whose degree of spectral
coherence u,(rq,1,, V) (for either primary or second-
ary source) is stationary in space. It means that
pa(ry, 1y, v) depends on ry and r, only through the
difference r, — ry, i.e., of the form:

ATy, 12, V) = pa(rty — 11, ) [50]

for each frequency v present in the source spectrum.
Here A stands for field variables V, in the case of a

Schell-model secondary source and for source vari-
ables O, in the case of a Schell-model primary source.
The cross-spectral density function of a Schell-model
source is of the form:

Wy, 12, v) = [Sa(ry, )] [Sa(r2, W] pa(r; — 1y, v)

[51]

where S,(r, v) is the spectral density of the light at a
typical point in the primary source or on the plane of
a secondary source. Schell model sources do not
assume low coherence, and therefore, can be applied
to spatially stationary light fields of any state of
coherence. The Schell-model of the form given in
eqn [51] has been used to represent both three-
dimensional primary sources and two-dimensional
secondary sources.

Quasi-Homogeneous Sources

Useful models of partially coherent sources that are
frequently encountered in nature or in the laboratory
are the so-called quasi-homogeneous sources. These
are an important sub-class of Schell-model sources.
A Schell-model source is called quasi-homogeneous if
the intensity of a Schell model source is essentially
constant over any coherence area. Under these
approximations, the cross-spectral density function
for a quasi-homogeneous source is given by

Wa(ry, 12, v) = Sa[ 1 (1 +12), V]palry — 11, v)

= Sulr, vlpa (', v) [52]
where r = (r; +1,)/2, and ' = r; — r;. The subscript
A stands for either V or QO for the field variable or a
source variable, respectively. It is clear that for a
quasi-homogeneous source the spectral density
Sa(r,v) varies so slowly with position that it is
approximately constant over distances across the
sources that are of the order of the correlation length
A, which is a measure of the effective width of
lua(, v)|. Therefore, Su(r,v) is a slowly varying
function of r (Figure 10b) and lu,(r, »)| is a fast
varying function of r’ (Figure 10a). In addition, the
linear dimensions of the source are large compared
with the wavelength of light and with the correlation
length A (Figure 10c).

Quasi-homogeneous sources are always spatially
incoherent in the ‘global’ sense, because their linear
dimensions are large compared with the correlation
length. This model is very good for representing two-
dimensional secondary sources with sufficiently low
coherence such that the intensity does not vary over
the coherence area on the input plane. It has also
been applied to three-dimensional primary sources,
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Figure 10 Concept of quasi-homogeneous sources.

three-dimensional scattering potentials, and two-
dimensional primary and secondary sources.

Equivalence Theorems

The study of partially coherent sources led to the
formulations of a number of equivalence theorems,
which show that sources of any state of coherence can
produce the same distribution of the radiant intensity
as a fully spatially coherent laser source. These
theorems provide conditions under which sources of
different spatial distribution of spectral density and of
different state of coherence will generate fields, which
have the same radiant intensity. It has been shown, by
taking examples of Gaussian—Schell model sources,
that sources of completely different coherence proper-
ties and different spectral distributions across the
source generate identical distribution of radiant
intensity. Experimental verifications of the results of
these theorems have also been carried out. For further
details on this subject, the reader is referred to
Mandel and Wolf (1995).

Correlation-Induced Spectral
Changes
It was assumed that spectrum is an intrinsic property

of light that does not change as the radiation
propagates in free-space, until studies on partially

coherent sources and radiations from them in 1980s,
revealed that this was true only for specific type of
sources. It was discovered on general grounds that the
spectrum of light, which originates in an extended
source, either a primary source or a secondary source,
depends not only on the source spectrum but also on
the spatial coherence properties of the source. It was
also predicted theoretically by Wolf that the spectrum
of light would, in general, be different from the
spectrum of the source, and be different at different
points in space on propagation in free space.

For a quasi-homogeneous planar secondary source
defined by eqn [52], whose normalized spectrum is
the same at each source point, one can write the
spectral density as

So(p. v) = Ip(@)go(v) with jo gdv=1 [53]

where Iy(p) is the intensity of light at point p on the
plane of the source, go(v) is the normalized spectrum
of the source and the subscript 0 refers to the
quantities of the source plane. Using eqn [49], one
can obtain an expression for the far-field spectrum
due to this source as

k* cos

29
50, =5 5 J J Io(®)go @m0, »)

X e kur(pi=p2) d2p1 dzpz [54]
Noting that p = (p; +p,)/2 and p' = p, — p;, one
can transform the variables of the integration and
obtain after some manipulation:

2 2
S, vy = £ 0 O hku, vgor) 155)
Q)
where
ﬂo(kui,w:j po(p. et g2 [56]
and
Io= | 1w [57]

Equation [55] shows that the spectrum of the field in
the far-zone depends on the coherence properties of
the source through its spectral degree of coherence
wo(p',v) and on the normalized source spectrum

go(v).

Scaling Law

The reason why coherence-induced spectral
changes were not observed until recently is that the
usual thermal sources employed in laboratories or
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commonly encountered in nature have special coher-
ence properties and the spectral degree of coherence
has the function form:

27y

[58]

wP(py —p1. ) =f[k(p,—py)] with k=

which shows that the spectral degree of coherence
depends only on the product of the frequency and
space coordinates. This formula expresses the so-
called scaling law, which was enunciated by Wolf.
Commonly used sources satisfy this property. For
example, the spectral degree of coherence of Lam-
bertian sources and black-body sources can be shown
to be

sin(klp, —p1l)

[59]
klpy —p|

po(p2 —P1, V)=

This expression evidently satisfies the scaling law. If
the spectral degree of coherence does not satisfy the
scaling law, the normalized far-field spectrum will, in
general, vary in different directions in the far-zone
and will differ from the source spectrum.

Spectral Changes in Young’s Interference
Experiment

Spectral changes in Young’s interference experiment
with broadband light are not as well understood as in
experiments with quasi-monochromatic, probably
because in such experiments no interference fringes
are formed. However, if one were to analyze the
spectrum of the light in the region of superposition,
one would observe changes in the spectrum of light in
the region of superposition in the form of a shift in the
spectrum for narrowband spectrum and spectral
modulation for broadband light. One can readily
derive an expression for the spectrum of light in the
region of superposition. Let S(P, v) be the spectral
density of the light at P which would be obtained if
the small aperture at P alone was open; S (P, ) has
a similar meaning if only the aperture at P, was open
(Figure 4).

Let us assume, as is usually the case, that
SA(P, v) = SV(P, v) and let d be the distance between
the two pinholes. Consider the spectral density at the
point P, at distance x from the axis of symmetry in an
observation plane located at distance of R from the
plane containing the pinholes. Assuming that x/R <
1, one can make the approximation R, — Ry = xd/R.
The spectral interference law (eqn [38]) can then be
written as

S(P,v) =~ 28V, »{1 + lw(P,, P, )l

X cos[B(Py, Py, v) + 2mwxd/cR]}  [60]

where B(Pq,P,,v) denotes the phase of the spectral
degree of coherence. Equation [60] implies the two
results:

(i) atany fixed frequency v, the spectral density varies
sinusoidally with the distance x of the point from
the axis, with the amplitude and the phase of the
variation depending on the (generally complex)
spectral degree of coherence w(P1, P,, v); and

(ii) at any fixed point P in the observation plane the
spectrum S(P, v) will, in general, differ from the
spectrum SV(P, v), the change also depending on
the spectral degree of coherence w(P1, P,, v) of the
light at the two pinholes.

Experimental Confirmations

Experimental tests of the theoretical prediction of
spectral invariance and noninvariance due to corr-
elation of fluctuations across the source were per-
formed just after the theoretical predictions. Figure 11
shows results of one such experiment in which
spectrum changes in the Young’s experiment were
studied. Several other experiments also reported
confirmation of the source correlation-dependent
spectral changes. One of the important applications
of these observations has been to explain the
discrepancies in the maintenance of the spectro-
radiometric scales by national laboratories in differ-
ent countries. These studies also have potential
application in determining experimentally the spec-
tral degree of coherence of partially coherent fields.
The knowledge of spectral degree of coherence is
often important in remote sensing, e.g., for determin-
ing angular diameters of stars.
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Figure 11 Correlation-induced changes in spectrum in Young'’s
interference. Dashed line represents the spectrum when only one
of the slits is open, the continuous curve shows the spectrum
when both the slits are open and the circles are the measured
values in the latter case. Reproduced with permission from
Santarsiero M and Gori F (1992) Spectral changes in Young
interference pattern. Physics Letters 167: 123—128.
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Applications of Optical Coherence

Stellar Interferometry

The Michelson stellar interferometer, named after
Albert Michelson, was used to determine the angular
diameters of stars and also the intensity distribution
across the star. The method was devised by Michelson
without using any concept of coherence, although
subsequently the full theory of the method was
developed on the basis of propagation of correlations.
A schematic of the experiment is shown in Figure 12.
The interferometer is mounted in front of a telescope,
a reflecting telescope in this case. The light from a star
is reflected from mirrors M; and M, and is directed
towards the primary mirror (or the objective lens) of
the telescope. The two beams thus collected super-
pose in the focal plane F of telescope where an image
crossed with fringes is formed. The outer mirrors M4
and M, can be moved along the axis defined as
M M;M4M, while the inner mirrors M3 and My
remain fixed. The fringe spacing depends on the
position of mirrors M3 and My and hence is fixed,
while the visibility of the fringes depends on the
separation of the mirrors M; and M, and hence, can
be varied. Michelson showed that from the measure-
ment of the variation of the visibility with the
separation of the two mirrors, one could obtain
information about the intensity distribution of the
stars, which are rotationally symmetric. He also
showed that if the stellar disk is circular and
uniform, the visibility curve as a function of the
separation d of the mirrors M; and M, will have
zeros for certain values of d, and that the smallest of
these d values for which zero occurs is given by dj, =
0.61),/a, where « is the semi-angular diameter of
the star and A, is the mean wavelength of the filtered

M,

N

Figure 12 Schematic of the Michelson stellar interferometer.

quasi-monochromatic light from the star. Angular
diameters of several stars down to 0.02 second of an
arc were determined.

From the standpoint of second-order coherence
theory the principles of the method can be readily
understood. The star is considered an incoherent
source and according to the van Cittert—Zernike
theorem, the light reaching the outer mirrors M and
M, of the interferometer will be partially coherent.
This coherence would depend on the size of and the
intensity distribution across the star. Let (xq, y;) and
(x2,72) be the coordinates of the positions of the
mirrors M; and M,, respectively, and (& n) the
coordinates of a point on the surface plane of the
star which is assumed to be at a very large
(astronomical) distance R from the mirrors. The
complex degree of coherence at the mirrors would
then be given by eqn [22] which can now be written as

I U)e—ika(quJruAy) du dv

¥(Ax, Ay, 0) = J‘T [61]

J I(u,v)du dv

where I(u,v) is the intensity distribution across the
star disk o as a function of the angular coordinates
u=4§¢R, v=n/R, Ax =x; — x5, Ay =19y, —y,, and
k, = 27/A,, A, being the mean wavelength of the light
from the star. Equation [61] shows that the equal-
time (7 = 0) complex degree of coherence of the light
incident at the outer mirrors of the interferometer is
the normalized Fourier-transform of the intensity
distribution across the stellar disk. Further, eqn [15]
shows that the visibility of the interference fringes is
the absolute value of v, if the intensity of the two
interfering beams is equal, as in the present case. The
phase of y can be determined by the position of the
intensity maxima of the fringe pattern (eqn [14]). If
one is interested in determining only the angular size
of the star and the star is assumed to be a circularly
symmetric disk of angular diameter 2« and of
uniform intensity [I(#,v) is constant across the
disk], then eqn [61] reduces to

2 2
]L(U), v= Zad, d=4/(Ax)* +(Ay)?

[62]

v(Ax,Ay)=

The smallest separation of the mirrors for which
the visibility 7 vanishes corresponds to v=3.832,
i.e., dy=0.61),/a, which is in agreement with
Michelson’s result.

Interference Spectroscopy

Another contribution of Michelson, which was
subsequently identified as an application of the
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coherence theory, was the use of his interferometer
(Figure 2) to determine the energy distribution in the
spectral lines. The method he developed is capable to
resolving spectral lines that are too narrow to be
analyzed by the spectrometer. The visibility of the
interference fringes depends on the energy distri-
bution in the spectrum of the light and its measure-
ment can give information about the spectral lines. In
particular, if the energy distribution in a spectral line
is symmetric about some frequency vy, its profile is
simply the Fourier transform of the visibility vari-
ation as a function of the path difference between the
two interfering beams. This method is the basis of
interference spectroscopy or the Fourier transform
Spectroscopy.

Within the framework of second-order coherence
theory, if the mean intensity of the two beams in a
Michelson’s interferometer is the same, then the
visibility of the interference fringes in the observation
plane is related to the complex degree of coherence of
light at a point at the beamsplitter where the two
beams superimpose (eqn [15]). The two quantities are
related as v(7) = ly(7)| where y(7) = y(ry,rq, 7 is the
complex degree of self-coherence at the point r; on
the beamsplitter. Following eqn [19], y(7) can be
represented by a Fourier integral as

W7 = Jw s(wexp(—i2mvr)dv [63]
0

where s(v) is the normalized spectral density of the
light defined as s(v) = S(v)/ [ S(»)dv and S(v) =
S(ry,v) = W(rq, 11, v) is the spectral density of the
beam at the point r;. The method is usually applied to
very narrow spectral lines for which one can assume
that the peak that occurs at vy, and y(7) can be
represented as

v(1) = y(Nexp(—2miyy7) with

* . [64]
y(1) = J_w S(wexp(—i2mundu

where 3(w) is the shifted spectrum such that

=s(vp+um n=-1w
=0

S(w)
<

From the above one readily gets

v(n) = ly(Dl =

Jw 3(w) exp(—i2mpr)ydu|  [65]

If the spectrum is symmetric about vy, then wv(7)
would be an even function of 7 and the Fourier

inversion would give:

(o)

S(w)=s(vg+pn) =2 jo v(t)cosQLmundr  [66]

which can be used to calculate the spectral energy
distribution for a symmetric spectrum about v, from
the visibility curve. However, for an asymmetric
spectral distribution, the visibility and the phase of
the complex degree of coherence must be determined
as the Fourier transform of the shifted spectrum is no
longer real everywhere.

Higher-Order Coherence

So far we have considered correlations of the
fluctuating field variables at two space—time (r,?)
points, as defined in eqn [10]. These are termed as
second-order correlations. One can extend the con-
cept of correlations to more than two space—time
points, which will involve higher-order correlations.
For example, one can define the space—time cross
correlation function of order (M, N) of the random
field V(r,t), represented by I'™N) a5 an ensemble
average of the product of the field V(r, ) values at N
space—time points and V*(r,#) at other M points. In
this notation, the mutual coherence function as
defined in eqn [10] would now be I''“D. Among
higher-order correlations, the one with M = N = 2, is
of practical significance and is called the fourth-order
correlation function, T'®?(ry,t,15, 513,15, 14, L4).
The theory of Gaussian random variables tells us
that any higher correlation can be written in terms
of second-order correlations over all permutations
of pairs of points. In addition, if we assume that
(r3,t3) = (rq,¢;) and (ry4,%4) = (r,t;), and that the
field is stationary, then I'®? is called the intensity—
intensity correlation and is given as

T%(ry,12,6 — 1)
= (V1) V(. )V @y t) V1))
=(I(r).t)I(r2.1))
= (I, ) XIra, )1+ 1y Vg ety —2)P) 1671
where

Ty, 1y,5 — 1)

:[<I(r1,t1)>]1/2[<1(r2,t2)>]1/2 [68]

1,1
Y016 — 1)

We now define fluctuations in intensity at (r;,z;) as

AL =1I(r;,1;) — (I(x;. 1))



98 COHERENCE / Overview

and then the correlation of intensity fluctuations
becomes

(AL ALY =(I(ry,t)I(15,12)) =[xy, 2))X1(12,1))

=(I(r ,t1)><1(fz,t2)>|7(1’1)(1% 2,0 — t1)|2
[69]

where we have used eqn [67]. Equation [69] forms the
basis for intensity interferometry.

Hanbury-Brown and Twiss Experiment

In this landmark experiment conducted both on the
laboratory scale and astronomical scale, Hanbury-
Brown and Twiss demonstrated the existence of
intensity—intensity correlations in terms of the
correlations in the photocurrents in the two detectors
and thus measured the squared modulus of complex
degree of coherence. In the laboratory experiment,
the arc of a mercury lamp was focused onto a circular
hole to produce a secondary source. The light from
this source was then divided equally into two parts
through a beamsplitter. Each part was, respectively,
detected by two photomultiplier tubes, which had
identical square apertures in front. One of the tubes
could be translated normally to the direction of
propagation of light and was so positioned that its
image through the splitter could be made to coincide
with the other tube. Thus, by suitable translation a
measured separation d between the two square
apertures could be introduced. The output currents
from the photomultiplier tubes were taken by cables
of equal length to a correlator. In the path of each
cable a high-pass filter was inserted, so that only the
current fluctuations could be transmitted to the
correlator. Thus, the normalized correlations between
the two current fluctuations:

(AT AL @)
(A1) (AL P)

Cd) = [70]

1/2

as a function of detector separation d could be
measured. Now when the detector response time is
much larger than the time-scale of the fluctuations in
intensity, then it can be shown that the correlations in
the fluctuations of the photocurrent are proportional
to the correlations of the fluctuations in intensity of
the light being detected. Thus, we would have

C(d) = 8ly"D(ry,1p, 0)7 [71]
where 8 is the average number of photocounts of the
light of one polarization during the time-scale of the
fluctuations (for general thermal sources, this is much

less than one). Equation [71] represents the Hanbury-
Brown-Twiss effect.

Stellar Intensity Interferometry

Michelson stellar interferometry can resolve stars
which have angular sizes of the order of 0.01”, since
for smaller stars, the separation between the primary
mirrors runs into several meters and maintaining
stability of mirrors such that the optical paths do not
change, even by fraction of a wavelength, is extremely
difficult. The atmospheric turbulence further adds to
this problem and obtaining stable fringe pattern
becomes next to impossible for very small stars.
Hanbury-Brown and Twiss applied the intensity
interferometry based on their photoelectric corre-
lation technique for determining the angular sizes of
such stars. Two separate parabolic mirrors collected
light from the star and the output of the photo-
detectors placed at the focus of each mirror was sent
to a correlator. The cable lengths were made unequal
so as to compensate for the time difference of the
light arrival at the two mirrors. The normalized
correlation of the fluctuations of the photocurrents
was determined as described above. This would give
the variation of the modulus-squared degree of
coherence as a function of the mirror separation d
from which the angular size of the stars can be
estimated. The advantage of the stellar intensity
interferometer over the stellar (amplitude) interfe-
rometer is that the light need not interfere as in the
latter, since the photodetectors are mounted directly
at the focus of the primary mirrors of the telescope.
Thus, the constraint on the large path difference
between the two beams is removed and large values of
d can now be used. Moreover, the atmosphere
turbulence and the mirror movements have very
small effect. Stellar angular diameters as small as
0.0004” of arc with resolution of 0.00003" could be
measured by such interferometers.
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Coherence: Coherence and Imaging. Coherent Light-
wave Systems. Coherent Transients: Coherent Transi-
ent Spectroscopy in Atomic and Molecular Vapours.
Coherent Control: Applications in Semiconductors;
Experimental; Theory. Interferometry: Overview. Infor-
mation Processing: Coherent Analogue Optical
Processors. Terahertz Technology: Coherent Terahertz
Sources.

Further Reading

Beran M]J and Parrent GB (1964) Theory of Partial
Coberence. Englewood Cliffs, NJ: Prentice-Hall.



COHERENCE / Coherence and Imaging 99

Born M and Wolf E (1999) Principles of Optics. New York:
Pergamon Press.

Carter WH (1996) Coherence theory. In: Bass M (ed.) Hand
Book of Optics. New York: McGraw-Hill.

Davenport WB and Root WL (1960) An Introduction to the
Theory of Random Signals and Noise. New York:
McGraw-Hill.

Goodman JW (1985) Statistical Optics. Chichester: Wiley.

Hanbury-Brown R and Twiss RQ (1957) Interferometry of
intensity fluctuations in light: 1 basic theory: the
correlation between photons in coherent beams of
radiation. Proceedings of the Royal Society 242:
300-324.

Hanbury-Brown R and Twiss RQ (1957) Interferometry of
intensity fluctuations in light: II an experimental test of
the theory for partially coherent light. Proceedings of the
Royal Society 243: 291-319.

Kandpal HC, Vaishya JS and Joshi KC (1994) Correlation-
induced spectral shifts in optical measurements. Optical
Engineering 33: 1996-2012.

Mandel L and Wolf E (1965) Coherence properties of
optical fields. Review of Modern Physics 37: 231-287.

Coherence and Imaging

J van der Gracht, HoloSpex, Inc., Columbia, MD,
USA

© 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Optical imaging systems are strongly affected by the
coherence of the light that illuminates the object of
interest. In many cases, the light is approximately
coherent or incoherent. These approximations lead to
simple mathematical models for the image formation
process and allow straightforward analysis and
design of such systems. When the light is partially
coherent, the mathematical models are more compli-
cated and system analysis and design is more difficult.
Partially coherent illumination is often used in
microscopy, machine vision, and optical lithography.
The intent of this article is to provide the reader with
a basic understanding of the effects of coherence on
imaging. The information should enable the reader to
recognize when coherence effects are present in an
imaging system and give insight into when coherence
can be modified to improve imaging performance.
The material relies mostly on concepts drawn from
the Fourier optics perspective of imaging and a
rigorous coherence theory treatment is avoided. We
encourage the reader to consult the Further Reading
list at the end of this article, for more complete
definitions of terms for coherence theory. A number
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of experimental results highlight the effects of
spatial coherence of the illumination on image
formation. Discussions of the role of coherence in
such key applications are interspersed throughout
the article.

Image Formation - Ideal and Optimal

An image is typically defined as the reproduction or
likeness of the form of an object. An image that is
indistinguishable from the original object is generally
considered to be ideal. In a general context, the sound
of a voice coming from a loudspeaker can be thought
of as the image of the sound coming directly from the
original speaker’s mouth. In optical imaging, the ideal
image replicates the light emanating from the object.
Taken to the extreme, the ideal image replicates the
light leaving the object in terms of intensity,
wavelength, polarization, and even coherence.
When the final image is viewed by the eye, the ideal
image only needs to replicate the spatial distribution
of the light leaving the object in terms of color and
relative intensity at each point on the object. (In this
article, intensity is defined as optical power per unit
area (watts per meter squared).)

A general diagram of a direct view image formation
system is shown in Figure 1. The condenser optics
gathers light from a primary source and illuminates a
transmissive object having a complex wave amplitude
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transmission of O(x, y). The imaging optics produce
an optical image that is viewed directly by the viewer.
A growing number of image formation systems now
include a solid-state image detector as shown in
Figure 2. The raw intensity optical image is converted
to an electronic signal that can be digitally processed
and then displayed on a monitor. In this system, the
spatial intensity distribution emanating from the
monitor is the final image. The task of the optical
system to the left of the detector is to gather spatial
information about the light properties of the object.
In fact, the information gathered by the detector
includes information about the object, the illumina-
tion system, and the image formation optics. If the
observer is only interested in the light transmission
properties of the object, the effects of the illumination
and image formation optics must be well understood.
When the light illuminating the object is known to be
coherent or incoherent, reasonably simple models for
the overall image formation process can be used.
More general, partially coherent illumination can
produce optically formed images that differ greatly

Light lllumination Object Imaging Human
source optics transparency  optics observer
Figure 1 Direct view optical system. Imaging optics conveys the

light from an illuminated object directly to the human viewer.

Light
source

lllumination
optics

¢

Object Imaging  Solid state
transparency optics detector array
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Post
detection Human
processing observer

e

Display
device

Figure 2 Indirect view optical system. The raw intensity optical
image is detected electronically, processed and a final image is
presented to the human observer on a display device.

from the intensity pattern leaving the object. Seen
from this perspective, partially coherent illumination
is an undesirable property that creates nonideal
images and complicates the image analysis.

The ideal image as described above is not
necessarily the optimum image for a particular task.
Consider the case of object recognition when the
object has low optical contrast. Using the above
definition, an ideal image would mimic the low
contrast and render recognition difficult. An image
formation system that alters the contrast to improve
the recognition task would be better than the
so-called ideal image. The image formation system
that maximized the appropriate performance metric
for a particular recognition task would be considered
optimal. In optimizing the indirect imaging system of
Figure 2, the designer can adjust the illumination, the
imaging optics, and the post-detection processing.
In fact, research microscopes often include an
adjustment that modifies illumination coherence
and often alters the image contrast. Darkfield and
phase contrast imaging microscopes usually employ
partially coherent illumination combined with pupil
modification to view otherwise invisible objects. Seen
from this perspective, partially coherent illumination
is a desirable property that provides more degrees of
freedom to the imaging system designer. Quite often,
partially coherent imaging systems provide a com-
promise between the performance of coherent and
incoherent systems.

Elementary Coherence Concepts

Most readers are somewhat familiar with the concept
of temporal coherence. In Figure 3, a Michelson
interferometer splits light from a point source into
two paths and recombines the beams to form
interference fringes. The presence of interference
fringes indicates that the wave amplitude fluctuations
of the two beams are highly correlated so the light
adds in wave amplitude. If the optical path difference
between the two paths can be made large without
reducing the fringe contrast, the light is said to be

Variable
) phase delay
Mirror ]
Intensity
— Prism< >
Narrowband Lens _
point Distance
source

~ Beamsplitter

Figure 3 The presence of high contrast fringes in a Michelson
interferometer indicates high temporal coherence.



COHERENCE / Coherence and Imaging 101

Narrowband
point I
source
(a)
Broadband
point I
source
(b)

Intensity
=
»
R [
Distance
- Intensity
=
»
R 7
Distance
Intensity
A
> -
L N
R Ll
Distance

Figure 4 A Young’s two pinhole interferometer produces: (a) a uniform high contrast fringe pattern for light that is highly spatially
and temporally coherent; (b) high contrast fringes only near the axis for low temporal coherence and high spatial coherence light; and
(c) no fringe pattern for high temporal coherence, low spatial coherence light.

highly temporally coherent. Light from very narrow-
band lasers can maintain coherence over very large
optical path differences. Light from broadband light
sources requires very small optical path differences to
add in wave amplitude.

Spatial coherence is a measure of the ability of two
separate points in a field to interfere. The Young’s two
pinhole experiment in Figure 4 measures the cohe-
rence between two points sampled by the pinhole
mask. Only a one-dimensional pinhole mask is shown
for simplicity. Figure 4a shows an expanded laser
beam illuminating two spatially separated pinholes
and recombining to form an intensity fringe pattern.
The high contrast of the fringe indicates that the wave
amplitude of the light from the two pinholes is highly
correlated. Figure 4b shows a broadband point source
expanded in a similar fashion. The fringe contrast is
high near the axis because the optical path difference
between the two beams is zero on the axis and
relatively low near the axis. For points far from the
axes, the fringe pattern disappears because the low
temporal coherence from the broadband source
results in a loss in correlation of the wave amplitudes.

A final Young’s experiment example in Figure 4c
shows that highly temporally coherent light can be
spatially incoherent. In the figure, the light illuminat-
ing the two pinholes comes from two separate and

highly temporally coherent lasers that are designed to
have the same center frequency. Since the light from
the lasers is not synchronized in phase, any fringes
that might form for an instant will move rapidly and
average to a uniform intensity pattern over the
integration time of a typical detector. Since the fringe
contrast is zero over a practical integration time, the
light at the two pinholes is effectively spatially
incoherent.

Two-point Imaging

In a typical partially coherent imaging experiment
we need to know how light from two pinholes adds
at the optical image plane, as shown in Figure 5.
Diffraction and system aberrations cause the image
of a single point to spread so that the images of two
spatially separated object points overlap in the
image plane. The wave amplitude image of a single
pinhole is called the coherent point spread function
(CPSF). Since the CPSF is compact, two CPSFs will
only overlap when the corresponding object points
are closely spaced. When the two points are
sufficiently close, the relevant optical path differ-
ences will be small so full temporal coherence can be
assumed. Spatial coherence will be the critical factor
in determining how to add the responses to pairs of
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point images. We assume full temporal coherence in
the subsequent analyses and the light is said to be
quasimonochromatic.

Coherent Two-Point Imaging

Consider imaging a two-point object illuminated by a
spatially coherent plane wave produced from a point
source, as depicted in Figure 6a. In the figure, the
imaging system is assumed to be space-invariant. This
means that the spatial distribution of the CPSF is
the same regardless of position of the input pinhole.
The CPSF in the figure is broad enough such that the
image plane point responses overlap for this particu-
lar pinhole spacing. Since the wave amplitudes from
the two pinholes are correlated, the point responses
add in wave amplitude, resulting in a two-point
image intensity given by

Leoh®) = Iplb(x — x)I* + Iplh(x — xp)I* 1]

where h(x) is the normalized CPSF and [ is a scaling
factor that determines the absolute image intensity
value. Since the CPSF has units of wave amplitude,

Object Lens Image
system
lllumination
system
Figure 5 Imaging of two points. The object plane illumination

coherence determines how the light adds in the region of overlap
of the two image plane points.
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Imaging of two points for (a) spatially coherent illumination and (b) spatially incoherent imaging.

the magnitude squaring operation accounts for the
square law response of the image plane detector.

More generally, the image intensity for an arbitrary
object distribution can be found by breaking the
object into a number of points and adding the CPSFs
due to each point on the object. The resultant image
plane intensity is the spatial convolution of the
object amplitude transmittance with the CPSF and
is given by

Teon () = Io‘ j O(E)h(é — x)de

where O(x) is the object amplitude transmittance.

2

(2]

Incoherent Two-Point Imaging

Two pinhole imaging with spatially incoherent light is
shown in Figure 6b, where a spatially extended
blackbody radiator is placed directly behind the
pinholes. Once again the imaging optics are assumed
to be space-invariant and have the same CPSF as the
system in Figure 6a. Since the radiation is originating
from two completely different physical points on the
source, no correlation is expected between the wave
amplitude of the light leaving the pinholes and the
light is said to be spatially incoherent. The resultant
image intensity corresponding to the two pinhole
object with equal amplitude transmittance values is
calculated by adding the individual intensity
responses to give

Lyine(x) = Iplh(x — x)I* + Iylbh(x — x,)I* 3]

For more general object distributions, the image
intensity is the convolution of the object intensity
transmittance with the incoherent PSF, and is given by

L) = I J o@Plhx — HPdE 4]

Lens
L3

Image Intensity

Distance

Intensity

Distance
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where the intensity transmittance is the squared
magnitude of the amplitude transmittance and the
incoherent PSF is the squared magnitude of the CPSF.

Partially Coherent Two-Point Imaging

Finally we consider two pinhole imaging illuminated
by partially spatially coherent light. Now the two-
point responses do not add simply in amplitude or
intensity. Rather, the image intensity is given by the
more general equation:

Lope(x) = Io[lh(x — x1)* + lh(x — x)?

+ 2Re{u(x 3 x0)b(x — x)h"(x — x2)}]  [S]

where the * denotes complex conjugations and
u(x1;%,) is the normalized form of the mutual
intensity of the object illumination evaluated at the
object points in question. The mutual intensity
function is often denoted as Jy(x1;x,) and is a
measure of the cross correlation of the wave
amplitude distributions leaving the two pinholes.
Rather than providing a rigorous definition, we note
that the magnitude of Jy(xq;x,) corresponds to the
fringe contrast that would be produced if the two
object pinholes were placed at the input of a Young’s
interference experiment. The phase is related to the
relative spatial shift of the fringe pattern. When the
light is uncorrelated, Jo(x1;x,) =0 and eqn [5]
collapses to the incoherent limit of eqn [4].
When the light is coherent, Jy(x1;x,)=1 and
eqn [5] reduces to the coherent form of eqn [2].

Image formation for a general object distribution is
given by the bilinear equation:

L) =1 j o(£1)0"(Eh(x — E)h"(x — &)

X J,(& — &)dé d&, [6]

Note that, in general, [y(x;;x,) must be evaluated for
all pairs of object points. Close examination of this
equation reveals that just as a linear system can be
evaluated by considering all possible single point

responses, a bilinear system requires consideration of
all possible pairs of points. This behavior is much
more complicated and does not allow the application
of the well-developed linear system theory.

Source Distribution and Object
Illumination Coherence

According to eqn [6], the mutual intensity of all pairs
of points at the object plane must be known, to
calculate a partially coherent image. Consider the
telecentric Kohler illumination imaging system
shown in Figure 7. The primary source is considered
to be spatially incoherent and illuminates the object
after passing through lens L1 located one focal
distance away from the source and one focal distance
away from the object. Even though the primary
source is spatially incoherent, the illumination at
the object plane is partially coherent. The explicit
mutual intensity function corresponding to the
object plane illumination is given by applying the
van Cittert Zernike theorem:

Jo(Ax) = JS(g) exp[i2mAxg/AF]dE (7]
where S(x) is the intensity distribution of the
spatially incoherent primary source, F is the focal
length of the lens, A is the illumination wavelength,
and Ax = x; — x,. The van Cittert Zernike theorem
reflects a Fourier transform relationship between the
source image intensity distribution and the mutual
intensity at the object plane. When the source plane is
effectively spatially incoherent, the object plane
mutual intensity is only a function of separation
distance. For a two-dimensional object, the mutual
intensity needs to be characterized for all pairs of
unique spacings in x and y. In Figure 7, the lens
arrangement ensures that the object plane is located
in the far field of the primary source plane. In fact, the
van Cittert Zernike theorem applies more generally,
even in the Fresnel propagation regime, as long as the
standard paraxial approximation for optics is valid.

Source Lens Object Lens Pupil Lens Image plane
L1 L2 L3 detector
F F F F F F—

Figure 7 A telecentric Kohler illumination system with a spatially incoherent primary source imaged onto the pupil.
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Figure 8 Light propages from the source plane to the object plane and produces (a) coherent illumination from a single source point;
(b) incoherent illumination from an infinite extent source; and (c) partially coherent illumination from a finite extent primary source.

Figure 8 shows some simple examples of primary
source distributions and the corresponding object
plane mutual intensity function. Figure 8a assumes an
infinitesimal point source and the corresponding
mutual intensity is 1.0 for all possible pairs of object
points. Figure 8b assumes an infinite extent primary
source and results in a dirac delta function for the
mutual intensity function. This means that there is no
correlation between any two object points having a
separation greater than zero so the object plane
illumination is spatially incoherent. In Figure 5c, a
finite extent uniform source gives a mutual intensity
function of the form sin(amAx)/(aAx). The finite-
sized source corresponds to partially coherent
imaging and shows that the response to pairs of
points is affected by the spatial distribution of the
source in a complicated way. Note that a large
primary source corresponds to a large range of
angular illumination at the object plane.

Varying the size of the source in the imaging system
of Figure 8 will affect the spatial coherence of the
illumination and hence the optical image intensity.
Many textbook treatments discuss the imaging of two
points separated by the Rayleigh resolution criterion
which corresponds to the case where the first
minimum of one point image coincides with the
maximum of the adjacent point image. With a large
source that provides effectively incoherent light, the
two point image has a modest dip in intensity
between the two points, as shown in Figure 9a.
Fully coherent illumination of two points separated
by the Rayleigh resolution produces a single large
spot with no dip in intensity, as shown in Figure 9b.

Varying the source size and hence the illumination
spatial coherence produces a dip that is less than the
incoherent intensity dip. This result is often used to
suggest that coherent imaging gives poorer resolution
than incoherent imaging. In fact, generalizations
about two-point resolution can be misleading.

Recent developments in optical lithography have
shown that coherence can be used to effectively
increase two-point resolution beyond traditional
diffraction limits. In Figure 9c, one of the pinholes
in a coherent two-point imaging experiment has been
modified with a phase shift corresponding to one half
of a wavelength of the illuminating light. The two
images add in wave amplitude and the phase shift
creates a distinct null at the image plane and
effectively enhances the two-point resolution. This
approach is termed phase screen lithography and has
been exploited to produce finer features in lithogra-
phy by purposely introducing small phase shift masks
at the object mask. In practice, the temporal and
spatial coherence of the light is engineered to give
sufficient coherence to take advantage of the two-
point enhancement while maintaining sufficient
incoherence to avoid speckle-like artifacts associated
with coherent light.

Spatial Frequency Modeling of
Imaging

Spatial frequency models of image formation are also
useful in understanding how coherence affects image

formation. A spatially coherent imaging system has a
particularly simple spatial frequency model. In the
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Figure 9 Comparison of coherent and two point imaging of two pinholes separated by the Rayleigh distance. (a) Coherent image
cannot resolve the two points. (b) Incoherent image barely resolves the two points. (c) Coherent illumination with a phase shifting plate at

one pinhole produces a null between the two image points.
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Figure 10 The object Fourier transform is filtered by the pupil function in a coherent imaging system.

spatially coherent imaging system shown in Figure 10,
the on-axis plane wave illumination projects the
spatial Fourier transform of the object, or Fraunhofer
pattern, onto the pupil plane of the imaging system.
The pupil acts as a frequency domain filter that can be
modified to perform spatial frequency filtering. The
complex transmittance of the pupil is the wave
amplitude spatial frequency transfer function of the
imaging system. It follows that the image plane wave
amplitude frequency spectrum, U,(f,), is given by

U.(f) = O(fH(fy) (8]

where O(f,) is the spatial Fourier transform of the
object amplitude transmittance function and H(f,) is

proportional to the pupil plane amplitude transmit-
tance. Equation [8] is the frequency domain version
of the convolution representation given by eqn [2],
but does not account for the squared magnitude
response of the detector.

In the previous section, we learned that an infinite
extent source is necessary to achieve fully incoherent
imaging for the imaging system of Figure 7. As a
thought experiment, one can start with a single point
source on the axis and keep adding mutually
incoherent source points to build up from a coherent
imaging system to an incoherent imaging system.
Since the individual source points are assumed to be
incoherent with each other, the images from each
point source can be added in intensity. In Figure 11,
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Figure 11 A second source point projects a second object Fourier transform onto the pupil plane. The images produced by the two

source points add in intensity at the image plane.

only two point sources are shown. Each point source
projects an object Fraunhofer pattern onto the pupil
plane. The centered point source will result in the
familiar coherent image. The off-axis point source
projects a displaced object Fraunhofer pattern that is
also filtered by the pupil plane before forming an
image of the object. The image formed from this
second point source can be modeled with the same
coherent imaging model with a shifted pupil plane
filter. Since the light from the two source points is
uncorrelated, the final image is calculated by adding
the intensities of the two coherently formed images.

The two source point model of Figure 11 can be
generalized to an arbitrary number of source points.
The final image is an intensity superposition of a
number of coherent images. This suggests that
partially coherent imaging systems behave as a
number of redundant coherent imaging systems,
each having a slightly different amplitude spatial
frequency transfer function due to the relative shift of
the pupil filter with respect to the object Fraunhofer
pattern. As the number of point sources is increased
to infinity, the primary source approaches an infinite
extent spatially incoherent source. In practice, the
source need not be infinite. When the source is large
enough to effectively produce linear-in-intensity
imaging, the imaging system is effectively spatially
incoherent. The corresponding image intensity in the
spatial frequency domain, I,,.(f,), is given by

jinc(fx) = job](fx)OTF(fx) [9]

where Tobj( f+) is the spatial Fourier transform of the
object intensity transmittance and OTF(f,) is the
incoherent optical transfer function which is pro-
portional to the spatial autocorrelation of the pupil
function.

Many texts include detailed discussions comparing
the coherent transfer function and the OTF and
attempt to make comparisons about the relative
performance of coherent and incoherent systems.

These comparisons are often misleading since one
transfer function describes the wave amplitude spatial
frequency transfer function and the other describes
the intensity spatial frequency transfer function. Here
we note that incoherent imaging systems do indeed
allow higher object amplitude spatial frequencies to
participate in the image formation process. This
argument is often used to support the claim that
incoherent systems have higher resolution. However,
both systems have the same image intensity spatial
frequency cutoff. Furthermore, the nature of the
coherent transfer function tends to produce high
contrast images that are typically interpreted as
higher-resolution images than their incoherent
counterparts. Perhaps the real conclusion is that
the term resolution is not well defined and direct
comparisons between coherent and incoherent
imaging must be treated carefully.

The frequency domain treatment for partially
coherent imaging of two-dimensional objects
involves a four-dimensional spatial frequency transfer
function that is sometimes called the bilinear transfer
function or the transmission cross-coefficient model.
This model describes how constituent object wave
amplitude spatial frequencies interact to form image
plane intensity frequencies. The utility of this
approach to analysis is limited for someone new to
the field, but is often used in numerical simulations of
partially coherent imaging systems used in optical
lithography.

Experimental Examples of Important
Coherence Imaging Phenomena

Perhaps the best way to gain an understanding of
coherence phenomena in imaging is to examine
experimental results. In the following section we use
experimental data to see how coherence affects edge
response, noise immunity, and depth of field. Several
experimental configurations were used to collect
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the image data, but all of the systems can be
represented generically by the Kohler illumination
system shown in Figure 12. Kohler illumination is
often employed in many projection illumination
systems. In order to obtain Kohler illumination, the
primary spatially incoherent source is imaged onto
the pupil plane of the imaging portion of the system
and the object is placed at the pupil plane of the
condenser optics.

Primary Source Generation

Figure 13 shows a highly coherent illumination
system produced by focusing a laser beam to a
point and imaging the focused spot onto the pupil of
the imaging system to produce spatially coherent
illumination. The use of a laser produces highly
temporally coherent light.

Two methods were used to create an extended
spatially incoherent primary source with control over
the spatial intensity distribution. Figure 14a shows
a collimated laser beam with a 633 nm center
wavelength illuminating a rotating diffuser. A photo-
graphically produced mask defines the spatial shape
of the primary source. The laser provides highly
temporally coherent light and the diffuser destroys the
spatial coherence of the light. Consider the thought
experiment of two pinholes placed immediately to

Condenser
optics

Source Object Imaging

Figure 12 General representation of the Kohler illumination
imaging systems used in the experimental result section. The
primary incoherent source is imaged onto the imaging system
pupil plane and the object resides in the pupil of the condenser
optics.

Condenser
optics

Object Imaging

optics

Figure 13 Highly spatially and temporally coherent illumination
produced by imaging a focused laser beam into the imaging
system pupil.
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Figure 14 Two methods for generating a spatially incoherent
primary source. (a) An expanded laser beam passes through a
moving diffuser followed by a mask to define the extent and shape
of the source. (b) A broadband source exits a multifiber lightguide
and propagates to a moving diffuser followed by a source mask.

the right of the moving diffuser. Without the diffuser,
the two wave amplitudes would be highly correlated.
Assuming that the diffuser can be modeled as a
spatially random phase plate, a fixed diffuser would
only introduce a fixed phase difference between the
amplitudes leaving the two pinholes and would not
destroy the coherence. When the diffuser is rotated,
the light from each pinhole encounters a different
phase modulation that is changing over time. This
random modulation destroys the effective correlation
between the wave amplitude of the light leaving the
two pinholes provided that the rotation speed is
sufficiently fast.

The moving diffuser method is light inefficient but
is a practical way of exploring coherence in imaging
in a laboratory environment. The choice of the
diffuser is critical. The diffuser should spread light
out uniformly over an angular subtense that overfills
the object of interest. Many commercially available
diffusers tend to pass too much light in the straight
through direction. Engineered diffusers can be pur-
chased to produce an optimally diffused beam. When
quick and inexpensive results are required, thin
plastic sheets used in day-to-day packaging often
serve as excellent diffusers. When the diffusion angles
are not high enough, a number of these plastic sheets
can be layered on top of each other to achieve the
appropriate angular spread.

The second method for producing a spatially
incoherent source is shown in Figure 14b. Broadband
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light is delivered through a large multifiber lightguide
and illuminates a moving diffuser. The main purpose
of the diffuser is to ensure that the entire object is
illuminated uniformly. The low temporal coherence
of the source and the long propagation distances are
usually enough to destroy any spatial coherence at the
plane of the diffuser. The rotation further ensures that
no residual spatial coherence exists at the primary
source plane. A chromatic filter centered around
600 nm, with a spectral width of approximately
100 nm, is shown in the light path. The filter was
used to minimize the effects of chromatic aberrations
in the system. The wide spectral width certainly
qualifies as a broadband source in relation to a laser.
High-contrast photographically defined apertures
determine the spatial intensity distribution at the
plane of the primary source. In the following results,
the primary source distributions were restricted to
circular sources of varying sizes as well as annular

(b)

Figure 15 High temporal coherence imaging with disk sources
corresponding to (a) extremely high spatial coherence (K = 0.05)
and (b) slightly reduced but high spatial coherence (K = 0.1).

sources. These shapes are representative of most of
the sources employed in microscopy, machine vision,
and optical lithography.

Noise Immunity

Coherent imaging systems are notorious for introdu-
cing speckle-like noise artifacts at the image. Dust
and optically rough surfaces within an optical system
result in a complicated textured image plane intensity
distribution that is often called speckle noise. We refer
to such effects as coherent artifact noise. Figure 15a
shows the image of a standard binary target as
imaged by a benchtop imaging system, with the
highly coherent illumination method shown in
Figure 13. Some care was taken to clean individual
lenses and optical surfaces within the system and
no dust was purposely introduced. The image is
corrupted by a complicated texture that is due in

Figure 16 High spatial coherence disk illumination (K = 0.1)
imaging through a dust covered surface with (a) narrowband laser
illumination and (b) with broadband illumination.
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part to imperfections in the laser beam itself and in
part to unwanted dust and optically rough surfaces.
Certainly, better imaging performance can be
obtained with more attention to surface cleanliness
and laser beam filtering, but the result shows that it
can be difficult to produce high-quality coherent
images in a laboratory setting.

Lower temporal coherence and lower spatial
coherence will reduce the effect of speckle noise.
The image of Figure 15b was obtained with laser
illumination according to Figure 14a with a source
mask corresponding to a source to pupil diameter
ratio of K = 0.1. The object plane illumination is still
highly temporally coherent and the spatial coherence
has been reduced but is still very high. The artifact
noise has been nearly eliminated by the modest redu-
ction of spatial coherence. The presence of diagonal
fringes in some regions is a result of multiple
reflections produced by the cover glass in front of

the CCD detector. The reflections produce a weak
secondary image that is slightly displaced from the
main image and the high temporal coherence allows
the two images to interfere.

The noise performance was intentionally per-
turbed in the image of Figure 16a by inserting a
slide with a modest sprinkling of dust at an optical
surface in between the object and the pupil plane.
The illumination conditions are the same as for the
image of Figure 15b. The introduction of the dust
has further degraded the image. The image of
Figure 16b maintains the same spatial coherence
(K =0.1) but employs the broadband source. The
lower temporal coherence eliminates the unwanted
diagonal fringes but the speckle noise produced by
the dust pattern does not improve significantly
relative to the laser illumination K = 0.1 system.
Figures 17a—c show that increasing the source size
(and hence the range of angular illumination) reduces

(b)

Figure 17 Low temporal coherence imaging through a dust-covered surface with various source sizes and shapes: (a) disk source
with K = 0.3; (b) disk source with K = 0.7; (c) disk source with K =2.0; and (d) a thin annular source with an outer diameter
corresponding to K = 0.5 and inner diameter corresponding to K = 0.45.
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Figure 18 Slices of edge intensity images of high contrast
edges taken by a laboratory system with low temporal coherence
and (a) high spatial coherence (disk source with K = 0.1) and
(b) effectively incoherent (disk source with K = 2).

the spatial coherence and virtually eliminates the
unwanted speckle pattern. Finally, Figure 17d shows
that an annular source can also provide some noise
immunity. The amount of noise immunity is related to
the total area of the source rather than the outer
diameter of annular source. Seen from the spatial
frequency model, each source point produces a noise-
corrupted coherent image. Since the effect of the noise
is different for each coherent image, the image plane
noise averages out as the images add incoherently.
This perspective suggests that an extended source
provides redundancy in the transfer of object infor-
mation to the image plane.

Edge Response

Spatial coherence has a strong impact on the images
of edges. The sharp spatial frequency cutoff of

spatially coherent imaging systems creates oscil-
lations at the images of an edge. Figure 18 shows
slices of experimentally gathered edge imagery as a
function of the ratio of source diameter to pupil
diameter. Higher coherence systems produce sharper
edges, but tend to have overshoots. The sharper
edges contribute to the sense that high-coherence
systems produce higher-resolution images. One
advantage to an incoherent imaging system is that
the exact location of the edge corresponds to the 50%
intensity location. The exact location of an edge in a
partially coherent imaging system is not as easily
determined. The presence or lack of edge ringing
can be used to assess whether a given imaging
system can be modeled as spatially incoherent or
partially coherent.

Depth of Field

Coherent imaging systems exhibit an apparent
increase in depth-of-field compared to spatially
incoherent systems. Figure 19 shows spatially
incoherent imagery for four different focus positions.
Figure 20 shows imagery with the same amount of
defocus produced with highly spatially coherent
light. Finally, Figure 21 gives an example of how
defocused imagery depends on the illumination
coherence. The images of a spoke target were all
gathered with a fixed amount of defocus and the
source size was varied to control the illumination
coherence. The images of Figure 21 differ greatly,
even though the CPSF was the same for all the cases.

Digital Post-detection Processing
and Partial Coherence

The model of Figure 2 suggests that post-detection
image processing can be considered as part of the
image formation system. Such a general view can
result in imaging that might be otherwise
unobtainable by classical means. In fact, microsco-
pists routinely use complicated deblurring methods
to reconstruct out-of-focus imagery and build up
three-dimensional images from multiple image slices.

The coherence of the illumination should be
considered when undertaking such image restoration.
Rigorous restoration of partially coherent imagery is
computationally intensive and requires precise
knowledge of the coherence. In practice, a linear-in-
intensity model for the image formation is almost
always used in developing image restoration algo-
rithms. Even nonlinear restoration algorithms have
built-in linear assumptions about the image forma-
tion models which imply spatially incoherent
illumination.
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(c)

Figure 19 Spatially incoherent imaging for (a) best focus, (b) moderate misfocus, and (c) high misfocus.

The images of Figures 22a and b are digitally
restored versions of the images of Figure 19b and
Figure 20b. The point spread function was directly
measured and used to create a linear restoration filter
that presumed spatially incoherent illumination. The
restored image in Figure 22a is faithful since the
assumption of spatially incoherent light was reason-
able. The restored image of Figure 22b suffers from a
loss in fidelity since the actual illumination coherence
was relatively high. The image is visually pleasing and
correctly conveys the presence of three bar targets.
However, the width of the bars is not faithful to the
original target which had spacings equal to the widths
of the bars.

As discussed earlier, the ideal image is not always
the optimal image for a given task. In general,
restoration of partially coherent imaging with an
implicit spatially incoherent imaging model will
produce visually pleasing images that are not
necessarily faithful to the object plane intensity.

While they are not faithful, they often preserve and
even enhance edge information and the overall image
may appear sharper than the incoherent image.
When end task performance is improved, the image
may be considered to be more optimal than the ideal
image. It is important to keep in mind that some of
the spatial information may be misleading and a
more complete understanding of the coherence may
be needed for precise image plane measurements.
This warning is relevant in microscopy where the
user is often encouraged to increase image contrast
by reducing illumination spatial coherence. Annular
sources can produce highly complicated spatial
coherence functions that will strongly impact the
restoration of such images.

Summary and Discussion

The coherence of the illumination at the object plane
is important in understanding image formation.
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(©

Figure 20 High spatial coherence disk source (K = 0.2) imaging for (a) best focus, (b) moderate misfocus, and (c) high misfocus.

Highly coherent imaging systems produce high-
contrast images with high depth of field and provide
the opportunity for sophisticated manipulation of the
image with frequency plane filtering. Darkfield
imaging and phase contrast imaging are examples of
frequency plane filtering. Unfortunately, coherent
systems are sensitive to optical noise and are generally
avoided in practical system design. Relaxing the
temporal coherence of the illumination can provide
some improvement, but reducing the spatial cohe-
rence is more powerful in combating noise artifacts.
Research microscopes, machine vision systems, and
optical lithography systems are the most prominent
examples of partially coherent imaging systems.
These systems typically employ adjustable spatially
incoherent extended sources in the shapes of disks
or annuli. The exact shape and size of the primary
source, shapes the angular extent of the illumination
at the object plane and determines the spatial
coherence at the object plane. Spatial coherence

effects can be significant, even for broadband light.
Control over the object plane spatial coherence
allows the designer to find a tradeoff between the
various strengths and weaknesses of coherent and
incoherent imaging systems.

As more imaging systems employ post-detection
processing, there is an opportunity to design
fundamentally different systems that effectively split
the image formation process into a physical portion
and a post-detection portion. The simple example of
image deblurring cited in this article shows that object
plane coherence can affect the nature of the digitally
restored image. The final image can be best under-
stood when the illumination coherence effects are well
understood. The spatially incoherent case results in
the most straightforward model for image interpret-
ation, but is not always the best choice since the
coherence can often be manipulated to increase the
contrast and hence the amount of useful information
in the raw image. A completely general approach to
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Figure 21 Imaging with a fixed amount of misfocus and varying object spatial coherence produced by: (a) highly incoherent disk
source illumination (K = 2); (b) moderate coherence disk source (K = 0.5); (c) high coherence disk source (K = 0.2); and (d) annular
source with outer diameter corresponding to K = 0.5 and inner diameter corresponding to K = 0.45.

(d)

(a)

Figure 22 Digital restoration of blurred imagery with an inherent assumption of linear-in-intensity imaging for (a) highly spatially
incoherent imaging (K = 2) and (b) high spatial coherence (K = 0.2).
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imaging would treat the coherence of the source, the
imaging optics, and the post-detection restoration all
as free variables that can be manipulated to produce
the optimal imaging system for a given task.

See also

Coherent Lightwave Systems. Information Proces-
sing: Coherent Analogue Optical Processors. Terahertz
Technology: Coherent Terahertz Sources.
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Introduction

Opticists are aware that the amount of coherence
plays a significant role in imaging systems: laser
speckles are known to add significant noise to the
image, as well as parasitic interferences from dusty
lenses. Optical systems are often called coherent, if a
laser is used (right), and incoherent if other sources
come into play (wrong). Many users of optical
systems are unaware that it is not the high temporal
coherence but the spatial coherence that commonly
afflicts the image quality, and that this parasitic
spatial coherence is ubiquitous, even though not
obvious. Coherent artifacts can occur without the use
of lasers, although speckle noise is more prominent
with lasers. Even opticists sometimes underestimate
the damage that residual coherent noise can cause,
and as laser oriented sensor funding programs are
‘en vogue’, nonexperts are disappointed if some
metrology device does not include a laser.

This encyclopedia addresses the many uses of
lasers. In this article, we will discuss the costs of
coherence. The commonly pretended incoherent
approach of everyday optics may lead to significant
quantitative measuring errors of illumination or
reflectivity, 3d shape, distance or size. Spatial
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coherence is the dominant source of noise. We will
give some rules of thumb to estimate these errors and
a few tricks to reduce coherent noise. These rules will
help to minimize coherent noise, however, it turns out
that as spatial coherence is ubiquitous, there are only
limited options available to clear it. One of the
options to build good sensors that measure shape,
reflectivity, etc. is avoiding the use of lasers!

To become familiar with some basics of the theory
of coherence we refer the reader the Further Reading
section at the end of this article.

Coherence can be boon or disaster for the opticist,
as is explained in other articles of this encyclopedia
about interferometry, diffraction, and holography.
A specific topic is information acquisition from
coherently scattered light. An enlightening example
is where speckles in white light interferometry at
rough surfaces and in speckle interferometry are
exploited. We will briefly discuss white light inter-
ferometry at rough surfaces in the section on speckles
as carriers of information below.

Practical Coherence Theory

A major issue of this chapter will be corrupting
properties of coherence in the daily life of an optical
metrologist. We will demonstrate that ‘speckle’ noise
is ever present, and essentially unavoidable, in the
images of (diffusively reflecting) objects. Its influence
on the quality of optical measurements leads to a
lower limit of the physical measuring uncertainty.
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Figure 1 Ground glass in sunlight: (a) the image of a ground glass, illuminated by the sun, observed with small aperture (from large
distance), displays no visible speckles; (b) a medium observation aperture (smaller distance) displays weak visible speckles;
(c) observation with very high aperture displays strong contrast speckles; and (d) the image of the ground glass on a cloudy day does
not display speckles, due to the very big aperture of illumination. Reproduced with permission from Hausler G (1999) Optical sensors

and algorithms for reverse engineering.

In: Donah S (ed.) Proceedings of the 3rd Topical Meeting on Optoelectronic

Distance/Displacement Measurements and Applications. IEEE-LEOS.

This ‘coherent noise’ limit is, not surprisingly,
identical to Heisenberg’s limit. We will start by
summarizing the important results, and will give
some simple explanations later.

Some Basic Observations

(i) The major source of noise in optical measure-
ments is spatial coherence, the temporal coher-
ence status, generally, does not play a significant
role.

(i) An optically rough surface displays subjective

speckles with contrast C = 1, if the observation

aperture sin #, is larger than the illumination

aperture sin .

The speckle contrast is C ~ sin uy/sin u,, if the

observation aperture is smaller than the illumi-

nation aperture.

(iii)

Figure 1 illustrates the situation by a simple
experiment.

The results of Figure 1 can be explained simply by
summarizing some 80 pages of coherence theory in a
nutshell, by useful simplifications and approxi-
mations (Figure 2).

If the source is at an infinite distance, the coherence
function no longer depends on the two variables
but just on the slit distance d = Ix; — x;|. In this case,
the coherence function I'(d) can be easily calculated
as the Fourier transform of the spatial intensity

Coherence functlon

_I _________

Double slit
distance d

Interference with
contrast C:

~ (@)l

Screen

| (d) has the width d;- = 2/uq | van Cittert-Zernike

Figure 2 Basic experiment for spatial coherence. An extended
source, such as the sun or some incandescent lamp illuminates a
double slit, from a large distance. On a screen behind the double
slit we can observe ‘double slit interference’, if the waves coming
from x; and x, display coherence. The contrast of the interference
fringes is given by the magnitude of the coherence function I'
(neglecting some normalization factor). I' is a function of the two
slit locations x; and x,.

distribution of the source (van Cittert-Zernike
theorem). Let us assume a one dimensional source
with an angular size of 2u,, where #, is commonly
called the aperture of the illumination. In this case,
the coherence function will be:

['(d) ~ sin cQQuyd/)) 1
The width of the coherence function which gives the

size of the coherently illuminated area (coherence
area) can be approximated from eqn [1]:

dl" = )\/Mq [2]

Equation [1] includes some approximations: for
circular sources such as the sun, we get an additional
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factor 1.22 for the width of the coherence function —
the ‘sinc-function’ has to be replaced by the Bessel
function J;(r)/(r). There is another approximation: we
should replace the aperture angle u, by sin ug, for
larger angles. We choose the wavelength of the
maximum sensitivity of the eye, at A = 0.55 pm,
which is the wavelength of the maximum emission of
the sun also.

In conclusion, if two points at the object are closer
than dr these points will be illuminated with a high
degree of coherence. The light waves, scattered from
these object-locations can display interference con-
trast. Specifically, they may cancel each other out,
causing a low signal-to-noise ratio of only 1:1. This
does not happen if the points have a distance larger
than dr.

From Figure 3 we learn that the width of the spatial
coherence function from sunlight illumination at the
earth’s surface is ~110 pm. (Stars more distant than
the sun appear smaller, and hence have a wider
coherence function, at the earth’s surface. Michelson
was able to measure the angular size of some close
stars, by measuring the width of this coherence
function, which was about dr ~ 10 m.)

Figure 4 again displays an easy to perform
experiment. We can see speckles at sunlight illumina-
tion. We can observe speckles as well in shops because
they often use small halogen spot illumination.

So far we have only discussed the first stage (from
the source to the object). We still have to discuss the

Two points are illuminated coherently,
as far as their distance is smaller than d..

dp= },.’uq

Example: suniill. at earth ;= 0.005 und d-=110 um

P Coherence function
k"-l x
2u, d-~110 um
Sun Earth

Figure 3 Coherence from sunlight illumination. With the van
Cittert—Zernike theorem and an approximate illumination aperture
of the sun u3"" ~ 0.005 (0.25°), we get a width of the coherence
function at the Earth’s surface of about dr ~110 pm.

Figure 4 Finger nail in sunlight, with speckles.

Source Observer

Ground glass

= Width of coherence function at ground glass: dj. = Muq

» Distance, resolvable by observer: d, = Alu,
Coherence for
Uy > Uy =)  Speckle

Figure 5 Coherence in a nutshell: spatial coherence and
observer.

way from the object to the retina (or CCD-chip of a
video camera). This is illustrated by Figure 5.

As an object, we choose some diffusely reflecting or
transmitting surface (such as a ground glass). The
coherence function at the ground glass has again a
width of dr. What happens if we image this
ground glass onto our retina? Let us assume our eye
to be diffraction limited (which, in fact, it is at
sunlight conditions, where the eye pupil has only a
diameter @, = 2.5 mm diameter or less). Then a
point x; at the ground glass will cause a diffraction
spot at the retina, with a size of:

d gigie = Mt , = 8 um (3]

The image sided aperture of observation #/; of the
eye is calculated from ®,,,; and from its focal
length foe =18 mm as o/, = ®,i1/2feye = 0.07. If
we project the diffraction spot at the retina back onto
the object, we get its size d from:

ddiffr = Mu, = /\/((I)pupillzzo) [4]

with z, = observation distance of the object from
the eye. We call u, = ®,,,i/2z, the object sided
observation aperture. Let us calculate the laterally
resolvable distance dg, at the object, with a distance
2o =250 mm, which is called the ‘comfortable
viewing distance’:

difi (2o = 250 mm) = 110 pm [5]

After these preparations we come to the crucial issue:
how does the image at the retina appear if we cannot
resolve distances at an object smaller than dr, and
how does it appear if the resolution of the eye is
sufficient to resolve distances smaller than dr?

Let us start with the first assumption: dgg, > dr.
Now the images of points at the object, over an area
of the diffraction spot are more or less incoherently
averaged at the retina, so we will see little interference
contrast or ‘speckles’. From eqn [4] we see that at
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this incoherent averaging starts for distances larger
than 250 mm, which is the comfortable viewing
distance. Adults cannot see objects from much closer
distances. We generally do not see speckles, not just at
the limit of maximum accommodation. For larger
distances, if we take z, = 2500 mm, the resolvable
distance at the object will be 1.1 mm, which is
10 times larger than the diameter of the coherence
area. Averaging over such a large area will drop the
interference contrast by a factor of 10. Note that
such a small interference contrast might not be
visible, but it is not at zero!

Coming to the second assumption we can laterally
resolve distances smaller than dr. In order to under-
stand this, we first have to learn what is an ‘optically
rough’ object surface. Figure 6 illustrates the
problem.

A surface commonly is called ‘rough’ if the local
height variations are larger than A. However, a
surface appears only rough, if the height variation
within the distance that can be resolved by the
observer, is larger than A (reflected light will travel the
distance twice, hence a roughness of A2 will be
sufficient). Then the scattered different phasors, or
‘Huygens elementary waves’:

ug ~ expli2kz(x, y)] [6]

scattered from the object at x,y may have big
phase differences so that destructive interferences
(and speckle) can occur in the area of the diffraction
image. So the attribute ‘rough’ depends on the object
as well as on the observation aperture. With a high
observation aperture (microscope), the diffraction
image is small and within that area the phase
differences might be small as well. So a ground glass
may then look locally like a mirror, while with a small
observation aperture it appears ‘rough’.

With the ‘rough’ observation mode assumption, we
can summarize what we have assumed: with resolving
distances smaller than the coherence width di we will

Arbitrary
amplitudes

Speckles

Elementary phasors have phase differences
bigger than +/— 180°. Destructive interference may occur.

Figure 6 What is a rough surface?

see high interference contrast; in fact we see a speckle
contrast of C =1, if the roughness of the object is
smaller than the coherence length of the source.
This is the case for most metal surfaces, for ground
glasses, or for worked plastic surfaces. The assump-
tion is not true for ‘translucent’ surfaces, such as skin,
paper, or wood. This will be discussed below.

The observation that coherent imaging is achieved,
if we can resolve distances smaller than the coherence
width dr, is identical to the simple rule that fully
coherent imaging occurs if the observation aperture
u, is larger than the illumination aperture #,.

As mentioned, we will incoherently average in
the image plane, over some object area, determined
by the size of the diffraction spot. According to the
rules of speckle-averaging, the speckle contrast C
decreases with the inverse square root of the
number N of incoherently averaged speckle pat-
terns. This number N is equal to the ratio
of the area Ay of the diffraction spot divided by
the coherence area Ar = d%. So we obtain for the
speckle contrast C:

C=1 for uy <u, [7a]
C=1/(N) = uyluy, for ug>=u, [7b]

We summarize the results in Figure 7.

Equation [7b] has an interesting consequence: we
never get rid of speckle noise, even for large
illumination apertures and small observation aper-
tures. In many practical instruments, such as a slide
projector, the illumination ‘aperture stop’ cannot be
greater than the imaging lens. Fortunately, the
observer’s eye commonly has a pupil smaller than
that of the projector, and/or looks from a distance
at the projection screen. Laser projection devices
however cause strong and disturbing speckle effects
for the user and significant effort is invested to cope
with this effect.

Speckle contrast C
»

/ C= uy/ug

Coherent ; .
i ial coherent regime

regime

»
>

1: Ug/ Uy
i U<y

Uy > Uy

Figure 7 Coherence in a nutshell: what are the conditions for
incoherent and coherent imaging?
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Figure 8 Microfiche projection. For high observation aperture (a) strong speckles occur, and for small observation aperture (b), the

speckle contrast is low.

In Figure 8, an image is depicted from a microfiche
reading projector. Figure 8a displays the close-up look
(high observation aperture) and Figure 8b depicts a
more distant view (small observation aperture). The
amount of noise is much less in the second case, as it
should be according to the rules of eqn [7].

Let us finish this section with some speculation.
How would a fly see the sunny world, with a human
type of eye? With high observation aperture and at
short distance, the world is full of speckle noise.
Fortunately, nature invented the facet-eye, for insects,
as depicted in Figure 9.

Speckle Limits of Metrology

The consequences of the effects discussed above are
often underestimated. We should be suspicious, if
some effect in nature that disturbs us - like our
coherent noise — is ubiquitous, that there might be
some deep underlying principle that does not allow us
to know everything about the object under obser-
vation. Indeed, it turns out that Heisenberg’s uncer-
tainty principle is strongly connected with coherent
noise (Figure 10).

We can see this from the following experiment: a
laser spot is projected onto a ground glass, and
imaged with high magnification by a video camera,
with an aperture sin #,. The ground glass
is macroscopically planar. When the ground glass
is laterally shifted, we find that the observed spot is
‘dancing’ at the video target. Its observed position is
not constant, although its projected position is. It
turns out that the standard deviation of the observed
position is equal to the uncertainty calculated from
the aperture by Heisenberg’s principle.

We can calculate the limit for the distance
measuring uncertainty, from speckle theory, as well
from Heisenberg’s principle (within some factor of
order 1):

8z-8p, > bl (8]

Instead of one big
aperture

- Less coherent noise !

Figure 9 Facet eye and ‘human’ eye. The facet eye consists of
many low aperture lenses, in contrast to the human eye.

Experiment:
“ Xz
Ground glass, -
moved in x-direction X3 Xy

Figure 10 Coherence makes it impossible to localize objects
with very high accuracy. Laser spots projected onto a ground
glass cannot be imaged without some uncertainty of the lateral
position. The four pictures of the spot images, taken with different
lateral positions of the ground glass, display the cross bar (true
position) and the apparent position of the spot images. The
position uncertainty is equal to the uncertainty calculated from
Heisenberg’s uncertainty principle.

where 8p, is the uncertainty of the photon impulse h/A
in the z-direction (along the optical axis of the
measuring system) and b is Planck’s constant. For a
small measurement uncertainty of the distance, we
should allow a big uncertainty 3p,. This can be
achieved by a large aperture of the observation
system, giving the photons a wide range of possible
directions to the lens. We can also allow different
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wavelengths, and come to white light interferometry,
see section on speckles as carriers of information
below. The result is — not surprising — the same as
Rayleigh scattering found for the depth of field:

8z = Msin? U, [9]

Coherent noise is the source of the fundamental limit
of the distance measuring uncertainty 8z of triangu-
lation based sensors.

8z = C- M(sin u, sin 0) [10]

where C is the speckle contrast, A is the wavelength,
sin u,, is the aperture of observation, and 6 is the angle
of triangulation (between the direction of the
projection and the direction of observation). For a
commercially available laser triangulation sensor, (see
Figure 11), with sinu, ~ 0.01,C =1 and 6 = 30°,
the measuring uncertainty 8z will be larger than
100 wm. We may add, that for sin #, = sin 6, which is
valid for auto-focus sensors (such as the confocal
scanning microscope), eqn [10] degenerates to the
well known Rayleigh depth of field (eqn [9]).

The above results are remarkable in that we cannot
know the accurate position of the projected spot or
about the position of an intrinsic reflectivity feature;
we also cannot know the accurate local reflectivity of a
coherently illuminated object. A further consequence
is that we do not know the accurate shape of an object
in 3D-space. We can calculate this ‘physical measuring
uncertainty’ from the considerations above.

These consequences hold for optically rough
surfaces, and for measuring principles that exploit
the local intensity of some image, such as with all
triangulation type of sensors. The consequences of
these considerations are depressing: triangulation
with a strong laser is not better than triangulation
with only one single photon. The deep reason is, that
all coherent photons stem from the same quantum
mechanical phase cell and are indistinguishable.

Active laser triangulation

/
=

CCD-photodetector

Figure 11 Principle of laser triangulation. The distance of the
projected spot is calculated from the location of the speckled spot
image and from the angle of triangulation. The speckle noise
introduces an ultimate limit of the achievable measuring
uncertainty. Reproduced with permission from Physikalische
Plétter (May 1997): 419.

Hence, many photons do not supply more infor-
mation than one single photon.

Why Are We Not Aware of Coherence

Generally, coherent noise is not well visible, even in
sophisticated technical systems the visibility might be
low. There are two main reasons; first, the obser-
vation aperture might be much smaller than the
aperture of illumination. This is often true, for large
distance observation, even with small apertures of
illumination. The second reason holds for technical
systems, if the observation is implemented via
pixelized video targets. If the pixel size is much larger
than a single speckle, which is commonly so, then, by
averaging over many speckles, the noise is greatly
reduced. However, we have to take into account that
we pay for this by loss of lateral resolution 1/8x. We
can formulate another uncertainty relation:

dx > M(C-sinu,) [11]
which says that if we want to reduce the speckle
contrast C (noise), by lateral averaging, we can do
this but lose lateral resolution 1/dx.

Can We Overcome Coherence Limits?

Since the daily interaction of light with matter is
coherent scattering, we can overcome the limit of
eqn [10] only by looking for measuring principles that
are not based on the exploitation of local reflectivity,
i.e., on ‘conventional imaging’. Concerning optical
3D-measurements, the principle of triangulation uses
the position of some image detail, for the calculation
of the shape of objects, and has to cope with coherent
noise.

Are there different mechanisms of photon—matter
interaction, with noncoherent scattering? Fluor-
escence and thermal excitation are incoherent mecha-
nisms. It can be shown (see Figure 12) that
triangulation utilizing fluorescent light, displays
much less noise than given by eqn [10]. This is
exploited in fluorescent confocal microscopy.

Thermally excited matter emits perfectly incoher-
ent radiation as well. We use this incoherence to
measure the material wear in laser processing (see
Figure 13), with, again, much better accuracy than
given by eqns [9,10].

The sensor is based on triangulation. Nevertheless,
by its virtually zero coherent noise, it allows a
measuring uncertainty which is limited only by
camera noise and other technical imperfections. The
uncertainty of the depth measurement through the
narrow aperture of the laser nozzle is only a few
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Coherent measurement: 8z = 16.5 um
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Figure 12 Reduction of speckle noise by triangulation with
fluorescent light. A flat metal surface is measured by laser
triangulation. Top: surface measured by laser triangulation with
full speckle contrast. Bottom: the surface is covered with a very
thin fluorescent layer, and illuminated by the same laser, however,
the triangulation is done after suppressing the scattered laser
light, and utilizing the (incoherent!) fluorescent light. This
experiment proves that it is the coherent noise that causes the
measuring uncertainty.

Figure 13 A 100 W laser generates a plasmathat emits perfectly
incoherent radiation at the object surface. The emitted light can
be used to measure on-line the distance of the object surface.
A triangulation sensor, exploiting the incoherent plasma emission,
controls surface ablation with an accuracy of only a few microns.
Reproduced with permission from F & M, Feinwerktechnik
Mikrotechnik Masstechnik (1995) Issue 9.

microns, beating the limitation of eqn [10] by a factor
of about 3, even in the presence of a turbulent plasma
spot with a temperature of 3000 K.

Broadband lllumination

Speckle noise can hardly be avoided by broadband
illumination. The speckle contrast C is related to
the surface roughness o, and the coherence length I,
by eqn [12]:

C* ~ .20, for o,>> 1. [12]
So, only for very rough surfaces, and white light illu-
mination, C can be reduced. However, the majority of
technical objects is smooth, with a roughness of a
few micrometers, hence speckles can be observed
even with white light illumination (/. ~ 3 wm). This
situation is different for ‘translucent’ objects such
as skin, paper, or some plastic material.

Speckles as a Carrier of Information

So far we discussed the problems of speckles when
measuring rough surfaces. We can take advantage of
speckles, if we do not stick to triangulation as the
basic mechanism of distance measurement. We may
utilize the fact that although the phase within each
speckle has a random value, this phase is constant
over some area. This observation can be used to
build an interferometer that works even at rough
surfaces. So, with proper choice of the illumination
aperture and observation aperture, and with a
surface roughness less than the coherence length,
we can measure distances by the localization of the
temporal coherence function. This function can
easily be measured by moving the object under test
along the optical axis and measuring the inter-
ference intensity (correlogram) at each pixel of the
camera. The signal generating mechanism of this
‘white light interferometer’ distance measurement is
not triangulation but ‘time of flight’. Here we do not
suffer from the limitations of eqn [10]. The limits of
white light rough surface interferometry are dis-
cussed in the Further Reading section at the end of
this article.

The ‘coherence radar’ and the correlograms of
different speckles are depicted in Figures 14 and 15.

The physical mechanism of the signal formation in
white light interferometry at rough surfaces is
different from that of white light interferometry at
smooth surfaces. That is why the method is some-
times referred as ‘coherence radar’. We will briefly
summarize some advantageous, and — probably
unexpected — features of the coherence radar.
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We call the real shape of the object, or the surface
profile, z(x,y), where z is the local distance at the
position (x, y). We give the measured data an index

3 s,

m

(i) The physical measuring uncertainty of the measu-
red data is independent from the observation
aperture. This is quite a remarkable property, as it
enables us to take accurate measurements at the
bottom of deep boreholes.

(ii) The standard deviation o, of the object can
be calculated from the measured data z,: o, =
<lz,I> . According to German standards, o,
corresponds to the roughness measure R,.

Reference

.
mirror

=] =

This measure R, was calculated from measure-
ments at different roughness gauges, with differ-
ent observation apertures. Two measurements are
depicted in Figure 16.

The experiments shown in Figure 16 display the
correct roughness measure, even if the higher frequ-
encies of the object spectrum Z(v, u) (Figure 17), are
not optically resolved. The solution of this paradox
might be explained as follows.

From the coherently illuminated object each point
scatters a spherical wave. The waves scattered from
different object points have, in general, a different
phase. At the image plane, we see the laterally
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Figure 14

‘Coherence radar, white light interferometry at rough surfaces. The surface under test is illuminated with high spatial

coherence and low temporal coherence. We acquire the temporal coherence function (correlogram) within each speckle, by scanning

the object under test in depth.
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Figure 15 White light speckles in the x —z plane. The left side
displays the acquired correlograms, for a couple of speckles, the
right side shows the graphs of some of the correlograms. We see
that the correlograms are not located at a constant distance,
but display some ‘distance uncertainty’. This uncertainty does not
originate from the instrument, but from the roughness of the object.
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Figure 16 Optical measurement of the roughness beyond the
Abbe resolution limit. The roughness is measured for 4 roughness
standards N1-N4, with different observation apertures. The
roughness is measured correctly, although the microtopology is
not resolved by the observing optics.
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Figure 17 Signal generation beyond the Abbe limit. The
microtopology of the object z(x, y) is not resolved, due to the
large diffraction image with diameter dz. Yet we get information
from beyond the bandlimit 1/dg of the observing optics.

averaged complex amplitude <u>, according to
eqn [6]. The averaging is due to the diffraction
limited resolution.

Equation [6] reveals that the (spatially) averaged
field amplitude <#> is a nonmonotonic, nonlinear
function of the surface profile z(x, y), if the surface is
rough (i.e., 2> A). We do not average over the
profile z but over the complex amplitude. As a
consequence of this nonlinearity, the limited obser-
vation aperture does not only collect the spatial
frequencies v, u of the spatial Fourier spectrum
Z(v, w) within the bandlimit 1/dg, but also acquires
information beyond this bandlimit. The reason is
the ‘down conversion’ of higher spatial frequencies
by nonlinear mixing. Simulations and experiments
confirm the consequences.

Thus we can evaluate the surface roughness, even
without laterally resolving the microtopology.
However, there is a principal uncertainty on the
measured data. We do not see the true surface but a
surface with a ‘noise’ equivalent to the roughness of
the real surface.

Nonlinear nonmonotonic nonlinearities in a
sequence of operations may cause ‘chaotic’ behavior,
in other words, small parameter changes such as
vibrations, humidity on the surface, etc. may cause
large differences of the outcome. In fact, we observe
a significant variation of the measured data z,,(x, y)
within a sequence of repeated measurements.
Our conjecture is that the complex signal formation
may be involved in this irregular behavior. The
hypothesis may be supported by the observation
that much better repeatability can be achieved at
specular surfaces, where eqn [6] degenerates to a
linear averaging over the surface profile:

<u>~1+ik <z(x,y)>, for z<A [13]

Summary

Spatial coherence is ubiquitous and unavoid-
able. Spatial coherence disturbs most optical

measurements, where optically rough surfaces exist.
Then, coherence gives the ultimate limit of the
achievable measuring uncertainty. There are simple
rules to estimate the measuring uncertainty, by
calculating the width of the coherence function and
the resolution of the observation system. Spatial
coherence and Heisenberg’s uncertainty principle
lead to the same results of measuring uncertainty.

On the other hand - the formation of signals from
coherent light that is scattered at rough surfaces is
quite complex and a strongly nonlinear process,
which sometimes might encode information which is
not otherwise available. One example appears to be
the measurement of the roughness with white light
interferometry — which is possible, even if the
microtopology of the surface is not optically
resolved.

See also

Coherence: Overview; Coherence and Imaging.
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Introduction

Since the inception of quantum mechanics almost a
century ago, a prime activity has been the observation
of quantum phenomena in virtually all areas of
chemistry and physics. However, the natural evolu-
tion of science leads to the desire to go beyond passive
observation to active manipulation of quantum
mechanical processes. Achieving control over quan-
tum phenomena could be viewed as engineering at the
atomic scale guided by the principles of quantum
mechanics, for the alteration of system properties or
dynamic behavior. From this perspective, the con-
struction of quantum mechanically operating solid-
state devices through selective material growth would
fall into this category. The focus of this article is
principally on the manipulation of quantum phenom-
ena through tailored laser pulses. The suggestion of
using coherent radiation for the active alteration of
microworld processes may be traced to the early
1960s, almost immediately after the discovery of
lasers. Since then, the subject has grown enormously
to encompass the manipulation of (1) chemical
reactions, (2) quantum electron transport in semi-
conductors, (3) excitons in solids, (4) quantum
information systems, (5) atom lasers, and (6) high
harmonic generation, amongst other topics. Perhaps

the most significant use of these techniques may be
their provision of refined tools to ultimately better
understand the basic physical interactions operative
at the atomic scale.

Regardless of the particular application of laser
control over quantum phenomena, there is one basic
operating principle involved: active manipulation
of constructive and destructive quantum wave
interferences. This process is depicted in Figure 1,
showing the evolution of a quantum system from the
initial state [J;) to the desired final state Ny along
three of possibly many interfering pathways. In
general, there may be many possible final accessible
states lJs), and often the goal is to achieve a high
amplitude in one of these states and low amplitude in
all the others. The target state might actually be a
superposition of states, and an analogous picture to

lw) .

Figure 1 The evolution of a quantum system under laser control
from the initial state ;) to the final state lj;). The latter state is
chosen to have desirable physical properties, and three of
possibly many pathways between the states are depicted.
Successful control of the process ;) — l) by a tailored laser
pulse generally requires creating constructive quantum wave
interferences in the state lj) from many pathways, and
destructive interferences in all other accessible final states

[Wsgry # Wsg).
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that in Figure 1 would also apply to steering about the
density matrix. The process depicted in Figure 1 may
be thought of as a microscale analog of the classic
double-slit experiment for light waves. As the goal is
often high-finesse focusing into a particular target
quantum state, success may call for the manipulation
of many quantum pathways (i.e., the notion of a
‘many-slit’ experiment). Most applications are con-
cerned with achieving a desirable outcome for the
expectation value (YslONjs;) associated with some
observable Hermitian operator O.

The practical realization of the task above becomes
a control problem when the system is expressed
through its Hamiltonian H = H, + V., where Hj is
the free Hamiltonian describing the dynamics
without explicit control; it is assumed that the
free evolutionary dynamics under Hy will not
satisfactorily achieve the physical objective. Thus, a
laboratory-accessible control term V., is introduced in
the Hamiltonian to achieve the desired manipulation.
Even just considering radiative interactions, the form
of V. could be quite diverse depending on the nature
of the system (e.g., nuclear spins, electrons, atoms,
molecules, etc.) and the intensity of the radiation field.
Many problems may be treated through an electric
dipole interaction V. = —p-e(¢) where p is a system
dipole moment and £(¢) is the laser electric field.
Where appropriate, this article will consider the
interaction in this form, but other suitable radiative
control interactions may be equally well treated.
Thus, the laser field €(¢) as a function of time
(or frequency) is at our disposal for attempted
manipulation of quantum systems.

Before considering any practical issues associated
with the identification of shaped laser control fields, a
fundamental question concerns whether it is, in
principle, possible to steer about any particular
quantum system from an arbitrary initial state I{5;)
to an arbitrary final state |ys). Questions of this
sort are addressed by a controllability analysis of
Schrodinger’s equation

5 @)

o1 (0) = hyy  [1]

[Hy — p-e@1(®)),

Controllability concerns whether, in principle, some
field €(¢) exists, such that the quantum system
described by H, = Hy — p-&(¢) permits arbitrary
degrees of control. For finite-dimensional quantum
systems (i.e., those described by evolution amongst a
discrete set of quantum states), the formal tools for
such a controllability analysis exist both for evaluat-
ing the controllability of the wave function, as well
as the more general time evolution operator U(z),

which satisfies
i = [Hy — pe@lU, U0 =1 121

Analyses of this type can be quite insightful, but they
require detailed knowledge about Hy and p. Cases
involving quantum information science applications
are perhaps the most demanding with regard to
achieving total control. Most other physical appli-
cations would likely accept much more modest levels
of control and still be categorized as excellent
achievements.

Theoretical tools and concepts have a number of
roles in considering the control of quantum systems,
including (1) an exploration of physical/chemical
phenomena under active control, (2) the design
of viable control fields, (3) the development of
algorithms to actively guide laboratory control
experiments towards achieving their dynamical
objectives, and (4) the introduction of special
algorithms to reveal the physical mechanisms opera-
tive in the control of quantum phenomena. Activities
(1)=(3) have thus far been the primary focus of
theoretical studies in this area, and it is anticipated
that item (4) will grow in importance in the future.

A few comments on the history of laser control
over quantum systems are relevant, as they speak
to the special nature of the currently employed
successful closed-loop quantum control experiments.
Starting in the 1960s and spanning roughly 20 years,
it was thought that the design of lasers to manipulate
molecular motion could be achieved by the appli-
cation of simple physical logic and intuition. In
particular, the thinking at the time focused on using
cw laser fields resonant with one or more local modes
of the molecule, as state or energy localization was
believed to be the key to successful control. Since
quantum dynamics phenomena typically occur on
ultrafast time-scales, possibly involving spatially
dispersed wave packets, expecting to achieve high
quality control with a light source operating at one or
two resonant frequencies is generally wishful think-
ing. Quantum dynamics phenomena occur in a
multifrequency domain, and controls with a few
frequencies will not suffice. Over approximately the
last decade, it became clear that successful control
often calls for manipulating multiple interfering
quantum pathways (cf., Figure 1). In turn, this
recognition led to the need for broad-bandwidth
laser sources (i.e., tailored laser pulses). Fortunately,
the necessary laser pulse-shaping technologies have
become available, and these sources continue to
expand into new frequency ranges with enhanced
bandwidth capabilities. Many chemical and physical
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applications of control over quantum phenomena
involve performing a significant amount of work (i.e.,
quantum mechanical action), and sufficient laser field
intensity is required. A commonly quoted adage is
‘no field, no yield’, and at the other extreme, there
was much speculation that operating nonlinearly at
high field intensities would lead to a loss of control
because the quantum system would effectively act as
an amplifier of even weak laser field noise. Fortu-
nately, the latter outcome has not occurred, as is
evident from a number of successful high field laser
control experiments.

Quantum control may be expressed as an inverse
problem with a prescribed chemical or physical
objective, and the task being the discovery of a
suitable control field €(¢) to meet the objective.
Normally, Schrodinger’s equation [1] is viewed as
linear, and this perspective is valid if the Hamiltonian
is known a priori, leaving the equation to be solved
for the wave function. However, in the case of
quantum control, neither the wave function nor the
control field is known a priori, and the two enter
bilinearly on the right-hand side of eqn [1]. Thus,
quantum control is mathematically a nonlinear
inverse problem. As such, one can anticipate possibly
diverse behavior in the process of seeking successful
controls, as well as in the ensuing quantum dynamical
control behavior. The control must take into account
the evolving system dynamics, thereby resulting in
the control field being a function(al) of the current
state of the system €(is) in the case of quantum control
design, or dependent on the system observations
€((O)) in the case of laboratory closed-loop field
discovery efforts where (O) = ($slOlys). Furthermore,
the control field at the current time ¢ will depend in
some implicit fashion on the future state of the
evolving system at the final target time T. It is evident
that control field design and laboratory discovery
present highly nontrivial tasks.

Although the emphasis in this review is on the
theoretical aspects of quantum control theory, the
subject exists for its laboratory realizations, and those
realizations, in turn, intimately depend on the
capabilities of theoretical and algorithmic techniques
for their successful implementations. Accordingly,
theoretical laser control field design techniques will
be discussed, along with algorithmic aspects of
current laboratory practice. This material respect-
ively will focus on optimal control theory (OCT) and
optimal control experiments (OCEs), as seeking
optimality provides the best means to achieve any
posed objective. Finally, the last part of the article will
present some general conclusions on the state of the
quantum control field.

Quantum Optimal Control Theory for
Designing Laser Fields

When considering control in any domain of appli-
cation, a reasonable approach is to computationally
design the control for subsequent implementation in
the laboratory. Quantum mechanical laser field
design has taken on a number of realizations. At
one limit is the application of simple intuition for
design purposes, and in some special cases (e.g., the
weak field perturbation theory regime), this approach
may be applicable. Physical insights will always play
a central role in laser field design, but to be especially
useful, they need to be channeled into the proper
mathematical framework. Many of the interesting
applications operate in the strong-field nonperturba-
tive regime. In this domain, serious questions arise
regarding whether sufficient information is available
about the Hamiltonian to execute reliable designs.
Regardless of whether the Hamiltonian is known
accurately or is an acknowledged model, the theor-
etical study of quantum control can provide physical
insight into the phenomena involved, as well
as possibly yielding trial laser pulses for further
refinement in the laboratory.

Achieving control over quantum mechanical
phenomena often involves a balance of competing
dynamical processes. For example, in the case of
aiming to create a particular excitation in a molecule
or material, there will always be the concomitant
need to minimize other unwanted excitations. Often,
there are also limitations on the form, intensity, or
other characteristics of the laser controls that must be
adhered to. Another goal is for the control outcome to
be as robust as possible to the laser field fluctuations
and Hamiltonian uncertainties. Overriding all of
these issues is merely the desire to achieve the best
possible physical result for the posed quantum
mechanical objective. In summary, all of these desired
extrema conditions translate over to posing the design
of control laser fields as an optimization problem.
Thus, optimal control theory forms a basic
foundation for quantum control field design.

Control field design starts by specification of the
Hamiltonian components Hy and p in eqn [1], with
the goal of finding the best control electric field &(2) to
balance the competing objectives. Schrodinger’s
equation must be solved as part of this process, but
this effort is not merely a forward propagation task, as
the control field is not known a priori. As an optimal
design is the goal, a cost functional | = J(objectives,
penalties, €(¢)) is prescribed, which contains the
information on the physical objectives, competing
penalties, and any costs or constraints associated with
the structure of the laser field. The functional | could
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contain many terms if the competing physical goals
are highly complex. As a specific simple illustration,
consider the common goal of steering the system to
achieve an expectation value (((T)IOI(T)) as close
as possible to the target value Oy associated
with the observable operator O at time T. An
additional cost is imposed to minimize the laser
fluence. These criteria may be embodied in a cost
functional of the form

2 T
1= (UDIOWT) = O] + 0| 01

T L0
-23 JO dt<)\(t)|1ﬁ§ - Hy+ u-e(t)|¢(t)> [3]

Here, the parameter w = 0 is a weight to balance the
significance of the fluence term relative to achieving
the target expectation value, and IA(¢)) serves as a
Lagrange multiplier, assuring that Schrodinger’s
equation is satisfied during the variational minimiz-
ation of | with respect to the control field. Carrying
out the latter minimization will lead to eqn [1], along
with the additional relations

., 0
lﬁ& IA@®) = [Ho — p-e@®)]IA®)),

IMT)) = 200IMT)) (4]

1
et) = ESO\(t)lullb(t» [5]
o= (W(DION(T)) = Orarger (6]

Equations [1] and [4]-[6] embody the OCT design
equations that must be solved to yield the optimal
field €(¢) given in eqn [5]. These design equations have
an unusual mathematical structure within quantum
mechanics. First, insertion of the field expression in
eqn [5] into eqns [1] and [4] produces two cubically
nonlinear coupled Schrédinger-like equations. These
equations are in the same family as the standard
nonlinear Schrodinger equation, and as such, one
may expect that unusual dynamical behavior could
arise. Although eqn [4] for |A(2)) is identical in form to
the Schroédinger equation [1], only Is(2)) is the true
wavefunction, with [A(¥)) serving to guide the
controlled quantum evolution towards the physical
objective. Importantly, eqn [1] is an initial value
problem, while eqn [4] is a final value problem. Thus,
the two equations together form a two-point bound-
ary value problem in time, which is an inherent
feature of temporal engineering optimal control as
well. The boundary value nature of these equations
typically leads to the existence of multiple solutions,
where o in eqn [6] plays the role of a discrete
eigenvalue, specifying the quality of the particular

achieved control field design. The fact that there are
generally multiple solutions to the laser design
equations can be attractive from a physical perspec-
tive, as the designs may be sorted through to identify
those being most attractive for laboratory
implementation.

The overall mathematical structure of eqns [1] and
[4]-[6] can be melded together into a single design
equation

., 0
[7]

The structure of this equation embodies the comments
in the introduction that control field design is
inherently a nonlinear process. The main source of
complexity arising in eqn [7] is through the control
field e(\s, o, t) depending not only on the wave function
at the present time #, but also on the future value of
the wavefunction at the target time T contained in o.
This structure again reflects the two-point boundary
value nature of the control equations.

Given the typical multiplicity of solutions to eqns [1]
and [4]-[6], or equivalently, eqn [7], it is attractive to
consider approximations to these equations
(except perhaps for the inviolate Schrodinger
equation [1], and much work continues to be done
along these lines. One case involves what is referred
to as tracking control, whereby a path is specified
for (Y(1)ION(2)) evolving from ¢ =0 out to t=T.
Tracking control eliminates o to produce a field of
the form e(i,¢), thereby permitting the design
equations to be explicitly integrated as a forward-
marching problem toward the target; the tracking
equations are still nonlinear with respect to the
evolving state. Many variations on these concepts
can be envisioned, and other approximations may also
be introduced to deal with special circumstances. One
technique appropriate for at least few-level systems is
stimulated Raman adiabatic passage (STIRAP), which
seeks robust adiabatic passage from an initial state toa
particular final state, typically with nearly total
destructive interference occurring in the intermediate
states. This design technique can have special attr-
active robustness characteristics with respect to field
errors. STIRAP, tracking, and various perturbation
theory-based control design techniques can be
expressed as special cases of OCT, with suitable cost
functionals and constraints. Further approximation
methods will surely be developed, with the rigorous
OCT concepts forming the general foundation for
control field design.

As the OCT equations are inherently nonlinear,
their solution typically requires numerical iteration,
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and a variety of procedures may be utilized for this
purpose. Almost all of the methods employ local
search techniques (e.g., gradient methods), and some
also show monotonic convergence with respect to
each new iteration step. Local techniques typically
evolve to the nearest solution in the space of possible
control fields. Such optimizations can be numerically
efficient, although the quality of the attained result
can depend on the initial trial for the control field and
the details of the algorithm involved. In contrast,
global search techniques, such as simulated annealing
or genetic algorithms, can search more broadly for
the best solution in the control field space. These
more expansive searches are attractive, but at the
price of typically requiring more intensive compu-
tations. Effort has also gone into seeking global or
semiglobal input — output maps relating the electric
field €(t) structure to the observable O[g(t)]. Such
maps may be learned, hopefully, from a modest
number of computations with a selected set of fields,
and then utilized as high-speed interpolators over the
control field space to permit the efficient use of global
search algorithms to attain the best control solution
possible. At the foundation of all OCT design pro-
cedures is the need to solve the Schrodinger equation.
Thus, computational technology to improve this
basic task is of fundamental importance for
designing laser fields.

Many computations have been carried out with
OCT to attain control field designs for manipulating a
host of phenomena, including rotational, vibrational,
electronic, and reactive dynamics of molecules, as well
as electron motion in semiconductors. Every system
has its own rich details, which in turn, are com-
pounded by the fact that multiple control designs will
typically exist in many applications producing com-
parable physical outcomes. Collectively, these control
design studies confirm the manipulation of construc-
tive and destructive quantum wave interferences as
the general mechanism for achieving successful
control over quantum phenomena. This conclusion
may be expressed as the following principle:

Control field—system cooperativity principle: Successful
quantum control requires that the field must have the
proper structure to take full advantage of all of the
dynamical opportunities offered by the system, to best
satisfy the physical objective.

This simple statement of system—field cooperati-
vity embodies the richness, as well as the complexity,
of seeking control over quantum phenomena, and
also speaks to why simple intuition alone has not
proved to be a generally viable design technique.
Quantum systems can often exhibit highly complex
dynamical behavior, including broad dispersion of the

wave packet over spatial domains or multitudes of
quantum states. Handling such complexity can
require fields with subtle structure to interact with
the quantum system in a global fashion to manage all
of the motions involved. Thus, we may expect that
successful control pulses will often have broad
bandwidth, including amplitude and phase modu-
lation. Until relatively recently, laser sources with
these characteristics were not available, but the
technology is now in hand and rapidly evolving
(see the discussion later).

The cooperativity principle above is of fundamen-
tal importance in the control of all quantum
phenomena, and a simple illustration of this principle
is shown in Figure 2 for the control of wave
packet motion on an excited state of the NO
molecule. The target for the control is a narrow
wave packet located over the well of the excited
Bstate. The optimal control field consists of two
coordinated pulses, at early and late times, with both
features having internal structure. The figure indi-
cates that the ensuing excited state wave packet has
two components, one of which actually passes
through the target region during the initial evolution,
only to return again and meet the second component
at just the right place and time, to achieve the target
objective as best as possible. Similar cooperativity
interpretations can be found in virtually all
implementations with OCT.

The main reason for performing quantum field
design is to ultimately implement the designs in the
laboratory. The design procedures must face labora-
tory realities, which include the fact that most
Hamiltonians are not known to high accuracy
(especially for polyatomic molecules and complex
solid-state structures), and secondly, a variety of
laboratory field imperfections may unwittingly be
present. Notwithstanding these comments, OCT has
been fundamental to the development of quantum
control, including laying out the logic for how to
perform the analogous optimal control experiments.
Design implementations and further OCT develop-
ment will continue to play a basic role in the quantum
control field. At present, perhaps the most important
contribution of OCT has been to (1) highlight
the basic control cooperativity principle above, and
(2) provide the basis for developing algorithms to
successfully guide optimal control experiments, as
discussed below.

Algorithms for Implementing Optimal
Control Experiments

The ultimate purpose of considering control theory
within quantum mechanics is to take the matter into
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Figure 2 Control of wave packet evolution on the electronically excited B state of NO, with the goal of creating a narrow final packet
over the excited state well. (a) indicates that the ground-state packet is brought up in two pieces using the coordinated dual pulse in (b).
The piece of the packet from the first pulse actually passes through the target region, then bounces off the right side of the potential, to
finally meet the second piece of the packet at just the right time over the target location r* for successful control. This behavior is an
illustration of the control field—system cooperativity principle stated in the text.

the laboratory for implementation and exploitation
of its capabilities. Ideally, theoretical control field
designs may be attained using the techniques
discussed above, followed by the achievement of
successful control upon execution of the designs in
the laboratory. This appealing approach is burdened
with three difficulties: (1) Hamiltonians are often
imprecisely known, (2) accurately solving the design
equations can be a significant task, and (3) realiz-
ation of any given design will likely be imperfect due
to laboratory noise or other unaccounted-for sys-
tematic errors. Perhaps the most serious of these
difficulties is point (1), especially considering that
the best quality control will be achieved by
maximally drawing on subtle constructive and
destructive quantum wave interference effects.
Exploiting such subtleties will generally require
high-quality control designs that, in turn, depend
on having reliable Hamiltonians. Although various
designs have been carried out seeking robustness
with respect to Hamiltonian uncertainties, the issue
in point (1) should remain of significance in the
foreseeable future, especially for the most complex
(and often, the most interesting!) chemical/physical
applications. Mitigating this serious problem is the
ability to create shaped laser pulse controls and
apply them to a quantum system, followed by a
probe of their effects at an unprecedented rate of
thousands or more independent trials per minute.
This unique capability led to the suggestion of

partially, if not totally, sidestepping the design
process by performing closed-loop experiments to
let the quantum system teach the laser how to
achieve its control in the laboratory. Figure 3
schematically shows this closed loop process,
drawing on the following logic:

1. The molecular view. Although there may be
theoretical uncertainty about the system Hamil-
tonian, the actual chemical/physical system under
study ‘knows’ its own Hamiltonian precisely! This
knowledge would also include any unusual
exigencies, perhaps associated with structural or
other defects in the particular sample. Further-
more, upon exposure to a control field, the system
‘solves’ its own Schrodinger equation impeccably
accurately and as fast as possible in real time.
Considering these points, the aim is to replace the
offline arduous digital computer control field
design effort with the actual quantum system
under study acting as a precise analog computer,
solving the true equations of motion.

2. Control laser technology. Pulse shaping under
full computer control may be carried out using
even hundreds of discrete elements in the
frequency domain controlling the phase and
amplitude structure of the pulse. This technology
is readily available and expanding in terms of
pulse center frequency flexibility and bandwidth
capabilities.
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Figure 3 A schematic of the closed-loop concept for allowing the quantum system to teach the laser how to achieve its control.
The actual quantum system under control is in a loop with a laser and pulse shaper all slaved together with a pattern recognition
algorithm to guide the excursions around the loop. The success of this concept relies on the ability to perform very large numbers of
control experiments in a short period of time. In principle, no knowledge of the system Hamiltonian is required to steer the system to
the desired final objective, although a good trial design £,(¢) may accelerate the process. The ith cycle around the loop attempts to
find a better control field €;(¢) such that the system response (O(T)); for the observable operator O comes closer to the desired

value Oprget-

3. Quantum mechanical objectives. Many chemical/
physical objectives may be simply expressed as the
desire to steer a quantum mechanical flux out one
clearly defined channel versus another.

4. Detection of the control action. Detection of the
control outcome can often be carried out by a
second laser pulse or any other suitable high duty
cycle detection means, such as laser-induced mass
spectrometry. The typical circumstance in point
(3) implies that little, if any, time-consuming
offline data analysis will be necessary beyond
that of simple signal averaging.

5. Fast learning algorithms. All of the four points
above may be slaved together using pattern recog-
nition learning algorithms to identify those control
fields which are producing better results, and bias
the next sequence of experiments in their favor for
further improvement. Although many algorithms
may be employed for this purpose, the global
search capabilities of genetic algorithms are quite
attractive, as they may take full advantage of the
high throughput nature of the experiments.

In linking together all of these components into a
closed-loop OCE, it is important that no single
operational step significantly lags behind any other,

for efficiency reasons. Fortunately, this economy is
coincident with all the tasks and technologies
involved. For achieving control alone, there is no
requirement that the actual laser pulse structure be
identified on each cycle of the loop. Rather, the laser
control ‘knob’ settings are adequate information for
the learning algorithm, as the only criterion is to
suitably adjust the knobs to achieve an acceptable
value for the chemical/physical objective. The learn-
ing algorithm in point (5) operates with a cost func-
tional J, analogous to that used for computational
design of fields, but now the cost functional can
only depend on those quantities directly observable in
the laboratory (i.e., minimally, the current achieved
target expectation value). In cases where a physical
understanding is sought about the control mechan-
ism, the laser field structure must also be measured.
This additional information is typically also not a
burden to attain, as it often is only required for the
single best control field at the end of the closed-loop
learning experiments.

The OCE process in Figure 3 and steps (1)-(35)
above constitute the laboratory process for achieving
optimal quantum control, and exactly the same
reasons put forth for OCT motivate the desire for
attaining optimal performance: principally, seeking
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the best control result that can possibly be obtained.
Seeking optimal performance also ensures some
degree of inherent robustness to field noise, as fleeting
observations would not likely survive the signal
averaging carried out in the laboratory. Additionally,
robustness as a specific criterion may also be included
in the laboratory cost functional in item (5). When a
detailed physical interpretation of the controlled
dynamics is desired, it is essential to remove any
extraneous control field features that have little
impact on the system manipulations. Without the
latter clean-up carried out during the experiments,
the final field may be contaminated by structures that
have little physical impact. Although quantum
dynamics typically occurs on femtosecond or picose-
cond time-scales, the loop excursions in Figure 3 need
not be carried out on the latter time-scales. Rather,
the loop may be traversed as rapidly as convenient,
consistent with the capabilities of the apparatus.
A new system sample is introduced on each cycle of
the loop. This process is referred learning control, to
distinguish it from real-time feedback control.

The closed-loop quantum learning control algo-
rithm can be self-starting, requiring no prior control
field designs, under favorable circumstances. Virtu-
ally all of the current experiments were carried out in
this fashion. It remains to be seen if this procedure of
‘going in blind’ will be generally applicable in highly
complex situations where the initial state is far from
the target state. Learning control can only proceed if
at least a minimal signal is observed in the target
state. Presently, this requirement has been met by
drawing on the overwhelmingly large number of
exploratory experiments that can be carried out,
even in a brief few minutes, under full computer
control. However, in some situations, the perform-
ance of intermediate observations along the way to
the target goal may be necessary in order to at
least partially guide the quantum dynamics towards
the ultimate objective. Beneficial use could also be
made from prior theoretical laser control designs (%)
capable of at least yielding a minimal target signal.

The OCE closed-loop procedure was based on the
growing number of successful theoretical OCT
design calculations, even with all of their foibles,
especially including less than perfect Hamiltonians.
The OCT and OCE processes are analogous, with
their primary distinction involving precisely what
appears in their corresponding cost functionals.
Theoretical guidance can aid in identifying the
appropriate cost functionals and learning algorithms
for OCE, especially for addressing the needs
associated with attaining a physical understanding
about the mechanisms governing controlled quan-
tum dynamics phenomena.

A central issue is the rate that learning control
occurs upon excursions around the loop in Figure 3.
A number of factors control this rate of learning,
including the nature of the physical system, the
choice of objective, the presence of field uncertain-
ties and measurement errors, the number of control
variables, and the capabilities of the learning
algorithm employed. Achieving control is a matter
of discrimination, and some of these factors,
whether inherent to the system or introduced by
choice, may work against attaining good-quality
discrimination. At this juncture, little is known
quantitatively about the limitations associated with
any of these factors.

The latter issues have not prevented the successful
performance of a broad variety of quantum control
experiments, and at present the ability to carry out
massive numbers of closed-loop excursions has
overcome any evident difficulties. The number of
examples of successful closed-loop quantum control
is rapidly growing, with illustrations involving the
manipulation of laser dye fluorescence, chemical
reactivity, high harmonic generation, semiconductor
optical switching, fiber optic pulse transmission, and
dynamical discrimination of similar chemical
species, amongst others. Perhaps the most interesting
cases are those carried out at high field intensities,
where prior speculation suggested that such experi-
ments would fail due to even modest laser field noise
being amplified by the quantum dynamics. Fortu-
nately, this outcome did not occur, and theoretical
studies have indicated that surprising degrees of
robustness to field noise may accompany the
manipulation of quantum dynamics phenomena.
Although the presence of field noise may diminish
the beneficial influence of constructive and destruc-
tive interferences, evidence shows that field noise
does not appear to kill the actual control process, at
least in terms of obtaining reasonable values for the
control objectives. One illustration of control in the
high-field regime is shown in Figure 4, demonstrat-
ing the learning process for the dissociative
rearrangement of acetophenone to form toluene.
Interestingly, this case involves breaking two bonds,
with the formation of a third, indicating that
complex dynamics can be managed with suitably
tailored laser pulses.

Operating in the strong-field regime, especially for
chemical manipulations, also has the important
benefit of producing a generic laser tool to
control a broad variety of systems by overcoming
the long-standing problem of having sufficient band-
width. For example, the result in Figure 4 uses a
Ti:sapphire laser in the near-infrared regime. Starting
with a bandwidth-limited pulse of intensity near
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Figure 4 Anillustration of dissociative rearrangement achieved
by closed-loop learning control in Figure 3. The optimally
deduced laser pulse broke two bonds in the parent acetophenone
molecule and formed a new one to yield the toluene product. The
laboratory learning curve is shown for the toluene product signal
as a function of the generations in the genetic algorithm guiding
the experiments. The fluctuations in the learning curve for
optimizing the toluene yield corresponds to the algorithm
searching for the optimal yield as the experiments proceed.

~10"W cm ™2, in this regime, the dynamic power
broadening can easily be on the order of ~1 eV or
more, thereby effectively converting the otherwise
discrete spectrum of the molecule into an effective
continuum for ready multiphoton matching by the
control laser pulse. Operating under these physical
conditions is very attractive, as the apparatus is
generic, permitting a single shaped-pulse laser source
(e.g., a Ti:sapphire system with phase and amplitude
modulation) to be utilized with virtually any chemical
system where manipulations are desired. Although
every desired physical/chemical goal may not be
satisfactorily met (i.e., the goals must be physically
attainable!), the means are now available to explore
large numbers of systems. Operating under closed
loop in the strong-field tailored-pulse regime elimin-
ates the prior serious limitation of first finding a
physical system to meet the laser capabilities; now,
the structure of the laser pulse can be shaped to meet
the molecule’s characteristics. Strong field operations
may be attractive for these reasons, but other broad-
band laser sources, possibly working at weaker field
intensities, might be essential in some applications
(e.g., controlling electron dynamics in semiconduc-
tors, where material damage is to be avoided). It is
anticipated that additional broadband laser sources
will become available for these purposes.

The coming years should be a period of rapid
expansion, including a thorough exploration of

closed-loop quantum control capabilities. As with
the use of any laboratory tool, certain applications
may be more amenable than others to attaining
successful control. The particular physical/chemical
questions need to be well posed, and controls need to
have sufficient flexibility to meet the objectives. The
experiments ahead should be able to reveal the degree
to which drawing on optimality in OCE, combined
with the performance of massive numbers of experi-
ments can lead to broad-scale successful control of
quantum phenomena. One issue of concern is the
richness associated with the large numbers of phase
and amplitude control knobs that may be adjusted in
the laboratory. Some experiments have already
operated with hundreds of knobs, while others have
restricted their number in a variety of ways, to
simplify the search process. Additional technological
and algorithmic advances may be required to manage
the high-dimensional control space searches. Fortu-
nately, for typical applications, the search does not
reduce to seeking a needle in a haystack, as generally
there are multiple control solutions, possibly all of
very good quality.

As a final comment on OCE, it is useful to appre-
ciate the subtle distinction of the procedure from
closed-loop feedback experiments. This distinction is
illustrated in Figure 5, pointing to three types of
closed-loop quantum control laboratory experi-
ments. The OCE procedure in Figure 5a produces a
generic laser tool capable of controlling a broad
variety of systems with an emphasis in the figure
placed on the point that each cycle around the loop
starts with a new sample for control. The replacement
of the sample on each cycle eliminates a number of
difficulties, principally including concerns about
sample damage, avoidance of operating the loop at
the ultrafast speed of the quantum mechanical
processes, and elimination of the effect that
‘to observe is to disturb’ in quantum mechanics.
Thus, learning control provides a generic practical
procedure, regardless of the nature of the quantum
system. Figure 5b has the same structure as that of
Figure 5a, except the loop is now closed around the
same single quantum system, which is followed
throughout its evolution. All of the issues mentioned
above that are circumvented by operating through
laboratory learning control in Figure 5a must now be
directly faced in the setup of Figure 5b. The procedure
in Figure 5b will likely only be applicable in special
circumstances, at least for the reason that many
quantum systems operate on time-scales far too fast
for opto-electronics and computers to keep up with.
However, there are certain quantum mechanical
processes that are sufficiently slow to meet the
criteria. Furthermore, a period of free evolutionary
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Figure 5 Three possible closed-loop formulations for attaining
laser control over quantum phenomena. (a) is a learning control
process where a new system is introduced on each excursion
around the loop. (b) utilizes feedback control with the loop being
traversed with the same sample, generally calling for an accurate
model of the system to adjust the controls on each loop excursion.
(c) is, at present, a dream machine where the laser and the
sample under control are one unit operating without external
algorithmic guidance. The closed-loop learning control procedure
in (a) appears to form the most practical means to achieve laser
control over quantum phenomena, especially for complex
systems.

quantum dynamics may be permitted to occur
between one control pulse and the next, to make
the time issue manageable. While the learning con-
trol process in Figures 3 and 5a can be performed
model-free, the feedback algorithm in Figure 5b
generally must operate with a sufficiently reliable
system Hamiltonian to carry out fast design correc-
tions to the control field, based on the previous
control outcome. These are very severe demands, but
they may be met under certain circumstances. One
reason for considering closed-loop feedback control
in Figure 5b is to explore the basic physical issue of
quantum mechanical limitations inherent in the
statement ‘to observe is to disturb’. It is suggestive
that control over many types of quantum phenomena
may fall into the semiclassical regime, lying some-
where between classical engineering behavior and the

hard limitations of quantum mechanics. Experiments
of the type in Figure 5b will be most interesting for
exploring this matter. Finally, Figure 5c introduces
a gedanken experiment in the sense that the
closed-loop process is literally built into the
hardware. That is, the laser control and quantum
system act as a single functioning unit operating in a
stable fashion, so as to automatically steer the system
to the desired target. This process may involve
engineering the quantum mechanical system prior to
control in cases where that freedom exists, as well as
engineering the laser components involved. The
meaning of such a device in Figure 5c can be
understood by considering an analogy with airplane
flight, where the aircraft is constructed to have an
inherent degree of aerodynamic stability and will
essentially fly (glide) on its own accord when pushed
forward. It is an open question whether closing the
loop in the hardware can be attained for quantum
control, and an exploration of this concept may
require additional laser technologies.

Conclusions

This article presented an overview of theoretical
concepts and algorithmic considerations associated
with the control of quantum phenomena. Theory
has played a central role in this area by revealing
the fundamental principles underlying quantum
control, as well as by providing algorithms for
designing controls and guiding experiments to
discover successful controls in the laboratory. The
challenge of controlling quantum phenomena, in
one sense, is an old subject, going back at least 40
years. However, roughly the first 30 of these years
would best be described as a period of frustration,
due to a lack of full understanding of the principles
involved and the nature of the lasers needed to
achieve success. Thus, from another perspective, the
subject is quite young, with perhaps the most
notable development being the introduction of
closed-loop laboratory learning procedures. At the
time of writing this article, these procedures are
just beginning to be explored for their full
capabilities. To appreciate the young nature of this
subject, it is useful to note that the analogous
engineering control disciplines presently occupy
many thousands of engineers worldwide, both
theoreticians and practitioners, and have done so
for many years. Yet, engineering control is far
from considered a mature subject. Armed now with
the basic concepts and proper laboratory tools, one
may anticipate a thorough exploration of control
over quantum phenomena, including its many
possible applications.
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Introduction

The experimental control of quantum phenomena in
atoms, molecules, and condensed phase materials has
been a long-standing challenge in the physical
sciences. For example, the idea that a laser beam
could be used to selectively cleave a chemical bond
has been pursued since the demonstration of the laser
in the early 1960s. However, it was not until very
recent times that one could realize selective bond
cleavage. One key to the rapid acceleration of such
experiments is the capability of manipulating the
relative phases between two or more paths leading to
the same final state. This is done in practice by
controlling the phase of two (or two thousand!) laser
frequencies coupling the initial state to some desired
final state. The present interest in phase-related
control stems in part from research focusing on
quantum information sciences, controlling chemical
reactivity, and developing new optical technologies,
such as in biophotonics for imaging cellular
materials. Ultimately, one would like to identify
coherent control applications having impact similar
to linear regime applications like compact disk
reading (and writing), integrated circuit fabrication,
and photodynamic therapy. Note that in each of these
the phase of the electromagnetic field is not an
important parameter and only the brightness of the
laser at a particular frequency is used. While phase is
of negligible importance in any one photon process,
for excitations involving two or more photons, phase
not only becomes a useful characteristic, it can
modulate the yield of a desired process between
zero and one hundred percent.

The use of optical phase to manipulate atomic and
molecular systems rose to the forefront of laser
science in the 1980s. Prior to this there was

Rabitz H and Zhu W (2000) Optimal control of molecular
motion: Design, implementation and inversion.
Accounts of Chemical Research 33: 572-578.

Rabitz H, de Vivie-Riedle R, Motzkus M and Kompa K
(2000) Whither the future of controlling quantum
phenomena? Science 288: 824-828.
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Processes. NewYork: John Wiley.

considerable effort directed toward using the inten-
sity and high spectral resolution features of the laser
for various applications. For example, the high
spectral resolution character was employed in
purifying nuclear isotopes. Highly intense beams
were also used in the unsuccessful attempt to pump
enough energy into a single vibrational resonance to
selectively dissociate a molecule. The current revolu-
tion in coherent control has been driven in part by
the realization that controlling energy deposition
into a single degree of freedom (such as selectively
breaking a bond in a polyatomic molecule) can not
be accomplished by simply driving a resonance with
an ever more intense laser source. In the case of
laser-induced photo dissociation, such excitation
ultimately results in statistical dissociation through-
out the molecule due to vibrational mode coupling.
In complex systems, controlling energy deposition
into a desired quantum state requires a more
sophisticated approach and one scheme involves
coherent control.

The two distinct regimes for excitation in coherent
control, the time and frequency domain experiments,
are formally equivalent. While the experimental
approach and level of success for each domain is
vastly different, both rely on precisely specifying the
phase relations for a series of excitation frequencies.
The basic idea behind phase control is simple. One
emulates the interference effects that can be easily
visualized in a water tank experiment with a wave
propagating through two slits. In the coherent control
experiment, two or more indistinguishable pathways
must be excited that connect one quantum state to
another. In either water waves, or coherent control,
the probability for observing constructive or destruc-
tive interference at a target state depends on the phase
difference between the paths connecting the two
locations in the water tank, or the initial and final
states in the quantum system. In the case of coherent
control, the final state may have some technological
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value, for instance, a desirable chemical reaction
product or an intermediate in the implementation of
quantum computation.

Frequency domain methods concentrate on inter-
fering two excitation routes in a system by controlling
the phase difference between two distinct frequencies
coupling an initial state to a final state. Perhaps the
first mention of the concept of phase control in the
optical regime can be traced to investigations in
Russia in the early 1960s, where the interference
between a one- and three-photon path was theoreti-
cally proposed as a means to modulate a two-photon
absorption. This two-path interference idea lay
dormant until the reality of controlling the relative
phase of two distinct frequencies was achieved in
1990 using gas phase pressure modulation for
frequency domain experiments. The idea was theor-
etically extended to the control of nuclear motion in
1988. The first experimental example of two-color
phase control over nuclear motion was demonstrated
in 1991. It is interesting that the first demonstrations
of coherent control did not, however, originate in the
frequency domain approach, but came from time
domain investigations in the mid-1980s. This was
work that grew directly out of the chemical dynamics
community and will be described below.

While frequency domain methods were developed
exclusively for the observation of quantum inter-
ference, the experimental implementation of time-
domain methods was first developed for observing
nuclear motion in real time. In the time domain, a
superposition of multiple states is prepared in a
system using a short duration (~50 fs) laser pulse.
The superposition state will subsequently evolve
according to the phase relationships of the prepared
states and the Hamiltonian of the system. At some
later time the evolution must be probed using a
second, short-time-duration laser pulse. The time-
domain methods for coherent control were first
proposed in 1985 and were based on wavepacket
propagation methods developed in the 1970s. The
first experiments were reported in the mid-1980s.

To determine whether the time or frequency
domain implementation is more applicable for a
particular control context, one should compare the
relevant energy level spacing of the quantum system
to the bandwidth of the excitation laser. For instance,
control of atomic systems is more suited to frequency
domain methods because the characteristic energy
level spacing in an atom (several electron volts) is
large compared to the bandwidth of femtosecond
laser pulses (millielectron volts). In this case, prepa-
ration of a superposition of two or more states is
impractical with a single laser pulse at the present
time, dictating that the control scheme must employ

the initial state and a single excited eigenstate. In
practice, quasi-CW nanosecond duration laser pulses
are employed for such experiments because current
ultrafast (fs duration) laser sources cannot typically
prepare a superposition of electronic states. One
instructive exception involves the excitation of
Rydberg states in atoms. Here the electronic energy
level spacing can be small enough that the bandwidth
of a femtosecond excitation laser may span several
electronic states and thus can create a superposition
state. One should also note that the next generation
of laser sources in the attosecond regime may permit
the preparation of a wavepacket from low-lying
electronic states in an atom. In the case of molecules,
avoiding a superposition state is nearly impossible.
Such experiments employ pico- to femtosecond
duration laser pulses, having a bandwidth sufficient
to excite many vibrational levels, either in the ground
or excited electronic state manifold of a molecule. To
complete the time-dependent measurement, the
propagation of the wavepacket to the final state of
interest must be observed (probed) using a second
ultrafast laser pulse that can produce fluorescence,
ionization, or stimulated emission in a time-resolved
manner. The multiple paths that link the initial and
final state via the pump and the probe pulses are the
key to the equivalence of the time and frequency
domain methods.

There is another useful way to classify experiments
that have been performed recently in coherent
control, that is into either open-loop or closed-loop
techniques. Open-loop signifies that a calculation
may be performed to specify the required pulse shape
for control before the experiment is attempted. All of
the frequency-based, and most of the time-based
experiments fall into this category. Closed-loop, on
the other hand, signifies that the results from
experimental measurements must be used to assist
in determining the correct parameters for the next
experiment, this pioneering approach was suggested
in 1992. It is interesting that in the context of control
experiments performed to date, closed-loop exper-
iments represent the only route to determining the
optimal laser pulse shape for controlling even
moderately complex systems. In this approach, no
input from theoretical models is required for coherent
control of complex systems. This is unlike typical
control engineering environments, where closed-loop
signifies the use of experiments to refine parameters
used in a theoretical model.

There is one additional distinction that is of value
for understanding the state of coherent control at the
present time. Experiments may be classified into
systems having Hamiltonians that allow calculation
of frequencies required for the desired interference
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patterns (thus enabling open-loop experiments) and
those having ill-defined Hamiltonians (requiring
closed-loop experiments). The open-loop experi-
ments have demonstrated the utility of various
control schemes, but are not amenable to systems
having even moderate complexity. The closed-loop
experiments are capable of controlling systems of
moderate complexity but are not amenable to
precalculation of the required control fields. Systems
requiring closed-loop methods include propagation
of short pulses in an optical fiber, control of high
harmonic generation for soft X-ray generation,
control of chemical reactions and control of biologi-
cal systems. In the experimental regime, the value of
learning control for dealing with complex systems has
been well documented.

The remainder of this article represents an over-
view of the experimental implementation of coherent
control. The earliest phase control experiments
involved time-dependent probing of molecular wave-
packets, and were followed by two-path interference
in an atomic system. The most recent, and general,
implementation of control involves tailoring a time-
dependent electromagnetic field for a desired objec-
tive using closed-loop techniques. Since the use of
tailored laser pulses appears to be rather general, a
more complete description of the experiment is
provided.

Time-Dependent Methods

The first experiments demonstrating the possibility of
coherent control were performed to detect nuclear
motion in molecules in real time. These investigations
were the experimental realization of the pump-dump
or pulse-timing control methods as originally
described in 1985. The experimental applications
have expanded to numerous systems including
diatomic and triatomic molecules, small clusters,
and even biological molecules. For such experiments,
a vibrational coherence is prepared by exciting a
superposition of states. These measurements
implicitly used phase control both in the generation
of the ultrashort pulses and in the coherent probing of
the superposition state by varying the time delay
between the pump and probe pulses, in effect
modulating the outcome of a quantum transition.
Since the earliest optical experiment in the mid-
1980s, there have been many hundreds of such
experiments reported in the literature. The motiv-
ation for the very first experiments was not explicitly
phase control, but rather the observation of nuclear
motion of molecules in real time. In such later
measurements, oscillations in the superposition states
were observable for many cycles, up to many tens of

picoseconds in favorable cases, i.e., diatomic mole-
cules in the gas phase. The loss of signal in the
coherent oscillations is ultimately due to passage of
the superposition state in to surrounding bath states.
This may be due to collision with another molecule,
dissociation of the system or redistribution of the
excitation energy into other modes of the system not
originally excited in the superposition. It is notable
that coherence can be maintained in solution phase
systems for tens of picoseconds and for the case of
resonances having weak coupling to other modes,
coherence can even be modulated in large biological
systems on the picosecond time scale.

Decoherence represents loss of phase information
about a system. In this context, phase information
represents our detailed knowledge of the electronic
and nuclear coordinates of the system. In the case of
vibrational coherence, decoherence may be rep-
resented by intramolecular vibrational energy trans-
fer to other modes of the molecule. This can be
thought of as the propensity of vibrational modes of a
molecule to couple together in a manner that
randomizes deposited energy throughout the mol-
ecule. Decoherence in a condensed phase system
includes transfer of energy to the solvent modes
surrounding the system of interest. For an electro-
nically excited molecule or atom, decoherence can
involve spontaneous emission of radiation (fluor-
escence), or dissociation in the case of molecules.
Certain excited states may have high probability for
fluorescence and would represent a significant deco-
herence pathway and an obstacle for coherent
control. These states may be called ‘lossy’ and are
often used in optical pumping schemes as well as for
stimulated emission pumping. An interesting question
arises as to whether one can employ such states in a
pathway leading to a desired final state, or must such
lossy states be avoided at all costs in coherent control.
This question has been answered to some degree by
the method of rapid adiabatic passage. In this
experiment, an initial state is coupled to a final state
by way of a lossy state. The coupling is a coherent
process and the preparation involves dressed states
that are eigenstates of the system. In this coherent
superposition the lossy state is employed, but no
population is allowed to build up and thus decoher-
ence is circumvented.

Two-Path Interference Methods

Interference methods form perhaps the most intuitive
example of coherent control. The first experimental
demonstration was reported in 1990 and involved the
modulation of ionization probability in Hg by
interfering a one-photon and three-photon excitation
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pathway to an excited electronic state (followed by
two-photon ionization). The long delay between the
introduction of the two-path interference concept in
1960 and the demonstration in 1990 was the
difficulty in controlling the relative phase of the
one- and three-photon paths. The solution involved
generating the third harmonic of the fundamental in a
nonlinear crystal, and copropagating the two beams
through a low-density gas. Changing the pressure of
the gas changes the optical phase retardance at
different rates for different frequencies, thus allowing
relative phase control between two colors. The
ionization yield of Hg was clearly modulated as a
function of pressure. Such schemes have been
extended to diatomic molecular systems and the
concept of determining molecular phase has been
investigated. While changing the phase of more than
two frequencies has not been demonstrated using
pressure tuning (because of experimental difficulties),
a more flexible method has been developed to alter
relative phase of up to 1000 frequency bands, as will
be described next.

Closed-Loop Control Methods

Perhaps the most exciting new aspect of control in
recent years concerns the prospect for performing
closed-loop experiments. In this approach a more
complex level of control in matter is achieved in
comparison to the two-path interference and pump-
probe control methods. In the closed-loop method, an
arbitrarily complex time-dependent electromagnetic
field is prepared that may have multiple subpulses and
up to thousands of interfering frequency bands. The
realization of closed-loop control over complex
processes relies on the confluence of three technol-
ogies: (i) production of large bandwidth ultrafast
laser pulses; (ii) spatial modulation methods for
manipulating the relative phases and amplitudes of
component frequencies of the ultrafast laser pulse;
and (iii) closed-loop learning control methods for
sorting through the vast number of pulse shapes
available as potential control fields. In the closed-loop
method, the result of a laser molecule interaction is
used to tailor an optimized pulse.

In almost all of the experimental systems used for
closed-loop control today, Kerr lens mode-locking in
the Ti:sapphire crystal is used to phase lock the wide
bandwidth of available frequencies (750—-950 nm) to
create the ultrafast pulse. In this phenomenon, the
intensity variation in the short laser pulse creates a
transient lens in the Ti:sapphire lasing medium that
discriminates between free lasing and mode-locked
pulses. As a result, all of the population inversion
available in the lasing medium may be coerced into

enhancing the ultrashort traveling wave in the cavity
in this way. The wide bandwidth available may then
be amplified and tailored into a shaped electromag-
netic field. Spatial light modulation is one such
method for modulating the relative phases and
amplitudes of the component frequencies in the
ultrafast laser pulse to tailor the shaped laser pulse.
Pulse shaping first involves dispersing the phase-
locked frequencies on an optical grating, the
dispersed radiation is then collimated using a
cylindrical lens and the individual frequencies are
focused to a line forming the Fourier plane. At the
Fourier plane, the time-dependent laser pulse is
transformed into a series of phase-locked continuous
wave (CW) laser frequencies, and thus Fourier
transformed from time to frequency space. The
relative phases and amplitudes may be modulated
in the Fourier plane using an array of liquid crystal
pixels. After altering the spectral phase and ampli-
tude profile, the frequencies are recombined on a
second grating to form the shaped laser pulse. With
one degree of phase control and 10 pixels there are
an astronomic number (360'%) of pulse shapes that
may be generated in this manner. (At the present
time, pulse shapers have up to 2000 independent
elements.) Evolutionary algorithms are employed to
manage the available phase space. Realizing that the
pulse shape is nothing more than the summation of a
series of sine waves, each having an associated phase
and amplitude, we find that a certain pulse shape can
be represented by a genome consisting of an array of
these frequency-dependent phases and amplitudes.
This immediately suggests that the methods of
evolutionary search strategies may be useful for
determining the optimal pulse shape for a desired
photoexcitation process.

The method of closed-loop optimal control for
experiments was first proposed in 1992 and the first
experiments were reported in 1997 regarding
optimization of the efficiency of a laser dye molecule
in solution. Since that time a number of experiments
have been performed in both the weak and strong
field regime. In the weak field regime, the intensity
of the laser does not alter the field free structure of
the excited states of the system under investigation.
In the strong field, the field free states of the system
are altered by the electric field of the laser. Whether
one is in the weak or strong field regime depends on
parameters including the characteristic level spacing
of the states of the system to be controlled and the
intensity of the laser coupling into those states.
Examples of weak field closed-loop control include
optimization of laser dye efficiency, compression of
an ultrashort laser pulse, dissociation of alkali
clusters, optimization of coherent anti-Stokes
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Raman excitation, and optical pulse propagation in
fibers. In the strong field, the laser field is used to
manipulate the excited states of the molecule as well
as induce population transfer among these states. In
this sense, the laser is both creating and exciting
resonances, in effect allowing universal excitation
with a limited frequency bandwidth of 750-
850 nm. For chemical applications, it is worth
noting that most molecules do not absorb in this
wavelength region in the weak field. Strong field
control has been used for controlling bond dis-
sociation, chemical rearrangement, photonic
reagents, X-ray generation, molecular centrifuges
and the manipulation of mass spectral fragmenta-
tion intensities. In the latter case, a new sensing
technology has emerged wherein each individual
pulse shape represents an independent sensor for a
molecule. Given the fact that thousands of pulse
shapes can be tested per minute, this represents a
new paradigm for molecular analysis.

At the time of this writing, the closed-loop method
for adaptively tailoring control fields, has far out-
stripped our theoretical understanding of the process
(particularly in the strong field regime). Adaptive
control is presently an active field of investigation,
encompassing the fields of physics, engineering,
optics, and chemistry. In the coming years, there
will be as much work done on the mechanism of
control as in the application of the methods. Due to
small energy level spacings and complexity of the
systems, we anticipate the majority of applications to
be in the chemical sciences.

Applications in Semiconductors
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Introduction

Interference phenomena are well-known in classical
optics. In the early 19th century, Thomas Young
showed conclusively that light has wave properties,
with the first interference experiment ever performed.
He passed quasi-monochromatic light from a single
source through a pair of double slits using the
configuration of Figure 1a and observed an inter-
ference pattern consisting of a series of bright and
dark fringes on a distant screen. The intensity
distribution can be explained only if it is assumed
that light has wave or phase properties. In modern
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terminology, if E; and E, are the complex electric
fields of the two light beams arriving at the screen, by
the superposition principle of field addition the
intensity at a particular point on the screen can be
written as

Toc|E; 4+ E,

= |E,1* + [E,* + |E{IE,| cos(dy — o) [1]
where ¢; — ¢, is the phase difference of the beams
arriving at the screen. While this simple experi-
ment was used originally to demonstrate the wave
properties of light, it has subsequently been used for
many other purposes, such as measuring the
wavelength of light. However, for our purposes,
here the Young’s double slit apparatus can also be
viewed as a device that redistributes light, or
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(a) Optical interferometer influence the system’s final state. If a, is the
(complex) amplitude associated with a transition
from the initial to the final state, via intermediate
virtual state lm), then for all possible intermediate
states the overall transition probability, W, can be
written as
2
__ W= |Z y 2]
¥ Source P
(b) Matter interferometer In the case of only two pathways, as illustrated in
If) Figure 1b, W becomes
W = la; + a,?
= |6l1|2 + |ﬂ2‘2 + |d1||(lz| COS(¢1 - ¢2) [3]
where ¢; and ¢, are now the phases of the two
(¢) Conduction-valence band transitions transition amplitudes. While this expression strongly
Conduction band resembles that of eqn [1], here ¢; and ¢, are
) influenced by the phase properties of the pertur-
ho bation Hamiltonian that governs the transition
2ho process; these phase factors arise, for example, if
Im) light fields constitute the perturbation. But overall it
ho is clear that the change in the state of the system is
Valenlgé band affected by both the amplitude and phase properties
of the perturbation. Analogous with the classical
Figure 1 (a) Interference effects in the Young’s double slit interferometer, equality of the transition amplitudes

experiment; (b) illustration of the general concept of coherence
control via multiple quantum mechanical pathways; (c) inter-
ference of single- and two-photon transitions connecting the same
valence and conduction band states in a semiconductor.

controls its intensity at a particular location. For
example, let’s consider one of the slits to be a source,
with the other slit taken to be a gate, with both
capable of letting through the same amount of light.
If the gate is closed, the distant screen is nearly
uniformly illuminated. But if the gate is open, at a
particular point on the distant screen there might be
zero intensity or as much as four times the intensity
emerging from one slit because of interference
effects, with all the light merely being spatially
redistributed. In this sense the double slit system can
be viewed as a device to redistribute the incident
light intensity. The key to all this is the superposition
principle and the properties of optical phase.

The superposition principle and interference
effects also lie at the heart of quantum mechanics.
For example, let’s now consider a system under the
influence of a perturbation with an associated
Hamiltonian that has phase properties. In general
the system can evolve from one quantum state li) to
another If) via multiple pathways involving inter-
mediate states lm). Because of the phased pertur-
bation, interference between those pathways can

leads to maximum contrast in the transition rate.
Although it has been known since the early days of
quantum mechanics that the phase of a perturbation
can influence the evolution of a system, generally
phase has only been discussed in a passive role. Only
in recent years has phase been used as a control
parameter for a system, on the same level as the
strength of the perturbation itself.

Coherence Control

Coherence control, or quantum control as it is
sometimes called, refers to the active process through
which one can use phase-dependent perturbations
originating with, for example, coherent light waves,
to control one or more properties of a quantum
system, such as state population, momentum, or spin.
This more general perspective of interference leads to
a picture of interference of matter waves, rather than
simply light waves, and one can now speak of an
effective ‘matter interferometer’. Laser beams, in
particular, are in a unique position to play a role in
such processes, since they offer a macroscopic ‘phase
handle’ with which to create such effects. This was
recognized by the community of atomic and molecu-
lar scientists who emphasized the active manifes-
tations of quantum interference effects, and proposed
that branching ratios in photochemical reactions
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might be controlled through laser-induced interfer-
ence processes. The use of phase as a control
parameter also represents a novel horizon of appli-
cations for the laser since most previous applications
had involved only amplitude (intensity).

Of course, just as the ‘visibility’ of the screen
pattern for a classical Young’s double slit interfero-
meter is governed by the coherence properties of the
two slit source, the evolution of a quantum system
reflects the coherence properties of the perturbations,
and the degree to which one can exercise phase
control via external perturbations is also influenced
by the interaction of the system of interest with a
reservoir — essentially any other degrees of freedom
in the system — which can cause decoherence and
reduce the effectiveness of the ‘matter interferom-
eter’. Since the influence of a reservoir will generally
increase with the complexity of a system, one might
think that coherence control can only be effectively
achieved in simple atomic and molecular systems.
Indeed, some of the earliest suggestions for coherence
control of a system involved using interference
between single and three photon absorption pro-
cesses, connecting the same initial and final states
with photons of frequency 3w and w, respectively,
and controlling the population of excited states in
atomic or diatomic systems. However, it has been
difficult to extend this ‘two color’ paradigm to more
complex molecular systems. Since the reservoir leads
to decoherence of the system overall, shorter and
shorter pulses must be used to overcome decoherence
effects. However, short pulses possess a large
bandwidth with the result that, for complex systems,
selectivity of the final state can be lost. One must
therefore consider using interference between multi-
ple pathways in order to control the system, as
dictated by the details of the unperturbed Hamil-
tonian of the system.

For a polyatomic molecule or a solid, the complete
Hamiltonian is virtually impossible to determine
exactly and it is therefore equally difficult to prescribe
the optimal spectral (amplitude and phase) content of
the pulses that should be used for control purposes.
An alternative approach has therefore emerged, in
which one foregoes knowledge of the eigenstates of
the Hamiltonian and details of the different possible
interfering transition paths in order to achieve control
of the end state of a system. This branch of coherence
control has come to be known as optimal control. In
optimal control one employs an optical source for
which one can (ideally) have complete control over
the spectral and phase properties. One then uses a
feedback process in which experiments are carried
out, the effectiveness of achieving a certain result is
determined, and the pulse characteristics are then

altered to obtain a new result. A key component is the
use of an algorithm to select the new pulse properties
as part of the feedback system. In this approach the
molecule teaches the external control system what it
‘requires’ for a certain result to be optimally achieved.
While the ‘best’ pulse properties may not directly
reveal details of the multiple interference process
required to achieve the optimal result, this technique
can nonetheless be used to gain some insight into the
properties of the unperturbed Hamiltonian and,
regardless of such understanding, achieve a desirable
result. It has been used to control chemical reaction
rates involving several polyatomic molecules, with
considerable enhancement in achieving a certain
product relative to what can be done using simple
thermodynamics.

Coherence Control in Semiconductors

Since coherence control of chemical reactions invol-
ving large molecules has represented a significant
challenge, it was generally felt that ultrafast deco-
herence processes would also make control in solids,
in general, and semiconductors, in particular, diffi-
cult. Early efforts therefore focused on atomic-like
situations in which the electrons are bound and
associated with discrete states and long coherence
times. In semiconductors, the obvious choice is the
excitonic system, defect states, or discrete states
offered by quantum wells. Population control of
excitons and directional ionization of electrons from
quantum wells has been clearly demonstrated, similar
to related population control of and directional
ionization from atoms. Other manifestations of
coherence control of semiconductors include control
of electron—phonon interactions and intersub-band
transitions in quantum wells.

Among the different types of coherence control in
semiconductors is the remarkable result that it is
possible to coherently control the properties of free
electrons associated with continuum states. Although
optimal control might be used for some of these
processes, we have achieved clear illustrations of
control phenomena based on the use of harmonically
related beams and interference of single- and two-
photon absorption processes connecting the conti-
nuum valence and conduction band states as gener-
ically illustrated in Figure 1c. Details of the various
processes observed can be found elsewhere. Of
course, the momentum relaxation time of electrons
or holes in continuum states is typically of the order
of 100 fs at room temperature, but this time is
sufficiently long that it can permit phase-controlled
processes. Indeed, with respect to conventional
carrier transport, this ‘long time’ lapse is responsible
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for the typically high electrical mobilities in crystal-
line semiconductors such as Si and GaAs. In essence, a
crystalline semiconductor with translational sym-
metry has crystal momentum as a good quantum
number, and selection rules for scattering prevent the
momentum relaxation time from being prohibitively
small. Since electrons or holes in any continuum state
can participate in such control processes, one need
not be concerned about pulsewidth or bandwidth,
unless the pulses were to be so short that carriers of
both positive and negative effective mass were
generated within one band.

Coherent Control of Electrical Current Using
Two Color Beams

We now illustrate the basic principles that describe
how the interference process involving valence and
conduction band states can be used to control
properties of a bulk semiconductor. We do so in the
case of using one or two beams to generate and
control carrier population, electrical current, and spin
current. In pointing out the underlying ideas behind
coherence control of semiconductors, we will skip or
suppress many of the mathematical details which are
required for a full understanding but which might
obscure the essential physics. In particular we
consider how phase-related optical beams with
frequencies w and 2w interact with a direct gap
semiconductor such that iw < E, < 2fiw where E, is
the electronic bandgap. For simplicity we consider
exciting electrons from a single valence band via
single-photon absorption at 2w and two-photon
absorption at . As is well known, within an
independent particle approximation, the states of
electrons and holes in semiconductors can be labeled
by their vector crystal momentum k; the energy of
states near the conduction or valence bandedges
varies quadratically with |kl. For one-photon absorp-
tion the transition amplitude can be derived using a
perturbation Hamiltonian of the form H = e/mc
A%®.p where A%® is the vector potential associated
with the light field and p is the momentum operator.
The transition amplitude is therefore of the form

aZw oc EZweiz,bzwpw [4]

where p,, is the interband matrix element of p along
the field (E*®) direction; for illustration purposes the
field is taken to be linearly polarized. The overall
transition rate between two particular states of the
same k can be expressed as W oca’?(a’?)* o
?°lp,I* where 12 is the intensity of the beam.
This rate is independent of the phase of the light
beam as well as the sign of k. Hence the absorption

of light via single-photon transitions generally
populates states of equal and opposite momentum
with equal probability or, equivalently, establishes a
standing electron wave with zero crystal momen-
tum. This is not surprising since photons possess
very little momentum and, in the approximation of
a uniform electric field, do not give any momentum
to an excited electron. The particular states that are
excited depends on the light polarization and crystal
orientation. However, the main point is that while
single-photon absorption can lead to anisotropic
filling of electron states, the distribution in momen-
tum space is not polar (dependent on sign of k).
Similar considerations apply to the excited holes,
but to avoid repetition we will focus on the
electrons only.

For two-photon absorption involving the w pho-
tons and connecting states similar to those connected
with single-photon absorption, one must employ the
2nd order perturbation theory using the Hamiltonian
H = e/mcA® - p. For two-photon absorption there is
a transition from the valence band to an (energy
nonallowed) intermediate state followed by a tran-
sition from the intermediate state to the final state. To
determine the total transition rate one must sum over
all possible intermediate states. For semiconductors,
by far the dominant intermediate state is the final
state itself, so that the associated transition amplitude
has the form

a® oc (E“e®p, JE**e®p,.) o< (E*) 2> Pop ik [S]

where the matrix element p,. is simply the momen-
tum of the conduction band state (hk) along the
direction of the field. Note that unlike an atomic
system, p. is nonzero, since Bloch states in a
crystalline solid do not possess inversion symmetry.
If two-photon absorption acts alone, the overall
transition rate between two particular k states would
be W, oc (I°)*Ip,, I*k2. As with single-photon absorp-
tion, because this transition rate is independent of the
sign of k, two-photon absorption leads to production
of electrons with no net momentum.

When both single- and two-photon transitions are
present simultaneously, the transition amplitude is
the sum of the transition amplitudes expressed in
eqn [3]. The overall transition rate is then found using
eqn [1] and yields W = W, + W, + Int where the
interference term Int is given by

Int o< E**E“E® sin(¢,,, — 2¢,)k (6]

Note, however, that the interference effect depends on
the sign of k and hence can be constructive for one
part of the conduction band but destructive for other
parts of that band, depending on the value of the



relative phase, A¢p = ¢,, — 2¢,,. In principle one can
largely eliminate transitions with +k and enhance
those with —k. This effectively generates a net
momentum for electrons or holes and hence, at least
temporarily, leads to an electrical current in the
absence of any external bias. The net momentum of
the carriers, which is absent in the individual
processes, must come from the lattice. Because the
carriers are created with net momentum during the
pulses one has a form of current injection that can be
written as

dJidt o< E**E“E® sin(A¢) (7]

where | is the current density. This type of current
injection is allowed in both centrosymmetric and
noncentrosymmetric materials. The physics and
concepts behind the quantum interference leading to
this form of current injection are analogous with the
Young’s double slit experiment. Note as well that if
this ‘interferometer’ is balanced (single- and two-
photon transition rates are similar), then it is possible
to control the overall transition rate with great
contrast. Roughly speaking, one balances the two
arms of the ‘effective interferometer’ involved in the
interference process, one ‘arm’ corresponding to the
one-photon process and the other to the two-photon
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Figure 2 (a) Experimental setup to measure steady-state

process. As an example, let’s consider the excitation
of GaAs, which has a room-temperature bandgap of
1.42 eV (equivalent to 870 nm). For excitation of
GaAs using 1550 and 775 nm light under balanced
conditions, the electron cloud is injected with a speed
close to 500 kms™!. Under ‘balanced’ conditions,
nearly all the electrons are moving in the same
direction. Assuming that the irradiance of the
1550 nm beam is 100 MW c¢m ™2, while that of the
second harmonic beam is only 15 kW cm ™2 (satisfy-
ing the ‘balance’ condition), with Gaussian pulse
widths of 100 fs, one obtains a surprisingly large peak
current of about 1 kA cm ™2 for a carrier density of
only 10" cm ™2 if scattering effects are ignored. When
scattering is taken into account, the value of the peak
current is reduced and the transient current decays on
a time-scale of the momentum relaxation time.
Figure 2a shows an experimental setup which can
be used to demonstrate coherence control of electrical
current using the above parameters. Figure 2a shows
the region between a pair of electrodes on GaAs being
illuminated by a train of harmonically related pulses.
Figure 2b illustrates how the steady-state experimen-
tal voltage across the capacitor changes as the phase
parameter A¢ is varied. Transient electrical currents,
generated though incident femtosecond optical
pulses, have also been detected through the emission
of the associated Terahertz radiation.

voltage (V) across a pair of electrodes on GaAs with the
intervening region illuminated by phased radiation at w and 2w;
(b) induced voltage across a pair of electrodes on a GaAs
semiconductor as a function of the phase parameter associated
with two harmonically related incident beams.

The current injection via coherence control and
conventional cases (i.e., under a DC bias) differs with
respect to their evolution. The current injected via
coherent control has an onset determined by the rise
time of the optical pulses. In the case of normal
current production, existing carriers are accelerated
by an electric field, and the momentum distribution is
never far from isotropic. For a carrier density of
10" em™> a DC field ~80kVem ™! is required to
produce a current density of 1 kA cm 2. In GaAs,
with an electron mobility of 8000 cm® V™ 's™ ! this
current would occur about 1/2 ps after the field is
‘instantaneously’ turned on. This illustrates that the
coherently controlled phenomenon efficiently and
quickly produces a larger current than can be
achieved with the redirecting of statistically distri-
buted electrons.

A more detailed analysis must take into account the
actual light polarization, crystal symmetry, crystal
face, and orientation relative to the optical polariz-
ation. For given optical intensities of the two beams,
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the maximum electrical current injection in the case
of GaAs occurs for linearly polarized beams both
oriented along the (111) or equivalent direction.
However, large currents can also be observed with the
light beams polarized along other high symmetry
directions.

Coherent Control of Carrier Density, Spin
Population, and Spin Current Using Two
Color Beams

The processes described above do not exhaust the
coherent control effects that can be observed in bulk
semiconductors using harmonic beams. Indeed, for
noncentrosymmetric materials, certain light polariz-
ations and crystal orientations allow one to coher-
ently control the total carrier generation rate with or
without generating an electrical current. In the case of
the cubic material GaAs, provided the w beam has
electric field components along two of the three
principal crystal axes, with the 2w beam having a
component along the third direction, one can
coherently control the total carrier density. However,
the overall degree of control here is determined by
how ‘noncentrosymmetric’ the material is.

The spin degrees of freedom of a semiconductor
can also be controlled using two color beams. Due
to the spin-orbit interaction, the upper valence
bands of a typical semiconductor have certain
spin characteristics. To date, optical manipulation
of electron spin has been largely based on the fact that
partially spin-polarized carriers can be injected in a
semiconductor via one-photon absorption of circu-
larly polarized light from these upper valence bands.
In such carrier injection — where in fact two-photon
absorption could be used as well — spins with no net
velocity are injected, and then are typically dragged
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by a bias voltage to produce a spin-polarized current.
However, given the protocols discussed above it
should not come as a surprise that the two color
coherence scheme, when used with certain light
polarizations, can coherently control the spin polar-
ization, making it dependent on A¢. Furthermore, for
certain polarization combinations it is also possible to
generate a spin current with or without an electrical
current. Given the excitement surrounding the field of
spintronics, where the goal is the use of the spin
degree of freedom for data storage and processing, the
control of quantities involving the intrinsic angular
momentum of the electron is of particular interest.

Various polarization and crystal geometries can be
examined for generating spin currents with or with-
out electrical current. For example, with reference to
Figure 3a, for both beams propagating in the z
(normal) direction of a crystal and possessing the
same circular polarization, an electrical current can
be injected in the (xy) plane, at an angle from the
crystallographic x direction dependent on the relative
phase parameter, A¢; this current is spin-polarized in
the z direction. As well, the injected carriers have a =z
component of their velocity, as many with one
component as with the other; but those going in one
direction are preferentially spin-polarized in one
direction in the (xy) plane, while those in the other
direction are preferentially spin-polarized in the
opposite direction. This is an example of a spin
current in the absence of an electrical current.

Such a pure spin current that is perhaps more
striking is observable with the two beams cross
linearly polarized, for example with the fundamental
beam in the x direction and the second harmonic
beam in the y direction as shown in Figure 3b. Then
there is no net spin injection; the average spin in any
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(a) Excitation of a semiconductor by co-circularly polarized w and 2w pulses. Arrows indicate that a spin polarized electrical

current is generated in the x —y plane in a direction dependent on A¢ while a pure spin current is generated in the beam propagation (z)
direction. (b) Excitation of a semiconductor by orthogonally, linearly polarized  and 2w pulses. Arrows indicate that a spin polarized
electrical current is generated in the direction of the fundamental beam polarization as well as along the beam propagation (z) direction.
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direction is zero. And for a vanishing phase parameter
A¢ there is no net electrical current injection. Yet, for
example, the electrons injected with a +x velocity
component will have one spin polarization with
respect to the z direction, while those injected with
a —x component to their velocity will have the
opposite spin polarization with respect to the z
direction.

The examples given above are the spin current
analog of the two-color electrical current injection
discussed above. There should also be the possibility
of injecting a spin current with a single beam into
crystals lacking center-of-inversion symmetry.

The simple analysis presented above relies on
simple quantum mechanical ideas and calculations
using essentially nothing more than Fermi’s Golden
Rule. Yet the process involves a mixing of two
frequencies, and can therefore be thought of as a
nonlinear optical effect. Indeed, one of the key ideas
to emerge from the theoretical study of such
phenomena is that an interpretation of coherence
control effects alternate to that provided by the simple
quantum interference picture that is provided by the
usual susceptibilities of nonlinear optics. These
susceptibilities are, of course, based on quantum
mechanics, but the macroscopic viewpoint allows for
the identification and classification of the effects in
terms of 2nd order nonlinear optical effects, 3rd order
optical effects, etc. Indeed, one can generalize many
of the processes we have discussed above to a
hierarchy of frequency mixing effects or high-order
nonlinear processes involving multiple beams with
frequency nw, mo, pw... with n,m, p being integers.
Many of theses schemes require high intensity of one
or more of the beams, but can occur in a simple
semiconductor.

Coherent Control of Electrical Current Using
Single Color Beams

It is also possible to generate coherence control effects
using beams at a single frequency (w), if one focuses
on the two orthogonal components (e.g., x and y)
polarization states and uses a noncentrosymmetric
semiconductor of reduced symmetry such as a
strained cubic semiconductor or a wurtzite material
such as CdS or CdSe. In this case, interference
between absorption pathways associated with the
orthogonal components can lead to electrical current
injection given by

dJ/dt o< E°E® sin(¢%, — ¢2) (8]

Since in this process current injection is linear in
the beam’s intensity, the high intensities necessary
for two-photon absorption are not necessary.

Nonetheless, the efficacy of this process is limited by
the fact that it relies on the breaking of center-of-
inversion symmetry of the underlying crystal. It is also
clear that the maximum current occurs for circularly
polarized light and that right and left circularly
polarized light lead to a difference in sign of the
current injection. Finally, for this particular single
beam scheme, when circularly polarized light is used
the electrical current is partially spin polarized.

Conclusions

Through the phase of optical pulses it is possible to
control electrical and spin currents, as well as carrier
density, in bulk semiconductors on a time-scale that is
limited only by the rise time of the optical pulse and
the intrinsic response of the semiconductor. A few
optically based processes that allow one to achieve
these types of control have been illustrated here.
Although at one level one can understand these
processes in terms of quantum mechanical interfer-
ence effects, at a macroscopic level one can under-
stand these control phenomena as manifestations of
nonlinear optical phenomena. For fundamental as
well as applied reasons, our discussion has focused on
coherence control effects using the continuum states
in bulk semiconductors, although related effects can
also occur in quantum dot, quantum well, and
superlattice semiconductors. Applications of these
control effects will undoubtedly exploit the all-optical
nature of the process, including the speed at which the
effects can be turned on or off. The turn-off effects,
although not discussed extensively here, are related
to transport phenomena as well as momentum
scattering and related dephasing processes.
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Introduction

Conventional optical communication systems are
based on the intensity modulation (IM) of an optical
carrier by an electrical data signal and direct
detection (DD) of the received light. The simplest
scheme employs on/off keying (OOK), whereby
turning on or off, an optical source transmits a binary
1 or 0. The signal light is transmitted down an optical
fiber and at the receiver is detected by a photo-
detector, as shown in Figure 1. The resulting
photocurrent is then processed to determine if a 1
or 0 was received. In the ideal case, where a
monochromatic light source is used and where no
receiver noise (detector dark current and thermal
noise) is present, the probability of error is deter-
mined by the quantum nature (shot noise) of the
received light. In this case, the number of photons/bit
required (sensitivity) at the receiver, to achieve a bit-
error-rate (BER) of 1077, is 10. This is called the
quantum-limit. In practical receivers without an
optical preamplifier, operating in the 1.3 pm and
1.55 wm optical fiber communication windows, the
actual sensitivity is typically 10—-30 dB less than the
theoretical sensitivity. This is due to receiver noise, in
particular thermal noise. This means that the actual
sensitivity is between 100 to 10 000 photons/bit. The
capacity of IM/DD fiber links can be increased
using wavelength division multiplexing (WDM). At
the receiver the desired channel is selected using a
narrowband optical filter. Some advanced commer-
cial IM/DD systems utilize dense WDM with 50 GHz
spacing and single-channel bit rates as high as
40 Gb/s. Indeed, IM/DD systems with terabit
(10'2 bit/s) capacity are now possible.

Compared to IM/DD systems, coherent optical
communication systems have greater sensitivity and
selectivity. In the context of coherent lightwave
systems, the term coherent refers to any technique
employing nonlinear mixing between two optical
waves on a photodetector, as shown in Figure 2.
Typically, one of these is an information-bearing
signal and the other is a locally generated wave (local
oscillator). The result of this heterodyne process is a
modulation of the photodetector photocurrent at a
frequency equal to the difference between the signal
and local oscillator frequencies. This intermediate

frequency (IF) electronic signal contains the infor-
mation in the form of amplitude, frequency, or phase
that was present in the original optical signal. The IF
signal is filtered and demodulated to retrieve the
transmitted information. An automatic frequency
control circuit is required to keep the local-oscillator
frequency stable.

It is possible for the information signal to contain a
number of subcarriers (typically at microwave
frequencies), each of which can be modulated by a
separate data channel. It is a simple matter to select
the desired channel at the receiver by employing
electronic heterodyning and low pass filtering, as
shown in Figure 3. In IM/DD systems, channel
selection can only be carried out using narrowband
optical filters.

Coherent optical communications utilize tech-
niques that were first investigated in radio communi-
cations. Most of the basic research work on coherent
optical communications was carried out in the 1980s
and early 1990s, and was primarily motivated by the
need for longer fiber links using no repeaters.
Improving receiver sensitivity using coherent tech-
niques made it possible to increase fiber link spans. In
the mid-1990s, reliable optical fiber amplifiers
became available. This made it possible to construct
fiber links using optical amplifiers spaced at appro-
priate intervals to compensate for fiber and other
transmission losses.

The sensitivity of an IM/DD receiver can be greatly
improved by the use of an optical preamplifier. Indeed
the improvement is so marked that coherent tech-
niques are not a viable alternative to IM/DD in the
vast majority of commercial optical communication
systems due to their complexity and higher cost.
Moreover, because semiconductor lasers with very
precise wavelengths and narrowband optical filters
can be fabricated, the selectivity advantage of
coherent optical communications has become less
important. This has meant that the research work
currently being carried out on coherent optical
communications is very limited, and in particular,
very few field trials have been carried out since the
early 1990s.

We will review the basic principles underlying
coherent optical communications, modulation
schemes, detection schemes, and coherent receiver
sensitivity. The effects of phase noise and polarization
on coherent receiver performance will be outlined.
A brief summary of pertinent experimental results
will also be presented.
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Figure 3 Coherent detection and processing of a subcarrier modulated signal lightwave. The power spectrum of the detected signal is
shown: (a) after IF filtering; (b) after multiplication by the IF oscillator; (c) after multiplication with the subcarrier oscillator (in this case
channel 1’s carrier frequency); and (d) after low pass filtering prior to demodulation and data detection. LPF: lowpass filter.

Basic Principles

In coherent detection, a low-level optical signal field
E, is combined with a much larger power optical
signal field E; o from a local oscillator laser. E; and
E; o can be written as

E () = \J2P, cos[2 7t + ¢i(1)] [1]
Ero(t) = 2P cos[2mfiot + ¢ro(D)] [2]

where P, f,, and ¢, are the signal power, optical
frequency, and phase (including phase noise), respect-
ively. P1o, fLo, and ¢ o are the equivalent quantities
for the local oscillator. For ideal coherent detection,
the polarization states of the signal and local
oscillator must be equal. If this is the case, the

photocurrent is given by

ig(t) = R[E{(®) + ELo®)] [3]

where R is the detector responsivity. Because the
detector cannot respond to optical frequencies, we
have

ig(t) = R{P; + P10 + 2JP.Pro
X cos2mfipt + ¢y(1) — do®1}  [4]

The IF signal is centered at frequency fir = /5 — fio-
In homodyne detection f, = fio and the homodyne
signal is centered at baseband. In heterodyne detec-
tion f; # fio and the signal generated by the
photodetector is centered around fj (typically three
to six times the bit rate). The IF photocurrent is
proportional to /P, rather than P as is the case in
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direct detection, and is effectively amplified by a
factor proportional to /P o. If P; is large enough,
the signal power can be raised above the receiver
noise, thereby leading to a greater sensitivity than
possible with conventional IM/DD receivers using
p—i—n or avalanche photodiodes. Theoretically it
is possible to reach shot noise limited receiver
sensitivity although this is not possible in practice.
Homodyne optical receivers usually require less
bandwidth and are more sensitive than heterodyne
receivers but require that the local oscillator is phase
locked to the information signal. This requires an
optical phase locked loop (OPLL), which is very
difficult to design.

Modulation Schemes

The three principal modulation schemes used in
coherent optical communications; amplitude shift
keying (ASK), frequency shift keying (FSK) and phase
shift keying (PSK), are shown in Figure 4. ASK
modulation is essentially the same as the OOK
scheme used in IM/DD systems. The optical signal
is given by

E(t) = 2a(t)\J2P, cos[27fst + ¢s(£)] [5]

where a(t) =0 or 1 for transmission of a 0 or 1,
respectively. P is the average signal power, assuming
that it is equally likely that a 0 or 1 is transmitted.
ASK modulation can be achieved by modu-
lating the output of a semiconductor laser using an

WAL AR
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L

Figure 4 Modulation schemes for coherent optical communi-
cations: (a) ASK; (b) FSK; and (c) PSK.

(©)

external modulator. The most common type is based
on LiNbO; waveguides in a Mach-Zehnder inter-
ferometer configuration.

In FSK modulation, the optical frequency of the
signal lightwave is changed slightly by the digital data
stream. In binary FSK, the optical signal is given by

Ey(t) = V2P cos[2m (f, + a@Af )t + o) [6]

where a(t) = —1 or 1 for transmission of a 0 or 1,
respectively. The choice of the frequency deviation
Af depends on the available bandwidth, the bit rate
Bt and the demodulation scheme used in the receiver.
The modulation index  is given by
2Af
m = B, (7]

The minimum value of 7 that produces orthogonality
(for independent detection of the Os and 1s) is 0.5. If
m = 0.5, the signal is referred to as minimum FSK
(MFSK). When m = 2, the signal is referred to as
wide-deviation FSK, and when m < 2, as narrow-
deviation FSK. Wide-deviation FSK receivers are
more resilient to phase noise than narrow-deviation
FSK receivers. FSK modulation can be achieved using
LiNbOj external modulators, acoustic optic modu-
lators and distributed feedback semiconductor lasers.
The phase of the lightwave does not change between
bit transitions.

In PSK modulation, the digital data stream changes
the phase of the signal lightwave. In binary PSK the
optical signal is given by

Eq(t) = 2P, cos[27f.t + a(t)0 + g L o] (8]

where a(t) = —1 or 1 for transmission of a 0 or 1,
respectively. The phase shift between a 0 and 1 is
0+ m/2. Most PSK schemes use 6= m/2. PSK
modulation can be achieved by using an external
phase modulator or a multiple quantum well electro-
absorption modulator.

Detection Schemes

There are two classes of demodulation schemes:
synchronous and asynchronous. The former exploits
the frequency and phase of the carrier signal to
perform the detection. The latter only uses the
envelope of the carrier to perform the detection. In
the following we review the principal demodulation
schemes.

PSK Homodyne Detection

In an ideal PSK homodyne receiver, shown in Figure 5,
the signal light and local oscillator have identical
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optical frequency and phase. If the resulting baseband
information signal is positive, then a 1 has been
received. If the baseband information signal is
negative, then a 0 bit has been received. This scheme
has the highest theoretical sensitivity but requires an
OPLL and is also highly sensitive to phase noise.

ASK Homodyne Detection

An ideal ASK homodyne receiver is identical to an
ideal PSK homodyne receiver. Because the baseband
information signal is either zero (0 bit) or nonzero
(1 bit), the receiver sensitivity is 3 dB less than the
PSK homodyne receiver.

PSK Heterodyne Synchronous Detection

Figure 6 shows an ideal PSK synchronous heterodyne
receiver. The IF signal is filtered by a bandpass filter,
multiplied by the phase locked reference oscillator to
move the signal to baseband, low pass filtered and
sent to a decision circuit that decides if the received

bit is a 0 or 1. The receiver requires synchronization
of the reference oscillator with the IF signal. This is
not easy to achieve in practice because of the large
amount of semiconductor laser phase noise.

ASK Heterodyne Synchronous Detection

This scheme is basically the same as the PSK
heterodyne detection and is similarly difficult to
design.

FSK Heterodyne Synchronous Detection

This scheme is shown in Figure 7 for a binary FSK
signal consisting of two possible frequencies f; =
fe —Af and f, =f,+ Af. There are two separate
branches in which correlation with the two possible
IF signals at f; and f; is performed. The two resulting
signals are subtracted from each other and a decision
taken on the sign of the difference. Because of the
requirement for two electrical phase locked loops, the
scheme is not very practical.
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ASK Heterodyne Envelope Detection

In this scheme, shown in Figure 8, the IF signal is
envelope detected to produce a baseband signal
proportional to the original data signal. The output
of the envelope detector is relatively insensitive to
laser phase noise.

FSK Heterodyne Dual-Filter Detection

In this scheme, shown in Figure 9, two envelope
detectors are used to demodulate the two possible IF
signals at f; and f, and a decision taken based on the
outputs. The scheme is tolerant to phase noise and
can achieve high sensitivity. However, it needs high-
bandwidth receiver electronics because a large
frequency deviation is required.

FSK Heterodyne Single-Filter Detection

This scheme omits one branch of the FSK heterodyne
dual-filter receiver and performs a decision in the
same way as for the ASK heterodyne envelope
detection. Because half the power of the detected
signal is not used, the sensitivity of the scheme is 3 dB
worse than the dual-filter scheme.

CPFSK Heterodyne Differential Detection

This scheme, shown in Figure 10, uses the continuous
phase (CP) characteristic of an FSK signal, i.e., there
is no phase discontinuity at bit transition times. After
bandpass filtering, the IF photocurrent is

ip(t) = A cos{27(fip + a(t)Af)]t} [9]

where A = R\/P P . The output from the delay-line
demodulator, after low pass filtering to remove the
double IF frequency term, is

2

x(t) = A—cos{ZTr[f[F + a(®)Af]7)

> [10]

The function of the delay-line demodulator is to act
as a frequency discriminator. We require that x(¢) is
a maximum when a(#) =1 and a minimum when
a(t) = —1. This is the case if the following relations
are satisfied:

27 (fip + Af)r = 2wk [11]

27 (fir — AHT= 2k — D7, k an integer
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Hence, we require that

1

Afr= = 12
fr 2 [12]

1 .

firT= [k Y ], k integer
In terms of the modulation index we have
1

T= o B, [13]

The above equation shows that it is possible to
decrease the value of 7 required by increasing i,
thereby reducing the sensitivity of the receiver to
phase noise. The minimum value of 72 possible is 0.5.
This scheme can operate with a smaller modulation
index compared to the dual-filter and single-filter
schemes for a given bit rate, thereby relaxing the
bandwidth requirements of the receiver electronics.

DPSK Heterodyne Differential Detection

In differential phase shift key (DPSK) modulation, a 0
is sent by changing the phase of the carrier by 7 with
respect to the previous signal. A 1 is sent by not
changing the phase. The receiver configuration is
identical to the CPFSK heterodyne differential detec-
tion receiver, except that the time delay 7is equal to
the inverse of the data rate. Compared to other PSK
detection schemes, DPSK differential detection is
relatively simple to implement and is relatively
immune to phase noise.

Coherent Receiver Sensitivity

The signal-to-noise ratio . of an ideal PSK homo-
dyne receiver, in the shot-noise limit, is given by
_ 2RP,

eB.

Ye (14]
where B, is the receiver bandwidth. The detector
responsivity is given by

rR=1¢

hf
where 7 is the detector quantum efficiency (=1). The
average signal power P, = N hf B, where Nj is the

average number of photons per bit. If it is assumed
that B, = By, then

(15]

Ye = 2N, [16]

The actual detected number of photons per bit
NR = nNsa SO

Ye = 2I\IR [17]

If the noise is assumed to have a Gaussian distri-
bution, then the bit error rate (BER) is given by

BER = %erfc(\/ZTR)

where erfc is the complementary error function;
erfc(x) = efle(xﬁ) for x > 5. The receiver sensi-
tivity for a BER = 10~? is 9 photons/bit.

BER expressions and sensitivity for the demodula-
tion schemes discussed above are listed in Table 1.
The sensitivity versus Ny is plotted for some of the
demodulation schemes in Figure 11. The received
signal power required for a given BER is proportional
to Br. This dependency is shown in Figure 12 for
some of the demodulation schemes.

(18]

Table 1 Shot-noise limited BER expressions and sensitivity for
coherent demodulation schemes

Modulation scheme BER Sensitivity
(photons/bit)
Homodyne
PSK Lerfc(/2Ng) 9
ASK 1 erfc(, /NR) 18 (peak 36)
Synchronous heterodyne
PSK %erfc(, /NR) 18
ASK %erfc( % ) 36 (peak 72)
FSK %erfc(,l%) 36
Asynchronous heterodyne N
ASK (envelope) ;exp(— 7“ ) 40 (peak 80)
) 1 _Ns
FSK (dual-filter) 3Exp > 40
FSK (single-filter) %exp(f % ) 80
Differential detection
CPFSK 1exp(—NR) 20
DPSK Sexp(—Ng) 20
1078
1076
0 109
Y
10712
—15
10 5 20
N, (dB)
Figure 11 Shot-noise limited BER versus number of received

photons/bit for various demodulation schemes: (a) PSK homo-
dyne; (b) synchronous PSK; (c) synchronous FSK; (d) ASK
envelope; (e) FSK dual-filter; and (f) CPFSK and DPSK.
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Phase Noise

A major influence on the sensitivity possible with
practical coherent receivers is laser phase noise,
which is responsible for laser linewidth (3 dB
bandwidth of the laser power spectrum). The effect
of phase noise on system performance depends on the
modulation and demodulation scheme used. In
general, the effects of phase noise are more severe in
homodyne and synchronous heterodyne schemes
than in asynchronous schemes. If Ay is the beat
linewidth (without modulation present) between the
signal and local oscillator lasers, the normalized beat
linewidth Av is defined as

Ay

Av= B, [19]
where Awygp is the IF phase noise bandwidth.
Semiconductor lasers usually have a Lorentzian
spectrum in which case Ay is equal to the sum of
the signal and local-oscillator laser linewidths. The
requirements placed on Av become less severe as the
bit rate increases. Table 2 compares the Av require-
ment for a 1 dB power penalty at a BER of 10~ for

=50
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P, (dBm)
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Figure 12 Required signal power versus bit rate for a
BER = 10"° for various shot-noise limited demodulation
schemes: (a) PSK homodyne; (b) ASK envelope; and (c)
CPFSK. The signal wavelength is 1550 nm and the detector is
assumed to have unity quantum efficiency.

Table 2 Required normalized beat linewidth at 1dB power
penalty for a BER = 107° for various modulation/demodulation
schemes

Modulation scheme Av (%)

Homodyne PSK 6 x 10~ * (balanced loop)
0.01 (decision-driven loop)
Synchronous  PSK 0.2-0.5
heterodyne
Asynchronous PSK 0.3-0.7
heterodyne ASK (envelope) 3
FSK (dual-filter) 10-20
Differential CPFSK 0.33 (m=0.5)
detection 0.66 (m=1.0)
DPSK 0.33

some of the principal modulation/demodulation
schemes.

PSK Homodyne Detection - Phase Locked Loop
Schemes

Practical homodyne receivers require an OPLL to
lock the local-oscillator frequency and phase to that
of the signal lightwave. There are a number of OPLL
schemes possible for PSK homodyne detection,
including the balanced PLL, Costas-type PLL and
the decision-driven PLL.

The balanced PLL scheme, shown in Figure 13,
requires that the PSK signal uses a phase shift of less
than 7 between a 0 and 1, E¢(¥) and E;o(#) can be
written as

E((t) = /2P, cos[277fot + a0+ dny@® + g ] [20]

Epo(t) = 2P ¢ cos[2afyt 4+ dn1o(D)] [21]

where f; is the common signal and local oscillator
optical frequency and ¢n(2) and ¢y o(t) are the
signal and local oscillator phase noise, respectively.
When 6 # /2, E((t) contains an unmodulated carrier
component (residual carrier) in quadrature with the
information-bearing signal. E (#) and E;o(¥) are
combined by an optical 180° hybrid. The output
optical signals from the 7-hybrid are given by

1

Ei(t) = 7 [Es() + ELo(D)] [22]
1
Ey(t) = —=[Es(t) — Ero()] [23]

NG

The voltage at the output of the summing circuit is
given by

v (t) = 2RR/P.P; pla(t)sin 6 cos[p.(1)]

+ cos O sin[¢.(1)]} [24]

where the photodetectors have the same responsivity
and load resistance Ry . The phase error is given by

Pe(t) = Pns(D) — P Lo(®) — Pe(B)

& (¢) is the controlled phase determined by the
control signal v.(¢) at the output of the loop filter.
v, contains two terms; an information-bearing signal
proportional to sin 6, which is processed by the data
detection circuit, and a phase error signal pro-
portional to cos 6 used by the PLL for locking. The
power penalty, due to the residual carrier trans-
mission, is 10 logo(1/sin” 6) dB.

This scheme is not practical because the Aw
needed for a power penalty of <1 dB is typically less
than 10>, This would require that Ay < 10 kHz for

[25]
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Figure 14 PSK decision-driven PLL.

a data rate of 1 Gb/s. The narrow signal and local-
oscillator linewidths required are only achievable with
external cavity semiconductor lasers.

The Costas-type and decision-driven PLLs also
utilize 7-hybrids and two photodetectors but as they
have full suppression of the carrier (8 = 7/2), non-
linear processing of the detected signals is required to
produce a phase error signal that can be used by the
PLL for locking. In the decision-driven PLL, shown in
Figure 14, the signal from one of the photodetector
outputs is sent to a decision circuit and the output of
the circuit is multiplied by the signal from the second
photodetector. The mixer output is sent back to the
local oscillator laser for phase locking. The Aw
required for a power penalty of <1dB is typically
less than 2x 1074 This is superior to both the
balanced PLL and Costas-type PLL receivers.

Heterodyne Phase Locking

In practical synchronous heterodyne receivers phase
locking is performed in the electronic domain
utilizing techniques from radio engineering. In the
PSK case, electronic analogs of the OPLL schemes
used in homodyne detection can be used. Synchro-
nous heterodyne schemes have better immunity to
phase noise than the homodyne schemes.

Asynchronous Systems

Asynchronous receivers do not require optical or
electronic phase locking. This means that they are less

sensitive to phase noise than synchronous receivers.
They do have some sensitivity to phase noise because
IF filtering leads to phase-to-amplitude noise
conversion.

Differential Detection

Differential detection receivers have sensitivities to
phase noise between synchronous and asynchronous
receivers because, while they do not require phase
locking, they use phase information in the received
signal.

Phase-Diversity Receivers

Asynchronous heterodyne receivers are relatively
insensitive to phase noise but require a much higher
receiver bandwidth for a given bit rate. Homodyne
receivers only require a receiver bandwidth equal to
the detected signal bandwidth but require an OPLL,
which is difficult to implement. The phase diversity
receiver, shown in Figure 15, is an asynchronous
homodyne scheme, which does not require the use of
an OPLL and has a bandwidth approximately equal
to synchronous homodyne detection. This is at the
expense of increased receiver complexity and reduced
sensitivity compared to synchronous homodyne
detection. The phase-diversity scheme can be
used with ASK, DPSK, and CPFSK modulation.
ASK modulation uses an squarer circuit for the
demodulator component, while DPSK and CPFSK
modulation use a delay line and mixer.
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Figure 15 Multiport phase-diversity receiver. PD: photodetector.

In the case of ASK modulation, the outputs of the
N-port hybrid can be written as

2mk

a(t)y/2P, cos[Zﬂfst +os(t) + N

1
E(t)= W{
++4/2P o cos[2af ot + dro(?)] }

k=1,2,...,.N, N=3 [26]

For N =2, the phase term is 7/2 for k= 2. The voltage
input to the k-th demodulator (squarer), after the dc
terms have been removed by the blocking capacitor, is
given by

L

RR
v = al)—

2{PP1o COS[ZW(fs —fLo0)
2k

<]

These voltages are then squared and added to give an
output voltage

UL(t)Za(T) 4P.Proa(t) > 1 14cos| 4m
k=1

) =

where a is the squarer parameter. The lowpass filter at
the summing circuit output effectively integrates vy (¢)
over a bit period. If 2(f, — fLo) < Bt and the difference
between the signal and local oscillator phase noise is
small within a bit period, then the input voltage to the
decision circuit is

+ &) — dro(t) + [27]

4k
X(fs _fLo>t+2¢s(t) —2¢Lo(f)+%

RRp)*
v (=T 4P, oa() 129]
which is proportional to the original data signal.
In shot-noise limited operation, the receiver sensi-

tivity is 3 dB worse than the ASK homodyne case.

DPSK and CPFSK
demodulator

The scheme is very tolerant of laser phase noise. The
Av for a power penalty of <1 dB is of the same order
as for ASK heterodyne envelope detection.

Polarization

The mixing efficiency between the signal and local-
oscillator lightwaves is a maximum when their
polarization states are identical. In practice the
polarization state of the signal arriving at the receiver
is unknown and changes slowly with time. This
means that the IF photocurrent can change with time
and in the worst case, when the polarization states of
the signal and local-oscillator are orthogonal, the IF
photocurrent will be zero. There are a number of
possible solutions to this problem.

1. Polarization maintaining (PM) fiber can be used in
the optical link to keep the signal polarization
from changing. It is then a simple matter to adjust
the local-oscillator polarization to achieve opti-
mum mixing. However, the losses associated with
PM fiber are greater than for conventional single-
mode (SM) fiber. In addition most installed fiber is
SM fiber.

An active polarization controller, such as a fiber
coil using bending-induced birefringence, can be
used to ensure that the local-oscillator polariz-
ation tracks the signal polarization.

. A polarization scrambler can be used to scramble
the polarization of the transmitted signal at a
speed greater than the bit rate. The sensitivity
degradation due to the polarization scrambling is
3 dB compared to a receiver with perfect polariz-
ation matching. However, this technique is only
feasible at low bit rates.

The most general technique is to use a polariz-
ation-diversity receiver, as shown in Figure 16.
In this scheme, the signal light and local-oscillator
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Figure 16 Polarization-diversity receiver.

Table 3 General comparisons between various modulation/demodulation schemes. The sensitivity penalty is relative to ideal

homodyne PSK detection

Modulation/demodulation scheme Sensitivity penalty (dB)

Immunity to phase noise

IF bandwidth/bit rate  Complexity

Homodyne PSK 0 Very poor 1 Requires an OPLL

Synchronous 3 Poor 3-6 Requires electronic
heterodyne PSK phase locking

Asynchronous 6.5 Excellent 3-6 High bandwidth IF
heterodyne FSK circuits and two

(dual-filter) envelope detectors

required

Differential detection 3.5 Moderate ~2 Relatively simple
CPFSK

DPSK 3.5 Moderate ~2 Relatively simple

are split into orthogonally polarized lightwaves by
a polarization beamsplitter. The orthogonal com-
ponents of the signal and local-oscillator are
separately demodulated and combined. The
resulting decision signal is polarization indepen-
dent. The demodulator used depends on the
modulation format.

Comparisons Between the Principal
Demodulation Schemes

General comparisons between the demodulation
schemes discussed above are given in Table 3. FSK
modulation is relatively simple to achieve. FSK
demodulators have good receiver sensitivity and low
immunity to phase noise. PSK modulation is also
easy to achieve and gives good receiver sensitivity.
ASK modulation has no real merit compared to FSK
or PSK.

In general, homodyne schemes have the best
theoretical sensitivity but require optical phase lock-
ing and are very sensitive to phase noise. Phase
diversity receivers are a good alternative to homo-
dyne receivers, in that they do not require an OPLL.
Asynchronous heterodyne receivers have similar
sensitivities to synchronous receivers but are much
less complex. However, they require an IF bandwidth
much greater than the data rate.

Differential detection schemes have good receiver
sensitivity, do not require wide bandwidth IF circuits

Table 4 Coherent systems experiments. The penalty is with
respect to the theoretical sensitivity

Receiver Bit rate  Sensitivity (dBm) Penalty
(Mb/s) (dB)
aBm Photons/bit
ASK 400 —47.2 365 9.7
FSK (dual-filter) 680 —-39.1 1600 16
CPFSK (m=0.5) 1000 -37 1500 18.6
differential 4000 —-31.3 1445 18.6
detection
DPSK 400 —53.3 451 3.5
2000 -39.0 480 13.8

and have moderate immunity to phase noise. The
advantage of CPFSK over DPSK is that the immunity
to phase noise can be increased by increasing the FSK
modulation index.

Polarization diversity receivers can be used with
any modulation/demodulation scheme and offer the
most general approach to overcoming polarization
effects.

System Experiments

Most coherent communication system experiments
date from the 1980s and early 1990s and were based
on the technology available at that time. This
restricted the bit rates possible to typically <4 Gb/s.
Some coherent systems experimental results obtained
around this time are listed in Table 4. All of the
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listed experimental trials used lasers (usually external
cavity lasers) with negligible phase noise in the
1550 nm region. It can be seen that the measured
sensitivities deteriorate at higher bit rates. This is
attributable to the nonuniform response and band-
width limitations of the modulator, photodetector,
and demodulator. There is no doubt that the
performance could be improved by the use of current
optoelectronic technologies.

Conclusion

Coherent optical communication systems offer the
potential for increased sensitivity and selectivity
compared to conventional IM/DD systems. However,
coherent optical receivers are more complex and have
more stringent design parameters compared to IM/DD
receivers. Moreover, advances in optoelectronic com-
ponent design and fabrication along with the advent of
reliable optical amplifiers has meant that coherent
systems are not a viable alternative to IM/DD systems
in the vast majority of optical communication systems.
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Introduction

Optical spectroscopy is a method that allows one
to determine atomic and molecular transition

frequencies, as well as relaxation rates in atomic
and molecular vapors. The transition frequencies
serve as ‘fingerprints’ that can be used to identify and
classify atoms and molecules. Optical spectroscopic
methods fall into two broad categories, continuous
wave (cw) or stationary spectroscopy and time-
dependent or transient spectroscopy. In cw spectro-
scopy, the absorption or emission line shapes are
measured as a function of the frequency of a probe
field. On the basis of theoretical line shape formulas,
it is then possible to extract the relevant transition
frequencies and relaxation rates from the line shapes.
In transient optical spectroscopy, pulsed optical
fields are used to create atomic state populations or
coherences between atomic states. Following the
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excitation, the time-evolution of the atoms is mon- The atom-field interaction potential is
itored, from which transition frequencies and relax-
ation rates can be obtained. VR, = —n-ER,?) (3]

The earliest coherent transient effects were
observed with atomic nuclear spins in about 1950
by H C Torrey, who discovered transient spin
nutation, and by E L Hahn who detected spin echoes
and free induction decay (FID). The optical analogs of
these and other nuclear magnetic resonance (NMR)
effects have now been detected using either optical
pulses or techniques involving Stark or laser fre-
quency switching.

In this brief introduction to coherent optical
transients, several illustrative examples of coherent
transient phenomena are reviewed. The optical Bloch
equations are derived and coupled to Maxwell’s
Equations. The Maxwell-Bloch formalism is used to
analyze free precession decay, photon echoes, stimu-
lated photon echoes, and optical Ramsey fringes.
Experimental results are presented along with the
relevant theoretical calculations. In addition, coher-
ent transient phenomena involving quantized matter
waves are discussed. Although the examples con-
sidered in this chapter are fairly simple, it should be
appreciated that sophisticated coherent transient
techniques are routinely applied as a probe of
complex structures such as liquids and solids or as a
probe of single atoms and molecules.

Optical Bloch Equations

Many of the important features of coherent optical
transients can be illustrated by considering the
interaction of a radiation field with a two-level
atom. The lower state 11) has energy —#wy/2 and
upper state 12) has energy fiwy/2. For the moment, the
atom is assumed to be fixed at R=0 and all
relaxation processes are neglected. The incident
electric field is

ER =0,t) = %e[E(t)e*"‘”’f + E(t)e™"] (1]

where E(#) is the field amplitude, € is the field
polarization and w is the carrier frequency. The time
dependence of E(#) allows one to consider pulses
having arbitrary shape. A time-dependent phase for
the field could have been included, allowing one to
consider the effect of arbitrary frequency ‘chirps,” but
such effects are not included in the present discussion.
It is convenient to expand the atomic state wave
function in a field interaction representation as

lW(B)) = 1 (D) 11) + ¢y (e " ?12) [2]

where w is a dipole moment operator. When eqn [2] is
substituted into Schrodinger’s equation and rapidly
varying terms are neglected (rotating-wave approxi-
mation), one finds that the state amplitudes evolve
according to

. . =8 Qo)
md —fe =g O [4]
dr Qo) &
where c is a vector having components (¢, ¢,)
80 =Wy — w [5]

is an atom-field detuning

220 _ M 25()

Q1) =
o(®) h '\ eoc

(6]

is a Rabi frequency, u = (1lu-el2) = Qlu-ell) is a
dipole moment matrix element, g, is the permittivity
of free space, and S(#) is the time-averaged Poynting
vector of the field. Equation [4] can be solved
numerically for arbitrary pulse envelopes.

Expectation values of physical observables are
conveniently expressed in terms of density matrix
elements defined by

pij = ¢ic; (71

which obey equations of motion

pr1 = —iQo(®)(p21 — p12)/2

P22 = iQ(t)(p21 — p12)/2

P12 = —iQo(D(p22 — p11)/2 +i8op12
P21 = iQo(®)(p22 — p11)/2 — i8opaa

(8]

An alternative set of equations in terms of real
variables can be obtained if one defines new
parameters

u=pp+P; pr2 = (u+iv)/2
v=1i(py — pr2); po1=m—iv)/2 (9]
W= py ~ Pi1; prp = (m+w)/2
m = p11 + P2} p11 = (m — w)/2
which obey
un= —801/
) = Sou — Oyt
.U oU o(Hw [10]
w = Qy(tw
m=0
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The last of these equations reflects the fact that p;q +
p>> = 1, while the first three can be rewritten as

U=0@7 xU [11]
where the Bloch vector U has components (u, v, w)
and the pseudofield vector Q(t) has components
[QO(t)’ 09 6O]

Equations [8] or [10] constitute the optical Bloch
equations without decay. The vector U has unit
magnitude and traces out a path on the Bloch sphere
as it precesses about the pseudofield vector. The
component w is the population difference of the two
atomic states, while # and v are related to the
quadrature components of the atomic polarization
(see below).

Equations [8] and [10] can be generalized to
include relaxation. A simplified relaxation scheme
that has a wide range of applicability is one in which
state 2 decays spontaneously to state 1 with rate v,,
while the relaxation of the coherence p;, is charac-
terized by a complex decay parameter I'y,, resulting
from phase-changing collisions with a background
gas. When such processes are included in eqn [8], they
are modified as

p11 = —io(®)(p21 — p12)2 + vap22 [12a]
P22 = i) (P21 — P12)12 = vap22 [12b]
pr2 = —i(@)(p2 — p11)/2 — yp12 +ip1a  [12c]
P21 = Qo) (P22 = p11)/2 = Ypy1 — i8py  [12d]

where y = v,/2 + Re(I',) and the detuning § = &, —
Im(I"y,) is modified to include the collisional shift.
With the addition of decay, the length of the Bloch
vector is no longer conserved. The quantity vy, is
referred to as the longitudinal relaxation rate. More-
over, one usually refers to T; = y; ! as the longitudi-
nal relaxation time and T, = y~! as the transverse
relaxation time. In the case of purely radiative
broadening, v, = 2y and T} = T,/2.

Maxwell-Bloch Equations

As a result of atom-field interactions, it is assumed
that a polarization is created in the medium of the
form

1 o . o
P(R,t):EE[P(Z’ t)el[kZ wt]+P (Z,te i[kZ mt]]

[13]

which gives rise to a signal electric field of the form

ER,t) = %8[153(2’ f)elkZ ol | EXNZ, t)e*i[szwt]]
[14]

The z-axis has been chosen in the direction of k.
It follows from Maxwell’s equations that the quasi-
steady-state field amplitude is related to the
polarization by

VE(Z,t) ik

o7 = . P(Z,t) [15]
To arrive at eqn [15], it is necessary to assume that
transverse field variations can be neglected, that the
phase matching condition k = w/c is met, and that
the complex field amplitudes P(Z,t) and E/(Z,?)
vary slowly in space compared with e*? and
slowly in time compared with e

The polarization P(R,t), defined as the average
dipole moment per unit volume, is given by the

expression
PR, ?) :N[I-’Ql (p12(Z. ty)e” 171

+ palpn (Z. )] (6]
where /" is the atomic density and p;,(Z,#) and
p1(Z, 1) are single-particle density matrix elements
that depend on the atomic properties of the medium.
As such, eqn [16] provides the link between
Maxwell’s equations and the optical Bloch equations.
The () brackets in eqn [16] indicate that there may be
additional averages that must be carried out.
For example, in a vapor, there is a distribution of
atomic velocities that must be summed over, while, in
a solid, there may be an inhomogeneous distribution
of atomic frequencies owing to local strains in the
media. By combining eqns [9], [13], [15] and [16],
and using the fact that p= uiy'e = uy;-e, one
arrives at

IE(Z,1) _ ikNp
Z e (p21(Z, 1))
_NB g -z 07
280

which, together with eqn [12], constitute the Max-
well-Bloch equations. From eqn [17], it is clearly
seen that the coherence (p,{(Z,¢)) drives the signal
field. If (py1(Z,1)) is independent of Z, the inten-
sity of radiation exiting a sample of length L is
proportional to

kw[,LLz
&

(18]

I(L,t) = Kpa1 (£
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Alternatively, the outgoing field can be heterodyned The density matrix elements evolve as
with a reference field to extract the field amplitude ! ! ! ;
rather than the field intensity. P11 = Y2P225 P2 = T Y2P225 [22]

Coherent Transient Signals

The Maxwell-Bloch equations can be used to
describe the evolution of coherent transient signals.
In a typical experiment, one applies one or more
‘short’ radiation pulses to an atomic sample and
monitors the radiation field emitted by the atoms
following the pulses. A ‘short’ pulse, is one satisfying

187, kut, yr, ;1< 1 [19]

where 7 is the pulse duration. Conditions [19] allow
one to neglect any effects of detuning (including
Doppler shifts or other types of inhomogeneous
broadening) or relaxation during the pulse’s action.
The evolution of the atomic density matrix during
each pulse is determined solely by the pulse area

defined by

0= J'oo Qo(t)dt [20]

In terms of density matrix elements in a standard
interaction representation defined by

Pl = —vphas phi = —yphy

A coherent transient signal is constructed by
piecing together field interaction zones and free
evolution periods. There are many different types of
coherent transient signals. A few illustrative examples
are given below.

Free Polarization Decay

Free polarization decay (FPD), also referred to as
optical FID, is the optical analog of free induction
decay (FID) in NMR. This transient follows prep-
aration of the atomic sample by any of three methods:
(1) an optical pulse resonant with the atomic transi-
tion; (2) a Stark pulse that switches the transition
frequency of a molecule (atom) into resonance with
an incident cw laser beam; or (3) an electronic pulse
that switches the frequency of a cw laser into
coincidence with the molecular (atomic) transition
frequency. In methods (2) and (3), the FPD emission
propagates coherently in the forward direction along
with the cw laser beam, automatically generating a
heterodyne beat signal at a detector that can be orders
of magnitude larger than the FPD signal. The FPD
field intensity itself exiting the sample is equal to

2
I —ilkZ+8 I i[kZ+5 RN L 2
pi2 = prpe W pyy = pyr e, I(L,?) = ( = ) Kp21 (1))
0
[ i
P22 = P22 P11 = P11 BN UL 2 2
= ( K= gin 0) Jddev)eﬂy_i(Mkv)]t
the change in density matrix elements for an 2e9
interaction occurring at time T; is given by [23]
L\t . _ . c o id(T) i —id(T)) ;
ol 1+ cos 6 1 —cos 6 isin g isin ;e i o\ -
oy 1 1 — cos 6, 1+ cos 6, —isin 6 ¢ ) isin G,e_iq)(Tf) ohy 1)
i isin O,e_i(l’(Tf) —isin F)ie_i(r’(T/) 1+ cos 6; (1 — cos Oi)e_Zi(I)(T’) ph
1 .. i : .. i : i 1
P21 —isin ()je’q)(Tf) isin 6; ¢ (1= cos 0/)621(1)(T’> 1+ cos 6, P21
where T superscripts refer to times just before and
after the pulse For a Maxwellian velocity distribution
O(T)) = k-R(T)) + 8T; ,
Wo(v) = e [24]

6; is the pulse area, and v is the atomic velocity.
Between pulses, or following the last pulse, the atoms
evolve freely in the absence of any applied fields.

where u is the most probable atomic speed, one finds

EN L
I(L,t)z( 28“‘

2
sin 0) o 20t (kut)?12 [25]
0
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Figure 1 Pulse sequence and signal intensity for free
precession decay. In this and subsequent figures, time is
measured in units of 2/ku.

If ku>> vy, the signal decays mainly owing to
inhomogeneous broadening, as shown in Figure 1.
Owing to different Doppler shifts for atoms having
different velocities, the optical dipoles created by the
pulse lose their relative phase in a time of order T; =
2/ku. The FPD signal can be used to measure T,
which can be viewed as an inhomogeneous, transverse
relaxation time. At room temperature ku/7yis typically
of order of 100.

When FPD signals are observed using laser
frequency switching, method 3 above, the cw field
can modify the molecular velocity distribution,
exciting only those atoms having k-v=—5§=* v/,
where v’ is a power broadened homogeneous width.
In the linear field regime, the FPD signal again decays
on a time scale of order (ku)™!, since the velocity
distribution is unchanged to first order in the field
amplitude. When one considers nonlinear inter-
actions with the field, however, the cw field excites
a narrow velocity subclass that is no longer subject to
inhomogeneous broadening. These atoms give rise to
a contribution to the FPD signal that decays with rate
T; ! = (y+v'). Thus by using nonlinear atom-field
interactions, one can extract homogeneous decay
rates in situations where there is large inhomo-
geneous broadening. The price one pays is that only
a small percentage of the atoms (those having
velocities for which the applied field is resonant)
contribute to the signal.

A FPD signal obtained on the D, transition in Cs is
shown in Figure 2, where T; = 1.4 ns. Oscillations in
the signal originate from ground state hyperfine
splitting. Figure 3 represents a FPD signal obtained
in NH,D at 10.6 pm using the method of Stark
switching with cw state preparation. The oscillations
are the heterodyne beat signal while the slowly
varying increase in the signal is the result of optical
nutation of molecules switched into resonance by the

—D >Q —®»

9192 MHZ

200 400

Delay-time [ps]

Figure 2 Optical free precession decay in Cs using an
excitation pulse having 20 ns duration. Reproduced with
permission from Lehmitz H and Harde H (1986) In: Prior Y, Ben-
Reuven A and Rosenbluh M (eds) Methods of Laser Spec-
troscopy, pp. 109—112. New York: Plenum.

<<—— Absorption

Time (usec)

Figure 3 Optical free precession in NH,D using the Stark
switching technique. Reproduced with permission from Brewer
RG and Shoemaker RL (1972) Optical free induction decay.
Physical Review A 6: 2001. Copyright (1972) by the American
Physical Society.

Stark pulse. The FPD signal manifests itself as a
reduction of the amplitude of the oscillation with
time. This amplitude decays with the (power-broa-
dened) homogeneous decay rate 7y'.

Photon Echo

Although the FPD signal produced by short excitation
pulses decays in a time of order (ku)™ !, the coherence
of individual atoms decays in a much longer time, T,.
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Figure 4 Pulse sequence and signal intensity for the photon
echo.

The question arises as to whether it is possible to
bring all the atomic dipoles back into phase so they
can radiate a coherent signal. The photon echo
accomplishes this goal, although it has very little to
do with either photons or echoes. The pulse sequence
and echo signal are shown in Figure 4. The first pulse
creates a phased array of dipoles, which begin to
dephase owing to inhomogeneous broadening. At
time T,; the second pulse provides a nonlinear
interaction that couples p;, and p;;. As a result of
the second pulse, the dipoles begin a rephasing
process that is completed at time ¢ = 2T,;. The
‘echo’ appears at this time. The echo intensity exiting
the sample is

EN WL\
I(L,t) = (T,u) Kpa1 (1))

2

L

— (Wi"sm Blsinz(Gz/Z))
280

X ¢ 4T e—kzuz(t—ZTz])Z/Z

[26]

If the echo intensity is measured as a function of
T,1, one can extract the homogeneous decay rate y =
T;;'. It is interesting to note that the echo intensity
near t = 2T,; mirrors the FPD intensity immediately
following the first pulse. For experimental reasons, it
is often convenient to use a different propagation
vector for the second pulse. If k; and k, are
propagation vectors of the first and second pulses,
the echo signal is in the direction k =2k, —k;,
provided k, — k;I/k; < 1.

The echo signal is sensitive only to p,1(¢) and py,(?)
in the entire time interval of interest. Any interaction
that results in a degradation of the dephasing—
rephasing process for these density matrix elements
leads to a decrease in the echo intensity. As such, echo
signals can serve as a probe of transverse relaxation.

Transverse relaxation generally falls into two broad
categories. First, there are dephasing processes which
produce an exponential damping of the coherences
and contribute to . Second there is spectral diffusion;
in a vapor, spectral diffusion is produced by velocity-
changing collisions that change the effective field
frequency seen by the atoms owing to the Doppler
effect. Such terms enter the optical Bloch equations as
integral terms, transforming the equations into
differentio-integral equations. In general, the phase-
changing and velocity-changing aspects of collisions
are entangled; however, if the collisional interaction is
state-independent, as it is for some molecular
transitions, then collisions are purely velocity-chan-
ging in nature, leading to an echo that decays
exponentially as T3, for early times and T,; for
later times. For electronic transitions, collisions are
mainly phase-changing in nature, but there is a
velocity-changing contribution that persists in the
forward diffractive scattering cone. Photon echo
techniques are sufficiently sensitive to measure the
relaxation caused by such diffractive scattering.

The photon echo was first observed by NA Kurnit
and co-workers, using a pulsed ruby laser (Figure 5).
In Stark switching experiments, the photon echo
follows two Stark pulses as shown in Figure 6. The
effects of velocity-changing collisions on the photon
echo signal in a CH3F molecular vapor is represented
in Figure 7. The signal exhibits exponential decay
varying as T3, for early times and T, for later times.
A theoretical interpretation of the observed echo
decay permits a determination of the binary collision
parameters for CHj3F, namely, the characteristic
velocity jump Au,, =200cms ! and the cross

section of o= 580 A2.

Figure 5 A photon echo signal from ruby. Time increases to the
right with a scale of 100 ns/division. The pulse on the right is the
echo signal, while the first two pulses are the (attenuated) input
pulses. Reprinted with permission from Kurnit NA, Abella ID and
Hartmann SR (1964) Observation of a photon echo. Physical
Review Letters 13: 567. Copyright (1964) by the American
Physical Society.
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Figure 6 A photon echo signal in "®CHsF using the Stark
switching method. The third pulse in trace (a) is the echo
heterodyne beat signal. This signal is preceded by ‘nutation’
transient signals following each of the two Stark pulses shown in
trace (b). Reprinted with permission from Brewer RG and
Shoemaker RL (1971) Photo echo and optical nutation in
molecules. Physical Review Letters 27: 631. Copyright (1971)
by the American Physical Society.
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Figure 7 Decay of the photon echo signal in '*CHsF as a
function of pulse separation. Reprinted with permission from
Schmidt J, Berman PR and Brewer RG (1973) Coherent transient
study of velocity-changing collisions. Physical Review Letters
31: 1103. Copyright (1973) by the American Physical Society.
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Figure 8 Pulse sequence and signal intensity for the stimulated
photon echo.

Stimulated Photon Echo

In contrast to conventional photon echoes, stimulated
photon echoes can be used to simultaneously measure
both transverse and longitudinal relaxation times.
Stimulated photon echoes have become an important
diagnostic probe of relaxation in condensed matter
systems as well as atomic vapors. The pulse sequence
is shown in Figure 8 and consists of three pulses,
having areas 6y, 6,, 63, and equal propagation vectors
k. The time interval between the first two pulses is
T>; > T; and pulse 3 occurs at time ¢t =T,y + T.
The maximum echo amplitude is given by

1 ( RN L

I(L, te) = Z

Xe

2
sin 6; sin 6, sin 65
280

—272Te—47T21 [27]
and occurs when ¢, — (T,; + T) = T;. The optimal
pulse sequence consists of three 7172 pulses.

If slightly different k vectors are chosen such that
k; = k; = k, the echo intensity varies as

efzszefwTMefwkrkzlzul(ﬂznl)z/z

By varying the angle between kjand k,, one can
determine the Doppler width ku. By monitoring the
echo signal as a function of T,{(T), one obtains
information on the transverse (longitudinal)
relaxation.

The situation changes dramatically if there is an
additional ground state level (level 0) to which the
excited state can decay. In that case, the system is
‘open’ since population can leave the ‘two-level’
subsystem. The total population of the 1-2 state
subsystem is no longer conserved, requiring an
additional decay rate to account for relaxation. Let
us suppose that all states decay with rate I, as a result
of their finite time in the laser beams. Moreover, let
I';; and I'; ; be the decay rates of level 2 to levels 1
and 0, respectively. Assuming that y, T > 1, one finds
that the factor e 2”7 in eqn [27] must be replaced by
(Ty0/(Tyy +Ta0))?e 2T If Ty # 0, there is a long-
lived component in the ground state population that
contributes to the echo signal. One can exploit this
feature of open systems to study spectral diffusion or
velocity-changing collisions with very high sensitivity.
Echoes can occur for time separations T much greater
than the excited state lifetime. The creation of such
long-lived stimulated photon echoes can be attributed
to the fact that, in open systems, a portion of the
velocity modulation created by the first two pulses in
the ground state remains following spontaneous
decay from the excited state.

The stimulated photon echo observed on the Dy
transition in sodium is shown in Figure 9. This is
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Figure 9 Stimulated photon echo observed on the Dy transition
in sodium. Reprinted with permission from Mossberg T, Flusberg
A, Kachru R and Hartmann SR (1979) Total scattering cross
section for Na on He measured by stimulated photon echoes.
Physical Review Letters 42: 1665. Copyright (1979) by the
American Physical Society.

an ‘open’ system, owing to ground state hyperfine
structure. For the data shown, T is 17 times the 16
ns lifetime of the excited state. The first three
pulses represent light scattered from the three input
pulses and the fourth pulse is the echo. The echo
appears at t =T + 2T);.

Optical Ramsey Fringes

We have seen that coherent transients can be used to
measure relaxation rates. With a slight modification
of the stimulated photon echo geometry, it is also
possible to use coherent transient signals to measure
transition frequencies. If one chooses k3 in the —k;
direction instead of the k; direction, it is possible to
generate a phase matched signal in the

k:kl_k2+k3:_k2

direction. To simplify matters, it is assumed that
ki =k, = —k and terms of order lk; —k,lux
(T 4+ 2T,;) are neglected.

The averaged density matrix element in the vicinity
of the echo is

{py1(1)) = (i/8) sin 6, sin 6, sin B3¢ 2 Te 2T
eis[(tiTﬂ7T)+T21]efk2“2‘(t*T21*T)*T21\2/4

(28]

X

An echo is formed at time ¢, = T + 2T5;, just as for
the stimulated photon echo, but there is an
additional phase factor, given by e*®™ when t =
t,, that is absent for the nearly collinear geometry.
This phase factor is the optical analog of the phase
factor that is responsible for the generation of
Ramsey fringes in the microwave domain. The
phase factor can be measured directly by heterodyn-
ing the signal field with a reference field or,
indirectly, by converting the off-diagonal density
matrix element into a population by the addition of a
fourth pulse in the k3 direction at time ¢ = T + 2T5;.
In either case, the signal varies as cos(26T,¢).

The central fringe, corresponding to § =0 can be
isolated using one of two methods. If the experiment
is carried out using an atomic beam rather than
atoms in a cell, T,; = L/uy, will be different for
atoms having different #, (L = spatial separation of
the first two pulses and # is the longitudinal velocity
of the atoms). On averaging over a distribution of
uy, the fringe having 8 = 0 will have the maximum
amplitude. Experiments of this type allow one to
measure optical frequencies with accuracy of order
T,,!. For experiments using temporally-separated
pulses acting on atoms in a cell, it is necessary to
take data as a function of & for several values of T»;,
and then average the data over T,;. It might seem
remarkable that narrow pulses having large band-
widths can be used to measure optical frequencies
with arbitrary accuracy as T,; is increased. Of
course, it is the total duration of the pulse sequence
rather than the duration of a single pulse that is the
relevant time parameter. For the optical coherence,
T,; is the appropriate time parameter (during the
interval T, it is population rather than coherence
that contributes to the signal). The price one pays by
using large T,; is a signal that decays as e *T21.

Figure 10 illustrates an optical Ramsey fringe
signal on the 657 nm intercombination line in Ca.
Four-field zones were used. The most probable
value of T,; was about 1073 s for an effusive beam
having a most probable longitudinal speed equal to
800 ms™ !, giving a central fringe width of order
60 kHz.

100 kHz
—

Ramsey fringe signal (arbitrary units)

AV —_—

Figure 10 An optical Ramsey fringe signal on the 657 nm
intercombination line in Ca. Four field zones were used. The solid
and dotted lines represent runs with the directions of the laser field
reversed, to investigate phase errors in the signals. Reprinted
from Ito N, Ishikawa J and Moringa A (1994) Evaluation of the
optical phase shift in a Ca Ramsey fringe stabilized optical
frequency standard by means of laser-beam reversal. Optics
Communications 109: 414, with permission from Elsevier.
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Atom Interferometry

Matter wave atom interferometers rely on the wave
nature of the center-of-mass motion for their oper-
ation. Such interferometers illustrate some interesting
features of coherent optical transients not found in
NMR. As an example, one can consider the response
of a cold atomic ensemble to two, off-resonant
standing-wave optical pulses separated in time by T.
The electric field amplitude of pulse j(j =1,2) is
given by E/(Z.,t) = eEj(t)cos(kZ)cos(wt). The net
effect of the field is to produce a spatially-modulated,
ac Stark or light shift of the ground state energy. As a
result, pulse ; modifies the ground state amplitude by
the phase factor exp[i6; cos(2kZ)]. In other words,
the standing wave field acts as a phase grating for the
atoms. The phase factor can be interpreted in terms of
momentum exchange between the two traveling wave
components of the standing wave field. Owing to the
fields’ interaction with the atoms, all even integral
multiples of 2%k can be exchanged by the fields,
imparting impulsive momenta of 2n#k (7 is a positive
or negative integer) to the atoms. For an atom having
momentum P and mass M, the frequency change
associated with this momentum change is

P2 P+ 2ukkZ)?
EP,PiZnhIzZ/h = (ZM - )/ﬁ

2M
_ 2nP,k
=T O [29]
where
fik?
o, =
* 2M

There are two contributions to the frequency eqn
[29]. The first part is independent of 7 and represents
a classical Doppler shift, while the second part is
proportional to A and represents a quantum, matter-
wave effect. The quantum contribution will become
important for times of order , ). As with the echoes
described previously, the Doppler effect results in a
dephasing and rephasing of the optical response.
However, in contrast to the previous echoes, the
ground state density is no longer constant for times
t > o)), when matter wave effects begin to play a
role. At such times the phase grating created by the
pulses can be transformed into amplitude gratings of
the atomic density.

Long interaction times are possible, limited only by
the time the atoms spend in the field. As such, atom
interferometers offer exciting new possibilities for
precision measurements of rotation rates, fundamen-
tal constants such as #, gravitational acceleration, and
gravitational gradients. Moreover, one can take
advantage of the nonlinear atom-field interaction to

create atomic density patterns having period A/2#n
from a standing wave optical field having wavelength
A. In this manner one has the possibility to construct
atom interferometers and atom structures that
operate on the nano-scale (spacings on the order of
tens of nanometers).

Conclusion

Optical coherent transients are now used routinely as
probes of atomic vapors, liquids, and condensed
matter. Sophisticated techniques have been developed
using fast and ultrafast pulses (having duration of 10
to 100 femtoseconds) to probe such systems and
obtain the relevant relaxation rates. The manner in
which optical coherent transients can be used to
extract information on transition frequencies and
relaxation rates in atomic and molecular vapors has
been reviewed. In atomic vapors, optical coherent
transients provide a means for obtaining both
longitudinal and transverse relaxation rates. More-
over, echo experiments serve as an extremely sensitive
probe of velocity changing collisions. Similar tech-
niques are being rediscovered as an important tool in
the analysis of cold atomic vapors and Bose—Einstein
condensates. Only the most basic optical coherent
transient phenomena have been described in this
chapter. More elaborate, multi-pulse excitation
schemes are joining established methods in attempts
to understand the complex decay dynamics that one
encounters in many branches of physics, chemistry
and biology.
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List of Units and Nomenclature

ER, 1) Electric field vector

E(®) Electric field amplitude

EJ(Z,¢) Complex signal electric field amplitude
I(L,?) Signal intensity exiting the sample

k Field propagation vector

L Sample length

N Atomic density

P Center-of-mass momentum

PR, 1) Polarization vector

P(Z,1) Complex polarization field amplitude
T,, T Time interval between pulses

u Most probable atomic speed
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(u,v,w) Elements of Bloch vector

U@ Bloch vector

v Atomic velocity

Wo(v) Atomic velocity distribution

Y Transverse relaxation rate

v Excited state decay rate or longitudinal
relaxation rate

5 Atom-field detuning

0 Pulse area

n Dipole moment matrix element

p,I»j Density matrix element in ‘normal’
interaction representation

pi(Z, 1) Density matrix element in a field
interaction representation

T Pulse durations
Field frequency

wy, Recoil frequency

w Atomic transition frequency

Q@) Generalized Rabi frequency

Q) Pseudofield vector

Qy(2) Rabi frequency

See also

Interferometry: Gravity Wave Detection; Overview.
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Introduction

Electromagnetic irradiation of matter generates a
coherent superposition of the excited quantum states.
The attribute ‘coherent’ relates to the fact that the
material excitations originally have a well defined
phase dependence which is imposed by the phase of
the excitation source, often a laser in the optical
regime. Macroscopically, the generated superposition
state can be described as an optical polarization
which is determined by the transition amplitudes
between the participating quantum states.

The optical polarization is a typical non-equili-
brium quantity that decays to zero when a system

relaxes to its equilibrium state. Coherent effects are
therefore only observable in a certain time window
after pulsed photo-excitation, or in the presence of a
continuous-wave (cw) beam. As coherent transients
one usually refers to phenomena that can be observed
during or shortly after pulsed laser excitation and
critically depend on the presence of the induced
optical polarization.

Many materials such as atoms, molecules, metals,
insulators, semiconductors including bulk crystals,
heterostructures, and surfaces, as well as organic and
biological structures are studied using coherent
optical spectroscopy. Depending on the particular
system, the states participating in the optical
transitions, the interactions among them, and the
resulting time-scale for the decay of the induced
polarization may be very different. As a result, the
time window during which coherent effects are
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observable can be as long as seconds for certain
atomic transitions, or it may be as short as a few
femtoseconds (10~ 15s), e.g., for metals, surfaces, or
highly excited semiconductors.

Coherent spectroscopy and the analysis of coherent
transients has provided valuable information on the
nature and dynamics of the optical excitations. Often
it is possible to learn about the interaction processes
among the photoexcitations and to follow the
temporal evolution of higher-order transitions
which are only accessible if the system is in a
non-equilibrium state.

The conceptually simplest experiment which one
may use to observe coherent transients is to time
resolve the transmission or reflection induced by a
single laser pulse. However, much richer information
can be obtained if one excites the system with several
pulses. A pulse sequence with well-controlled delay
times makes it possible to study the dynamical
evolution of the photo-excitations, not only by time
resolving the signal, but also by varying the delay.
Prominent examples of such experiments are pump-
probe measurements, which usually are performed
with two incident pulses, or four-wave mixing, for
which one may use two or three incident pulses.

Besides the microscopic interaction processes, the
outcome of an experiment is determined by the
quantum mechanical selection rules for the transi-
tions and by the symmetries of the system under
investigation. For example, if one wants to investigate
coherent optical properties of surface states one often
relies on phenomena, such as second-harmonic or
sum-frequency generation, which give no signal in
perfect systems with inversion symmetry. Due to the
broken translational invariance, such experiments are
therefore sensitive only to the dynamics of surface
and/or interface excitations.

In this article the basic principles of coherent
transients are presented and several examples are
presented. The basic theoretical description and its
generalization for the case of semiconductors are
introduced.

Basic Principles

In the absence of free charges and currents, Maxwell’s
equations show that the electromagnetic field inter-
acts with matter via the optical polarization.
This polarization P, or more precisely its second
derivative with respect to time (32/3¢%)P, appears as a
source term in the wave equation for the electric
field E. Consequently, if the system is optically thin
such that propagation effects within the sample can
be ignored and if measurements are performed in
the far field region, i.e., at distances exceeding the

characteristic optical wavelength A, the emitted
electric field resulting from the polarization is
proportional to its second time derivative,
Eoc(92/0#2)P. Thus the measurement of the emitted
field dynamics yields information about the temporal
evolution of the optical material polarization.
Microscopically the polarization is determined by
the transition amplitudes between the different states
of the system. These may be the discrete states of
atoms or molecules, or the microscopic valence and
conduction band states in a dielectric medium, such
as a semiconductor. In any case, the macro-
scopic polarization P is computed by summing over
all microscopic transitions p,, via P =Y, (mop0 +
c.c.), where p, is the dipole matrix element which
determines the strength of the transitions between the
states v and ¢, and c.c. denotes the complex conjugate.
If &, and ¢, are the energies of these states, their
dynamic quantum mechanical evolution is described
by the phase factors e " and e " respectively.
Therefore, each p., is evolving in time according to
e i@meh  Agsuming that we start at £=0
with p.,(t = 0) = p., 9, which may be induced by a
short optical pulse, we have for the optical polariza-
tion P(2) => ., (wamoe*"(af*%)t/h + c.c.). Thus P(t)
is given by a summation over microscopic transitions
which all oscillate with frequencies proportional to
the energy differences between the involved states.
Hence, the optical polarization is clearly a coherent
quantity which is characterized by amplitude and
phase. Furthermore, the microscopic contributions to
P(t) add up coherently. Depending on the phase
relationships, one may obtain either constructive
superposition, interference phenomena like quantum
beats, or destructive interference leading to a decay
(dephasing) of the macroscopic polarization.

Optical Bloch Equations

The dynamics of photo-excited systems can be
conveniently described by a set of equations, the
optical Bloch equations, named after Felix Bloch
(1905-1983) who first formulated such equations to
analyze the spin dynamics in nuclear magnetic
resonance. For the simple case of a two-level model,
the Bloch equations can be written as

ih%p = Aep + E-pl [1]

., 0 ¥
o I=2E-pp = p’) (2]

Here, Ae is the energy difference and I the
inversion, i.e., the occupation difference between
upper and lower state. The field E couples the
polarization to the product of the Rabi energy E-u
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and the inversion I. In the absence of the driving
field, i.e., E=0, eqn [1] describes the free oscil-
lation of p discussed above.

The inversion is determined by the combined
action of the Rabi energy and the transition p. The
total occupation N, i.e., the sum of the occupations of
the lower and the upper states, remains unchanged
during the optical excitation since light does not
create or destroy electrons; it only transfers them
between different states. If N is initially normalized
to 1, then I can vary between —1 and 1. [ = —1
corresponds to the ground state of the system, where
only the lower state is occupied. In the opposite
extreme, i.e., for I = 1, the occupation of the upper
state is 1 and the lower state is completely depleted.

One can show that eqns [1]-[2] contain another
conservation law. Introducing P = p + p* = 2Re[p]
and J =i(p — p*) = —2Im[p), which are real quan-
tities and often named polarization and polarization
current, respectively, one finds that the relation

PP+ 4P =1 (3]

is fulfilled. Thus the coupled coherent dynamics of the
transition and the inversion can be described on a unit
sphere, the so-called Bloch sphere. The three terms
P, J, and I can be used to define a three-dimensional
Bloch vector S = (P, J, I). With these definitions, one
can reformulate eqns [1]-[2] as

iSZQXS [4]
at

with Q = (—2u-E, 0, As)/ﬁ and X denoting the
vector product.

The structure of eqn [4] is mathematically identical
to the equations describing either the angular
momentum dynamics in the presence of a torque or
the spin dynamics in a magnetic field. Therefore, the
vector S is often called pseudospin. Moreover, many
effects which can be observed in magnetic resonance
experiments, e.g., free decay, quantum beats, echoes,
etc. have their counterparts in photo-excited optical
systems.

The vector product on the right-hand side of
eqn [4] shows that S is changed by Q in a direction
perpendicular to S and Q. For vanishing field the
torque Q has only a z-component. In this case the
z-component of S, i.e., the inversion, remains
constant, whereas the x- and y-components, i.e., the
polarization and the polarization current, oscillate
with the frequency Aeffi on the Bloch sphere
around Q.

Semiconductor Bloch Equations

If one wants to analyze optical excitations in crystal-
lized solids, i.e., in systems which are characterized by

a periodic arrangement of atoms, one has to include
the continuous dispersion (bandstructure) into the
description. In translationally invariant, i.e., ordered
systems, this can be done by including the crystal
momentum #ik as an index to the quantities
which describe the optical excitation of the material,
e.g., p and I in eqns [1]-[2]. Hence, one has to
consider a separate two-level system for each crystal
momentum 7%k. As long as all other interactions are
disregarded, the bandstructure simply introduces a
summation over the uncoupled contributions from
the different k states, leading to inhomogeneous
broadening due to the presence of a range of
transition frequencies Ae(k)/%.

For any realistic description of optical processes in
solids, it is essential to go beyond the simple picture of
non-interacting states and to treat the interactions
among the elementary material excitations, e.g., the
Coulomb interaction between the electrons and the
coupling to additional degrees of freedom, such as
lattice vibrations (electron—phonon interaction) or
other bath-like subsystems. If crystals are not ideally
periodic, imperfections, which can often be described
as a disorder potential, need to be considered as well.

All these effects can be treated by proper extensions
of the optical Bloch equations introduced above. For
semiconductors the resulting generalized equations
are known as semiconductor Bloch equations, where
the microscopic interactions are included at a certain
level of approximation. For a two-band model of
a semiconductor, these equations can be written
schematically as

: a C v . a

lﬁgpk = Agyp + (g, — my) + zﬁapkkorr [5]
L, 0 . * " L, 0 .

lhg”k = (‘Qkpk - ‘Qkpk) + lﬁg”kh‘orr [6]

L0 i s« L0,
lhank = _(Qkpk - Qkpk) + lﬁankkorr [7]

Here p is the microscopic polarization and 7} and
n; are the electron populations in the conduction
and valence bands (¢ and v), respectively. Due to the
Coulomb interaction and possibly further processes,
the transition energy Ag, and the Rabi energy ()
both depend on the excitation state of the system,
i.e., they are functions of the time-dependent
polarizations and populations. This leads, in par-
ticular, to a coupling among the excitations for all
different values of the crystals momentum #k.
Consequently, in the presence of interactions, the
optical excitations can no longer be described as
independent two-level systems but have to be treated
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as a coupled many-body system. A prominent and
important example in this context is the appearance
of strong exciton resonances which, as a conse-
quence of the Coulomb interaction, show up in the
absorption spectra of semiconductors energetically
below the fundamental bandgap.

The interaction effects lead to significant mathe-
matical complications since they induce couplings
between all the different quantum states in a system
and introduce an infinite hierarchy of equations for
the microscopic correlation functions. The terms
given explicitly in eqns [5]-[7] arise in a treatment
of the Coulomb interaction on the Hartree-Fock
level. Whereas this level is sufficient to describe
excitonic resonances, there are many additional
effects, e.g., excitation-induced dephasing due to
Coulomb scattering and significant contributions
from higher-order correlations, like excitonic popu-
lations and biexcitonic resonances, which make it
necessary to treat many-body correlation effects that
are beyond the Hartree-Fock level. These contri-
butions are formally included by the terms denoted as
lcorr in €qns [5]—[7]. The systematic truncation of the
many-body hierarchy and the analysis of controlled
approximations is the basic problem in the micro-
scopic theory of optical processes in condensed
matter systems.

Examples

Radiative Decay

The emitted field originating from the non-equili-
brium coherent polarization of a photo-excited
system can be monitored by measuring the trans-
mission and the reflection as function of time. If only
a single isolated transition is excited, the dynamic
evolution of the polarization and therefore of the
transmission and reflection is governed by radiative
decay. This decay is a consequence of the coupling of
the optical transition to the light field described by the
combination of Maxwell- and Bloch-equations.
Radiative decay simply means that the optical
polarization is converted into a light field on a
characteristic time scale 2T,,q. Here, T, is the
population decay time, often also denoted as Ty-
time. This radiative decay is a fundamental process
which limits the time on which coherent effects are
observable for any photo-excited system. Due to
other mechanisms, however, the non-equilibrium
polarization often vanishes considerably faster.

The value of T, is determined by the dipole
matrix element and the frequency of the transition,
ie, T lo |ul*Aw, with Aw = Ae/h. The temporal
evolution of the polarization and the emitted field are

proportional to e 4~ #2Tud) Usually one measures

the intensity of a field, i.e., its squared modulus,
which evolves as e ¥Tm¢ and thus simply shows an
exponential decay, the so-called free-induction decay
(see Figure 1). T,,q can be very long for transitions
with small matrix elements. For semiconductor
quantum wells, however, it is in the order of only
10 ps, as the result of the strong light-matter
interaction.

The time constant on which the optical polari-
zation decays is often called T,. In the case where this
decay is dominated by radiative processes, we thus
have T, = 2T,,q.

Superradiance

The phenomenon of superradiance can be discussed
considering an ensemble of N two-level systems which
are localized at certain positions R;. In this case
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Figure 1 Atwo-level system is excited by a short optical pulse at
t = 0. Due to radiative decay (inset) and possibly other dephasing
mechanisms, the polarization decays exponentially as function of
time with the time constant T,, the dephasing time. The intensity of
the optical field which is emitted as a result of this decay is
proportional to the squared modulus of the polarization, which falls
off with the time constant T,/2. The decay of the squared modulus
of the polarization is shown in (a) on a linear scale and in
(b) on a logarithmic scale. The dephasing time was chosen to be
T, = 10 ps which models the radiative decay of the exciton
transition of a semiconductor quantum well.



Maxwell’s equations introduce a coupling among all
these resonances since the field emitted from any
specific resonance interacts with all other resonances
and interferes with their emitted fields. As a result, this
system is characterized by N eigenmodes originating
from the radiatively coupled optical resonances.

A very spectacular situation arises if one considers
N identical two-level systems regularly arranged with
a spacing that equals an integer multiple of A/2, where
A is the wavelength of the system’s resonance, i.e.,
A= c[Aw, where ¢ is the speed of light in the
considered material (see Figure 2a). In this case all
emitted fields interfere constructively and the system
behaves effectively like a single two-level system with
a matrix element increased by v/N. Consequently, the
radiative decay rate is increased by N and the
polarization of the coupled system decays N-times
faster than that of an isolated system (see Figure 2b).
This effect is called superradiance.

It is possible to observe superradiant coupling
effects, e.g., in suitably designed semiconductor
heterostructures. Figure 2¢ compares the measured
time-resolved reflection from a single quantum well
(dashed line) with that of a Bragg structure, i.e., a
multiple quantum-well structure which consists of
10 individual wells that are separated by A/2 (solid
line), where A is the wavelength of the exciton
resonance. For times greater than about 2 ps the
direct reflection of the exciting pulse has decayed
sufficiently and one is left with the exponential decay
of the remaining signal. Figure 2¢ shows that this
decay is much more rapid for the Bragg structure
than for the single quantum well, due to super-
radiance introduced by the radiative coupling among
the quantum wells.
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Destructive Interference

As the next example we now consider a distribution
of two-level systems which have slightly different
transition frequencies characterized by the distri-
bution function g(Aw — @) of the transition frequen-
cies which is peaked at the mean value @ and has a
spectral width of 8w (see Figure 3a). Ignoring the
radiative coupling among the resonances, the optical
polarization of the total system evolves after exci-
tation with a short laser pulse at ¢ = 0 proportional to
[dog(Aw — @)e 2 oc g(t)e ™, where g(t) denotes
the Fourier transform of the frequency distribution
function. g(#) and thus the optical polarization decays
on a time-scale which is inversely proportional to
the spectral width of the distribution function Sew.
Thus the destructive interference of many different
transition frequencies results in a rapid decay of the
polarization (see Figure 3b).

Figure 2 (a) N identical two-level systems are depicted which
are regularly arranged with a spacing that equals an integer
multiple of A2, where A is the wavelength of the system’s
resonance. Due to their coupling via Maxwell’s equations all fields
emitted from the two-level systems interfere constructively and
the coupled system behaves effectively like a single two-level
system with an optical matrix element increased by +/N. (b) The
temporal decay of the squared modulus of the polarization is
shown on a logarithmic scale. The radiative decay rate is
proportional to N and thus the polarization of the coupled system
decays N-times faster than that of an isolated system. This effect
is called superradiance. (c) Measured time-resolved reflection of a
semiconductor single quantum well (dashed line) and a N =10
Bragg structure, i.e., a multi quantum well where the individual
wells are separated by A/2 (solid line), on a logarithmic scale.
[Part (c) is reproduced with permission from Haas S, Stroucken T,
Hubner M, et al. (1998) Intensity dependence of superradiant
emission from radiatively coupled excitons in multiple-quantum-
well Bragg structures. Physical Review B 57: 14860. Copyright
(1998) by the American Physical Society].
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Figure 3 (a) An ensemble of two-level systems is shown where
the resonance frequencies are randomly distributed accordingto ~ Figure 4 (a) Two optical resonances with frequency difference

a Gaussian distribution function of width o around an average
value. (b) The temporal dynamics of the squared modulus of the
polarization of ensembles of two-level systems after excitation
with a short optical pulse at t = 0 is shown on a linear scale. Since
the dephasing time is set to infinity, i.e., T, — oo, the polarization of
an ensemble of identical two-level system (8w = 0) does not
decay. However, for a finite width of the distribution, 6w > 0, the
individual polarizations of the ensemble oscillate with different
frequencies and, therefore, due to destructive interference the
polarization of the ensemble decays as function of time. Since the
Fourier transform of a frequency-domain Gaussian is a Gaussian
in the time domain, the dashed, dotted, and dashed dotted line
have a Gaussian shape with a temporal width which is inversely
proportional to dw.

In the spectral domain this rapid decay shows up as
inhomogeneous broadening. Depending on the sys-
tem under investigation, there are many different
sources for such an inhomogeneous broadening.
One example is the Doppler broadening in
atomic gases or disorder effects such as well-width
fluctuations in semiconductor quantum wells or
lattice imperfections in crystals.

In the nonlinear optical regime it is, under certain
circumstances, possible to reverse the destructive
interference of inhomogeneously broadened coherent
polarizations. For example, in four-wave mixing, a
second pulse may lead to a rephasing of the
contributions with different frequencies, which
results in the photon echo (see discussion below).

Quantum Beats

The occurrence of quantum beats can be understood
most easily in a system where the total optical

Aw; — Aw, may be realized by either a three-level system or by
two uncoupled two-level systems. After impulsive excitation with
an optical pulse the linear polarization of both types of systems
show a modulation of the squared modulus of the polarization with
the time period 27/(Aw; — Aw,). For the intrinsically coupled
three-level system these modulations are called quantum beats,
whereas for an interference of uncoupled systems they are named
polarization interferences. Using nonlinear optical techniques,
e.g., four-wave mixing and pump probe, it is possible to distinguish
quantum beats and polarization interferences since coupled and
uncoupled systems have different optical nonlinearities. (b) The
temporal dynamics of the squared modulus of the polarization is
shown for systems with two resonances and frequency difference
Aw; — Aw,, neglecting dephasing, i.e., setting T, — co. After
excitation with a short optical pulse at t = 0 the squared modulus
of the polarization is periodically modulated with a time period
27/(Aw; — Aw,y).

polarization can be attributed to a finite number of
optical transitions. Let us assume for simplicity that
all these transitions have the same matrix element.
In this case, after excitation with a short laser pulse at
t =0 the optical polarization of the total system
evolves proportional to 3, e 2!  The finite number
of frequencies results in a temporal modulation with
time periods 27/(Aw; — Aw;) of the squared modulus
of the polarization which is proportional to the
emitted field intensity. For the case of two frequencies
the squared modulus of the polarization is pro-
portional to [1 + cos((Aw; — Awy)t)], i.e., due to the
interference of two contributions the polarization
varies between a maximum and zero (see Figure 4b).

In the linear optical regime it is impossible to
distinguish whether the optical transitions are
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uncoupled or coupled. As shown in Figure 4, the two
uncoupled two-level systems give the same linear
polarization as a three-level systems where the two
transitions share a common state. It is, however,

Normalized spectral intensity
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Intensity of incident laser field
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Figure 5 (a) Two Gaussian laser pulses separated by the time
delay 7 can lead to interferences. As shown by the thick solid line
in the inset, the spectral intensity of a single pulse is a Gaussian
with a maximum at the central frequency of the pulse. The width of
this Gaussian is inversely proportional to the duration of the pulse.
The spectral intensity of the field consisting of both pulses shows
interference fringes, i.e., is modulated with a spectral period that is
inversely proportional to 7. As shown by the thin solid and the
dotted lines in the inset, the phase of the interference fringes
depends on the phase difference A¢ between the two pulses.
Whereas for Ap = 0 the spectral intensity has a maximum at the
central frequency, it vanishes at this position for Ap = 7. (b) The
temporal dynamics of the squared modulus of the polarization is
shown for a two-level system excited by a pair of short laser
pulses neglecting dephasing, i.e., setting T, — . The first pulse
excites at t = 0 an optical polarization with a squared modulus
normalized to 1. The second pulse, which has the same intensity
as the first one, also excites an optical polarization at t = 2 ps. For
t>2ps the total polarization is given by the sum of the
polarizations induced by the two pulses. Due to interference, the
squared modulus of the total polarization depends sensitively on
the phase difference A¢ between the two pulses. For constructive
interference the squared modulus of the total polarization after the
second pulse is four times bigger than that after the first pulse,
whereas it vanishes for destructive interference. One may achieve
all values in between these extremes by using phase differences
A¢ which are no multiples of . It is thus shown that the second
pulse can be used to coherently control the polarization induced
by the first pulse.

possible to decide about the nature of the underlying
transitions if one performs nonlinear optical spec-
troscopy. This is due to the fact that the so-called
quantum beats, i.e., the temporal modulations of the
polarization of an intrinsically coupled system, show
a different temporal evolution as the so-called
polarization interferences, i.e., the temporal modu-
lations of the polarization of uncoupled systems. The
former ones are also much more stable in the presence
of inhomogeneous broadening than the latter ones.

In semiconductor heterostructures, quantum-beat
spectroscopy has been widely used to investigate the
temporal dynamics of excitonic resonances. Also the
coupling among different optical resonances has been
explored in pump-probe and four-wave-mixing
measurements.

Coherent Control

In the coherent regime the polarization induced by a
first laser pulse can be modified by a second, delayed
pulse. For example, the first short laser pulse incident
at t = 0 induces a polarization proportional to e A<
and a second pulse arriving at #= 7> 0 induces
a polarization proportional to e e AT,
Thus for = 7 the total polarization is given by
e A1 4 78 with Ap= ¢ — Awr. If Ap is an
integer multiple of 2w, the polarizations of both
pulses interfere constructively and the amplitude of
the resulting polarization is doubled as compared to a
single pulse. If, on the other hand, Ag¢ is an odd
multiple of m, the polarizations of both pulses
interfere destructively and the resulting polarization
vanishes after the action of both pulses. Thus by

Figure 6 Transient optical nonlinearities can be investigated by
exciting the system with two time delayed optical pulses. The
pump pulse (E,) puts the system in an excited state and the test
(probe) pulse (E;) is used to measure its dynamics. The dynamic
nonlinear optical response may be measured in the transmitted or
reflected directions of the pump and test pulses, i.e., =k, and £k;,
respectively. In a pump-probe experiment one often investigates
the change of the test absorption induced by the pump pulse, by
measuring the absorption in the direction k; with and without E,.
One may also measure the dynamic nonlinear optical response in
scattering directions like 2k, — k; and 2k; — k, as indicated by the
dashed lines. This is what is done in a four-wave-mixing or
photon-echo experiment.
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Figure 7 (a) Absorption spectra of a two-level system. The solid
line shows the linear optical absorption spectrum as measured by a
weak test pulse. It corresponds to a Lorentzian line that is centered
at the transition frequency Aw, which has been set to zero. The
width of the line is inversely proportional to the dephasing time T>.
In the presence of a pump pulse which resonantly excited the two-
level system, the absorption monitored by the test pulse is reduced

varying the phase difference of the two pulses it is
possible to coherently enhance or destroy the optical
polarization (see Figure 5b).

One can easily understand the coherent control in
the frequency domain by considering the overlap
between the absorption of the system and the pulse
spectrum. For excitation with two pulses that are
temporally delayed by 7, the spectrum of the
excitation shows interference fringes with a spectral
oscillation period that is inversely proportional to 7.
The positions of the maxima and the minima of the
fringes depend on the phase difference between
the two pulses. For constructive interference,
the excitation spectrum is at a maximum at the
resonance of the system, whereas for destructive
interference the excitation spectrum vanishes at the
resonance of the system (see Figure 5a).

Coherent control techniques have been applied to
molecules and solids to control the dynamical
evolution of electronic wavepackets and also the
coupling to nuclear degrees of freedom. In this
context, it is sometimes possible to steer certain
chemical reactions into a preferred direction by
using sequences of laser pulses which can be chirped,
i.e., have a time-dependent frequency. Furthermore,
in semiconductors and heterostructures, coherent
control has been used to optically inject electronic
currents on an ultrafast time-scale.

Transient Absorption Changes

In a typical pump-probe experiment one excites the
system with a pump pulse (E,) and probes its
dynamics with a weak test pulse (E,) (see Figure 6).
With such experiments one often measures the
differential absorption Aa(w) which is defined as

in amplitude, i.e., bleached, since the pump puts the system in an
excited state (dashed line). In the optical Stark effect the frequency
of the pump is nonresonant with the transition frequency. If the
pump is tuned below (above) the transition frequency, the
absorption is shifted to higher (lower) frequencies, i.e., shifted to
the blue (red) part of the spectrum, see dotted (dashed-dotted) line.
(b) The differential absorption obtained by taking the difference
between the absorption in the presence of the pump and the
absorption without pump. The dashed line shows the purely
negative bleaching obtained using a resonant pump. The dotted
and the dashed-dotted lines correspond to the dispersive shape of
the blue and red shift obtained when pumping below and above the
resonance, respectively. (c) Measured differential absorption
spectra of a semiconductor quantum well which is pumped off
resonantly 4.5 meV below the 1s heavy-hole exciton resonance.
The four lines correspond to different polarization directions of the
pump and probe pulses as indicated. [Part (c) is reproduced with
permission from Sieh C, Meier T, Jahnke F, et al. (1999) Coulomb
memory signatures in the excitonic optical Stark effect. Physical
Review Letters 82: 3112. Copyright (1999) by the American
Physical Society.]
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the difference between the probe absorption in the
presence of the pump apympon(w) and the probe
absorption without the pump at,ymp off(®).

For resonant pumping and for a situation where the
pump precedes the test (positive time delays 7> 0),
the absorption change is usually negative in the
vicinity of the resonance frequency Aw, indicating
the effect of absorption bleaching (see Figure 7a,b).
There may be positive contributions spectrally around
the original absorption line due to resonance broad-
ening and, at other spectral positions, due to excited
state absorption, i.e., optical transitions to energeti-
cally higher states which are only possible if the system
is in an excited state. The bleaching and the positive
contributions are generally present in coherent, and
also in incoherent situations, where the polarization
vanishes but occupations in excited states are present.

For detuned pumping, the resonance may be shifted
by the light field as for example, in the optical Stark
effect. Depending on the excitation configuration
and the system, this transient shift may be to higher
(blue shift) or lower energies (red shift)
(see Figure 7a,b). With increasing pump-probe time
delay the system gradually returns to its unexcited
state and the absorption changes disappear.

As an illustration we show in Figure 7c¢ experi-
mentally measured differential absorption spectra of
a semiconductor quantum well which is pumped
spectrally below the exciton resonance. For a two-
level system one would expect a blue shift of the
absorption, i.e., a dispersive shape of the differential
absorption with positive contributions above and
negative contributions below the resonance frequ-
ency. This is indeed observed for most polarization
directions of the pump and probe pulses. However, if
both pulses are oppositely circularly polarized, the
experiment shows a resonance shift in the reverse
direction, i.e., a red shift. For the explanation of this
behavior one has to consider the optical selection
rules of the quantum well system. One finds that the
signal should actually vanish for oppositely circularly

Figure 8 (a) Differential absorption spectra are shown for
resonant pumping of a two-level system for various time delays
between the pump and the test pulse. When the pump precedes
the test, i.e., <0, the differential absorption exhibits spectral
oscillations with a period which is inversely proportional to the time
delay. When tapproaches zero, these spectral oscillations vanish
and the differential absorption develops into purely negative
bleaching. (b) Measured differential transmission spectra of a
multi quantum well for different negative time delays as indicated.
[Part (b) is reproduced with permission from Sokoloff JK, Joffre M,
Fluegel B, et al. (1988) Transient oscillations in the vicinity of
excitons and in the band of semiconductors. Physics Review B 38:
7615. Copyright (1988) by the American Physical Society.]
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Figure 9 (a) The intensity dynamics as measured in a four-

wave-mixing experiment on an ensemble of inhomogeneously
broadened two-level systems for various time delays 7 of the two
incident pulses. The first pulse excites the system at t =0. In
the time period 0 <t < 7 the individual polarizations of the
inhomogeneously broadened system oscillate with their respective
frequencies and due to destructive interference the total
polarization decays, cp. Figure 3. The second pulse arriving at
t = 7 leads to a partial rephasing of the individual polarizations.
Due to phase conjugation all individual polarizations are in phase at
t = 27 which results in a macroscopic measurable signal, the
photon echo. Due to dephasing processes the magnitude of
the photon echo decays with increasing 7, see solid, dashed,
dotted and dashed-dotted lines. Describing the dephasing via a
T, time corresponds to an exponential decay as indicated by the
thin dotted line. By measuring the decay of the echo with increasing
7, one thus gets experimental information on the dephasing of the
optical polarization. (b) Time-resolved four-wave-mixing signal
measured on an inhomogeneously broadened exciton resonance
of a semiconductor quantum well structure for different time delays
as indicated. The origin of the time axis starts at the arrival of the
second pulse, i.e., for a non-interacting system the maximum of the
echois expected at t = 7. The insets show the corresponding time-
integrated four-wave-mixing signal and the linear absorption. [Part
(b) is reproduced with permission from Jahnke F, Koch M, Meier T,
et al. (1994) Simultaneous influence of disorder and Coulomb
interaction on photon echoes in semiconductors. Physics Review B
50: 8114. Copyright (1994) by the American Physical Society.]

polarized pulses, as long as many-body correlations
are neglected. Thus in this case the entire signal is due
to many-body correlations and it is their dynamics
which gives rise to the appearance of the red shift.

Spectral Oscillations

For negative time delays 7 < 0, i.e., if the test pulse
precedes the pump, the absorption change Aa(w) is
characterized by spectral oscillations around Aw
which vanish as 7 approaches zero (see Figure 8a).
The spectral period of the oscillations decreases with
increasing |7l. Figure 8b shows measured differential
transmission spectra of a multiple quantum-well
structure for different negative time delays. As with
the differential absorption, also the differential
transmission spectra are dominated by spectral
oscillations around the exciton resonance whose
period and amplitude decrease with increasing |7l.
The physical origin of the coherent oscillations is
the pump-induced perturbation of the free-induction
decay of the polarization generated by the probe
pulse. This perturbation is delayed by the time 7 at
which the pump arrives. The temporal shift of the
induced polarization changes in the time domain
leads to oscillations in the spectral domain, since the
Fourier transformation translates a delay in one
domain into a phase factor in the conjugate domain.

Photon Echo

In the nonlinear optical regime one may (partially)
reverse the destructive interference of a coherent,
inhomogeneously broadened polarization. For
example, in four-wave mixing, which is often per-
formed with two incident pulses, one measures the
emitted field in a background-free scattering direction
(see Figure 5). The first short laser pulse excites all
transitions at ¢ = 0. As a result of the inhomogeneous
broadening the polarization decays due to destructive
interference (see Figure 3). The second pulse arriving
at t=7>0 is able to conjugate the phases
(e — e7'®) of the individual polarizations of the
inhomogeneously broadened system. The subsequent
unperturbed dynamical evolution of the polarizations
leads to a measurable macroscopic signal at ¢ = 27.
This photon echo occurs since at this point in time all
individual polarizations are in phase and add up
constructively (see Figure 9a). Since this rephasing
process leading to the echo is only possible as long as
the individual polarizations remain coherent, one can
analyze the loss of coherence (dephasing) by measur-
ing the decay of the photon echo with increasing
time delay.

Echo experiments are frequently performed using
more complicated geometries, e.g., more than
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two laser pulses. Further echo phenomena can also
be observed as the result of the coupling of the photo-
excitation tonuclear degrees of freedom and also due to
spatial motion of the electrons, i.e., electronic currents.

Time-resolved four-wave-mixing signal, measured
on an inhomogeneously broadened exciton resonance
of a semiconductor quantum well structure for
different time delays, is presented in Figure 9b.
Compared to Figure 9a, the origin of the time
axis starts at the arrival of the second pulse, i.e., for
a non-interacting system the maximum of the echo is
expected at t= 7. Due to the inhomogeneous
broadening the maximum of the signal is shifting
to longer times with increasing delay. Further details of
the experimental results, in particular, the exact
position of the maximum and the width of the
signal, cannot be explained on the basis of non-
interacting two-level systems, but require the
analysis of many-body effects in the presence of
inhomogeneous broadening.

See also

Coherent Control: Applications in Semiconductors;
Experimental; Theory. Spectroscopy: Nonlinear Laser
Spectroscopy.
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Introduction

Linear optical spectroscopy, using the techniques of
absorption, transmission, reflection and light scatter-
ing, has provided invaluable information about the
electronic and vibrational properties of atoms,
molecules, and solids. Optical techniques also possess
some additional unique strengths: the ability to

1. generate nonequilibrium distributions functions of
electrons, holes, excitons, phonons, etc. in solids;

2. determine the distribution functions by optical
SPECtroscopy;

3. determine the nonequilibrium distribution func-
tions on femtosecond timescales;

4. determine femtosecond dynamics of carrier and
exciton transport and tunneling; and

5. investigate interactions between various elemen-
tary excitations as well as many-body processes in
semiconductors.

Researchers have exploited these unique strengths
to gain fundamental new insights into nonequili-
brium, nonlinear, and transport physics of semicon-
ductors and their nanostructures over the past four
decades.

A major focus of these efforts has been devo-
ted to understanding how a semiconductor in
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thermodynamic equilibrium, excited by an ultrashort
optical pulse, returns to the state of thermodynamic
equilibrium. Four distinct regimes can be identified:

(a) the coherent regime in which a well-defined phase

relationship exists between the excitation created

by the optical pulse and the electromagnetic

(optical) field creating it;

the nonthermal regime in which the coherence

(well-defined phase relationships) has been

destroyed by various collision and interference

processes but the distribution function of exci-
tations is nonthermal (i.e., cannot be described by

a Maxwell-Boltzmann distribution or its quan-

tum (degenerate) counterparts);

(c) the hot carrier regime in which the distributions
for various excitations are thermal, but with
different characteristic temperatures for different
excitations and thermal bath; and

(d) the isothermal regime in which the excitations
and the thermal bath are at the same temperature
but there is an excess of excitation (e.g., electron—
hole pairs) compared to thermodynamic
equilibrium.

E

Various physical processes take the semiconductor
from one regime to the next, and provide information
not only about the fundamental physics of semicon-
ductors but also about the physics and ultimate
performance limits of electronic, optoelectronic, and
photonic devices.

In addition to coherent and relaxation dynamics,
ultrafast studies of semiconductors provide new
insights into tunneling and transport of carriers, and
demonstrate novel quantum mechanical phenomena
and coherent control in semiconductors.

The techniques used for such studies have also
advanced considerably over the last four decades.
Ultrafast lasers with pulse widths corresponding to
only a few optical cycles (1 optical cycle =2.7 fs at
800 nm) have been developed. The response of the
semiconductor to an ultrafast pulse, or a multiple of
phase-locked pulses, can be investigated by measur-
ing the dynamics of light emitted by the semiconduc-
tor using a streak camera (sub-ps time resolution) or a
nonlinear technique such as luminescence up-conver-
sion (time resolution determined by the laser pulse
width for an appropriate nonlinear crystal). The
response of the semiconductor can also be investi-
gated using a number of two or three beam pump-
probe techniques such as transmission, reflection,
light scattering or four-wave mixing (FWM). Both the
amplitude and the phase of the emitted radiation or
the probe can be measured by phase-sensitive
techniques such as spectral interferometry. The lateral

transport of excitation can be investigated by using
time-resolved spatial imaging and the vertical trans-
port and tunneling of carriers can be investigated
using the technique of ‘optical markers’. Electro-optic
sampling can be used for transmission/reflection
studies or for measuring THz response of semicon-
ductors. More details on these techniques, and indeed
many topics discussed in this brief article, can be
found in the Further Reading.

Coherent Dynamics

The coherent response of atoms and molecules is
generally analyzed for an ensemble of independent
(noninteracting) two-level systems. The statistical
properties of the ensemble are described in terms of
the density matrix operator whose diagonal com-
ponents relate to population of the eigenstates and
off-diagonal components relate to coherence of the
superposition state. The time evolution of the density
matrix is governed by the Liouville variant of the
Schrodinger equation iAp = [H, p] where the system
Hamiltonian H = Hy + H;,, + Hy is the sum of the
unperturbed, interaction (between the radiation field
and the two-level system), and relaxation Hamilto-
nians, respectively. Using a number of different
assumptions and approximations, this equation of
motion is transformed into the optical Bloch
equations (OBE), which are then used to predict the
coherent response of the system, often using iterative
procedures, and analyze experimental results.

Semiconductors are considerably more complex.
Coulomb interaction profoundly modifies the
response of semiconductors, not only in the linear
regime (e.g., strong exciton resonance in the absorp-
tion spectrum) but also in the coherent and nonlinear
regime. The influence of Coulomb interaction may be
introduced by renormalizing the electron and hole
energies (i.e., introducing excitons), and by renorma-
lizing the field—matter interaction strength by intro-
ducing a renormalized Rabi frequency. These changes
and the relaxation time approximation for the
relaxation Hamiltonian lead to an analog of the
optical Bloch equations, the semiconductor Bloch
equations which have been very successful in analyz-
ing the coherent response of semiconductors.

In spite of this success, it must be stressed that the
relaxation time approximation, and the Boltzmann
kinetic approach on which it is based, are not valid
under all conditions. The Boltzmann kinetic app-
roach is based on the assumption that the duration of
the collision is much shorter than the interval between
the collisions; i.e., the collisions are instantaneous.
In the non-Markovian regime where these assump-
tions are not valid, each collision does not strictly
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conserve the energy and momentum and the quantum
kinetic approach becomes more appropriate. This is
true for photo-excited semiconductors as well as for
the quantum transport regime in semiconductors.
Also, semiconductor Bloch equations have been
further extended by including four-particle corre-
lations. Finally, the most general approach to the
description of the nonequilibrium and coherent
response of semiconductors following excitation by
an ultrashort laser pulse is based on nonequilibrium
Green’s functions.

Experimental studies on the coherent response of
semiconductors can be broadly divided into three
categories:

1. investigation of novel aspects of coherent response
not found in other simpler systems such as atoms;

2. investigation of how the initial coherence is lost, to
gain insights into dephasing and decoherence
processes; and

3. coherent control of processes in semiconductors
using phase-locked pulses.

Numerous elegant studies have been reported. This
section presents some observations on the trends in
this field.

Historically, the initial experiments focused on the
decay of the coherent response (time-integrated FWM
as a function of delays between the pulses), analyzed
them in terms of the independent two-level model,
and obtained very useful information about various
collision processes and rates (exciton—exciton, exci-
ton—carrier, carrier—carrier, exciton—phonon, etc.). It
was soon realized, however, that the noninteracting
two-level model is not appropriate for semiconduc-
tors because of the strong influence of Coulomb
interactions. Elegant techniques were then developed
to explore the nature of coherent response of semi-
conductors. These included investigation of time-
and spectrally resolved coherent response, and of
both the amplitude and phase of the response to
complement intensity measurements. These studies
provided fundamental new insights into the nature of
semiconductors and many-body processes and inter-
actions in semiconductors. Many of these obser-
vations were well explained by the semiconductor
Bloch equations. When lasers with <10 fs pulse
widths became laboratory tools, the dynamics was
explored on a time-scale much shorter than the
characteristic phonon oscillation period (=115 fs for
GaAs longitudinal optical phonons), the plasma
frequency (=150fs for a carrier density of
5% 107 cm™?), and the typical electron—phonon
collision interval (=200 fs in GaAs). Some remark-
able features of quantum kinetics, such as reversal of

the electron—phonon collision, memory effects, and
energy nonconservation, were demonstrated. More
recent experiments have demonstrated the influence
of four-particle correlations on coherent nonlinear
response of semiconductors such as GaAs in the
presence of a strong magnetic field.

The ability to generate phase-locked pulses with
controllably variable separation between them pro-
vides an exciting opportunity to manipulate a variety
of excitations and processes within a semiconductor.
If the separation between the two phase-locked pulses
is adjusted to be less than the dephasing time of the
system under investigation, then the amplitudes of the
excitations produced by the two phase-locked pulses
can interfere either constructively or destructively
depending on the relative phase of the carrier waves
in the two pulses. The nature of interference changes
as the second pulse is delayed over an optical period.
A number of elegant experiments have demonstrated
coherent control of exciton population, spin orien-
tation, resonant emission, and electrical current.
Phase-sensitive detection of the linear or nonlinear
emission provides additional insights into different
aspects of semiconductor physics.

These experimental and theoretical studies of
ultrafast coherent response of semiconductors have
led to fundamental new insights into the physics of
semiconductors and their coherence properties. Dis-
cussion of novel coherent phenomena is given in a
subsequent section. Coherent spectroscopy of semi-
conductors continues to be a vibrant research field.

Incoherent Relaxation Dynamics

The qualitative picture that emerges from investi-
gation of coherent dynamics can be summarized as
follows. Consider a direct gap semiconductor excited
by an ultrashort laser pulse of duration 71 (with a
spectral width Ay ) centered at photon energy by
larger than the semiconductor bandgap E,. At the
beginning of the pulse the semiconductor does not
know the pulse duration so that coherent polarization
is created over a spectral region much larger than
bhAwvy. If there are no phase-destroying events during
the pulse (dephasing ratel/m, < 1/7), then a destruc-
tive interference destroys the coherent polarization
away from by with increasing time during the
excitation pulse. Thus, the coherent polarization
exists only over the spectral region hAy at the end
of the pulse. This coherence will be eventually
destroyed by collisions and the semiconductor will
be left in an incoherent (off-diagonal elements of the
density matrix are 0) nonequilibrium state with
peaked electron and hole population distributions
whose central energies and energy widths are
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determined by b, hAy and E,, if the energy and
momentum relaxation rates (1/7,1/7y) are much
smaller than the dephasing rates.

The simplifying assumptions that neatly separate
the excitation, dephasing and relaxation regimes are
obviously not realistic. A combination of all these
(and some other) physical parameters will determine
the state of a realistic system at the end of the exciting
pulse. However, after times ~ 1, following the laser
pulse, the semiconductor can be described in terms
of electron and hole populations whose distribution
functions are not Maxwell-Boltzmann or Fermi-
Direct type, but nonthermal in a large majority of
cases in which the energy and momentum relaxation
rates are much smaller than the dephasing rates.
This section discusses the dynamics of this incoherent
state.

Extensive theoretical work has been devoted to
quantitatively understand these initial athermal
distributions and their further temporal evolution.
These include Monte Carlo simulations based on the
Boltzmann kinetic equation approach (typically
appropriate for time-scales longer than ~ 100 fs, the
carrier—phonon interaction time) as well as the
quantum kinetic approach (for times typically less
than ~100 fs) discussed above. We present below
some observations on this vast field of research.

Nonthermal Regime

A large number of physical processes determines the
evolution of the nonthermal electron and hole
populations generated by the optical pulse. These
include electron—electron, hole—hole, and electron—
hole collisions, including plasma effects if the density
is high enough, intervalley scattering in the conduc-
tion band and intervalence band scattering in valence
bands, intersub-band scattering in quantum wells,
electron—phonon, and hole—phonon scattering pro-
cesses. The complexity of the problem is evident
when one considers that many of these processes
occur on the same time-scale. Of these myriad
processes, only carrier—phonon interactions and
electron—hole recombinations (generally much
slower) can alter the total energy in electronic
systems. Under typical experimental conditions, the
redistribution of energy takes place before substantial
transfer of energy to the phonon system. Thus, the
nonthermal distributions first become thermal distri-
butions with the same total energy. Investigation of
the dynamics of how the nonthermal distribution
evolves into a thermal distribution provides valuable
information about the nature of various scattering
processes (other than carrier—phonon scattering)
described above.

This discussion of separating the processes that
conserve energy in the electronic system and those
that transfer energy to other systems is obviously too
simplistic and depends strongly on the nature of the
problem one is considering. The challenge for the
experimentalist is to devise experiments that can
isolate these phenomena so each can be studied
separately. If the laser energy is such that
hw, — E, < hwo, the optical phonon energy, then
majority of the photo-excited electrons and holes do
not have sufficient energy to emit an optical phonon,
the fastest of the carrier—phonon interaction pro-
cesses. The initial nonthermal distribution is then
modified primarily by processes other than phonon
scattering and can be studied experimentally
without the strong influence of the carrier—phonon
interactions. Such experiments have indeed been
performed both in bulk and quantum well semicon-
ductors. These experiments have exhibited spectral
hole burning in the pump-probe transmission spectra
and thus demonstrated that the initial carrier
distributions are indeed nonthermal and evolve to
thermal distributions. Such experiments have pro-
vided quantitative information about various car-
rier—carrier scattering rates as a function of carrier
density. In addition, experiments with by — E, >
fiw o and by — E, > intervalley separation have
provided valuable information about intravalley as
well as intervalley electron—phonon scattering rates.
Experiments have been performed in a variety of
different semiconductors, including bulk semicon-
ductors and undoped and modulation-doped
quantum wells. The latter provide insights into
intersub-band scattering processes and quantitative
information about the rates.

These measurements have shown that under typical
experimental conditions, the initial nonthermal dis-
tribution evolves into a thermal distribution in times
< or ~1 ps. However, the characteristic tempera-
tures of the thermal distributions can be different for
electrons and holes. Furthermore, different phonons
may also have different characteristic temperatures,
and may even be nonthermal even when the
electronic distributions are thermal. This is the hot
carrier regime that is discussed in the next subsection.

Hot Carrier Regime

The hot carriers, with characteristic temperatures T,
(T, and Ty, for electrons and holes, respectively), have
high energy tails in the distribution functions that
extend several kT, higher than the respective Fermi
energies. Some of these carriers have sufficient energy
to emit an optical phonon. Since the carrier—optical
phonon interaction rates and the phonon energies are
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rather large, this may be the most effective energy loss
mechanism in many cases even though the number of
such carriers is rather small. The emitted optical
phonons have relatively small wavevectors and
nonequilibrium populations larger than expected for
the lattice temperature. These optical phonons are
often referred to as hot phonons although none-
quilibrium phonons may be a better term since they
probably have nonthermal distributions. The
dynamics of hot phonons will be discussed in the
next subsection, but we mention here that in case of a
large population of hot phonons, one must consider
not only phonon emission but also phonon absorp-
tion. Acoustic phonons come into the picture at lower
temperatures when the fraction of carriers that can
emit optical phonons is extremely small or negligible,
and also in the case of quantum wells with sub-band
energy separation smaller than optical phonons.

The dynamics of hot carriers have been studied
extensively to obtain a deeper understanding of
carrier—phonon interactions and to obtain quantita-
tive measures of the carrier—phonon interaction rates.
Time resolved luminescence and pump-probe trans-
mission spectroscopy are the primary tools used for
such studies. For semiconductors like GaAs, the
results indicate that polar optical phonon scattering
(longitudinal optical phonons) dominates for elec-
trons whereas polar and nonpolar optical phonon
scattering contribute for holes. Electron—hole scatter-
ing is sufficiently strong in most cases to maintain a
common electron and hole temperature for times
>~1ps. Since many of these experiments are
performed at relatively high densities, they provide
important information about many-body effects such
as screening. Comparison of bulk and quasi-two-
dimensional semiconductors (quantum wells) has
been a subject of considerable interest. The consensus
appears to be that, in spite of significant differences in
the nature of electronic states and phonons, similar
processes with similar scattering rates dominate both
types of semiconductors. These studies reveal that
the energy loss rates are influenced by many factors
such as the Pauli exclusion principle, degenerate
(Fermi-Dirac) statistics, hot phonons, and screening
and many-body aspects.

Hot carrier distribution can be generated not only
by photo-excitation, but also by applying an electric
field to a semiconductor. Although the process of
creating the hot distributions is different, the pro-
cesses by which such hot carriers cool to the lattice
temperature are the same in two cases. Therefore,
understanding obtained through one technique can
be applied to the other case. In particular, the physical
insights obtained from the optical excitation case can
be extremely valuable for many electronic devices

that operate at high electric fields, thus in the regime
of hot carriers. Another important aspect is that
electrons and holes can be investigated separately by
using different doping. Furthermore, the energy loss
rates can be determined quantitatively because the
energy transferred from the electric field to the
electrons or holes can be accurately determined by
electrical measurements.

Isothermal Regime

Following the processes discussed above, the exci-
tations in the semiconductor reach equilibrium with
each other and the thermal bath. Recombination
processes then return the semiconductor to its
thermodynamic equilibrium. Radiative recombina-
tion typically occurs over a longer time-scale but
there are some notable exceptions such as radiative
recombination of excitons in quantum wells occur-
ring on picosecond time-scales.

Hot Phonons

As discussed above, a large population of non-
equilibrium optical phonons is created if a large
density of hot carriers has sufficient energy to emit
optical phonons. Understanding the dynamics of
these nonequilibrium optical phonons is of intrinsic
interest.

At low lattice temperatures, the equilibrium
population of optical phonons is insignificant. The
optical phonons created as a result of photo-
excitation occupy a relatively narrow region of wave-
vector (k) space near k =0 (~1% of the Brillouin
zone). This nonequilibrium phonon distribution can
spread over a larger k-space by various processes, or
anharmonically decay into multiple large-wavevector
acoustic phonons. These acoustic phonons then
scatter or decay into small-wavevector, low-energy
acoustic phonons that are eventually thermalized.

Pump-probe Raman scattering provides the best
means of investigating the dynamics of nonequili-
brium optical phonons. Such studies, for bulk and
quantum well semiconductors, have provided invalu-
able information about femtosecond dynamics of
phonons. In particular, they have provided the rate at
which the nonequilibrium phonons decay. However,
this information is for one very small value of the
phonon wavevector so the phonon distribution
function within the optical phonon branch is not
investigated. The large-wavevector acoustic phonons
are even less accessible to experimental techniques.
Measurements of thermal phonon propagation pro-
vide some information on this subject. Finally, the
nature of phonons is considerably more complex in
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quantum wells, and some interesting results have
been obtained on the dynamics of these phonons.

Tunneling and Transport Dynamics

Ultrafast studies have also made important contri-
butions to tunneling and transport dynamics in
semiconductors. Time-dependent imaging of the
luminescing region of a sample excited by an
ultrashort pulse provides information about spatial
transport of carriers. Such a technique was used, for
example, to demonstrate negative absolute mobility
of electrons in p-modulation-doped quantum wells.
The availability of near-field microscopes enhances
the resolution of such techniques to measure lateral
transport to the subwavelength case.

A different technique of ‘optical markers’ has been
developed to investigate the dynamics of transport
and tunneling in a direction perpendicular to the
surface (vertical transport). This technique relies
heavily on fabrication of semiconductor nanostruc-
tures with desired properties. The basic idea is to
fabricate a sample in which different spatial regions
have different spectral signatures. Thus if the carriers
are created in one spatial region and are transported
to another spatial region under the influence of an
applied electric field, diffusion, or other processes,
the transmission, reflection, and/or luminescence
spectra of the sample change dynamically as the
carriers are transported.

This technique has provided new insights into the
physics of transport and tunneling. Investigation of
perpendicular transport in graded-gap superlattices
showed remarkable time-dependent changes in the
spectra, and analysis of the results provided new
insight into transport in a semiconductor of inter-
mediate disorder. Dynamics of carrier capture in
quantum wells from the barriers provided infor-
mation not only about the fundamentals of capture
dynamics, but also about how such dynamics affects
the performance of semiconductor lasers with quan-
tum well active regions.

The technique of optical markers has been applied
successfully to investigate tunneling between the two
quantum wells in an a-DQW (asymmetric double
quantum well) structure in which two quantum wells
of different widths (and hence different energy levels)
are separated by a barrier. The separation between the
energy levels of the system can be varied by applying
an electric field perpendicular to the wells. In the
absence of resonance between any energy levels, the
wavefunction for a given energy level is localized in
one well or the other. In this nonresonant case, it is
possible to generate carriers in a selected quantum
well by proper optical excitation. Dynamics of

transfer of carriers to the other quantum well by
tunneling can then be determined by measuring
dynamic changes in the spectra. Such measurements
have provided much insight into the nature and rates
of tunneling, and demonstrated phonon resonances.
Resonant tunneling, i.e., tunneling when two elec-
tronic levels are in resonance and are split due to
strong coupling, has also been investigated exten-
sively for both electrons and holes. One interesting
insight obtained from such studies is that tunneling
and relaxation must be considered in a unified
framework, and not as sequential events, to explain
the observations.

Novel Coherent Phenomena

Ultrafast spectroscopy of semiconductors has pro-
vided valuable insights into many other areas. We
conclude this article by discussing some examples of
how such techniques have demonstrated novel
physical phenomena.

The first example once again considers an a-DQW
biased in such a way that the lowest electron energy
level in the wide quantum well is brought into
resonance with the first excited electron level in the
narrow quantum well. The corresponding hole
energy levels are not in resonance. By choosing
the optical excitation photon energy appropriately,
the hole level is excited only in the wide well and the
resonant electronic levels are excited in a linear
superposition state such that the electrons at ¢t =0
also occupy only the wide quantum well. Since the
two electron eigenstates have slightly different ener-
gies, their temporal evolutions are different with the
result that the electron wavepacket oscillates back
and forth between the two quantum wells in the
absence of damping. The period of oscillation is
determined by the splitting between the two resonant
levels and can be controlled by an external electric
field. Coherent oscillations of electronic wave-
packets have indeed been experimentally observed
by using the coherent nonlinear technique of four-
wave mixing. Semiconductor quantum wells provide
an excellent flexible system for such investigations.

Another example is the observation of Bloch
oscillations in semiconductor superlattices. In 1928
Bloch demonstrated theoretically that an electron
wavepacket composed of a superposition of states
from a single energy band in a solid undergoes a
periodic oscillation in energy and momentum space
under certain conditions. An experimental demon-
stration of Bloch oscillations became possible only
recently by applying ultrafast optical techniques to
semiconductor superlattices. The large period of a
superlattice (compared to the atomic period in a
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solid) makes it possible to satisfy the assumptions
underlying Bloch’s prediction. The experimental
demonstration of Bloch oscillations was also per-
formed using four-wave mixing techniques. This
provides another prime example of the power of
ultrafast optical studies.

Summary

Ultrafast spectroscopy of semiconductors and their
nanostructures is an exciting field of research that has
provided fundamental insights into important physi-
cal processes in semiconductors. This article has
attempted to convey the breadth of this field and the
diversity of physical processes addressed by this field.
Many exciting developments in the field have been
omitted out of necessity. The author hopes that this
brief article inspires the readers to explore some of the
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The human visual system is capable of detecting a
small part of the electromagnetic spectrum which is
called light. The visible region has a typical wave-
length range of about 380—780 nm. Under optimal
conditions the range is 360-830 nm. The most
important point is that color is a perception. It is
how human beings perceive the visual part of the
electromagnetic spectrum. The color of an object
perceived depends on the physical characteristics of
the radiation illuminating the object, spectral scatter-
ing and reflectivity of the object, physiology of the
eye, photochemistry of the sensors in the retina, the

complex data processing that takes place in the visual
system, and the psychology of color perception. In
this review, we present an overview of color in nature
and the world. Initially, color and wavelength is
presented, then the human visual system and color
perception. Then we go on to discuss measuring color
and colorimetry and then color in nature, followed by
a brief account of color in art and holography and the
structural colors in nature.

Color and Wavelength (Spectral and
Nonspectral Colors)

The ingenious yet simple experiments performed by
Isaac Newton in the year 1666 and his ideas presented
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in his famous treatise ‘Opticks’, are the foundations of
our understanding of color and color perception.
Based on his experiments, Newton showed that
different regions of the visible spectrum are perceived
as different colors and the solar radiation (white light)
consists of spectral colors violet, blue, cyan, green,
yellow, orange, and red. Thus, natural day light is
quite colorful though we perceive it as colorless.
Table 1 gives approximate wavelength ranges of the
spectral colors. Superposition of all the spectral colors
results in a perception of white.
Colors can be produced in a number of ways:

1. Gas discharges emit characteristic radiation in the
visible region. For example, neon discharge is red
in color, argon discharge blue, sodium discharge
yellow, helium-neon laser gives red radiation and
argon ion laser blue-green radiation. A variety of
fluorescent lamps are available and they provide
continuous spectral power distribution with
characteristic lines of mercury in the blue-green
region. Gas-filled sodium and fluorescent lamps
offer long life and high efficiency and are popular
for indoor and outdoor lighting.

2. Transition metal (Cr, Mn, Fe, Co, Ni, Cu)
compounds or transition metal impurities are
responsible for the colors of the minerals, paints,
gems, and pigments. They involve inorganic
compounds of transition metal or rare earth ions
with unpaired d or f orbitals. About 1% chro-
mium sesquioxide (Cr,O3) in colorless aluminum
oxide results in beautiful red ruby, a gemstone.
The Cr’" impurity in pure beryllium aluminum
silicate gives a beautiful emerald green resulting in
sapphire, another gemstone. Transition metal
impurities are added to glass in the molten state
to prepare colored glass. For example, adding
Cr** gives green, Mn> " purple, Fe®>" pale yellow,
Co’" reddish blue, Ni*" brown, and Cu** green-
ish blue color.

3. Color in Organic Compounds — Most natural and
synthetic dyes and biological (vegetable and
animal origin) colorants are complicated organic

Table 1 Approximate wavelength ranges of different spectral
colors

Color Wavelength range (nm)
Violet 380-435

Blue 435-500

Cyan 500-520

Green 520-565

Yellow 565-597

Orange 597-625

Red 625-780

molecules. They absorb light, exciting molecular
orbitals. The dyes are used for food coloration,
clothing, photographic, and sensitizer purposes.

4. Colors of metals, semiconductor materials and
color centers — The colors of these materials are
caused by the electronic transitions involving the
energy bands.

Diode lasers emit radiation corresponding to
the bandgap of the semiconductor materials used
for their fabrication. They are inexpensive, com-
pact, and can be operated using dry cell batteries.
They are extensively used in compact disks,
barcode readers, and optical communications.

Light emitting diodes (LED) are also prepared
using semiconductor materials and they emit
radiation corresponding to the bandgap of the
semiconductor materials used for their fabrica-
tion. LEDs are available in a variety of colors, red
(GaAsP), orange (AllnGaP), yellow (InGaAs),
green (CdSSe), blue (CdZnS) and are widely used
in clocks, toys, tuners, displays, electronic bill-
boards, and appliances.

Color centers may be produced by irradiating
some alkali halides and glass materials with
electromagnetic radiation (gamma rays, X-rays,
ultraviolet, and visible radiation) or with charged
or uncharged particles (electrons, protons, neu-
trons). The irradiation produces an electron hole
pair and the electron is trapped forming an
electron center. The electron or hole, or both,
form a color center absorbing part of the visible
radiation. The color centers can be reversed by
heating to high temperatures.

5. Optical Phenomenon lead to spectacular colors in
nature and in biological materials. Scattering of
light by the atmosphere is responsible for colors
of the sky, beautiful sunsets and sunrise, twilight,
blue moon, and urban glows. Dispersion and
polarization cause rainbows and halos. Interfer-
ence gives rise to the beautiful colors of thin films
on water, foam, bubbles, and some biological
colors (butterflies). Diffraction is responsible for
the colors of liquid crystals, coronae, color of
gems (opal), color of animals (sea mouse), the
colors of butterfly (Morpho rhetenor), and
diffraction gratings.

The Human Visual System and Color
Perception

Photoreceptors in the Eye: Rods and Cones

As light enters the eye, the cornea and the eye lens
focus the image on the retina. The retina has two
kinds of photoreceptors: rods and cones so named
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because of their shapes. Typically, there are about 7
million cones and 110-125 million rods. Cones are
activated during photopic (daylight) conditions and
the rods during scotopic (night) conditions. Cones are
responsible for color perception whereas rods can
perceive only white and gray shades. Cones are predo-
minantly located near the fovea, the central region of
the retina. When light falls on the rods and the cones,
the photosensitive material in them, namely rho-
dopsin, is activated, generating an electrical signal
which is further processed in the visual system and
transmitted to the visual cortex. Considerable data
processing takes place within the retina.

Color Perception

Subjective nature of color

Color is a perception and is subjective. There is no
way one can define color in an absolute or quantitat-
ive means, even though it can be precisely character-
ized by the spectral power distribution (SPD) of the
radiation. For monochromatic light of different
wavelengths we see the spectral colors detailed in
Table 1. In general, the SPD of light from an object is
complex and to predict the exact color of such a
spectrum is quite difficult. However, in the following
we discuss some simple color schemes.

Additive color mixing

Newton’s experiments demonstrated that using the
three primary color light sources, blue, green, and red
and by varying their relative intensities, one can
generate most of the colors by additive color mixing.
Additive color mixing is employed in stage lighting,
and large screen color television projection systems. If
we are concerned only with the hue and ignore satur-
ation and brightness, the superposition of colored
light beams of equal brightness on a white screen
gives the following simple additive color scheme:

Green + Red = Yellow
Blue 4+ Red = Magenta
Blue + Green = Cyan
Blue + Green + Red = White

Subtractive color mixing

When white light passes through, say, a red filter, the
radiation corresponding to the red radiation is
transmitted and all other parts of the visible spectrum
are absorbed. If we insert more red filters the
brightness of the light transmitted becomes less
though the hue is likely to be more saturated. If you
insert red and blue filters together in a white beam,
you will see no light transmitted because the red filter

blocks the entire spectrum except the radiation
corresponding to red color which in turn is blocked
by the blue filter.

Subtractive color scheme is also applicable when
paints of various colors are mixed together. The
subtractive primary colors are magenta, yellow, and
cyan. The artists often call them red, yellow, and blue.
By appropriately mixing the primary colored paints
one can, in principle, generate most of the colors.

How many colors can we differentiate?

If we do a simple experiment beginning from the
lowest wavelength of the visible spectrum, say
380 nm, and gradually move to the long wavelength
end of the visible spectrum, one can differentiate
about 150 spectral colors. For each spectral color
there will be a number of colors that vary in
brightness and saturation. Additionally, we can have
additive mixtures of these spectral colors, which in
turn have variations in brightness and saturation. It is
estimated that under optimal conditions we can
differentiate as many as 7 tol0 million different
colors and shades.

Temporal Response of the Human Visual System

Positive afterimages

The visual system responds to changes in the
stimulation in time. However, the response of the
visual system is both delayed and persists for some
time after the stimulation is off. Because of the
persistence of vision, one would see positive after-
images. The afterimages last about 1/20s under
normal conditions but are shorter at high light
conditions. A rapid succession of images show results
in a perception of continuous motion which is the
basis for movies and TV.

Close your eyes for about five minutes so that any
after images of the objects you have seen before are
cleared. Open your eyes to see a bright colored object
and then close your eyes again; you will see positive
afterimages of the object in its original colors. Even
though the positive afterimage at the initial stages will
be of the same colors as the original, they gradually
change color showing that different cones recover at
different rates.

Negative afterimages

If you stare at a color picture intensely for about a
minute and look at a white background, such as a
sheet of white paper, you will see the complementary
colors of the picture. The image of the object falls on
a particular part of the retina and if we look at a
green colored object, the cones that are more
sensitive to the mid-wavelength region are activated
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and are likely to be saturated. If you look at a bright
sheet of white paper immediately, the cones that are
sensitive to the middle wavelength region are
inactivated since they need some time to replenish
the active chemical whereas the cones that have
maximum sensitivity for the low and high wave-
lengths are active, therefore you will see the object in
complementary colors. Yellow will be seen after
looking at blue image, cyan after looking at red
image and vice versa.

Spatial Resolution of the Human Visual System

Lateral inhibition (color constancy)

By and large the perceived color of an object is
independent of the nature of the illuminating white
light source. The color of the object does not change
markedly under different white light sources of
illumination. For example, we see basically the
same color of the object in the daytime in the light
of the blue sky or under an incandescent light source
even though the spectral power distributions of these
sources are different and the intensity of light reach-
ing the eye in both cases is also drastically different.
The color constancy is a result of chromatic lateral
inhibition. The human visual system has a remark-
able way of comparing the signals from the object and
manipulating them with the signals generated from
the surroundings and picking up the correct color
independent of the illuminating source. The color
constancy and simultaneous lightness contrast are
due to lateral inhibition. Lateral inhibition was
exploited by a number of artists to provide certain
visual effects that would not have been possible
otherwise. For example, Georges Seurat in his famous
painting ‘La Poseuse en Profil’ improved the light
intensity contrast in different regions of his painting
by employing edge enhancement effects resulting
from lateral inhibition. Victor Vasarely’s art work
‘Arcturus’ demonstrates the visual effects of lateral
inhibition in different colors.

Spatial assimilation

The color of a region assimilates the color of the
neighboring region, thus changing the perception of
its color. Closely spaced colors, when viewed from a
distance, tend to mix partitively and are not seen as
distinct colors but as a uniform color due to additive
color mixing. Georges Seurat in his painting ‘Sunday
Afternoon on the Island of La Grande Jatte’, uses
thousands of tiny dots of different colors to produce a
variety of color sensations, a technique which is
known as pointillism. The visual effects of spatial
assimilation were clearly demonstrated by Richard

Anuszkiewicz in his painting ‘All Things Do Live in
the Three’.

Color Perception Models

Thomas Young, in 1801, postulated that there are
three types of sensors thus proposing trichromacy to
explain the three attributes of color perception: hue,
saturation, and brightness. Data on microspectro-
photometry of excised retinas, reflection densitome-
try of normal eyes, and psychophysical studies of
different observers confirm the existence of three
types of cones. As shown in Figure 1, the three types
of cones have different responsivities to light.
The cones that have maximum responsivity in the
short wavelength region are often refereed as S-cones,
the cones that have maximum in the intermediate
wavelength range as I-cones, and the cones that have
maximum in the long wavelength region as L-cones.

The three response curves have considerable
overlap. The overlap of the response curves and the
complex data processing that takes place in the visual
system enable us to differentiate as many as 150
spectral colors and about seven to ten million
different colors and shades. An important conse-
quence of the existence of only three types of color
sensors is that different spectral power distributions
can produce identical stimuli resulting in the percep-
tion of the same color. Such spectral power distri-
butions are called metamers.

The neural impulses generated by the cones are
processed through a complex cross-linking of bipolar
cells, horizontal cells, amacrine cells, and commu-
nicated to ganglion cells leading to the optic chiasmas
through the optic nerve. Information gathered by
about 100 million photoreceptors, after considerable
processing, is transmitted by about a million ganglion
cells.
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Figure 1 Relative spectral absorption of the three types of
cones. S,/, and L respectively stand for the cones that have
maximum responsivity for the short, intermediate, and long
wavelength regions.
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The zone theory of color vision assumes two
separate zones where the signals are sequentially
processed. In the first zone the signals are generated
by the cones and in the second zone, the signals are
processed to generate one achromatic and two
opponent chromatic signals. Possibly other zones
exist where the signals generated in the first and the
second zones are further processed and communi-
cated to the visual cortex where they are processed
and interpreted based on the temporal and spatial
response and comparisons with the information
already available in the memory.

Measuring Color and Colorimetry

Since color is a human perception, how do we
measure color? Colorimetry is based on the human
visual system and how different observers perceive
color. Though, the spectral power distribution of light
is helpful for characterizing spectral hues, it is very
difficult to infer the color from the spectral power
distribution.

The three attributes of color perception are hue,
saturation, and brightness. Hue is the color such as
red, green, and blue. Saturation refers to the purity of
the color. A color is said to be more saturated if the
whiteness in the color is less and vice versa. Brightness
is related to the intensity of light. For the sun at
sunrise the hue is red, saturated, and low brightness.
About half an hour after sunrise, the hue is yellow,
less saturated, and higher brightness. Though a
variety of color schemes are available in the literature,
in the following we discuss the Munsell system and
the C.ILE. diagram only.

Munsell Color System

Albert Munsell, a painter and art teacher, devised a
color atlas in 1905 by arranging different colors in an
ordered three-dimensional space. He used the three
color attributes hue, chroma, and value correspond-
ing to hue, saturation, and brightness. In this system
there are 10 basic hues, each of which is divided into
10 equal gradations, resulting in 100 equally spaced
hues. Each hue has a chart with a number of small
chips arranged in rows and columns. Under daylight
illumination, the chips in any column are supposed to
have colors of equal chroma and the chips in any row
are supposed to be of equal brightness. The brightness
increases from the bottom of the chart to the top in
steps that are perceptually equal. The saturation of
the color increases from the inside edge to the outside
edge of the chart in steps that are also perceptually
equal. Each chip is identified by hue, value/chroma. In
the Munsell scale, black is given a value of 0 and

white 10, and the nine grays are uniformly placed in
between. Though the Munsell system has gone
through many revisions, typically it has a total of
about 1450 chips. The Munsell color scheme, though
subjective in nature, is widely used because of its
simplicity and ease.

The Commission Internationale de ’Echlairage
(C.1.E.) Diagram

Even though the visible light reaching the eye has a
very complex SPD, color perception is mostly
dependent on the signals generated by the three
different types of cones. However, we do not know
precisely the absorption and sensitivity of the cones
and therefore are not in a position to calculate the
signal strengths generated by the three different
cones. Additionally, the response of the cones is
specific to the individual. Therefore, the C.LLE. system
is based on the average response of a large sample of
normal observers. The C.LE. system employs three
color matching functions Xx(A),y(A), and Z(A)
(Figure 2), based on the psychological observations
of a large number of standard observers to calculate
the ‘tristimulus values’ X, Y, and Z defined as

X=c¢ J S()RN)dA [1]
Y=c J SV)FNdA 2]
Z=c J S(MZM)dA (3]

Here, A is the wavelength, S(A) the spectral power
distribution, and c is the normalization constant. The
integration is carried out over the visible region,
normally 380 to 780 nm. The system is based on the
assumption of additivity and linearity. The sum of the
tristimulus values (X + Y + Z) is normalized to 1. We
choose y(A) so that the Y tristimulus value is
proportional to the luminance which is a quantitative
measure of the intensity of light leaving the surface.
We further calculate x and y which are called
chromaticity coordinates:

X

T XAY+2 4
Y
YT X¥Y+2 b

The psychological color is then specified by the
coordinates (Y, x, y). Relationship between colors is
usually displayed by plotting the x and y values on
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Figure 2 Color-matching functions X (A),¥ (A), and z (A) of the C.I.E. 1931 standard observer.

a two-dimensional Cartesian Coordinate system
with z as an implicit parameter (z=1-—x—y)
which is known as the C.LLE. chromaticity diagram
(Figure 3). In this plot, the monochromatic hues are
on the perimeter of a horseshoe shaped curve and is
called spectrum locus. A straight line joining the
ends of the spectrum is called the line of purples.
Every chromaticity is represented by means of two
coordinates (x, y) in the chromaticity diagram. The
point corresponding to x = 1/3 and y = 1/3 (also
z = 1/3) is the point of ‘equal energy’ and represents
achromatic point. The complementary colors are on
the opposite sides of the achromatic point. Com-
plementary wavelength of a color is obtained by
drawing a line from the color through the achro-
matic point to the perimeter on the other side.

Continuum (white) sources

A perfect white source is the one that has constant
SPD over the entire visible region. Such a source
will not distort the color of the objects they
illuminate. A number of sources in general are
considered as white sources; they include incandes-
cent lamps, day skylight, a variety of fluorescent
lamps, etc. It should be noted that the SPD of these
sources is not constant and varies with the source.

Typical SPDs of commonly used light sources are
given in Figure 4.

Color temperature

The thermal radiation emitted by a black body has a
characteristic SPD which depends solely on its
temperature. The wavelength A of the peak of this
distribution is inversely proportional to its absolute
temperature. As the absolute temperature of the
blackbody increases, the peak shifts towards shorter
wavelengths (blue region) and also the width of the
distribution decreases. Since the peak of the black
body radiation is dependent on the absolute tempera-
ture, the color of the blackbody can be approximately
defined by its temperature.

The color temperature of a body is that tempera-
ture at which the SPD of the body best matches with
that of the blackbody radiation at that temperature.
The concept of color temperature is often used to
characterize the sources. Low color temperature
sources have a reddish tinge and high color
temperature sources tend to be slightly bluish. For
example, the color temperature of red looking star
Antares is about 5000 K and that of the bluish white
looking Sirius is about 11000 K. One should note
that the color temperature of a body is different from
its actual temperature. The fluorescent lamps have a



COLOR AND THE WORLD 185

0.90
520
TR 5pe
0.80 ATy n-iL#\"g 0
f laser u‘%
510 850
0.70 !
[~ , 560
\bUt)
0.60 F ¢ =
504
T 050 i 580
t o
y \O' b
A 90
°© 3000 K o +—+e.
0.40 = S 000K T8
ST N 000K 11500 K [N
5000 K ’EB 1000 K § 062()
0.30 J,, 10000 K &°/C He-Neon “eesg
Argon-jon 15000 K laser 0
A laset
25000 K
0.20 4&5/,3) — 1
|
0.10 &
™, Argdn-ioh ]
470 lag
0 40%\/?5/
0 0.10 *°0.20 0.30 040 050 060 0.70
X —>

Figure 3 Chromaticity diagram of the C.I.E. 1931 standard observer. The chromaticities of the incandescent sources and their color
temperatures are given inside the curve. A, B, and C are the C.I.E. standard illuminants. The chromaticities of the helium-neon laser
(red, 633 nm) and the argon-ion laser (green 515 nm, blue 488 nm, and indigo, 458 nm) are also shown.

Day sky light

Incandescent lamp

Sunlight

Fluorescent light

Relative SPD (arbitrary units)

]
450

] ] ]
500 550 600

Wavelength (nm)

]
650

400 700

Figure 4 Relative SPDs of commonly used white light sources.

color temperature range of 5000-7500 K, incandes-
cent lamps about 3000 K, direct sunlight ~4870 K
and overcast skylight has a color temperature of
~7000 K.

The C.LLE. chromaticity diagram along with the
color temperatures of the commonly employed
sources, is shown in Figure 3.

Color in the Nature

As the solar radiation passes through the atmosphere,
it is partly absorbed and partly scattered by the
atmospheric constituents: air, water vapor, and dust
particles. Absorption depends on the molecular
properties of the air molecules, water vapor, and the
dust particles, and is strongly wavelength dependent.
Absorbed energy increases the internal energy of the
molecule finally manifesting itself as thermal energy.
When the sun is at the zenith, the solar radiation
passes through one air mass loosing approximately
32% of its power. The SPD of the solar radiation
above the atmosphere and at the Earth’s surface at air
mass 1 is shown in Figure 5. Scattering and
absorption of the solar radiation by the atmosphere
are responsible for a variety of interesting colorful
views in the nature and they are briefly discussed in
this section.

Atmospheric Colors

1. Colors of the sky. Scattering occurs over most
of the visible part of the electromagnetic
spectrum and is a function of the frequency of



186 COLOR AND THE WORLD

Figure 5 Spectralirradiance (kW m™
level on a clear day and the sun at the zenith.

2.4 T T
UV | Visible | Infrared

| !
TE i i Above atmosphere
=3 ]
% :
§ 16 i Sea-level sunlight (M =1 air mass) N
= i
@ :
o |
= ~
o M
e \!
o
-Tc:g
5 0.8 _
(]
o
(%)

0'0 [ 1 1 N -
0.2 0.8 1.4 2.4

2.6

Wavelength (um)

2

the radiation. According to Lord Raleigh’s
theory of scattering, the scattering probability
varies inversely as a function of the fourth power
of the wavelength of the radiation. If we consider
the radiation corresponding to blue (400 nm)
and the radiation corresponding to say red
(700 nm), the photons corresponding to blue
radiation are scattered by about 9.4 times that of
photons corresponding to the red radiation.
During noontime, when we look at the sky, not
directly at the sun, the sky looks unsaturated blue
because of the predominant scattering experi-
enced by the high frequency radiation corre-
sponding to blue color. However, it should be
noted that the daytime skylight contains all the
spectral colors of the solar radiation though the
spectral power distribution has changed result-
ing in an increase in the intensity of the high
frequency (blue) radiation. During noontime at
the horizon, the sky looks close to white in color
with a bluish tinge, because the solar radiation
has passed through many air masses. As the
thickness of the atmosphere increases, the
intensity of the blue radiation decreases and
ultimately as the radiation reaches the horizon,
all the spectral colors are scattered about the
same level resulting in white or bluish white sky.
. Polarization of the solar radiation by the
atmosphere. Light scattered by a molecule is
polarized. The blue skylight is polarized with a

wm ") of the solar radiation measured above the atmosphere and at the Earth’s surface at sea

maximum polarization of about 75% to 85% at
90° from the sun.

. Distant mountains seem bluish in color. When an

artist wishes to paint a distant mountain in
perspective, he/she paints it blue; why? This is
called airlight. The low wavelength part of the
solar radiation is scattered more prominently,
giving it a blue perspective when observed from a
distance. However, it should be mentioned that
the distant mountains may look any color
depending on the scattering and absorption of
the solar radiation sometimes resulting in ‘Purple
Mountain’s majesty.’

. Sun looks red at the sunrise and sunset. At

sunset as the sun approaches the horizon, the
sun changes its color from dazzling white to
yellow, orange, bright red, and dull red and the
order is reversed at sunrise. At the sunsets and
sunrise, the solar radiation travels through many
airmasses compared to approximately one air-
mass when the sun is at the zenith. Because of
the large mass of air the radiation has to pass
through, first the blue part of the spectrum is
removed and the transmitted green to red
spectral colors give the appearance of yellow.
As this spectrum passes through more airmass,
green is scattered most, leaving spectral yellow,
orange, and red. As the radiation further passes
through air, yellow and orange are also scat-
tered, leaving only red.
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5.

10.

Twilight. After sunset (dusk), or before the
sunrise (dawn), the sky is illuminated by light
which in turn illuminates the landscape. At
sunsets and sunrise the solar radiation passes
through a large mass of air. At a solar depression
of about 0°, most of the blue is lost by scattering,
resulting in a yellow arch and bright sky, and as
the solar depression increases to about 10° the
arch will be reddish and the brightness of the sky
reduced.

Alpenglow. Snow-covered mountains glow
orange yellow from the low sun and after the
sunset the same mountains look purple because
of the reflection of the twilight.

Twinkling of stars. The stars twinkle. The local
variations in the density of air are responsible for
the twinkling of stars. As the density of air
changes, so does the index of refraction and the
starlight is continually refracted and dispersed.
Twinkling is more prominent when the stars are
on the horizon or on cold clear and windy nights.

. Mirages. Mirages are refracted images produced

because of the existence of refractive index
gradients in the atmosphere. This results in the
sight of shimmering water on a highway,
inverted view of a car, etc.

. Aurora Borealis. Aurorae are diffused slowly

moving lights seen at high latitudes. They are
often greenish yellow with different shapes. The
lights in the northern hemisphere are called
‘Aurora Borealis’ and the lights in the southern
hemisphere ‘Aurora Australis.” They are caused
primarily by the high-energy electrons deflected
by the Earth’s magnetic field towards the Earth’s
magnetic poles interacting with the atmospheric
molecules resulting in molecular excitation and
ionization. When the molecules de-excite, the
characteristic electromagnetic radiation is com-
monly emitted. The commonly seen yellow-green
light is due to the molecular emission of oxygen
at 557 nm.

Urban glows. The scattered light from cities
can be observed from space. The metropolitan
Los Angeles can be observed from about 250 km
in space. Extensively used sodium lamps with
strong spectral yellow and blue-green mercury
and fluorescent lights have unique color spectra
of their own.

Colors due to Water and Water Droplets

1.

What is the color of pure water? The trans-
mission coefficient of pure water as a function of
wavelength for different thicknesses of water
column is shown in Figure 6. Our perception of
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Figure 6 Transmission coefficient of water as a function of
wavelength for different thicknesses of water (1 mm, 1 m, and
10 m).

the color of water changes with the thickness of
water. For 1 mm thick water column, all the
wavelengths are transmitted, resulting in the
perception of white; 1 m thick water column
looks unsaturated bluish green. As the thickness
of water increases, the bluish green color will get
more and more saturated. The color of water
perceived by us depends on: (i) light reflected
from the water surface; (ii) the light refracted at
the water surface and diffused and scattered by
the water molecules; and (iii) the refracted light
reaches the bottom and gets reflected, which is
further diffused and scattered and refracted at
the water surface again. What we see is an
additive sum of all these components.

. Refraction through water—air interface. When

light travels from an optically denser medium to
an optically lighter medium, the light is deviated
away from the normal. This is the reason why the
apparent depth of a fish located in a pond is less
than the true depth and a pencil struck in water
seems to bend. If you are a diver when you look
at the horizon from under water, the hemisphere
seems to be compressed into a circle of diameter
97.2° instead of 180° which is known as ‘Optical
Manbhole.’

. Glitter. When you look at the reflection of the

sun or the moon in wavy water, you notice a
bright elongated reflected light known as glitter.
It has a brilliant reddish orange color when the
sun is above the horizon. Since the water is wavy,
light reflected by a certain part of the wave at a
certain time has the correct angle of reflection
to reach your eye, which is known as glint.
An ensemble of a large number of glints



188

COLOR AND THE WORLD

coming from different waves and different parts
of the waves results in glitter. Since you are
looking at the reflected light, it will be polarized.

. Sky pools and landpools. The light coming from

a wavy water surface of a lake consists of oval
shaped bright colored patterns that continually
change in shape. This results from the reflection
of skylight by the wavy water. If the waves are
not turbulent the reflected light reaching your eye
continually changes resulting in bright colored
patterns. Landpools are caused by a nearby
sloping landscape and the reflected light pattern
from the landscape.

Thin films. Oil floats on water and spreads into
thin films because of its low surface tension.
When viewed in reflected natural white light,
the light reflected from the top surface of the
oil and the light reflected from the interfacial
surface of oil and water interfere to produce
colorful patterns. Brilliant colored patterns are
commonly seen on the roads after rain because
of gasoline on water. Foam ordinarily consists
of bubbles ranging typically 10"*mm to
several mm. Even though each bubble produces
colorful light due to the interference effects,
the light coming out of the foam adds up to
white light.

Wet surfaces look darker. A water spot on a
concrete road looks darker. Since concrete is not
porous a thin layer of water sticks to the surface.
At the water surface part of the light incident is
reflected, and a large part is transmitted. The
transmitted light is diffusively scattered, part of
which goes through total internal reflection and
only a small part reaches the eye, making the
surface look darker.

When a fabric is wet it looks darker because
of a slightly different mechanism. The surface of
the fabric gets coated with a thin layer of water
(refractive index = 1.33) which is smaller than
the refractive index of the fabric. When the cloth
is wet more light is transmitted, and less gets
reflected than before. The transmitted light
penetrates the fabric and gets scattered, resulting
in a darker appearance.

Rainbows. Water with a refractive index of 1.33
is a dispersive medium. White light consisting of
different wavelengths travel at different speeds in
the medium and emerge at different directions. If
the dispersion is adequate, different spectral
colors can be seen by the naked eye. The dew
covered lawn on a sunny day displays the
spectral colors. If you stand close to the dew
drop without blocking the sun’s radiation
falling on the drop, at some angle one should

10.

11.

see the spectral colors. The primary rainbow is
produced by the water droplets in the atmos-
phere after rain. The radius of the primary
rainbow is about 42° with a width of about 2°.
The color of the primary rainbow would be blue
to red from the center of the rainbow. A rainbow
is observed at the antisolar point. The brightness
of the rainbow depends on the ambient sunlight,
the size of the droplets, and whether the sun is
low or high in the sky. The secondary rainbow,
which is fainter, is often seen outside the primary
rainbow at about 51°. The secondary rainbow
will have red to blue from the center of the
secondary rainbow. The secondary rainbow is
approximately half as bright as the primary
rainbow. The secondary rainbow is caused by
two total internal reflections within the droplet
whereas the primary rainbow is the result of one
total internal reflection only. Because of the total
internal reflection process, light is about 95%
tangentially polarized in the primary rainbow.

. Heiligenschein. Heiligenschein or the ‘holy light’

can be seen around the shadow of your head on a
lawn on a sunny morning when dew drops are
present. Usually, the dew drops are held by the
tiny hairs of the grass at some distance from the
blade of the grass. As light falls on the droplet,
the spherical drop converges light at its focus and
if the grass blade is located at that point, the light
gets retroreflected approximately towards the
sun resulting in holy light around your shadow.
Coronae. Colored concentric patchy rings seen
around the moon and the sun are called coronae.
They are primarily produced by the water
droplets in the thin clouds. Even though the
water droplets are randomly located, the dif-
fracted light from the droplets has a defined
angle and the superposition of the diffraction
patterns from different water droplets results in
colored ring structures. Coronae can be
easily seen around the full moon viewed through
thin clouds.

The Glory. On a foggy day with the sun at your
back, one may see bright colored rings in the
form of arches of about 5° to 10° at the solar
point. The light in the glory is polarized and the
ring structure is produced by reflection of the
solar radiation by the fog.

Clouds. Clouds contain suspended water dro-
plets or ice crystals. The size of the droplets
ranges from less than a micrometer to about 100
micrometers (10°°m). When the air is super-
saturated with water vapor, the water condenses
into water droplets, resulting in a definite shape
to the cloud. When the sun’s radiation falls on
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12.

the cloud, the light is scattered by the water
droplets. Even though one would expect that the
scattered light may have some color distribution,
since we look at the scattered light from a very
large number of droplets, the summation of all
the colors results in white. Some clouds look
dark or gray because, either they are in the
shadow of other clouds or they are so thick that
most of the light is absorbed. During sunset and
sunrise, the clouds look bright orange because of
the colored light illuminating them. Even though
all the clouds are basically white, they may
appear colored because of the selective absorp-
tion of certain colors in the atmosphere or due to
the colored background radiation. Often, you see
a silver lining at the edges of a cloud, because at
the edges the density of water is low and when
the sun illuminates it from the back, the
radiation is scattered in the forward direction
quite efficiently, resulting in a bright and shiny
‘silver lining’ to the cloud.

Lightning. Lightning is caused by an intense
electrical discharge due to the high potential
differences developed. On a cloudy and rainy
day, as the water droplets grow in size, the falling
drops get distorted to ellipsoidal shape and get
polarized. The top smaller portion becoming
negative and the lower larger part becoming
positive. As the deformation increases, the drop
ultimately breaks and the smaller drops being
negatively charged and the larger ones positively
charged. The wind currents easily lift the buoy-
ant small drops to higher altitudes and the
heavier positively charged droplets fall towards
the Earth. The final result is that the upper region
of the cloud is negatively charged whereas the
lower region of the cloud is positively charged.
The portion of the Earth under the cloud
becomes negatively charged due to induction.
The localized ions in the positively charged cloud
produce a strong electric field which is further
augmented by the induced negative charges on
the Earth below. The strong electric field
ionizes the air molecules setting up a current
discharge to the earth. This discharge is called
stepped leader. Following the stepped leader, the
charges in the upper region of the cloud also
discharge resulting in what is called return
stroke. The sequence of leader and return strokes
occur typically about ten times in a second.
Since the clouds are charged and they are closer
to each other, lightening is more frequent
between the oppositely charged clouds than
cloud and Earth. It is estimated that the lightning
between the clouds is about five times more

frequent compared to the lightening events
between a cloud and the Earth. In this process,
the nitrogen and oxygen molecules in air are
excited and ionized. The flash is produced by the
de-excitation of these molecular species. Since
the temperatures involved are quite high
(30 000 K), the flash has a strong unsaturated
bluish hue. Some hydrogen lines are also
observed in the flash. Hydrogen is produced as
a result of the dissociation of water molecules
during the discharge process.

13. Ice and Halos. Snow reflects most of the light
falling with a reflectivity of about 95%. Snow-
flakes are crystalline and have hexagonal struc-
ture. In nature they occur in assorted sizes and
shapes. As white light falls on them, light may be
simply reflected from their surfaces making them
shining white, which are often called glints. The
light may also pass through the crystalline
material get dispersed and emerge with different
colors, which are known as sparkles.

The halos appear as thin rings around the sun
or the moon. They are produced because of the
minimum deviation of light in snow crystals. The
22° halo is most common and is often seen a
number of times in a year. The halos are circular
and have a faint reddish outer edge and a bluish
white diffused spot at the center. They often look
white because of the superposition of different
colors resulting in a more or less white color.

Color in Art and Holography

Sources of Color

There are two major color sources, dyes and paint
pigments. Dyes are usually dissolved in a solvent. The
dye molecules have selective absorption resulting in
selective transmission. Paint pigments are powdered
and suspended in oil or acrylic. The paint particles
reflect part of the radiation falling on them, selec-
tively absorb part of the radiation and transmit the
balance. Lakes are made of translucent materials such
as tiny grains of alumina soaked in a dye of
appropriate color.

In the case of water colors and printer’s inks, part
of the light incident is reflected from the surface and
the remaining transmitted which is selectively
absorbed by the dye. The transmitted light reflected
by the paper, passes through the dye again and
emerges. Each transmission produces color by sub-
tractive color scheme and the emerging light is mixed
partitively by the observer.

In the case of paints, the color depends on the size
and concentration of the pigment particles and the
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medium in which they are suspended. Part of the light
incident on the artwork gets reflected at the surface
and the remaining selectively absorbed and trans-
mitted which in turn is further reflected and
transmitted by other pigment particles each time
following a subtractive color scheme. The light
reaching the canvas gets reflected and passes through
the medium and emerges. Again, all the emerging
beams are partitively mixed by the observer.

Holograms may be broadly categorized as trans-
mission and reflection holograms. Both transmission
and reflection (volume) holograms are prepared by
producing the interference pattern of the reference
and object laser beams. Transmission holograms can
be viewed in the presence of the reference laser beam
that was employed for its preparation. Spectacular
three-dimensional colored images are reconstructed
by the reflection holograms depending on the angle of
incidence of the white light and the direction of
observation. Embossed holograms are popular for
advertising, security applications (credit cards), dis-
play, and banknotes. Some studios prepare three-
dimensional holographic portraits that can be viewed
in natural light. In the future, three-dimensional
videos and even holographic three-dimensional
movies may be a reality.

Structural Colors in Nature

Nanoscale Photonic Lattices

Newton observed that iridescence (change in color
with the direction of observation) is caused by optical
interference. The colors are produced by the inter-
ference or the light diffracting characteristics of the
microstructures and not by the selective reflection or
absorption of light, as in the case of pigments.
Photonic band structures consist of periodic arrange-
ment of dielectric materials even though they are
transparent, have a bandgap resulting in inhibition of
certain wavelengths. Light with frequencies in the
gaps between the bands get reflected resulting in the
specific color.

The structural colors of light can be seen in the
animal world and minerals. For example, opal, a
sedimentary gem does not have crystalline structure,
but consists of tiny spheres of silica packed together.
The diffraction of light through these structures
results in spectacular colors determined by the size
of the spheres and their periodicity. The spines of the
sea mouse Aphrodite are covered with natural
photonic structures that produce iridescence resulting
in brilliant colors depending on the direction of the
incident light and the direction of observation.

In the case of the butterfly, Morpho rhetenor, the
metallic blue color is produced by the periodic
structure of its wings. Its wings have layers of scales,
each of about 200 mm long and 80 mm wide and
about 1300 thin parallel structures per mm which
form a diffraction grating.

The bird feathers viewed through an optical
microscope show the structural components which
are responsible for their coloration. The structural
details of the peacock’s eye pattern employing the
scanning electron microscopy show photonic struc-
tures on peacock barbules. Barbules are the strap like
branches on the peacock feathers. The four principal
colors on the peacock feathers blue, green, yellow,
and brown were identified wth the specific structures.
The interference between the light reflected from the
front surface to that reflected from the back was
shown to be responsible for the brown color in the
peacock’s eye. The photonic structure of the green
barbule has a periodic structure of melanin cylinders
with a spacing of about 150 nm whereas the blue
barbule has a periodic structure of 140 nm, and
yellow barbules have a periodicity of 165 nm.

See also

Dispersion Management. Holography, Techniques:
Color Holography. Photon Picture of Light. Polari-
zation: Introduction. Scattering: Scattering Theory.
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Introduction

The growth in the fiber optic communications and
optoelectronics industries has led to the development
and commercialization of many types of optical
components. Fiber sensor devices and systems are a
major user of such technologies. This has resulted in
the development of commercial fiber sensors that can
compete with conventional sensors. Fiber sensors
are capable of measuring a wide variety of stimuli
including: mechanical (displacement, velocity, accel-
eration, strain, pressure); temperature; electro-
magnetic (electric field, magnetic field, current);
radiation (X-ray, nuclear); chemical composition;
flow and turbulence in liquids; and biomedical.
The main advantages of fiber sensors are that they
are low cost, compact and lightweight, robust,
passive, immune to electromagnetic interference,
and highly sensitive.

Fiber sensors can be grouped into two basic classes:
intrinsic and extrinsic. In an intrinsic fiber sensor the
sensing is carried out by the optical fiber itself. In an
extrinsic sensor the fiber is simply used to carry light
to and from an external optical device where the

sensing takes place. Point fiber sensors are localized to
discrete regions; quasi-distributed sensors utilize
point sensors at various locations along a fiber and
distributed sensors are capable of sensing over the
entire length of fiber.

A basic fiber sensor system, as shown in Figure 1,
consists of a light source, fiber sensor, optical detector,
and signal processing electronics. A measurand
causes some change (intensity, phase, polarization,
spectrum, etc.) in the light propagating through the
sensor. This change is detected and processed to give
an output signal proportional to the measurand.
A large part of fiber sensor research concerns the
development of fiber sensors sensitive to particular
measurands and appropriate signal processing
techniques. We describe some of the most important
fiber sensors and also consider quasi-distributed
and distributed sensing, including the use of multi-
plexing techniques.

Measurand (e.g., pressure)
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Figure 1 Basic fiber sensor system.
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Intensity-Based Fiber Sensors

The intensity modulation (IM) of light is a simple
method for optical sensing. There are several
mechanisms that can produce a measurand-induced
change in the optical intensity propagated by an
optical fiber. Perhaps the simplest type of IM fiber
sensor is the microbend sensor shown in Figure 2.
The sensor consists of two grooved plates between
which passes an optical fiber. The upper plate can
move in response to pressure. When the fiber is bent
sufficiently, light escapes into the fiber cladding and
is lost. The greater the pressure on the plates the
more loss occurs.

Coupling-based fiber sensors are useful for
measurement of displacement or dynamic pressure.
Transmission and reflective configurations are poss-
ible as shown in Figure 3. The transmission coupling-
based sensor consists of two fibers with a small gap
between them. The amount of light coupled to the
second fiber depends on the fiber acceptance angles
and the distance between the fibers. One of the fibers
can move in response to vibration or pressure thereby
changing the distance between the fibers and hence
the coupling loss. The reflection-based sensor oper-
ates in a similar fashion, where light is reflected from
a flexible diaphragm back into a collecting fiber. The
reflected light intensity changes as the diaphragm is
flexed. Once the coupling relationship between the
input fiber, diaphragm and collecting fiber is known,
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Figure 2 Microbend fiber sensor. The transducer moves in
response to pressure and in doing so changes the bending radius
of the fiber and thereby the fiber loss.
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Figure 3 (a) Transmission and (b) reflective coupling-based
fiber sensors.
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Figure 4 Evanescent wave fiber chemical sensor.

intensity changes can be related to the applied
displacement or pressure.

Evanescent wave fiber sensors exploit the fact that
some of the energy in the guided mode of an optical
fiber penetrates a short distance from the core into the
cladding. The penetration of light energy into the
cladding is called the evanescent wave. It is possible to
design a sensor where energy is absorbed from the
evanescent wave in the presence of certain chemicals
as shown in Figure 4. This is achieved by stripping the
cladding from a section of the fiber and using a light
source having a wavelength that can be absorbed by
the chemical that is to be detected. The resulting
change in light intensity is a measure of the chemical
concentration. Measurements can also be performed
in a similar fashion by replacing the cladding with a
material such as an organic dye whose optical
properties can be changed by the chemical under
investigation. Evanescent wave fiber sensors have
found many applications in the biomedical field, such
as blood component meters for detection of choles-
terol and uric acid concentrations in blood.

A linear position sensor based on time division
multiplexing is shown in Figure 5. It uses a square-
wave modulated light source, optical delay loops and
an encoded card. The delay loops separate the return
signal from the encoded card by a time that is greater
than the pulse duration. The encoded return signal
can be decoded to determine the card position and
velocity.

Interferometric Sensors

Interferometric fiber sensors operate on the principle
of interference between two or more light beams to
convert phase differences to intensity changes. Com-
mon configurations used include Michelson, Mach-
Zehnder, and Sagnac interferometers, polarimetric
systems, grating and etalon-based interferometers
and ring resonators. Interferometric fiber sensors
have extremely high sensitivity and are able to resolve
path differences of the order of 107° of the light
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Figure 5 Linear position sensor using time division multiplexing.
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Figure 6 Michelson interferometric strain sensor. Part of the signal arm is embedded in a material, such as concrete (in civil
engineering structures) or carbon composite (used in the aerospace industry).

source wavelength. To realize high sensitivity, spec-
trally pure light sources such as semiconductor lasers
must be used. In addition, single mode fibers and
components are used to maintain the spatial coher-
ence of the light beams. Factors that affect the
performance of interferometric sensors include the
optical source phase noise and the polarization states
of the interfering light beams.

In two-beam interferometric sensors, such as the
Michelson interferometric strain sensor shown in
Figure 6, one of the light beams travels through a fiber
where its phase can be modulated by the measurand.
The two reflected beams recombine on a detector, the
output of which is of the form 1 4+ V cos ¢pas shown in
Figure 7. ¢ is the relative phase shift between the
return beams and V the interferometer visibility.
Compensating techniques must be used to ensure
that the interferometer sensitivity is maximized.
Active techniques involve the insertion of an active
device, such as a fiber stretcher, in one of the
interferometer arms to control the mean phase
difference between the beams. Passive schemes have
the advantage in that no active components are
required, but usually involve complex signal proces-
sing schemes such as active homodyne or synthetic
heterodyne demodulation. The sensitivity of the fiber
to the measurand can be further improved through the
use of specialized coatings.
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Figure 7 Two-beam interferometer transfer function. The
sensitivity is maximized when the mean phase difference between
the detected light beams is an odd integer multiple of #/2. When
this is the case the interferometer is said to be operating in
quadrature.

Compact interferometric sensors can be con-
structed using intrinsic or extrinsic Fabry—Perot
type configurations, the most common of which are
shown in Figure 8. If the Fabry-Perot cavity
reflectivities are <1, then it can be considered to be
a two-beam interferometer.

Polarimetric fiber sensors relate changes induced
in the polarization state of light to the measurand.
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These sensors usually use high birefringence (Hi-Bi)
fiber. The phase difference between the two orthog-
onally polarized modes of Hi-Bi fiber is given by

¢ =Apl (1]

where AB is the fiber (linear) birefringence and [ the
fiber length. Both AB and [ can be changed by the
measurand. A polarimetric strain sensor using Hi-Bi
fiber embedded in carbon fiber composite, is shown in
Figure 9. Light from a linearly polarized He—Ne laser
is launched into the Hi-Bi fiber, through a half-
waveplate and lens. The waveplate is used to rotate
the light plane of polarization so that it is at 45° to the
principal axes of the fiber. This ensures that half of the
input light power is coupled to each of the fast and
slow modes of the Hi-Bi fiber. The output light
from the Hi-Bi fiber is passed through a polarization
beamsplitter. The beamsplitter separates the light into
two orthogonally polarized beams, which are then
detected. The output from each of the detectors is
given by V, = I, sin’¢ and V, = I, cos’>¢, respect-
ively, where I is the input light intensity. The state of
polarization (SOP) of the output light from the Hi-Bi

fiber is given by

Vi—-V,

SOP = ——+
Vi+V,

= cos’p + sin’ P [2]

It is a simple matter to calculate the SOP, from which
¢ can be determined. The form of eqn [2] is very
similar to the two-beam interferometer transfer
function, shown in Figure 7.

A polarimetric electric current sensor based on the
Faraday effect is shown in Figure 10. The Faraday
effect provides a rotation of the light’s polarization
state when a magnetic field is parallel to the optical
path in glass. If an optical fiber is closed around a
current-carrying conductor, the Faraday rotation is
directly proportional to the current. By detecting the
polarization rotation of light in the fiber, the current
can be measured.

Linearly polarized light is equivalent to a combi-
nation of equal intensity right and left circularly
polarized components. The linear state of polariz-
ation of the polarized laser light rotates in the
presence of a magnetic field because the field produces
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Figure 8 Interferometric fiber Fabry—Perot configurations.
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circular birefringence in the fiber. This means that
right and left circularly polarized light will travel at
different speeds and accumulate a relative phase
difference given by

¢ = VBI [3]
where V is the Verdet constant (rad Tesla ! m™?) of
the glass, B the magnetic field flux density (Tesla), and
[ the length of the fiber exposed to the magnetic field.
In the polarimetric current sensor, the polarization
rotation is converted to an intensity change by the
output polarizer. The output to the detector is
proportional to 1+ sin(2¢), from which ¢ and the
current can be determined.

The linear birefringence of conventional silica
fiber is much greater than its circular birefringence.
To make a practical current sensor, the linear
birefringence must be removed from the fiber and
this can be achieved by annealing the fiber. Annealing
involves raising the temperature of the fiber, during
manufacture, to a temperature above the strain point
for a short period of time and slowly cooling back to
room temperature. This reduces stresses in the glass,
which are the principal cause of linear birefringence,
and also cause physical and chemical changes to the
glass. Waveguide-induced birefringence cannot be
removed by annealing, but can be significantly
reduced by twisting the fiber.

White light — or more accurately low-coherence —
interferometry utilizes broadband sources such as
LEDs and multimode lasers in interferometric
measurements. Optical path differences (OPDs) are
observed through changes in the interferometric
fringe pattern. A processing interferometer is required
in addition to the sensing interferometer to extract the
fringe information.

The processing of white light interferometry signals
relies on two principal techniques. The first technique
involves scanning the OPD of the processing inter-
ferometer to determine regions of optical path
balance. The second technique involves determi-
nation of the optical spectrum using an optical

Electric current

Annealed fiber coil

Conductor

spectrum analyzer. The resulting fringe pattern fringe
spacing is then related to the OPD of the sensing
interferometer.

An example of the optical path scanning technique
is shown in Figure 11a. The sensing interferometer is
designed such that its OPD is much greater than the
coherence length of the light source, so at its output
no interference fringes are observed. The output of
the sensing interferometer is fed to the processing
interferometer. The OPD of the processing interfe-
rometer is scanned using a piezoelectric fiber stretcher
driven by a suitable scanning voltage. As the
processing interferometer is scanned, interference
fringes are observed at two distinct points as shown
in Figure 11b. The first set of fringes occurs when the
OPD of the processing interferometer is within the
coherence length of the optical source (close to zero).
The second set of fringes occurs when the OPDs in the
two interferometers are equal. The OPD in the
sensing interferometer can be determined by measur-
ing the OPD in the processing interferometer between
the two positions of maximum visibility in the output
signal from the detector. This, in turn, can be related
to OPD changes due to the action of the measurand,
in this case strain.

Sagnac interferometric sensors can be used to
create highly sensitive gyroscopes that can be used
to sense angular velocity (e.g., in aircraft navigation
systems). It is based on the principle that the
application of force (e.g., centrifugal force) will alter
the wavelength of light as it travels around a coil of
optical fiber. A basic open-loop fiber gyroscope is
shown in Figure 12. The broadband source (e.g.,
superluminescent diode) is split into two counter
propagating light beams traveling in the clockwise
and anticlockwise directions. The polarizer is used to
ensure the reciprocity of the counter propagating
waves. The inherent nonlinear response of the
gyroscope can be overcome by using a phase
modulator and signal processing techniques. In
the ideal case the detector output is proportional to
1+ cos ¢5. The Sagnac phase shift ¢, between the
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two returning beams is given by

_ 8mANQ
- C)\O

bs (4]

A is the area enclosed by a single loop of the fiber, N
the number of turns, Q) the component of the angular
velocity perpendicular to the plane of the loop, A the
free-space wavelength of the optical source, and ¢ the
speed of light in a vacuum. Sensitivities greater than

Broadband
source

10~ % rad/s and dynamic ranges in excess of 40 dB
have been achieved with open-loop fiber gyroscopes.
More advanced gyroscopes can greatly improve on
this performance.

Fiber Grating Sensors

Many types of fiber gratings can be used in sensing
applications including Bragg, long-period, and
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chirped gratings. Because fiber gratings are small and
have a narrow wavelength response, they can be used
for both point and quasi-distributed sensing. They
can be embedded in composite materials for smart
structure monitoring and also in civil engineering
structures such as bridges.

Fiber Bragg gratings (FBGs) are the most popular
type of grating sensor. A typical FBG consists of a
short section (typically a few mm) of single-mode
fiber with a periodic modulation (typically 100s of
nm) of the core refractive index. The index modu-
lation causes light in the forward propagating core
mode to be coupled into the backward core mode.
This causes the FBG to act as a highly wavelength-
selective rejection filter. The wavelength of peak
reflectivity is the Bragg wavelength Ap = 2n.4A,
where n. is the effective refractive index of the
guided mode in the fiber and A the index modulation
period. Both 7.4 and A can be changed by an external
measurand, resulting in a shift in Ag.

The basic principle of FBG sensors is the measure-
ment of an induced shift in the wavelength of an
optical source due to a measurand, such as strain or
temperature. A basic reflective FBG sensor system is
shown in Figure 13. A broadband light source is used
to interrogate the grating, from which a narrowband
slice is reflected. The peak wavelength of the reflected
spectrum can be compared to Ag, from which strain
or temperature can be inferred. The shift in the Bragg
wavelength AAy with applied microstrain A(ue) and
change in temperature AT, for silica fiber is given

Input spectrum Reflected spectrum

Strain induced
shift

A Fiber Bragg
—— grating

Broadband
light source

Wavelength
monitor

Figure 13 Basic reflective FBG sensor system.

approximately by

% ~0.78x 10 ®A(ue) + 6.67x 107 °AT  [5]
B
A wavelength resolution of ~1 pm is required (at
1.3 pm) to resolve a temperature change of 0.1°C or
a strain change of 1 ue. The response of the grating to
strain can be improved through the use of specialized
coatings. Polyimide coatings are commonly used as
an efficient strain transducer for gratings embedded in
composite materials. Because thermal effects in
materials are usually very slow, it is relatively easy
to measure dynamic strain (>1Hz). However,
in structural monitoring it can be necessary to
distinguish between wavelength shifts due to static
strain and those due to temperature. One technique is
to use two collocated gratings whose response to
strain and temperature is significantly different. In
addition to strain and temperature measurement,
grating sensors have also been used to measure flow,
vibration, electromagnetic fields and chemical effects.

An example of quasi-distributed strain sensing,
using a wavelength division multiplexed array of
FBGs, is shown in Figure 14. Each FBG in the array
has a unique Bragg wavelength. The return light from
the FBG array is passed through a tunable narrow-
band Fabry-Perot filter. As the filter is tuned, the
wavelengths returned by the individual FBGs can be
analyzed and the strain present at each grating
determined.

FBGs can be used as narrowband reflectors for
creating fiber laser sensors, capable of measuring
temperature, static strain, and very high-resolution
dynamic strain. The basic form of an FBG laser sensor
system shown in Figure 15 consists of a doped fiber
section between two identical FBGs. The doped fiber
is optically pumped to provide gain and thereby
enable lasing to occur. Single-mode or multi-mode
lasing is possible depending on the cavity length.
In single-mode operation the FBG laser linewidth
can be much smaller than the linewidth of diode
lasers. This means that FBG laser sensors have
greater sensitivities compared to passive FBG sensors.
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Figure 14 Quasi-distributed strain sensing using a wavelength division multiplexed array of FBGs.
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When the cavity is subject to weak dynamic strain,
the laser output is frequency modulated. This
frequency modulation can be detected by using
interferometric techniques. The main advantage of
the FBG laser sensor over direct interferometry is that
it is possible to obtain comparable strain sensitivities
using a much shorter length of fiber.

Long-period fiber gratings (LPFGs) are attracting
much interest for use in sensing applications. They
are more sensitive to measurands than FBGs and
easier to manufacture. A typical LPFG has a length
of tens of mm with a grating period of 100s of pum.
Its operation is different to an FBG in that coupling
occurs between the forward propagating core mode
and co-propagating cladding modes. The high
attenuation of the cladding modes results in a series
of minima occurring in the transmission spectrum of
the fiber. This means that the spectral response is
strongly influenced by the optical properties of the
cladding and surrounding medium. This can be
exploited for chemical sensing as shown in Figure 16,
where a broadband source is used to interrogate an
LPFG. The wavelength shifts of the output spectrum

minima can be used to determine the concentration
of particular chemicals in the substance surrounding
the grating. The longest wavelength attenuation
bands are the most sensitive to the refractive index
of the substance surrounding the grating. This is
because higher order cladding modes extend a
greater distance into the external medium. LPFGs
can also be used as strain, temperature, refractive
index, bend, and load sensors.

Fiber Laser Doppler Velocimeter

Laser Doppler velocimetry (LDV) is a technique used
for measuring velocity, especially of fluid flows. A fiber
LDV system and associated scattering geometry is
shown in Figure 17. In LDV two coherent laser beams
intersect in a small measurement volume where they
can interfere. The light reflected by a seed particle
passing through the measurement volume is modu-
lated at a frequency proportional to the spatial
frequency (Doppler difference frequency Af) of the
interference fringes and the component of its velocity
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Figure 15 FBG laser sensor with interferometric detection.
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normal to the interference fringes. Af is given by
2nV cos B
A

0

Af = sin(6/2) [6]
where 7 is the fluid refractive index, V the particle
velocity and A the laser free-space wavelength. The
output of the detector is processed to extract Af and
therefore V cos B. Af is independent of the scattered
light direction so collection of the scattered light using
a lens increases the system sensitivity. The form of
eqn [6] indicates that the direction of flow cannot
be ascertained. The simplest technique to resolve this
ambiguity is to apply a frequency shift Af; to one of
the input beams. This can be achieved by the use
of a piezoelectric frequency shifter. The frequency
shift causes a phase shift to appear between the
two beams. The phase shift increases linearly with
time. This results in a fringe pattern of spacing s, which
moves with constant velocity V; = sAf;. In this case

<=>
—
4

PZT frequency
shifter

the measured Af will be less than or greater than Af;,
depending on whether the particle is moving with or
against the fringe motion. There will then be an
unambiguous detectable range of velocities from
zero to Vr.

Luminescence-Based Fiber Sensors

Luminescence-based fiber sensors are usually based
on fluorescence or amplified spontaneous emission
occurring in rare earth materials. They can be used in
many applications such as chemical, humidity, and
temperature sensing. It is possible to connect a fiber to
luminescent material or to introduce luminescent
dopants into the fiber. An example of the latter, used
to detect chemical concentration is shown in
Figure 18. A laser pulse causes the doped section of
the fiber to luminesce at a longer wavelength than the
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Figure 17 Fiber Doppler velocimeter and scattering geometry.
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Figure 18 Chemical sensor based on fluorescence in doped optical fiber.
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Figure 19 Anti-Stokes Raman thermometry system.

laser. The luminescence intensity I(¢) at the detector
has an exponential decay profile given by

I(t) = Iy exp(— (k; + k,O)t) [7]

where I, is the initial luminescence intensity, ¢ time,
kq, ky constants, and C the chemical concentration.
The luminescence time constant 1/(k; + k,C) can be
determined by comparing the luminescence intensity
at various times after excitation by the laser pulse,
from which C can be determined. The use of time
division multiplexing allows quasi-distributed
measurement of chemical concentration. The use of
plastic optical fiber for luminescence-based sensors is
attracting much interest.

Distributed Fiber Sensing

We have seen that both point and quasi-distributed
sensing are possible using fiber sensors. Distributed
sensing can be achieved through the use of linear or
nonlinear backscattering or forward scattering
techniques. In linear backscattering systems, light
backscattered from a pulse propagating in an optical
fiber is time resolved and analyzed to obtain the
spatial distribution of the measurand field, e.g.,
polarization optical time domain reflectometry ana-
lyzes the polarization state of backscattered light to
determine the spatial distribution of electromagnetic
fields. Nonlinear backscattering schemes use effects
such as Raman or Brillouin scattering. An important
example of the former is the anti-Stokes Raman
thermometry system shown in Figure 19. A light pulse
is transmitted down the sensing fiber. Spontaneous
Raman scattering causes Stokes and anti-Stokes
photons to be generated along the fiber. Some of
these photons travel back along the fiber to a
fast detector. The intensity of the Stokes line is

>

Increasing frequency

temperature independent. The anti-Stokes line inten-
sity is a function of temperature. The ratio of the two
intensities provides a very accurate measurement
of temperature. The measurement location is deter-
mined by timing of the laser pulse.

See also

Environmental Measurements: Laser Detection of
Atmospheric Gases. Fiber Gratings. Interferometry:
Overview; Phase Measurement Interferometry; White
Light Interferometry. Optical Materials: Smart Optical
Materials.
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Heterodyning, also known as frequency mixing, is a
frequency translation process. Heterodyning has its
root in radio engineering. The principle of hetero-
dyning was discovered in the late 1910s by radio
engineers experimenting with radio vacuum tubes.
Russian cellist and electronic engineer Leon There-
min invented the so-called Thereminvox, which was
one of the earliest electronic musical instruments that
generates an audio signal by combining two different
radio signals. American electrical engineer Edwin
Armstrong invented the so-called super-heterodyne
receiver. The receiver shifts the spectrum of the
modulated signal, that is, the frequency contents of
the modulated signal, so as to demodulate the audio
information from it. Commercial amplitude modu-
lation (AM) broadcast receivers nowadays are super-
heterodyne type. After illustrating the basic principle
of heterodyning by some simple mathematics, we will
discuss some examples on how the principle of
heterodyning is used in radio and in optics.

For a simple case, when signals of two different
frequencies are heterodyned or mixed, the resulting
signal produces two new frequencies, the sum
and difference of the two original frequencies.
Figure 1 illustrates how signals of two frequencies
are mixed or heterodyned to produce two new
frequencies, w; + w, and w; — w,, by simply multi-
plying the two signals cos(wit+ 6;) and cos(w,?),
where w; and w, are radian frequencies of the two

signals and 6; is the phase angle between the two
signals. Note that when the frequencies of the two
signals to be heterodyned are the same, i.e., w; = w;,
the phase information of cos(wif+ 6;) can be
extracted to get cosf; if we use an electronic lowpass
filter (LPF) to filter out the term cos(2w ¢ + ;). This
is shown in Figure 2. Heterodyning is often referred
to as homodyning for the mixing of two signals of the
same frequency.

For a general case of heterodyning, we can have a
signal represented by s(¢) with its spectrum S(w),
which is given by the Fourier transform of s(¢), and
when it is multiplied by cos(w,#), the resulting
spectrum is frequency-shifted to new locations in
the frequency domain as:

1 1
Fls(t) cos(wyt)} = ES(w —w)+ ES(w + wy) [1]

where F{s(t)} = S(w) and F{-} denotes the Fourier
transform of the quantity being bracketed. The
spectrum of s(¢)cos(w,?), along with the spectrum of
s(#), is illustrated in Figure 3. It is clear that
multiplying s(¢) with cos(w,t) is a process of hetero-
dyning, as we have translated the spectrum of the
signal s(¢). This process is known as modulation in
communication systems.

In order to appreciate the process of heterodyning
let us now consider, for example, heterodyning in
radio. In particular, we consider AM. While the
frequency content of an audio signal (from 0 to
around 3.5 kHz) is suitable to be transmitted over a
pair of wires or coaxial cables, it is, however, difficult
to be transmitted in air. By impressing the audio
information onto a higher frequency, say 550 kHz, as
one of the broadcast bands in AM radio, i.e., by

cos(yt+6;) —>@——> Lcos[(@;— o)t + 6;]+ Jcos[(@; + wp)t+ 4]

cos(wot)

Figure 1 Heterodyning of two sinusoidal signals.

cos(wqt+0;) —»XD \ 1-cos 6,

cos(w(t) 3 COS b1+ 5CoS(2wyt+6y)
Figure 2 Heterodyning becomes homodyning when the two
frequencies to be mixed are the same: homodyning allows the
extraction of the phase information of the signal.

F{s(t)} F{s(t) cos(myt)}

[SIE

0] : ‘ } 2]
0+,

Figure 3 Spectrum of s(f) and s(f)cos(wyt). It is clear that
spectrum of s(f) has been translated to new locations upon
multiplying a sinusoidal signal.
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s(f) cos(w,t)

Antenna —>

s(t) —»@T@ C>T<) s(t)

cos(aw,t): carrier cos(w,t): local oscillator

Modulation stage Demodulation stage

Figure 4 Radio link: heterodyning in the demodulation stage is
often known as heterodyne detection.

modulating the audio signal, the resulting modulated
signal can now be transmitted using antennas of
reasonable dimensions. In order to recover (demodu-
late) the audio signal from the modulated signal, the
modulated signal is first received by an antenna in a
radio receiver, multiplied by the so-called local
oscillator with the same frequency as the signal used
to modulate the audio signal, then followed by a
lowpass filter to eventually obtain the audio infor-
mation back. The situation is illustrated in Figure 4.
We shall now describe the process mathematically
with reference to Figure 4.

We denote s(#) as the audio signal. After multiply-
ing by cos(w,t), which is usually called a carrier in
radio in the modulation stage, where w, is the
radian frequency of the carrier. The modulated signal
s(¥)cos(w,t). is transmitted via an antenna. When the
modulated signal is received in the demodulation
stage, the modulated signal is then multiplied by
the local oscillator of signal waveform cos(w,t).
The output of the multiplier is given by

s(2) cos(w,t) cos(wt) = s(t) 1 [1 + cosQu )] [2]

Note that the two signals in the demodulation stage,
s(t)cos(w,t) and cos(w,t), are heterodyned to produce
two new frequencies, the sum w, + o, = 2w, to give
the term cos(2w,t) and the difference w, — w. = 0 to
give the term cos(0) = 1. Since the two frequencies to
be multiplied in the demodulation stage are the same,
this is homodyning as explained above. Now by
performing lowpass filtering (LPF), we can recover
our original audio information s(¢). Note that if the
frequency of the local oscillator in the demodulation
stage within the receiver is higher than the frequency
of the carrier used in the modulation stage, hetero-
dyning in the receiver is referred to as super-
heterodyning, which most receivers nowadays use
for amplitude modulation. In general, we have two

heterodyning processes in the radio system just
described, one in the modulation stage and the
other in the demodulation stage. However, it is
unusual to speak of heterodyning in the modulation
stage, and so we just refer to the process in the
demodulation stage as ‘heterodyne detection.’

In summary, heterodyne detection can extract the
information from a modulated signal and can also
extract the phase information of a signal if homo-
dyning is used. We shall see, in the next section, how
optical heterodyne detection is employed.

Optical information is usually carried by coherent
light such as a laser. Let ,(x,y) be a complex
amplitude of the light field, which may physically
represent a component of the electric field. We further
assume that the light field is oscillating at temporal
frequency wy. Therefore, we can write the light field as
i, exp(iwgt). By taking the real part of i, exp(iwyt),
i.e., Re[4, exp(iwyt)], we recover the usual physical
real quantity. For a simple example, if we let , =
A exp(—ikyz), where A is some constant and k
is the wavenumber of the light, Re[#, exp(iwyt)] =
Re[A exp(—ikoz)exp(iwgt)]=Acos(wyt — kyz), which
is a plane wave propagating along the positive z
direction in free space. To detect light energy, we use a
photodetector (PD), as shown in Figure 5. Assuming a
plane wave for simplicity, as ¢;,=A, we have also
taken z=0 at the surface of the photodetector. As the
photodetector responds to intensity, i.e., hpplz, which
gives the current, i, as output by spatially integrating
the intensity:

iOCI I, exp(iwyt)*dxdy=A%S [3]
s

where S is the surface area of the photodetector. We
can see that the photodetector current is proportional
to the intensity, A2, of the incident light. Hence the
output current varies according to the intensity of the

N

L Photodetector (PD)

Plane wave incidence

Figure 5 Optical direction detection or optical incoherent
detection.
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optical signal intensity. This mode of photodetection is
called direct detection or incoherent detection in
optics.

Let us now consider the heterodyning of two plane
waves on the surface of the photodetector. We assume
an information-carrying plane wave, also called
the signal plane wave, A, exp{i[(wg + w,)t + s(#)] X
exp(—ikgx sing)}, and a reference plane wave,
A, exp(iwgt), or called a local oscillator in radio.
The situation is shown in Figure 6.

Note that the frequency of the signal plane wave is
o, higher than that of the reference signal, and it is
inclined at an angle ¢ with respect to the reference
plane wave, which is normal incident to the photo-
detector. Also, the information content s() is in the
phase of the signal wave. In the situation shown in
Figure 6, we see that the two plane waves are
interfered on the surface of the photodetector, giving
the total light field ¢, given by

Y, = A, expliogt) + A exp{il(wy + )t + s(t)]}
X exp(—ikyx sing) [4]

Again, the photodetector responds to intensity, giving
the current

ioc J |, 1> dedy
S
= j J [A2 + A2 + 2A,A, cos(wgt + s(t)
— kox sing)]dxdy [5]

where we have assumed that the photodetector
has a 2aX2a square area. The current can be
evaluated to be:

sin(kgasing)

ko sind cos(wgt+s(2))
[6]

The current output has two parts: the DC current and
the AC current. The AC current at frequency o is
commonly known as the heterodyne current.

i(t)oc 2a(A2 + A2)+4A,A,

Reference plane wave

|-
bt

~ Photodetector (PD)

Signal plane wave Photodetector surface

Figure 6 Optical heterodyne detection.

Note that the information content s(¢) originally
embedded in the phase of the signal plane wave has
now been preserved and transferred to the phase of the
heterodyne current. The above process is called
optical heterodyning. In optical communications, it
is often referred to as optical coherent detection. In
contrast, if the reference plane wave has not been used
for the detection, we have the incoherent detection.
The information content carried by the signal plane
wave would be lost, as it is evident that for A, =0, the
above equation gives only a DC current at a value
proportional to the intensity of the plane wave, AZ.

Let us now consider some of the practical issues
encountered in coherent detection. Again, the AC
part of the current given by the above equation is the
heterodyne current ij,,(), given by

sin(koa sing)
kosinqb
We see that since the two plane waves propagate in

slightly different directions, the heterodyne current
output is degraded by a factor of

sin(kpa sing)
koSind)

Iper (1) 0€ A, A cos(wgt + (1)) [7]

= asinc(kpa sing)

where sinc(x) = sin(x)/x. For small angles, i.e.,
sing = ¢, the current amplitude falls off as
sinc(kga¢). Hence, the heterodyne current is at a
maximum when the angular separation between the
signal plane wave and the reference plane wave is
zero, i.e., the two plane waves are propagating exactly
in the same direction. The current will go to zero when
koad = m, or ¢ = Ag/2a, where A is the wavelength of
the laser light. To see how critical it is for the angle ¢ to
be aligned in order to have any heterodyne output, we
assume the size of the photodetector 2a = 1 cm and
the laser used is red, i.e., Ay = 0.6 pm; ¢ is calculated
to be about 2.3 x 1073 degrees. Hence to be able to
work with coherent detection, we need to have precise
optomechanical mounts for angular rotation.

Finally we describe a famous application of hetero-
dyning in optics — holography. As we have seen, the
mixing of two light fields with different temporal
frequencies will produce heterodyne current at the
output of the photodetector. But we can record the two
spatial light fields of the same temporal frequency with
photographic films instead of using electrical devices.
Photographic films respond to light intensity as well.
We discuss holographic recording of a point source
object as a simple example. Figure 7 shows a colli-
mated laser splitinto two plane waves and recombined
by the use of two mirrors (M) and two beamsplitters
(BS). One plane wave is used to illuminate the pinhole
aperture (our point source object), and the other
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Laser source

Lens

\

BS

Y

Y

Y

Pinhole
aperture

Figure 7 Holographic recording of a point source object.

illuminates the recording film directly. The plane wave
that is scattered by the point source object, which is
located zy away from the film, generates a diverging
spherical wave. This diverging wave is known as an
object wave in holography. The object wave arising
from the point source object on the film is given by,
according to Fresnel diffraction:

. i
Wy = Ag exp(—ikozo) 27TZO

X exp[ — iko(x* + y)2/2z0] exp(iwgt) [8]

This object wave is a spherical wave, where A is the
amplitude of the spherical wave.

The plane wave that directly illuminates the
photographic plate is known as a reference wave,
.. For the reference plane wave, we assume that
the plane wave has the same phase with the point
source object at a distance zg away from the film.
Its field distribution on the film is, therefore, ¢, =
A, exp(—ikyzy) exp(iogt), where A, is the amplitude
of the plane wave. The film now records the
interference of the reference wave and the object
wave, i.e., what is recorded on the film as a 2D
pattern is given by #(x, y) oc I, + |*. The resulting
recorded 2D pattern, £(x, y), is called the hologram of
the object. This kind of recording is known as
holographic recording, distinct from a photographic

Reference wave

7

Recording film

Object
wave

recording in which the reference wave does not exist
and hence only the object wave is recorded. Now:

1(x, ) o< I + |

A, exp(—ikgzg) exp(iwgt) + Ag exp(—ikgzg)

. 2
« ko expl—iko(x* + y)*/12z¢] exp(iwyt)
2’7TZO

=A+B sin{ﬁ [(x2 + y)Z/ZzO]} [9]
ZZ()

where A and B are some inessential constants. Note
that the result of recording two spatial light fields of
the same temporal frequency preserves the phase
information (noticeably the depth parameter z;) of
the object wave. This is considered optical homodyn-
ing as it is clear from the result shown in Figure 2.
The intensity distribution being recorded on the
film, upon being developed, will have transmittance
given by the above equation. This expression is called
the Fresnel zone plate, which is the hologram of a
point source object and we shall call it the point-
object hologram. Figure 8 shows the hologram for a
particular value of z; and kj. The importance of
this phase-preserving recording is that when we
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illuminate the hologram with a plane wave, called the
reconstruction wave, a point object is reconstructed
at the same location of the original point source
object if we look towards the hologram as shown in
Figure 9, that is the point source is reconstructed at a
distance z; from the hologram as if it were at the same
distance away from the recording film. For an
arbitrary 3D object, we can imagine the object as a
collection of points, and therefore, we can see that we
have a collection of Fresnel zone plates on the holo-
gram. Upon reconstruction, such as the illumination
of the hologram by a plane wave, the observer would
see a 3D virtual object behind a hologram.

As a final example, we discuss a state-of-the-art
holographic recording technique called optical scan-
ning holography, which employs the use of optical
heterodyning and electronic homodyning to achieve
real-time holographic recording without the use of
films. We will take the holographic recording of a
point object as an example. Suppose we superimpose a
plane wave and a spherical wave of different temporal
frequencies and use the resulting intensity pattern as

Figure 8

Point-object hologram.

an optical scanning beam to raster scan a point object
located z, away from the point source that generates
the spherical wave. The situation is shown in
Figure 10. Point C is the point source that generates
the spherical wave (shown with dashed lines) on the
pinhole object, our point object. This point source,
for example, can be generated by a focusing lens.
The solid parallel rays represent the plane wave. The
interference of the two waves generates a Fresnel zone
plate type pattern on the pinhole object:

I(x, y; 20,1)
ik
2'7TZ()

A, exp(—ikyzg) exp(iwgt) + Ag exp(—ikyzg)

2
X exp[—iko(x2 + y)2/2z0] expl i(wy + Q)t]

=1+ ! i + L sin
A2 Aoz [

assuming A, = Ag = 1 for simplicity. Note that the
plane wave is at temporal frequency w,, and the
spherical wave is at temporal frequency wy + €. The
expression I (x,y; zg,2) is a temporally modulated
Fresnel zone plate and is known as the time-dependent
Fresnel zone plate (TDFZP). If we freeze time, say at
t = t;, we have the Fresnel zone plate pattern on the
pinhole object as shown in Figure 10. However, if we
let the time run in the above expression, physically we
will have running zones that would be moving away
from the center of the pattern. These running zones
are the result of optical heterodyning of the plane
wave and the spherical wave of different temporal
frequencies. It is this TDFZP that is used to raster scan
a 3D object to obtain holographic information of the
scanned object and such technique is called optical
scanning holography.

Upon scanning by the TDFZP, the photodetector,
captures all the transmitted light and delivers a
current, which consists of a heterodyne current at

T 2 2y
e 0+ Qt]
[10]

Point-object
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wave
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-
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Figure 9 Reconstruction of a point-object hologram.
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Pinhole object

cos(Qf)

BPF @Q—b

o 0

2D Display

Figure 10 Optical scanning holography (use of optical heterodyning and electronic homodyning to record holographic information

upon scanning the object in two dimensions).

frequency (). After electronic bandpass filtering (BPF)
at ), the heterodyne current is homodyned electro-
nically by cos()#) and lowpass filtered (LPF) to extract
the phase information of the current. When this final
scanned and processed current is display in a 2D dis-
play, as shown in Figure 10, we have the Fresnel zone
plate, which is the hologram of the pinhole object, on
the display. We can photograph this 2D display to
obtain a transparency and have it illuminated by a
plane wave to have the reconstruction as shown in
Figure 9, or, since the hologram is now in electronic
form, we can store it in a PC and reconstruct it
digitally. When holographic reconstruction is per-
formed digitally, we have so-called digital holography.

See also

Diffraction: Fresnel Diffraction. Holography, Tech-
niques: Digital Holography.
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Introduction

The spectacular development of imaging sensors,
communication, and internet infrastructure has
immensely facilitated the creation, processing, and
distribution of electronic digital images. One non-
trivial aspect of the digital image is its complete

application dependence. The image may be created
using a number of different acquisition methods and
sensors. It is then processed in different ways,
depending upon myriad of digital imaging appli-
cations. Consequently, the effectiveness of a useful
electronic image processing engine may involve
development of robust pre-processing techniques,
different types of goal-directed processing such as
detection, recognition, identification, classification,
tracking, reconstruction and/or registration, as well
as post-processing algorithms for different appli-
cation areas such as multimedia, biomedical, astro-
nomical, defense, consumer, industrial, etc. A
notional schematic of this electronic image
processing cycle is shown in Figure 1. Note that
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while the goal-directed techniques may be different,
based on problems at hand, the pre- and post-
processing techniques and tools are very similar.
Thus, most of the common image pre-processing
techniques are also applicable for image post-proces-
sing purposes.

Electronic image post-processing techniques
involve three broad domains such as: (i) spatial;
(ii) frequency; and (iii) time-frequency. Each of these
domain techniques may be grouped into different
types of processing such as: (i) spatial domain
technique to include filtering, spatial processing
such as histogram modification, morphological pro-
cessing, texture processing, etc.; (ii) frequency
domain technique to include filter; and (iii) time-
frequency domain technique to include short-time
Fourier transform, wavelet, and Wigner-ville
transforms.

On the other hand, it is useful to identify the typical
lifecycle of a digital image from the distribution
perspective as shown in Figure 2. The image may be
created using a number of different acquisition
methods and sensors as mentioned above. The
processing block next combines all different types of

processing, as mentioned in Figure 1. The image may
then be transmitted over the internet or it can leave
the digital world to go to the print world. It may then
go through wear/tear, subsequently being scanned
back to digital domain again. After some processing,
it may again be distributed over the internet.

Consequently, the image may be copied legally
or fraudulently, processed, and used by a user.
Further, the threats and vulnerabilities of the
internet have also increased proportionately. The
rapid development and availability of high-end
computers, printers, and scanners has made the
tools of counterfeiting easily accessible and more
affordable. With these products, one may counter-
feit digital images, which are easy to distribute and
modify. As a result, copyright ownership poses a
formidable challenge to image post-processing and
distribution.

In the subsequent sections, we briefly review
relevant background in image post-processing and
distribution techniques. We also present a few
representative application examples of image post-
processing and copyright protection in image
distribution.

Pre-processing

Figure 1 Notional schematic of electronic image processing.

E!ectronic — Spatial processing — Spatial
acln:Jiasg?;)on _ _II:__requency — Detection — Frequency
: - fr'éne' — Recognition — Time-
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Goal-directed

— Consumer,
etc.
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Figure 2 Typical lifecycle of a digital image distribution cycle.
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Techniques in Image Post-Processing

Image Formation

We begin by describing the image formation tech-
nique briefly. Consider that a three-dimensional (3D)
object or scene is imaged onto a 2D imaging plane by
means of a recording system such as a camera.
If the image formation process is linear, the recorded
image may be modeled as the output of the system
shown in Figure 3, which is given mathematically by

glx,y) = s{ J’io rj h(x,v;s,Df (s, t)ds dt}

+ n(x,y) [1]

where g(x, y) denotes the recorded output image, and
f(x,y) is the ideal electronic image. The function
h(x,y;s,t) is the 2D impulse response or the point-
spread function (PSF) of the image formation system.
The PSF determines the radiant energy distribution in
the image plane due to a point source located in the
object plane. Usually the PSF is normalized such that

{Jm Joo h(x,v;s,t)ds dt} =1 2]

The noise contribution #n(x,y) is shown as an
additive random process that is statistically uncorre-
lated with the image. This is a simplification because
noises such as film-grain noise and the noise caused by
photon statistics, which often corrupt images, are not
uncorrelated with the input. This simplification
nonetheless leads to reasonable and useful results.
One of the primary goals of image pre-processing
(and post-processing as well) is to devise techniques
that reduce this additive random noise.

The PSF is a function of only the argument
differences x — s and y — ¢ for stationary image and
object fields. Thus, it is possible to envision an image
formation system that is space invariant; hence the
PSF is independent of position. In this case, we may
rewrite the superposition integral in eqn [1] into a

n(xy)

9(x.y)
h(x,y; s,t)

Transfer function Sensor response

Figure 3 Model for image formation and recording.

more familiar convolution integral as follows:

glx,y) = {JO—O Jo_o h(x — s,y — Df (s, t)ds dt}

+ n(x,y) [3]

Equivalently, eqn [3] is written as

g(x,y) = {h(x, y)'f(x, y)} + n(x,y) (4]

where (*) is used to denote 2D convolution.
Converting from a continuous image f(x,y) to its
discrete representation f(i,j) requires the process
of sampling. In the ideal sampling system, f(x,y) is
multiplied by an ideal 2D impulse train given as

+ +00
fap= > > fmXo.nYe)dx—mXo,y—Yo) [5]

m=—00 m=—00

where Xy and Y, are the sampling distances or
intervals, 6(*,") is the ideal impulse function. Note
that the square sampling implies that X,=Y,.
Sampling with an impulse function corresponds to
sampling with an infinitesimally small point. If one is
interested in image processing, one should choose a
sampling density based upon the classical Nyquist
sampling theory. Thus, in discrete domain implemen-
tation, eqns [3] and [4] are expressed as

g(i,f) ={ > h, j;k,l)f(/e,l)}—i—n(i, ), 0=<ij=N-1

V(k,D)
(6]

and,

g(i,i)=s{ > h(i—k,i—l>f<k,l)}+n<z;i> [7]

V(k,])

Thus, we may rewrite eqn [6] in discrete domain as
follows:

(i, )y=h(i,j)"f(i,j)+n(,j) (8]

where (*) represents convolution operation. Equation
[8] also describes the spatial domain filtering
wherein h(x,y;s,t) may be considered as the spatial
domain filter mask. The discrete Fourier transform
may be used to yield the frequency domain model as
follows:

G, v)=H(u,v)F(u,v)+ N(u,v) [9]

where G, H, F, and N are corresponding Fourier
transforms and # and v are the dummy variables. In
eqn [9], H(u,v) is again the frequency domain filter.
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We discuss the frequency domain filtering concept
further, later in this article.

Spatial Domain Processing

The image pixel domain operations are frequently
described as the spatial domain processing. These
techniques are important for image pre- as well as
post-processing operations. We describe two repre-
sentative spatial domain processing techniques such
as histogram processing and fractal processing for
texture analysis below.

Histogram processing

One of the important issues in post-processing is
image enhancement. Distortions in image may be
introduced due to different noise factors, relative
motion between a camera and the object, a camera
that is out of focus, or atmospheric turbulence. Noise
may be due to thermal measurement errors, recording
medium, transmission medium, or digitization pro-
cess. The histogram processing operation is one of the
simplest techniques for enhancing the distorted image
for certain type of noises. Histogram equalization is
a contrast enhancement technique with the objective
to obtain a new enhanced image with a uniform
histogram. This can be achieved by using the
normalized cumulative histogram as the gray scale
mapping function. Histogram modeling is usually
introduced using continuous domain functions. Con-
sider that the images of interest contain continuous
intensity levels in the interval [0,1] and that the
transformation function 7 which maps an input image
f(x,y) onto an output image w(x,y) is continuous
within this interval. We assume that the transfer
function, K¢ = 7(K,), is single-valued and mono-
tonically increasing such that it is possible to define
the inverse law K,, = 7 !(K¢). An example of such a
transfer function is illustrated in Figure 4. All pixels in
the input image, with densities in the interval Dy to
D¢ + dDy, are mapped using the transfer function
K¢ = 7(K,,), such that they assume an output pixel
density value in the interval from Dy, to D,, + dD,,.
Consider that if the histogram b is regarded as a
continuous probability density function p, describing
the distribution of the intensity levels, then we obtain:

Pw(w) = pi(Dp)/d(Dy) [10]

where
Dg = du(f)/df [11]

In the case of histogram equalization, the output
probability densities are all an equal fraction of the
maximum number of intensity levels in the input
image, thus generating a uniform intensity distri-
bution. Sometimes it is desirable to control the shape

K= 7(K,)
¥
\ i,
—t
Hi(2) )
—pdD—

Figure 4 A histogram transformation function.

of the output histogram in order to enhance certain
intensity levels in an image. This can be accomplished
by the histogram specialization operator which maps
a given intensity distribution into a desired distri-
bution using a histogram equalized image as an
intermediate stage.

Fractals for Texture Analysis

The fractal aspect of an image has successfully been
exploited for image texture analysis. The fractal
concept developed by Mandelbrot, who coined the
term fractal from the Latin ‘fractus’, provides a useful
tool to explain a variety of naturally occurring
phenomena. A fractal is an irregular geometric object
with an infinite nesting of structure at all scales.
Fractal objects can be found everywhere in nature
such as coastlines, fern trees, snowflakes, clouds,
mountains, and bacteria. Some of the most important
properties of fractals are self-similarity, chaos, and
noninteger fractal dimension (FD). The FD of an
object can be correlated with the object properties.
Object textures in images are candidates for charac-
terization using fractal analysis because of their
highly complex structure. The fractal theory devel-
oped by Mandelbrot is based, in part, on the work of
mathematicians Hausdorff and Besicovitch. The
Hausdorff—Besicovitch dimension, Dy, is defined as:

. InN
DH B sll»r(gEr ln 1/r

[12]
where N is the number of elements of box size r
required to form a cover of the object. The FD can be
defined as the exponent of the number of self-similar
pieces (N) with magnification factor (1/r) into which
a figure may be broken. The FD is a noninteger
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value in contrast to objects that lie strictly in
Euclidean space. The equation for FD is as follows:

D — In (number of self-similar pieces)

In (magnification factor)

In N
~ In(1/r) [13]

Frequency Domain Image Filtering
Ignoring noise contribution, we may obtain the basic
filtering expression using eqns [7] and [8] as follows:

G, ) =3 G(u, v)/H(u,v)] (14

where 37! is the inverse Fourier transform and
[1/H(u,v)] is the inverse frequency domain filter.
The key importance of this result is that, instead of
performing a convolution as shown in eqn [7] to
obtain the output of the system, we obtain the inverse
of the Fourier transform of the impulse response
h(x,v;s,t) and the output image g(x,y), multiply
them and then take the inverse Fourier transform
of the product to obtain f(x, y). This is the basis for all
the filtering as well as other types of image post-
processing such as image reconstruction works. The
filter function in eqn [9] may have different forms and
shapes based on different types of functions such as
uniform, Gaussian, lowpass, highpass, etc. While
these are all linear filters, there are examples of
nonlinear filters such as median, mean, etc. that are
equally applicable for image post-processing.

Time-Frequency Domain Processing

One of the fundamental aspects of early image
representation is the notion of scale. An inherent
property of objects in the world and details in image
is that they only exist as meaningful entities over
certain ranges of scale. Consequently, a multiscale
representation is of crucial importance if one aims at
describing the structure of the world, or more
specially the structure of projections of the three-
dimensional world onto two-dimensional electronic
images. The multiscale image post-processing may be
facilitated by the wavelet (WT) computation.

A wavelet is, by definition, an amplitude-varying
short waveform with a finite bandwidth. Naturally,
wavelets are more effective than the sinusoids of
Fourier analysis for matching and reconstructing
signal features. In wavelet transformation and inver-
sion, all transient or periodic data features can be
detected and reconstructed by stretching or contract-
ing a single wavelet to generate the matching building
blocks. Consequently, wavelet analysis provides

many flexible and effective ways to post-process
images that surpass classical techniques — making
it very attractive for data analysis, and modeling.
The continuous WT is defined as

w _
O(a, b) = lal™1? J x(t)‘If[ t=b ]dt [15]
w

a

where a and b are scaling and translation factors and
W(¢) is the mother wavelet. The WT may be viewed as
a multiresolution analysis with shifted and scaled
versions of the mother wavelet. Corresponding WT
coefficients c,,,, are

o = lagl ™™ Jx(t)‘lf([aamt —nbodt  [16]

The reconstruction of the signal is achieved using the
admissibility condition, [ W(#)dt = 0, as follows:

x(t>=c” [cp(a,b)%’Tb(t)]dadb [17]
a>0

where ¢ is a constant. For compact dyadic wavelets,
binary scaling and dyadic translation of the mother
wavelet form the basis functions. A dyadic translation
is a shift by the amount #/2” that is an integer
multiple of the binary scale factor and of the width of
the wavelet as well. The discrete WT (DWT) is the
natural choice for digital implementation of WT. The
DWT basis and ‘sub-band coding’ process for
discretization of a and b are identified. The iterative
bandpass filter that finally leads to the wavelet is
given as

Wi, n(x) = 2" W2 "x — n) [18]
The above eqn [18] forms the basis for ‘sub-band’
implementation for multiresolution analysis (MRA)
of wavelet processing.

Image Post-Processing Examples

Some of the important application areas for elec-
tronic image post-processing involve the following:

(i) Biomedical image analysis and object detection;
(i) Image compression for transmission and distri-
bution;
(iii) Satellite image processing and noise removal;
(iv) IR/SAR/detection and clutter removal; and
(v) Image classification and machine vision.

In this article, we provide examples of some of
these image-post-processing applications.
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Example I: Spatial Domain Processing:
Image Post-Processing in Biomedical Image

The mega voltage X-ray images are the X-ray images
taken using high voltage X-radiations. These images
are often characterized by low resolution, low
contrast, and blur. The importance of mega voltage
X-ray images arises in the context of radiation therapy
for cancer treatment wherein the mega voltage
X-radiation is used as a therapeutic agent. Figure 5
shows such mega voltage X-ray images, also known as
an electronic portable digital (EPID) image with a very
low level of detail. Figure 5a shows poor dynamic
range. In order to improve the contrast of this image,
without affecting the structure (i.e., geometry) of the
information contained therein, we can apply the
histogram equalization operation discussed in
eqn [10]. Figure 5b presents the result of the histogram
image enhancement post-processing process. The low
level of detail in the bony anatomy is easily visible in
Figure 5b.

Example lI: Frequency Domain Processing:
Image Post-Processing in Biomedical
Tissue Detection

In medical imaging, texture is a fundamental charac-
teristic that can be exploited to analyze tissues and
pathologies in a biomedical image. The image
texture is often characterized by the random nature
of the objects such as tissues and body structures,
noise, imaging modality, imaging limitations, and a
variety of measurement parameters affecting the
image acquisition process. Extensive research suggests
that the fractal analysis may be combined with MRA
techniques to post-process the texture content of an
image in general and tumor detection in particular. In
addition, the stochastic fractal Brownian motion
(fBm) is well suited to describe texture and tumor
characteristics since fBm offers an elegant integration
of fractal and multiresolution analysis.
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The fBm is a part of the set of 1/f processes,
corresponding to a generalization of the ordinary
Brownian motion Bg(s). It is a nonstationary
zero-mean Gaussian random function, defined as

1

By(?) — Bu(s) = m

I

+ J: (t — s)HO‘5dB(s)}, Bu(0)=0 [19]

[(t — s)F~05 — s1=0514B(s)

where the Hurst coefficient H, restricted to
0<H <1, is the parameter that characterizes
fBm; ¢ and s correspond to different observation
times of the process By, and I' to the Euler’s
Gamma function. From the frequency domain
perspective, it is known that some of the most
frequently seen structures in fractal geometry,
generally known as 1/f processes, show a power
spectrum satisfying the power law relationship:

[20]

where o corresponds to the spatial frequency, and
v=2H+ 1. The observations of stationarity and
self-similarity of fBm suggest that the use of time-
frequency signal decomposition techniques, such as
MRA, are well suited for the analysis of fractal
signals. Thus, the fBm analysis framework, along
with eqn [13], may be successfully exploited to
estimate H, and hence, FD as follows:

FD=Dy+1-H 21]
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Figure 5 (a) Original EPID image; and (b) Histogram enhanced image.
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where Dg is the Euclidean dimension that contains
the fBm (i.e., the position of each point of the
process is described with the vector x=
(xl,...,xE)).

We exploit the wavelet MRA combined with
complementary signal processing techniques such
as time-frequency descriptions and parameter esti-
mation of stochastic signals in fBm framework for
tumor detection in CT images. We demonstrate an
example of image post-processing for tumor
segmentation. We test our models to estimate FD
in brain MR images as shown in Figures 6a and b,
respectively. The images are scanned pixel-by-pixel
with a sliding window that defines the subimage
for analysis. Pre-processing, such as median filter-
ing, is used to remove noise from the original
images.

The results for the spectral analyses of CT image
are shown in Figure 7. The results suggest that the

Figure 6 Biomedical images used to test the proposed
algorithms.

FD values do not depend on the mother wavelet
used. The window size that offers the best results is
the 16 X 16 pixels, while better discrimination
between low and high H values is obtained using
biorthogonal wavelet. To improve tumor detection
performance of the spectral technique, we apply
post-processing filters on the results in Figures 8a
and b, respectively. In Figure 8, for an example, we
show the filtered fractal analysis results corre-
sponding to a 16 X 16 pixels window with
Daubechies 4. It is possible to obtain an even
better description of the location and shape of the
tumor after applying a two-dimensional post-
processing filter to the matrices derived from the
variance estimation algorithms with biorthogonal
1.5 wavelet and an 8 X 8 pixels window, respect-
ively. The results are shown in Figure 9 and are
similar for both averaging and Gaussian filters
as well.

Example llI: Time-Frequency Domain Filtering:
Image Post-Processing in Noise Reduction
(De-Noising)

This section discusses an example of image post-
processing in image noise removal (or de-noising)
using a scale-frequency technique such as wavelets.
The wavelet transform has been proved to be very
successful in reducing noise (de-noising) in an image.
We recently propose a new family of wavelets namely
Joint Harmonic Wavelet Transform (JHWT) that
offers better speckle noise reduction for image post-
processing. Unlike wavelets generated by discrete
dilation functions, as shown in eqn [18], whose shape
cannot be expressed in functional form, JHWT has a
simple structure, which can be written, in the

(b)

Figure 7 MR-Fractal analysis using spectral method (a) and (b) correspond to a 16 x 16 analyzing window for Daubechies 4 and

biorthogonal 1.5 wavelets, respectively.
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Figure 8 Post-processing results using: (a) 5 X 5 Gaussian filtering with o = 1 and (b) 3 x 3 averaging filter.
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Figure 9 Post-processing on the fractal analysis results of Figure 8 for (a) 5 X 5 Gaussian filtering with o = 1, and (b) 3 X 3 averaging

filtering.

frequency domain:

00

w(x)exp(—iwx)dx,

W(w) = J

[22]

1 for2m=w<4m
0 elsewhere

Now, at level j, we let g(x) = w(2 /x) and shift it by
k/27 to obtain the harmonic wavelet as:

glx — ki27y = {explidm (2 Ix — k)
— expli2m(2/x — k)}} /2w (2/x — k)
(23]

where integers j and k define the scale and translation
of the wavelet w(x), respectively on the x-axis.

Now consider a real function f(#) is represented
by the sequence f, of length (n — 1), where r =10
to 2" — 1. To obtain JHWT coefficients, we take FFT
of f; such that,

n—1
|y, J* = (1% > lay,IPexp(—idmskin),
k=0
where r=0ton—1and s=0ton—1

[24]

where j denotes the level of the wavelet, k is the
translation, 7 and # are adjacent levels of wavelets
with #=2/, and s=m—n. The JHWT in eqn [24]
offers all the properties and advantages of standard
discrete wavelet transform. Putting #=2/ and m=
s+mn, eqn [24] yields all the JHWT coefficients from
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(a) (b)
Figure 10

the Fourier coefficients as
N-1 n—2
S 1Ey P =lagP+ Y (1127
j=0 =0
2/—1
x>y (|42f+k P +lay_py |2) +(anp)’
k=0

N-1
=WN) > f? [25]
=0
Unlike conventional correlation techniques, the
perfect octave band limited characteristics of
JHWT eliminate the necessity of any multiplication.
We show an example of image de-noising in Figure 10
using JHWT.

Image Post-processing, Transmission,
and Distribution

One of the areas wherein image post-processing plays
a vital role is in image transmission. A significant
problem for any digital library is the network
bandwidth required to transmit large digital images.
The bandwidth consumption depends on the number
of images used by a single user, and with the number
of users requesting the services of the library. The
popularity of database browsers such as Gopher and
Mosaic has serious implications for image trans-
mission and distribution. There has been active
research in innovative new compression schemes
and transmission protocols that reduce bandwidth
requirements for many users along with software
servers and visualization. Further, compression of
digital image and video data plays an important role
in reducing the transmission and distribution cost for
visual communication.

One of the requirements for effective image
transmission and distribution is reduced data size
for faster speed. Image compression schemes are
often used for image data reduction. Most of the
successful image compression schemes exploit
subdividing the image into blocks for increased

(c)
(a) Noisy image; (b) de-noised image with JHWT-filtering; and (c) de-noised image with WP-filtering.

compression. However, this subdivision of image
renders a blocky effect on the compressed image.
There has been intense research in removing the
blocky effect on the compressed image. To achieve
high bit rate reduction while maintaining the
best possible perceptual quality, post-processing
techniques provide one attractive solution. There
has been a significant amount of work done in post-
processing of compressed image/video. Some of them
are developed from the image enhancement point of
view while others are from image restoration. In the
case of image restoration, the post-processing is consi-
dered as a reconstruction problem. Image enhance-
ment methods are performed based on the local
contents of the decoded image as discussed above.
The image post-processing algorithms are, gener-
ally, very effective in removing blocking artifacts.
A straightforward approach to remove blocking
artifacts is to apply lowpass filtering to the region,
where artifacts occur. Consequently, the filter must be
adapted to the block boundaries, i.e., the image
partition. Further, if high frequency details such as
edges and texture are to be preserved, then lowpass
filter coefficients should be selected appropriately in
regions where such details occur. Therefore, adaptive
image post-processing such as spatial filtering
methods may be applied to deal with this problem.
In low-bit-rate image and video compression and
distribution systems, high frequency transformed
coefficients are often lost due to aggressive quantiza-
tion or uneven error protection schemes. However,
with the block-based encoding and transmission
methods, the amount of high frequency texture loss
is uneven between adjacent blocks. Thus, it is possible
to exploit this texture-level correlation between
adjacent image blocks to reconstruct the lost texture.
A relevant problem of robust transmission and
distribution of compressed electronic images involves
unreliable networks. The pre- and post-processing of
the image data may play a vital role in addressing this
problem. With the rapid growth of mobile wireless
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communication systems, wireless multimedia has
recently undergone enormous development. How-
ever, to design an efficient multimedia communi-
cation system over wireless channels, there still exist
many challenges due to severe wireless channel
conditions, special characteristics of the compressed
multimedia data, and resource limitation, such as
power supply. Since multimedia data, such as an
image, contain redundancy, to efficiently utilize
limited resources, source compression may be necess-
ary. Further, as mentioned above, the ease of image
creation, processing, transmission, and distribution
has also magnified the associated counterfeiting
problems. We discuss the relevant issues of image
distribution in the following sections.

Techniques in Image Distribution

The spectacular development of imaging sensors,
communication, and internet infrastructure has also
made the counterfeiting tools easily accessible and
more affordable. In addition, the threats and vulner-
abilities of the internet have also increased manyfold.
All of these together pose a formidable challenge to
the secure distribution and post-processing of images.

Requirements of Secure Digital Image Distribution

In light of the above-mentioned vulnerabilities of
image distribution channels and processes, below are
a few requirements of secure image distribution:

e Data Integrity and Authentication: Digital image is
easy to tamper with. Powerful publicly available
image processing software packages such as Adobe
Photoshop or PaintShop Pro make digital forgeries
a reality. Integrity of the image content and
authentication of the source and destination of
the image distribution are, therefore, of utmost
importance.

e Digital Forensic Analysis: Consider a litigation
involving a medical image that is used for diagnosis
and treatment of a disease, as shown in the post-
processing example in Figures 7 or 8 above.
Integrity of the image again is vital for the proper
forensic analysis.

o Copyright Protection: Digital copyright protection
has become an essential issue to keep the healthy
growth of the internet and to protect the rights of
on-line content providers. This is something that a
textual notice alone cannot do, because it can so
easily be forged. An adversary can steal an image,
use an image processing program to replace the
existing copyright notice with a different notice and
then claim to own the copyright himself. This re-
quirement has resulted in a generalized digital rights

management initiative that involves copyright
protection technologies, policies, and legal issues.

o Transaction Tracking/Fingerprinting: In the con-
tinuous (re)distribution of digital images through
internet and other digital media (CD, camera, etc.),
it is important to track the distribution points to
track possible