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Preface

We live in a world powered by light, but much of the understanding of light was developed around the time of
the French Revolution. Before the 1950s, optics technology was viewed as well established and there was little
expectation of growth either in scientific understanding or in technological exploitation. The end of the Second
World War brought about huge growth in scientific exploration, and the field of optics benefited from that
growth. The key event was the discovery of methods for producing a source of coherent radiation, with the key
milestone being the demonstration of the first laser by Ted Maiman in 1960. Other lasers, nonlinear optical
phenomena, and technologies such as holography and optical signal processing, followed in the early 1960s. In
the 1970s the foundations of fiber optical communications were laid, with the development of low-loss glass
fibers and sources that operated in the wavelength region of low loss. The 1980s saw the most significant
technological accomplishment: the development of efficient optical systems and resulting useful devices. Now,
some forty years after the demonstration of the first coherent light source, we find that optics has become the
enabling technology in areas such as:

† information technology and telecommunications;
† health care and the life sciences;
† sensing, lighting, and energy;
† manufacturing;
† national defense;
† manufacturing of precision optical components and systems; and
† optics research and education.

We find ourselves depending on CDs for data storage, on digital cameras and printers to produce our family
photographs, on high speed internet connections based on optical fibers, on optical based DNA sequencing
systems; our physicians are making use of new therapies and diagnostic techniques founded on optics.

To contribute to such a wide range of applications requires a truly multidisciplinary effort drawing together
knowledge spanning many of the traditional academic boundaries. To exploit the accomplishments of the past
forty years and to enable a revolution in world fiber-optic communications, new modalities in the practice of
medicine, a more effective national defense, exploration of the frontiers of science, and much more, a resource
to provide access to the foundations of this field is needed. The purpose of this Encyclopedia is to provide a
resource for introducing optical fundamentals and technologies to the general technical audience for whom
optics is a key capability in exploring their field of interest.

Some 25 internationally recognized scientists and engineers served as editors. They helped in selecting the
topical coverage and choosing the over 260 authors who prepared the individual articles. The authors form an
international group who are expert in their discipline and come from every part of the technological
community spanning academia, government and industry. The editors and authors of this Encyclopedia hope
that the reader finds in these pages the information needed to provide guidance in exploring and utilizing
optics.

As Editor-in-Chief I would like to thank all of the topical editors, authors and the staff of Elsevier for each of
their contributions. Special thanks should go Dr Martin Ruck of Elsevier who provided not only
organizational skills but also technological knowledge which allowed all of the numerous loose ends to be tied.

B D Guenther
Editor-in-Chief
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Introduction

The breakthrough of optical amplification, combined
with the techniques of wavelength division multi-
plexing (WDM) and dispersion management, have
made it possible to exploit a sizeable fraction of the
optical fiber bandwidth (several terahertz). Systems
based on 10 Gbit/s per channel bit-rate and showing
capacities of several terabit/s, with transmission
capabilities of hundreds or even thousands of
kilometers, have reached the commercial area.

While greater capacities and spectral efficiencies
are likely to be reached with current technologies,
there is potential economic interest in reducing
the number of wavelength channels by increasing
the channel rate (e.g., 40 Gbit/s). However, such
fourfold increase in the channel bit-rate clearly results
in a significant increase in propagation impairments,
stemming from the combined effects of noise
accumulation, fiber dispersion, fiber nonlinearities,
and inter-channel interactions and contributing to
two main forms of signal degradation. The first one is
related to the amplitude domain; power levels of
marks and spaces can suffer from random deviations
arising from interaction between signal and amplified
spontaneous emission (ASE) noise or with signals
from other channels through cross-phase modulation
(XPM) from distortions induced by chromatic
dispersion. The second type of signal degradations
occurs in the time domain; time position of pulses can
also suffer from random deviations arising from
interactions between signal and ASE noise through
fiber dispersion. Preservation of high power contrast
between ‘1’ and ‘0’, and of both amplitude fluctu-
ations and timing jitter below some acceptable levels,
are mandatory for high transmission quality, evalu-
ated through bit-error-rate (BER) measurements or

estimated by Q-factors. Moreover, in future optical
networks, it appears mandatory to ensure similar but
high optical signal quality at the output of whatever
nodes in the networks, as to enable successful
transmission of the data over arbitrary distance.

Among possible solutions to overcome such sys-
tems limitations is the implementation of Optical
Signal Regeneration, either in-line for long-haul
transmission applications or at the output of network
nodes. Such Signal Regeneration performs, or should
be able to perform, three basic signal-processing
functions that are Re-amplifying, Re-shaping, and
Re-timing, hence the generic acronym ‘3R’ (Figure 1).
When Re-timing is absent, one usually refers to
the regenerator as ‘2R’ device, which has only
re-amplifying and re-shaping capabilities. Thus, full
3R regeneration with retiming capability requires
clock extraction.

Given system impairments after some transmission
distance, two solutions remain for extending the
actual reach of an optical transmission system or the
scalability of an optical network. The first consists in
segmenting the system into independent trunks, with
full electronic repeater/transceivers at interfaces (we
shall refer to this as ‘opto-electronic regeneration’ or
O/E Regeneration forthwith). The second solution,
i.e., all-optical Regeneration, is not the optical
version of the first which would have higher
bandwidth capability but still performs the same
signal-restoring functions with far reduced complex-
ity. At this point, it should be noted that Optical 3R
techniques are not necessarily void of any electronic
functions (e.g., when using electronic clock recovery
and O/E modulation), but the main feature is that
these electronic functions are narrowband (as
opposed to broadband in the case of electronic
regeneration).

Some key issues have to be considered when
comparing such Signal Regeneration approaches.
The first is that today’s and future optical trans-
mission systems or/and networks are WDM networks.



Under this condition, the WDM compatibility –
or the fact that any Regeneration solution can
simultaneously process several WDM channels –
represents a key advantage. The maturity of the
technology – either purely optical or opto-electronic
– also plays an important role in the potential
(pre-)development of such solutions. But the main
parameter that will decide the actual technology
(and also technique) relies on the tradeoff between
actual performance of the regeneration solutions
and their costs (device and implementation),
depending on the targeted applications (long-haul
system, medium haul transport, wide area optical
network, etc.).

In this article, we review the current alternatives
for all-optical Signal Regeneration, considering
both theoretical and experimental performance and
practical implementation issues. Key advantages and
possible drawbacks of each solutions are discussed, to
sketch the picture in this field. However, first we
must focus on some generalities about Signal Regen-
eration and the way to define (and qualify) such
regenerator performance. In a second part, we will
detail the currently-investigated optical solutions for
Signal Regeneration with a specific highlight for
semiconductor-based solutions using either semicon-
ductor optical amplifiers (SOA) technology or newly-
developed saturable absorbers. Optical Regeneration
techniques based on synchronous modulation will
also be discussed in a third section. The conclusion
will summarize the key features of each solution,

so as to underline the demanding challenge optical
components are facing in this application.

Generalities on Signal Regeneration

Principles

In the general case, Signal Regeneration is performed
using a decision element exhibiting a nonlinear
transfer function. Provided with a threshold level
and when associated with an amplifier, such an
element then performs the actual Re-shaping of the
incoming data (either in the electrical or optical
domain) and completes a 2R Signal Regenerator.
Figure 2 shows the generic structure of such a Signal
Regenerator in the general case as applied to non
return to zero (NRZ) data. A clock recovery block
can be added (dotted lines) to provide the decision
element with time reference and hence perform the
third R (Re-timing) of full Signal 3R Regeneration.
At this point, it should be mentioned that the decision

Figure 1 Principle of 3R regeneration, as applied to NRZ signals. (a) Re-Amplifying; (b) Re-Shaping; (c) Re-Timing. NB: Such eye

diagrams can be either optical or electrical eye diagrams.

Figure 2 Generic structure of Signal 2R/3R Regenerator based

on Decision Element (2R) and Decision Element and Clock

Recovery (3R).
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element can operate either on electrical signals
(standard electrical DFF) provided that optical !
electrical and electrical ! optical signal conversion
stages are added or directed onto optical signals using
the different techniques described below. The clock
signal can be of an electrical nature, as for electrical
decision element in O/E regenerator – or either an
electrical or a purely optical signal in all-optical
regenerators.

Prior to reviewing and describing the various
current technology alternatives for such Optical
Signal Regeneration, the issue of the actual charac-
terization of regenerator performance needs to be
explained and clarified. As previously mentioned, the
core element of any Signal Regenerator is the decision
element showing a nonlinear transfer function that
can be of varying steepness. As will be seen in
Figure 3, the actual regenerative performance of the
regenerator will indeed depend upon the degree of
nonlinearity of the decision element transfer function.

Figure 3 shows the principle of operation of a
regenerator incorporating a decision element with
two steepnesses of the nonlinear transfer function. In
any case, the ‘1’ and ‘0’ symbols amplitude prob-
ability densities (PD) are squeezed after passing
through the decision element. However, depending
upon the addition of a clock reference for triggering
the decision element, the symbol arrival time PD
will be also squeezed (clocked decision ¼ 3R
regeneration) or enlarged (no clock reference ¼ 2R
regeneration) resulting in conversion of amplitude
fluctuations to time position fluctuations.

As for system performance – expressed through
BER – regenerative capabilities of any regenerator

simultaneously depend upon both the output ampli-
tude and arrival time PD of the ‘1’ and ‘0’ symbols. In
the unusual case of 2R regeneration (no clocked
decision), a tradeoff has then to be derived, consider-
ing both the reduction of amplitude PD and the
enlarged arrival time PD induced by the regenerator,
to ensure sufficient signal improvement. In
Figure 3a, we consider a step function for the transfer
function of the decision element. In this case,
amplitude PD are squeezed to Dirac PD after the
decision element, and depending upon addition or not
of a clock reference, arrival time PD is reduced (3R)
or dramatically enlarged (2R). In Figure 3b, the
decision element exhibits a moderately nonlinear
transfer function. This results in an asymmetric and
less-pronounced squeezing of the amplitude PD
compared to the previous case, but in turn results in
a significantly less enlarged arrival time PD when
no clock reference is added (2R regeneration).
Comparison of these two decision element of
different nonlinear transfer function indicates that
for 3R regeneration applications, the more nonlinear
the transfer function of the decision element the better
performance, the ideal case being the step function.
In the case of 2R regeneration applications, a tradeoff
between the actual reduction of the amplitude PD and
enlargement of timing PD is to be derived and clearly
depends upon the actual shape of the nonlinear
transfer function of the decision element.

Qualification of Signal Regenerator Performance

To further illustrate the impact of the actual shape of
the nonlinear transfer function of the decision

Figure 3 Signal Regeneration process using Nonlinear Gates. (a) Step transfer function (¼ Electronic DFF); (b) ‘moderately’

nonlinear transfer function. As an illustration of the Regenerator operation ‘1’ and ‘0’ symbols amplitude probability density (PD) and

arrival time probability density (PD) are shown in light gray and dark gray, respectively.
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element in 3R application, the theoretical evolution
of BER with number of concatenated regenerators
have been plotted for regenerators having different
nonlinear responses. Figure 4 shows the numerically
calculated evolution of the BER of a 10 Gbit/s NRZ
signal with fixed optical signal-to-noise ratio (OSNR)
at the input of the 3R regenerator, as a function of the
cascaded regenerator incorporating nonlinear gates
with nonlinear transfer function of different depths.
From Figure 4, can be seen different behaviors
depending on the nonlinear function shape. As
previously stated, the best regeneration performance
is obtained with an ideal step function (case a),
which is actually the case for O/E regenerator using
electronic decision flip-flop (DFF). In that case, BER
linearly increase (i.e., more errors) in the cascade.
Conversely, when nonlinearity is reduced (cases (b)
and (c)), both BER and noise accumulate, until the
concatenation of nonlinear functions reach some
steady-state pattern, from which BER linearly
increases. Concatenation of nonlinear devices thus
magnifies shape differences in their nonlinear
response, and hence their regenerative capabilities.

Moreover, as can be seen in Figure 4, all curves
standing for different regeneration efficiencies pass
through a common point defined after the first device.
This clearly indicates that it is not possible to qualify
the regenerative capability of any regenerator when
considering the output signal after only one regen-
erator. Indeed, the BER is the same for either a 3R
regenerator or a mere amplifier if only measured after
a single element. This originates from the initial
overlap between noise distributions associated with
marks and spaces, that cannot be suppressed but only
minimized by a single decision element through
threshold adjustment.

As a general result, the actual characterization of
the regenerative performance of any regenerator
should in fine be conducted considering a cascade of
regenerators. In practice this can easily be done with
the experimental implementation of the regenerator
under study in a recirculating loop. Moreover, such
an investigation tool will also enable access to the
regenerator performance with respect to the trans-
mission capabilities of the regenerated signal, which
should not be overlooked.

Let us now consider the physical implementation of
such all-optical Signal Regenerators, along with the
key features offered by the different alternatives.

All-Optical 2R/3R Regeneration Using
Optical Nonlinear Gates

Prior to describing the different solutions for all-
optical in-line Optical Signal Regeneration, it should
be mentioned that since the polarization states of the
optical data signals cannot be preserved during
propagation, it is required that the regenerator
exhibits an extremely low polarization sensitivity.
This clearly translates to a careful optimization of all
the different optical components making up the
2R/3R regenerator. It should be noted that this also
applies to the O/E solutions but is of limited impact,
since only the photodiode has to be polarization
insensitive.

Figure 5 illustrates the generic principle of oper-
ation of an all-optical 3R Regenerator using optical
nonlinear gates. Contrary to what occurs in O/E,
regenerator where the extracted clock signal drives
the electrical decision element, the incoming and
distorted optical data signal triggers the nonlinear
gate, hence generating a switching window which is

Figure 4 Evolution of the BER with concatenated regenerators for nonlinear gates with nonlinear transfer function of decreasing

depths from case (a)–(c) (step function).

4 ALL-OPTICAL SIGNAL REGENERATION



applied to a newly generated optical clock signal so as
to reproduce the initial data stream on the new
optical carrier.

In the case of 2R Optical Signal Regeneration, a
continuous wave (CW) signal is substituted for the
synchronized optical clock pulses. As previously
mentioned, the actual regeneration performance of
the 2R/3R devices will mainly depend upon the
nonlinearity of the transfer function of the decision
element but in 3R applications the quality of the
optical clock pulses has also to be considered. In the
following, we describe current solutions to explain
the two main building blocks of all-optical Signal
Regenerators: the decision element (i.e., nonlinear
gate) and the clock recovery (CR) elements.

Optical Decision Element

In the physical domain, optical decision elements
with ideal step response – as for electrical DFF – do
not exist. Different nonlinear optical transfer func-
tions, approaching more or less the ideal case, can be
realized in various media such as fiber, SOA, electro-
absorption modulators (EAM), and lasers. Generally,
as described below, the actual response (hence the
regenerative properties of the device) of such optical
gates directly depends upon the incoming signal
instantaneous power. Under these conditions, it
appears essential to add an adaptation stage so as to
reduce intensity fluctuations (as caused by propa-
gation or crossing routing/switching node) and
provide the decision element with fixed power
conditions. In practice, this results in the addition of
a control circuitry (either optical or electrical) in the
Re-amplification block, whose complexity directly
depends on actual system environment (ultra-fast
power equalization for packet-switching applications
and compensation of slow power fluctuations in
transmission applications).

As previously described the decision gate performs
Re-shaping (and Re-timing when clock pulses are
added) of the incoming distorted optical signal, and
represent the regenerator’s core element. Ideally, it
should also act as a transmitter with characteristics
ensuring the actual propagation of the regenerated
data stream. In that respect, the chirp possibly

induced by the optical decision gate onto the
regenerated signal – and the initial quality of the
optical clock pulses in 3R applications – should
be carefully considered (ideally by means of
loop transmission) as to adequately match line
transmission requirements.

Different solutions for the actual realization of the
optical decision element have been proposed and
extensively investigated using, for example, cross
gain modulation in semiconductor optical amplifier
(SOA) devices but the most promising and flexible
devices probably are interferometers, for which,
descriptions of the generic principle of operation
follows. Consider a CW signal (probe) at l2

wavelength injected into an optical interferometer,
in which one arm incorporates a nonlinear medium
in which an input signal carried by l1 wavelength
(command) is, in turn, injected. Such a signal,
at l1 wavelength, induces a phase shift through
cross-phase modulation (XPM) in this arm of the
interferometer, the amount depending upon power
level Pin;l1: In turn, such phase modulation (PM)
induces amplitude modulation (AM) on the signal at
l2 wavelength when recombined at the output of
the interferometer and translates the information
carried by wavelength l1 onto l2: Under these
conditions, such optical gates clearly act as wave-
length converters (it should be mentioned that
Wavelength Conversion is not necessarily equivalent
to Regeneration; i.e., a linear transfer function
performs suitable Wavelength Conversion but by
no means Signal Regeneration).

Optical interferometers can be classified accor-
ding to the nature of the nonlinearity exploited to
achieve a p phase shift. In the case of fiber-based
devices, such as the nonlinear optical loop mirror
(NOLM), the phase shift is induced through the Kerr
effect in an optical fiber. The key advantage of fiber-
based devices such as NOLM lies in the near-
instantaneous (fs) response of the Kerr nonlinearity,
making them very attractive for ultra-high bit-rate
operation ($160 Gbit/s). Polarization-insensitive
NOLMs have been realized, although with the same
drawbacks concerning integrability. With recent
developments in highly nonlinear (HNL) fibers,
however, the required NOLM fiber length could be
significantly reduced, hence dramatically reducing
environmental instability.

A second type of device is the integrated SOA-
based Mach-Zehnder interferometers (MZI). In
MZIs, the phase shift is due to the effect of photo-
induced carrier depletion in the gain saturation
regime of one of the SOAs. The control and probe
can be launched in counter- or co-directional ways. In
the first case, no optical filter is required at the output

Figure 5 Principle of operation of an all-Optical Signal 3R

Regenerator using nonlinear gates.
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of the device for rejecting the signal at l1 wavelength
but operation of the MZI is limited by its speed. At
this point, one should mention that the photo-
induced modulation effects in SOAs are intrinsically
limited in speed by the gain recovery time, which is a
function of the carrier lifetime and the injection
current. An approach referred to as differential
operation mode (DOM) and illustrated on Figure 6,
which takes advantage of the MZI’s interferometric
properties, makes it possible to artificially increase
the operation speed of such ‘slow’ devices up to
40 Gbit/s.

As discussed earlier, the nonlinear response is a key
parameter for regeneration efficiency. Combining two
interferometers is a straightforward means to
improve the nonlinearity of the decision element
transfer function, and hence regeneration efficiency.
This approach was validated at 40 Gbit/s using a
cascade of two SOA-MZI, (see Figure 7 (left)). Such a
scheme offers the advantage of restoring data polarity
and wavelength, hence making the regenerator
inherently transparent. Finally, the second conversion
stage can be used as an adaptation interface to the
transmission link achieved through chirp tuning in
this second device.

Such an Optical 3R Regenerator was upgraded to
40 Gbit/s, using DOM in both SOA-MZIs with
validation in a 40 Gbit/s loop RZ transmission. The
40 Gbit/s eye diagram monitored at the regenerator
output after 1, 10, and 100 circulations are shown in
Figure 7 (right) and remain unaltered by distance.
With this all-optical regenerator structure, the

minimum OSNR tolerated by the regenerator
(1 dB sensitivity penalty at 10210 BER) was found
to be as low as 25 dB/0.1 nm. Such results clearly
illustrate the high performance of this SOA-based
regenerator structure for 40 Gbit/s optical data
signals.

Such a complex mode of operation for addressing
40 Git/s bit-rates will probably be discarded when we
consider the recent demonstration of standard-mode
wavelength conversion at 40 Gbit/s, which uses a
newly-designed active-passive SOA-MZI incorpo-
rating evanescent-coupling SOAs. The device
architecture is flexible in the number of SOAs, thus
enabling easier operation optimization and reduced
power consumption, leading to simplified architec-
tures and operation for 40 Gbit/s optical 3R
regeneration.

Based on the same concept of wavelength conver-
sion for Optical 3R Regeneration, it should be noted
many devices have been proposed and experimentally
validated as wavelength converters at rates up to
84 Gbit/s, but with cascadability issues still to be
demonstrated to assess their actual regenerative
properties.

Optical Clock Recovery (CR)

Next to the decision, the CR is a second key function
in 3R regenerators. One possible approach for CR
uses electronics while another only uses optics. The
former goes with OE conversion by means of a
photodiode and subsequent EO conversion through a
modulator. This conversion becomes more complex
and power-hungry as the data-rate increases. It is
clear that the maturity of electronics gives a current
advantage to this approach. But considering the pros
and cons of electronic CR for cost-effective
implementation, the all-optical approach seems
more promising, since full regenerator integration is
potentially possible with reduced power consump-
tion. In this view, we shall focus here on the optical
approach and more specifically on the self-pulsating
effect in three-sections distributed feedback (DFB)
lasers or more recently in distributed Bragg reflector

Figure 7 Optimized structure of a 40 Gbit/s SOA-based 3R regenerator. 40 Gbit/s eye diagram evolution: (a) B-to-B; (b) 1 lap;

(c) 10 laps; (d) 100 laps.

Figure 6 Schematic and principle of operation of SOA-MZI in

differential mode.
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(DBR) lasers. Recent experimental results illustrate
the potentials of such devices for high bit rates (up to
160 Gbit/s), broad dynamic range, broad frequency
tuning, polarization insensitivity, and relatively
short locking times (1 ns). This last feature makes
these devices good candidates for operation in
asynchronous-packet regimes.

Optical Regeneration by Saturable Absorbers

We next consider saturable absorbers (SA) as non-
linear elements for optical regeneration. Figure 8
(left) shows a typical SA transfer function and
illustrates the principle of operation. When illumi-
nated with an optical signal with peak power below
some threshold ðPsatÞ; the photonic absorption of
the SA is high and the device is opaque to the signal
(low transmittance). Above Psat; the SA transmit-
tance rapidly increases and asymptotically saturates
to transparency (passive loss being overlooked).
Such a nonlinear transfer function only applies to
2R optical regeneration.

Different technologies for implementing SAs are
available, but the most promising approach uses
semiconductors. In this case, SA relies upon the
control of carrier dynamics through the material’s
recombination centers. Parameters such as on–off
contrast (ratio of transmittance at high and low
incident powers), recovery time (1/e) and saturation
energy, are key to device optimization. In the fol-
lowing, we consider a newly-developed ion-irradiated
MQW-based device incorporated in a micro-cavity
and shown on Figure 8 (right). The device operates as
a reflection-mode vertical cavity, providing both a
high on/off extinction ratio by canceling reflection at
low intensity and a low saturation energy of 2 pJ. It is
also intrinsically polarization-insensitive. Heavy ion-
irradiation of the SA ensures recovery times (at 1=e)
shorter than 5 ps (hence compatible with bit-rate
above 40 Gbit/s), while maintaining a dynamic
contrast in excess of 2.5 dB at 40 GHz repetition rate.

The regenerative properties of SA make it possible
to reduce cumulated amplified spontaneous emission
(ASE) in the ‘0’ bits, resulting in a higher contrast
between mark and space, hence increasing system
performance. Yet SAs do not suppress intensity noise
in the marks, which makes the regenerator incom-
plete. A solution for this noise suppression is optical
filtering with nonlinear (soliton) pulses. The principle
is as follows. In absence of chirp, the soliton temporal
width scales in the same way as the reciprocal of its
spectral width (Fourier-transform limit) times its
intensity (fundamental soliton relation). Thus, an
increase in pulse intensity corresponds to both time
narrowing and spectral broadening. Conversely, a
decrease in pulse intensity corresponds to time
broadening and spectral narrowing. Thus, the filter
causes higher loss when intensity increases, and
lower loss when intensity decreases. The filter
thus acts as an automatic power control (APC) in
feed-forward mode, which causes power stabilization.
The resulting 2R regenerator (composed by the SA
and the optical filter) is fully passive, which is of high
interest for submarine systems where the power
consumption must be minimal, but it does not include
any control in the time domain (no Re-timing).

System demonstrations of such passive SA-based
Optical Regeneration have been reported with
a 20 Gbit/s single-channel loop experiment.
Implementation of the SA-based 2R Regenerator
with 160 km-loop periodicity made it possible to
double the error-free distance (Q ¼ 15.6 dB or 1029

BER) of a 20 Gbit/s RZ signal. So as to extend the
capability of passive 2R regeneration to 40 Gbit/s
systems, an improved configuration was derived from
numerical optimization and experimentally demon-
strated in a 40 Gbit/s WDM-like, dispersion-managed
loop transmission, showing more than a fourfold
increase in the WDM transmission distance at 1024

BER (1650 km without the SA-based regenerator and
7600 km when implementing the 2R regenerator
with 240 km periodicity).

Figure 8 (a) Saturable Absorber (SA) ideal transfer function. (b) Structure of Multi-Quantum Well SA.
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Such a result illustrates the potential high interest
of such passive optical 2R regeneration in long-haul
transmission (typically in noise-limited systems) since
the implementation of SA increases the system’s
robustness to OSNR degradation without any extra
power consumption. Reducing both saturation
energy and insertion loss along with increasing
dynamic contrast represent key future device
improvements. Regeneration of WDM signals from
the same device, such as one SA chip with
multiple fibers implemented between Mux/DMux
stages, should also be thoroughly investigated.
In this respect, SA wavelength selectivity in quantum
dots could possibly be advantageously exploited.

Synchronous Modulation Technique

All-optical 3R regeneration can be also achieved
through in-line synchronous modulation (SM)
associated with narrowband filtering (NF). Figure 9
shows the basic layout of such an Optical 3R
Regenerator. It is composed of an optical filter
followed by an Intensity and Phase Modulator
(IM/PM) driven by a recovered clock. Periodic
insertion of SM-based modulators along the trans-
mission link provides efficient jitter reduction and
asymptotically controls ASE noise level, resulting in
virtually unlimited transmission distances. Re-shaping
and Re-timing provided by IM/PM intrinsically
requires nonlinear (soliton) propagation in the trunk
fiber following the SM block. Therefore, one can refer
to the approach as distributed optical regeneration.
This contrasts with lumped regeneration, where 3R is
completed within the regenerator (see above with
Optical Regeneration using nonlinear gates), and is
independent of line transmission characteristics.

However, when using a new approach referred to
‘black box’ optical regeneration (BBOR), it is possible

to make the SM regeneration function and trans-
mission work independently in such a way that any
type of RZ signals (soliton or non-soliton) can be
transmitted through the system. The BBOR technique
includes an adaptation stage for incoming RZ pulses
in the SM-based regenerator, which ensures high
regeneration efficiency regardless of RZ signal format
(linear RZ, DM-soliton, C-RZ, etc.). This is achieved
using a local and periodic soliton conversion of RZ
pulses by means of launching an adequate power into
some length of fiber with anomalous dispersion.
The actual experimental demonstration of the BBOR
approach and its superiority over the ‘classical’
SM-based scheme for DM transmission was experi-
mentally investigated in 40 Gbit/s DM loop trans-
mission. Under these conditions, one can then
independently exploit dispersion management (DM)
techniques for increasing spectral efficiency in
long-haul transmission, while ensuring high trans-
mission quality through BBOR.

One of the key properties of the SM-based all-
optical Regeneration technique relies on its WDM
compatibility. The first (Figure 10, left) and straight-
forward solution to apply Signal Regeneration to
WDM channels amounts to allocating a regenerator
to each WDM channel. The second consists in sharing
a single modulator, thus processing the WDM
channels at once in serial fashion. This approach
requires WDM synchronicity, meaning that all bits
be synchronous with the modulation, that can be
achieved either by use of appropriate time-delay lines
located within a DMux/Mux apparatus (Figure 10,
upper right), or by making the WDM channels
inherently time-coincident at specific regenerator
locations (Figure 10, bottom right). Clearly, the serial
regeneration scheme is far simpler and cost-effective
than the parallel version; however, optimized
re-synchronization schemes still remain to be

Figure 9 Basic layout of the all-optical Regenerator by Synchronous Modulation and Narrowband Filtering and illustration of the

principle of operation.
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developed for realistic applications. Experimental
demonstration of this concept was assessed by means
of a 4 £ 40 Gbit=s dispersion-managed transmission
over 10 000 km (BER , 5.1028) in which a single
modulator was used for the simultaneous regener-
ation of the 4 WDM channels.

Considering next all-optical regeneration schemes
with ultra-high speed potential, a compact and loss-
free 40 Gbit/s Synchronous Modulator, based on
optically-controlled SOA-MZI, was proposed and
loop-demonstrated at 40 Gbit/s with an error-free
transmission distance in excess of 10 000 km. More-
over, potential ultra-high operation of this improved
BBOR scheme was recently experimentally demon-
strated by means of a 80 GHz clock conversion with
appropriate characteristics through the SOA-MZI.
One should finally mention all fiber-based devices
such as NOLM and NALM for addressing ultra-high
speed SM-based Optical Regeneration, although no
successful experimental demonstrations have been
reported so far in this field.

Conclusion

In summary, optical solutions for Signal Regeneration
present many key advantages. These are the only
advantages to date to possibly ensure WDM compat-
ibility of the regeneration function (mostly 2R
related). Such optical devices clearly exhibits the
best 2R regeneration performance (wrt to O/E
solutions) as a result of the moderately nonlinear
transfer function (which in turn can be considered as
a drawback in 3R applications), but the optimum
configuration is still to be clearly derived and
identified depending upon the system application.
Optics also allow to foresee and possibly target
ultrafast applications above 40G, for signal regener-
ation if needed. Among the current drawbacks, one

should mention the relative lack of wavelength/
formats flexibility of these solutions (compared to
O/E solutions). It is complex or difficult to restore the
input wavelength or address any C-band wavelength
at the output of the device or to successfully
regenerate modulation formats other than RZ.
In that respect, investigations should be conducted
to derive new optical solutions capable of processing
more advanced modulation formats at 40G. Finally,
the fact that the nonlinear transfer function of the
optical is in general triggered by the input signal
instantaneous power also turns out to be a drawback
since it requires control circuitry. The issue of cost
(footprint, power consumption, etc.) of these solu-
tions, compared to O/E ones, is still open. In this
respect, purely optical solutions incorporating all-
optical clock recovery, the performance of which is
still to be technically assessed, are of high interest for
reducing costs. Complete integration of an all-optical
2R/3R regenerator or such parallel regenerators onto
a single semiconductor chip should also contribute to
make all-optical solutions cost-attractive even though
acceptable performance of such fully integrated
devices is still to be demonstrated.

From today’s status concerning the two alternative
approaches for in-line regeneration (O/E or all-
optical), it is safe to say that the choice between
either solution will be primarily dictated by both
engineering and economical considerations. It will
result from a tradeoff between overall system
performance, system complexity and reliability,
availability, time-to-market, and rapid returns from
the technology investment.

See also

Interferometry: Overview. Optical Amplifiers: Semi-
conductor Optical Amplifiers. Optical Communication
Systems: Wavelength Division Multiplexing.

Figure 10 Basic implementation schemes for WDM all-Optical Regeneration. (a) parallel asynchronous; (b) serial re-synchronized;

(c) serial self-synchronized.
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In the development of the theory of diffraction, the
diffraction field is due to a surface integral, the Fresnel
integral, but no restrictions are imposed on the choice
of the surface over which the integration must be
performed. This fact leads to a very useful pro-
perty called Babinet’s principle, first stated by
Jacques Babinet (1794–1872) in 1837 for scalar
waves. We will discuss only the scalar Babinet’s
principle; discussion of the rigorous vector formu-
lation can be found in a number of books on
electromagnetic theory.

To introduce Babinet’s principle, we label a plane,
separating the source, S, and observation point, P,
as S. If no obstructions are present, a surface
integration over S yields the light distribution at P.
If we place an opaque obstruction in this plane with
a clear aperture, S1, then the field at P is given by
integrating over only S1; contributions from S,
outside of S1, are zero since the obstruction is
opaque.

We may define an aperture, S2, as complementary
to S1 if the obstruction is constructed by replacing the
transparent regions of S, i.e., S1, by opaque surfaces
and the opaque regions of S by clear apertures.
Figure 1 shows two complementary obstructions,
where the shaded region indicates an opaque surface.

The surface integral over S generates the field, E,
in the absence of any obstruction. If obstruction S1 is
present then the diffraction field is E1, obtained
by integrating over S1. According to Babinet’s
principle, the diffraction field due to obstruction S2,
must be

~E2 ¼ ~E 2 ~E1

We will look at examples of the application of
the principle for both Fraunhofer and Fresnel
diffraction.

Fraunhofer Diffraction

The electric field due to Fraunhofer diffraction is
given by

EPðvx;vyÞ ¼
iae2 ikR0

lR0

ðð
S

f ðx; yÞe2 iðvxxþvyyÞ dx dy

where a is the amplitude of the incident plane wave
and R0 is the distance from the obstruction to the
observation point. We have defined the spatial
frequencies, vx and vy by the equations

vx ¼ kL ¼ 2
2pj

lR0

vy ¼ kM ¼ 2
2ph

lR0

This surface integral is an approximation of the
Hygens–Fresnel integral and can be identified as a
Fourier transform of the aperture transmission
function, f(x, y) in two dimensions. For our discus-
sion we will consider only one dimension and ignore
the parameters in front of the integral.

Assume that a(x) is the amplitude transmission of
an aperture in an obstruction, b(x) is the amplitude
transmission function of the complementary obstruc-
tion and g is the amplitude of the wave when no

Σ1 Σ2

Figure 1 An aperture S1 shown by the unshaded region and its

complement S2. Reproduced with permission from Guenther R

(1990) Modern Optics. New York: Wiley. Copyright q 1990 John

Wiley & Sons.



obstruction is present. The Fourier transforms of the
one-dimensional amplitude transmission functions
of the two apertures are equal to the Fraunhofer
diffraction patterns that will be generated by the two
apertures

AðkÞ ¼
ð1

21
aðxÞe2 ikx dx

BðkÞ ¼
ð1

21
bðxÞe2ikx dx

With no aperture present, the far field amplitude is

GðkÞ ¼ g
ð1

21
e2 ikx dx

Babinet’s principle states that

BðxÞ ¼ G 2 AðxÞ

must be the Fraunhofer diffraction field of the
complementary aperture. We may rewrite this
equation for the diffraction field as

BðkÞ ¼ GdðkÞ þ AðkÞeip ½1�

The first term on the right of the Fraunhofer
diffraction field for the complementary obstruction
[1] is located at the origin of the observation plane
and is proportional to the amplitude of the unob-
structed wave. The second term in the equation for
the Fraunhofer diffraction pattern [1] is identical to
the Fraunhofer diffraction pattern of the original
aperture, except for a constant phase. Thus the
Fraunhofer diffraction from the two complementary
apertures are equal, except for a constant phase and
the bias term at the origin. Physically this means that
the diffraction intensity distributions of complemen-
tary apertures will be identical but their brightness
will differ!

Fresnel Diffraction

We can calculate the Fresnel diffraction from an
opaque disk by applying Babinet’s principle to the
diffraction pattern calculated for a circular aperture.

We assume that a circular aperture of radius a is
illuminated by a point source a distance Z0 from the
aperture. We observe the transmitted wave at the
point P, located a distance Z from the aperture
(see Figure 2).

The Fresnel diffraction integral is

~EP ¼
ia

lrD
e2 ikD

£
ðð

f ðx; yÞe
2

ik
2r

�
ðx2x0Þ

2þðy2y0Þ
2
�

dx dy ½2�

where the distance between the source and obser-
vation point is

D ¼ Z þ Z0 þ
ðj2 xsÞ

2 þ ðh2 ysÞ
2

2ðZ þ Z0Þ

1

r
¼

1

Z
þ

1

Z0

and the coordinates of the stationary point are

x0 ¼
Z0jþ Zxs

Z þ Z0
y0 ¼

Z0hþ Zys

Z þ Z0

The parameters of the integral are simplified by the
geometry selected for Figure 2. Both the observation
point and source are located on the axis of symmetry
of the aperture which lies along the z-axis of a
cylindrical coordinate system thus

x0 ¼ y0 ¼ j ¼ h ¼ 0 and D ¼ Z0 þ Z

The approximation for the distance from the source
and observation point to the aperture yields

R þ R0 < Z þ Z0 þ
r2

2r
¼ D þ

r 2

2r

where r2 ¼ x2 þ y2· The cylindrical coordinate
version of [2] is then

~EP ¼
ia

lrD
e2 ikD

ða

0

ð2p

0
f ðr;wÞe

2 i
kr 2

2r r dr df ½3�

We assume that the transmission function of the
aperture is a constant, f ðr;fÞ ¼ 1; to make the
integral as simple as possible. After performing
the integration over the angle f, [3] can be

Figure 2 Geometry for the analysis of Fresnel diffraction of a

circular aperture. Reproduced with permission from Guenther R

(1990) Modern Optics. New York: Wiley. Copyright q 1990 John

Wiley & Sons.
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rewritten as

~EPa ¼
iap

D
e2 ikD

ð a2

rl

0
e2 ipr 2=rl d

 
r 2

rl

!
½4�

Performing the integration of [4], results in the
Fresnel diffraction amplitude

~EPa ¼
a

D
e2 ikD

�
1 2 e2 ipa2=rl

�
½5�

The intensity of the diffraction field is

IPa ¼ 2I0

 
1 2 cos

pa2

rl

!

¼ 4I0 sin2 pa2

2rl
½6�

[6] predicts a sinusoidal variation in intensity as the
observation point moves toward the aperture.

Babinet’s principle can now be used to evaluate
Fresnel diffraction by an opaque disk, the same size as
the circular aperture, i.e., of radius a. The field for the
disk is obtained by subtracting the field, diffracted by
a circular aperture, from the field of an unobstructed
spherical wave, EP:

~EPd ¼ ~EP 2 ~EPa

~EPd ¼
a

D
e2ikD 2 ~EPa

¼
a

D
e2ikDe2ipa2=rl ½7�

The intensity is

IPd ¼ I0

The result of the application of Babinet’s principle is
the conclusion that, at the center of the geometrical
shadow cast by the disk, there is a bright spot with the
same intensity as would exist if no disk were present.
This is Poisson’s spot. The intensity of this spot is
independent of the choice of the observation point
along the z-axis.

See also

Diffraction: Fraunhofer Diffraction; Fresnel Diffraction.
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Introduction

Instabilities in laser emission, notably in the form of
spontaneous coherent pulsations, have been
observed almost since the first demonstration of
laser action. Indeed, the first laser operated in 1960
by Maiman produced noisy spiked output even
under conditions of quasi-steady excitation and
provided the early impetus for studies of such
effects. Subsequent theoretical efforts towards
understanding these phenomena occurred up to the
1980s at a modest level, due in part to the wide
scope of alternative areas of fertile investigation
provided by lasers during this period. However,
since the 1990s, there has been a major resurgence
of interest in this area. This has been due to
profound mathematical discoveries over this period
which have revolutionized our understanding of
classical dynamical systems. It is now clear that
many systems containing some form of nonlinearity
are dynamically unstable and even chaotic and that
such behavior is deterministic. Further, the discovery
that chaos evolves through particular routes with
well-defined scenarios and that such routes are
universal, has stimulated experimentalists to search
for physical systems that exhibit these properties.
These phenomena have now been observed in areas
as diverse as fluid flow, chemical reactions, popu-
lation ecology, and superconductor devices. The
laser, perhaps the most recent newcomer to the
field, is a paradigm for such investigation, owing
to its simplicity both in construction and in the
mathematics that describe it, and already a wide
range of these phenomena have been observed.
Along with a proliferation of new observations,
many of the instabilities known to occur in these
systems are now being reinterpreted in lieu of our

new insight in this area. From this, fascinating
new concepts of control and synchronization
of chaos have emerged and spawned new fields of
applications, not least in secure communication. In
this article we introduce the general principles of
dynamical instabilities, chaos, and control in lasers.
For in-depth study, the reader is referred to texts
and review articles cited in the Further Reading
section at the end of this article.

Laser Physics

Our conventional understanding of laser physics is
concerned with how cooperative order evolves from
randomness. This transition is explained by first
considering the ensemble of lasing atoms in thermal
equilibrium. Every atom executes a small motion,
giving rise to an oscillating electric dipole, described
by linear dynamics. For larger motions, the atomic
dipoles interfere with each other’s motion and
beyond a particular threshold, the motion becomes
‘co-operative’ or ordered over a long range. The role
of the electromagnetic field in the laser cavity in
ordering the induced atomic dipoles, is collectively
described as giving rise to a macroscopic polarization,
the magnitude of which depends on the number of
dipoles (excited atoms). The dynamical interplay
between the cavity field amplitude (E) as one variable
and the atomic material variables of polarization (P)
and population (D) of excited atoms, all of which are
in general complex quantities, provide a full descrip-
tion of lasing action. For the simplest laser, a single
mode two-level system with a homogeneously broa-
dened gain lasing at resonance, these reduce to just
three real variables, the Maxwell–Bloch equations:

E ¼ 2kE þ kP ½1�

P ¼ g’ED 2 g’P ½2�

D ¼ gIIðlþ 1Þ2 gIID 2 gIIlEP ½3�



where k is the cavity decay rate, g’ is the decay rate of
atomic polarization, gII is the decay rate of popu-
lation inversion, and l the pumping parameter.

Described in this way the laser acts as a single
oscillator in much the same way as a mechanical
nonlinear oscillator, where laser output represents
damping of the oscillator and excitation of the atoms is
the driving mechanism to sustain lasing (oscillation).
For ordered or coherent emission, it is necessary for
one or both of the material variables (which are
responsible for further lasing emission) to respond
sufficiently fast to ensure a phase correlation with the
existing cavity field. This is readily obtained in many
typical lasers with output mirrors of relatively high
reflectivity, since the field amplitude within the laser
cavity will then vary slowly compared to the fast
material variables which may then be considered
through their equilibrium values. This situation,
commonly referred to as adiabatic elimination of fast
variables, reduces the dynamics of lasing action to that
of one (or two) variables, the field (and population), all
others being forced to adapt constantly to the slowly
varying field variable. Our familiar understanding of
DC laser action presupposes such conditions to hold.
However when, for example, the level of excitation of
the atoms is increased to beyond a certain value, i.e.,
the second laser threshold, all three dynamical
variables may have to be considered, which satisfies
the minimum requirement of three degrees of freedom
(variables) for a system to display chaos. So this simple
laser is capable of chaotic motion, for which the
emission is aperiodic in time and has a broadband
spectrum. Prediction of such behavior was initially
made by Haken in 1975 through establishing the
mathematical equivalence of the Maxwell–Bloch
equations to those derived earlier by Lorentz describ-
ing chaotic motion in fluids.

Nonlinear Dynamics and Chaos
in Lasers

In general there is no general analytical approach for
solving nonlinear systems such as the Maxwell–
Bloch equations. Instead solutions are obtained by
numerical means and analyzed through geometric
methods originally developed by Poincaré as early as
1892. This involves the study of topological struc-
tures of the dynamical trajectories in phase space of
the variables describing the system. If an initial
condition of a dissipative nonlinear dynamical
system, such as a laser, is allowed to evolve for a
long time, the system, after all the transients have died
out, will eventually approach a restricted region of
the phase space called an attractor. A dynamical

system can have more than one attractor, in which
case different initial conditions lead to different types
of long-time behavior. The simplest attractor in phase
space is a fixed point which is a solution with just one
set of values for its dynamical variables; the nonlinear
system is attracted towards this point and stays there,
giving a DC solution. For other control conditions the
system may end up making a periodic motion; the
attractor of this motion is called a limit cycle.
However, when the operating conditions exceed a
certain critical value, the periodic motion of the
system breaks down into a more complex dynamical
trajectory, which never repeats. This motion rep-
resents a third kind of attractor in phase space called a
chaotic or strange attractor.

Figure 1 shows a sequence of trajectories of the
Lorentz equations in the phase space of (x, y, z) on
increasing the value of one of the control parameters;
this corresponds to (E, P, D) in the Maxwell–Block
equations on increasing the laser pump. For a control
setting near zero, all trajectories approach stable
equilibrium at the origin, the topological structure of
the basin of attraction being hyperbolic about zero
(Figure 1a). For the laser equations, this corresponds
to operation below lasing threshold for which the
magnitude of the control parameter (laser gain) is
insufficient to produce lasing. As the control para-
meter is increased, the basin lifts at its zero point to
create an unstable fixed point here but with now two
additional fixed points located in the newly formed
troughs on either side of the zero point, which is now
a saddle point. This is illustrated in Figure 1b where
the system eventually settles to one or other of the
two new and symmetrical fixed points, depending on
the initial conditions. This corresponds to DC or
constant lasing as defined by the parameter values of
one or other of these points which are indistinguish-
able. Pictorially, think of a conventional saddle shape
comprising a hyperbolic and inverted hyperbolic
form in mutually perpendicular planes and connected
tangentially at the origin. With the curve of the
inverted hyperbola turned up at its extremity and
filling in the volume with similar profiles which allow
the two hyperbolic curves to merge into a topological
volume, one sees that a ball placed at the origin is
constrained to move most readily down either side of
the inverted hyperbolas into one or other of the
troughs formed by this volume. For the Lorentz
system, chaotic behavior occurs at larger values of
the control parameter when all three fixed points
become saddles. Since none of the equilibrium points
are now attracting, the behavior of the system cannot
be a steady motion. Although perhaps difficult to
visualize topologically, it is then possible to find a
region in this surface enclosing all three points and
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large enough so that no trajectories leave the region.
Thus, all initial conditions outside the region evolve
into the region and remain inside from then on. A
corresponding chaotic trajectory is shown in
Figure 1c. A point outwardly spirals from the
proximity of one of the new saddle points until the
motion brings it under the influence of the symme-
trically placed saddle, the trajectory then being
towards the center of this region from where outward
spiraling again occurs. The spiraling out and switch-
ing over continues forever though the trajectory never
intersects. In this case, arbitrarily close initial
conditions lead to trajectories, which, after a suffi-
ciently long time, diverge widely. Since a truly exact
assignment of the initial condition is never possible,

even numerically, a solution comprising several such
trajectories therefore evolves and, as a consequence,
long-term predictability is impossible. This is in
marked contrast to that of the fixed point and limit
cycle attractors, which settle down to the same
solutions. A recording of one of these variables in
time, say for a laser the output signal amplitude (in
practice recorded as signal intensity, proportional to
the square of the field amplitude), then gives
oscillatory emission of increasing intensity with
sudden discontinuities (resulting from flipping from
one saddle to the other in Figure 1c) as expected.

While the Lorentz/Haken model is attractive for
its relative simplicity, many practical lasers cannot
be reduced to this description. Nevertheless, the

Figure 1 Trajectories in the three-dimensional phase space of the Lorentz attractor on increasing one of the control parameters.

(Reproduced with permission from Thompson JMT and Stewart HB (1987) Nonlinear Dynamics and Chaos. New York: John Wiley.)
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underlying topology of the trajectory of solutions in
phase space for these systems is often found to be
relatively simple and quite similar, as for three-level
models descriptive of optically pumped lasers. An
experimental example of such behavior for a single
mode far infared molecular laser is shown in Figure 2.
In other lasers, for which there is adiabatic elimin-
ation of one or other of the fast variables, chaotic
behavior is precluded if, as a consequence, the
number of variables of the system is reduced to less
than three. Indeed this is the case for many practical
laser systems. For these systems the addition of an
independent external control parameter to the
system, such as cavity length or loss modulation,
have been extensively used as a means to provide the
extra degrees of freedom. Examples include gas lasers
with saturable absorbers, solid state lasers with loss
modulation, and semiconductor lasers with external
cavities, to name but a few. In contrast, for multi-
mode rather than single mode lasers, intrinsic
modulation of inversion (or photon flux) by multi-
mode parametric interaction ensures the additional
degrees of freedom. Furthermore, when the field is
detuned from gain center, the dynamical variables E,
P, D are complex, providing five equations for single
mode systems, which is more than sufficient to yield
deterministic chaos for suitable parameter values.
Also, of significance is the remarkably low threshold
found for the generation of instabilities and chaos in
single-mode laser systems in which the gain is
inhomogeneously broadened, an example being the
familiar He–Ne laser.

Erratic and aperiodic temporal behavior of any of
the system’s variables implies a corresponding con-
tinuous spectrum for its Fourier transform, which is
thus a further signature of chaotic motion. Time
series, power spectra, and routes to chaos collectively
provide evidence of deterministic behavior. Of the
wide range of possible routes to chaos, three have
emerged as particularly common and are frequently
observed in lasers. These are period doubling,
intermittency, and two-frequency scenarios. In the
first, a solution, which is initially stable is found to

oscillate, the period of which successively doubles at
distinct values of the control parameter. This con-
tinues until the number of fixed points becomes
infinite at a finite parameter value, where the
variation in time of the solution becomes irregular.
For the intermittency route, a signal that behaves
regularly in time becomes interrupted by statistically
distributed periods of irregular motion, the average
number of which increases with the external control
parameter until the condition becomes chaotic. The
two-frequency route is more readily identified with
early concepts of turbulence, considered to be the
limit of an infinite sequence of instabilities (Hopf
bifurcation) evolving from an initial stable solution
each of which creates a new basic frequency. It is now
known that only two or three instabilities (frequen-
cies) are sufficient for the subsequent generation of
chaotic motion.

Applications of Chaos in Lasers

It has been accepted as axiomatic since the discovery
of chaos that chaotic motion is in general
neither predictable nor controllable. It is unpredict-
able because a small disturbance will produce
exponentially growing perturbation of the motion.
It is uncontrollable because small disturbances lead to
other forms of chaotic motion and not to any other
stable and predictable alternative. It is, however, this
very sensitivity to small perturbations that has been
more recently used to stabilize and control chaos,
essentially using chaos to control itself. Among the
many methods proposed in the late 1980s, a feedback
control approach was proposed by Ott, Grebogi, and
Yorke (OGY) in which tiny feedback was used to
stabilize unstable periodic orbits or fixed points of
chaotic attractors. This control strategy can be best
understood by a schematic of the OGY control
algorithm for stabilizing a saddle point Pp; as shown
in Figure 3. Curved trajectories follow a stable
(unstable) manifold towards (away from) the
saddle point. Without perturbation of a parameter,
the starting state, s1; would evolve to the state s2:

Figure 2 Lorentz-type chaos in the NH3 laser (emitting at 81 mm optically pumped by a N2O laser.
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The effect of changing a parameter of the system is
depicted as shifting states near Pp along the solid
black arrows, whereas the combination of the
unperturbed trajectory and the effect of the pertur-
bation is to bring the state to a point, s3; on the stable
manifold. Once on the stable manifold, the trajectory
naturally tends towards the desired point. This
algorithm has been successfully applied in numerous
experimental systems without a priori modeling of
these systems, examples being in cardiology, elec-
tronics, and lasers. Based on the concept of feedback
control, various other approaches have been devel-
oped where emphasis has been given to algorithms
which are more readily implemented in practical
systems, in particular that utilizing occasional pro-
portional feedback (OPF). These pioneering studies
have since inspired prolific activities, both in theory
and experiment, of control of chaos across many
disciplines, opening up possibilities of utilizing chaos
in many diverse systems. In optics, Roy et al. first
demonstrated dynamical control of an autonomously
chaotic and high-dimensional laser system on micro-
second time-scales. The laser, a diode pumped solid-
state Nd:YAIG system with an intracavity KTP
doubling crystal, exhibited chaotic behavior from
coupling of the longitudinal modes through nonlinear
sum-frequency generation. To control the system, the
total laser output was sampled within a window of
selected offset and width. A signal proportional the
deviation of the sampled intensity from the center
of the window was generated and applied to
perturb the driving current of the diode laser. The
sampling frequency is related to the relaxation
oscillation frequency of the system. This control
signal repeatedly attempts to bring the system
closer to a periodic unstable orbit that is embedded

in the chaotic attractor, resulting in a realization of
the periodic orbit. By adjusting the frequency of the
feedback signal they observed the basic (relaxation
oscillation) and many higher-order periodic wave-
forms of the laser intensity. In a subsequent experi-
ment, Gills et al. showed that an unstable steady state
of this laser could also be stabilized by the OPF
control technique and tracked with excellent stability
to higher output power with increase of the pump
excitation.

Another area to receive considerable attention in
the last few years is that of synchronization of chaos.
It may be expected that chaotic systems will defy
synchronization because two such identical systems
started at nearly the same initial conditions have
dynamical trajectories that quickly becomes uncorre-
lated. However, it has now been widely demonstrated
that when these systems are linked, their chaotic
trajectories converge to be the same and remain in
step with each other. Further, such synchronization is
found to be structurally stable and does not require
the systems to be precisely identical. Not surprisingly,
these findings have attracted interest from the
telecommunication community; the natural masking
of information by chaotic fluctuations offering a
means to a certain degree of security. In this new
approach, a chaotic carrier of information can be
considered as a generalization of the more traditional
sinusoidal carrier. In communication systems that use
chaotic waveforms, information can be recovered
from the carrier using a receiver synchronized, or
tuned, to the dynamics of the transmitter. Optical
systems are particularly attractive since they display
fast dynamics, offering the possibility of communi-
cation at bandwidths of a hundred megahertz or
higher. Van Wiggeren and Roy first demonstrated
data transmission rates of 10 Mbites per second using
erbium-doped fiber ring lasers. These lasers are
particularly well-suited for communication purposes
since their lasing wavelength is close to the minimum-
loss wavelength in optical fiber. Figure 3 shows a
schematic of this system. The tiny message, in order
of one thousandth of the carrier intensity, is decoded
in the transmitter. The receiver tends to synchronize
its behavior to the chaotic part of the transmitted
wave (but not the message). Subtracting the wave-
form created in the receiver from the transmitted
signal recovers the tiny message. In principle, it is
possible to communicate information at ultrahigh
data rate with the use of this scheme because the
chaotic dynamics in the ring laser has a very large
spectral width. In a later experiment they showed that
a receiver can recover information at 126 Mbits/sec
from the chaotic carrier (Figure 4).

Figure 3 The OGY control strategy for stabilizing an orbit in a

chaotic attractor.
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Introduction

A significant challenge facing experimentalists in the
physical and biological sciences is the detection and
identification of single molecules. The ability to
perform such sensitive and selective measurements
is extremely valuable in applications such as DNA
analysis, immunoassays, environmental monitoring,
and forensics, where small sample volumes and
low analyte concentrations are the norm. More
generally, most experimental observations of physi-
cal systems provide a measurement of ensemble
averages, and yield information only on mean
properties. In contrast, single molecule measure-
ments permit observation of the interactions
and behavior of a heterogeneous population in
real time.

Over the past few years a number of techniques
with sufficient sensitivity have been developed to
detect single molecules. Scanning probe microscopies

(most notably scanning tunneling microscopy and
atomic force microscopy) have been used to great
effect in the analysis of surface bound species, but for
the detection of single molecules in liquids, optical
methods incorporating the measurement of absorp-
tion or emission processes, have proved most
successful.

The Absorption–Emission Cycle

The key concept underlying most emissive
approaches to single molecule detection is that a
single molecule can be cycled repeatedly between its
ground state and an excited electronic state to yield
multiple photons. The process can be understood by
reference to Figure 1. Fluorescence emission in the
condensed phase can be described using a four-step
cycle. Excitation from a ground electronic state to
an excited state is followed by rapid (internal)
vibrational relaxation. Subsequently, radiative decay
to the ground state is observed as fluorescence
emission and is governed by the excited state
lifetime. The final stage is internal relaxation back
to the original ground state. Under saturating
illumination, the rate-limiting step for this cycle is
governed by the fluorescence lifetime ðtfÞ; which is
typically of the order of a few nanoseconds. If a
single molecule diffuses through an illuminated zone
(e.g., the focus of a laser beam) it may reside in that
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region for several milliseconds. The rapid photon
absorption-emission cycle may therefore be repeated
many times during the residence period, resulting in
a burst of fluorescence photons as the molecule
transits the beam. The burst size is limited
theoretically by the ratio of the beam transit time
ðtrÞ and the fluorescence lifetime:

Nphotons ¼
tr

tf

½1�

For typical values of tr (5 ms) and tf (5 ns) up to
one million photons may be emitted by the single
molecule. In practice, photobleaching and photo-
degradation processes limit this yield to about
105 photons. Furthermore, advances in optical
collection and detection technologies enable regis-
tration of about 1–5% of all photons emitted. This
results in a fluorescence burst signature of up to a
few thousand photons or photoelectrons.

Successful single molecule detection (SMD)
depends critically on the optimization of the fluor-
escence burst size and the reduction of background
interference from the bulk solvent and impurities.
Specifically a molecule is well suited for SMD if it is
efficiently excited by an optical source (i.e., possesses
a large molecular absorption cross-section at the
wavelength of interest), has a high fluorescence
quantum efficiency (favoring radiative deactivation

of the excited state), has a short fluorescence lifetime,
and is exceptionally photostable.

Ionic dyes are often well suited to SMD as
fluorescence quantum efficiencies can be close to
unity and fluorescence lifetimes below 10 nano-
seconds. For example, xanthene dyes such as Rhod-
amine 6G and tetramethyl-rhodamine isothiocyanate
are commonly used in SMD studies. However, other
highly fluorescent dyes such as fluorescein are
unsuitable for such applications due to unacceptably
high photodegradation rate coefficients. Further-
more, some solvent systems may enhance nonradia-
tive processes, such as intersystem crossing, and yield
significant reduction in the photon output. Structures
of three common dyes suitable for SMD are shown in
Figure 2.

Signal vs Background

The primary challenge in SMD is to ensure sufficient
reduction in background levels to enable discrimi-
nation between signal and noise. As an example, in a
1 nM aqueous dye solution each solute molecule
occupies a volume of approximately 1 fL. However,
this same volume also contains in excess of 1010

solvent molecules. Despite the relatively small scat-
tering cross-section for an individual water molecule
(,10228 cm2 at 488 nm), the cumulative scattering

Figure 1 Schematic illustration of the molecular absorption–emission cycle and timescales for the component processes. Competing

processes that may reduce the ultimate photon yield are also shown.
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signal from the solvent may swamp the desired
fluorescence signal. The principal method of reducing
the solvent background is to minimize the optical
detection volume: the signal from a single molecule is
independent of probe volume dimensions, but the
background scales proportionally with the size of the
detection region. Although there are several experi-
mental approaches to SMD in solution, several
factors hold common:

1. Tiny detection volumes (10212–10215 L) are used
to reduce background signals.

2. A low analyte concentration combined with the
small observation volume, ensures that less than
one analyte molecule is present in the probe
volume on average.

3. High-efficiency photon collection (optics) and
detection maximize the proportion of the iso-
tropic fluorescence burst that is registered.

4. Background reduction methods are employed to
improve signal-to-noise ratios. These include:
optical rejection of Raman and Rayleigh scatter,
time-gated discrimination between prompt scatter
and delayed emission, and photobleaching of the
solvent immediately before detection.

The minute volumes within which single molecules
are detected can be generated in a variety of ways.
Picoliter volumes can be defined by mutually ortho-
gonal excitation and detection optics focused in a
flowing stream. Much smaller, femtoliter probe
volumes are generated using confocal microscopes.
At this level, background emission is significantly
reduced and high signal-to-noise ratios can be
achieved. Confocal detection techniques are versatile
and have been widely adopted for SMD in freely
diffusing systems. Consequently, confocal methods
will be discussed in detail in this article. The other
general approach to performing SMD in solution
involves the physical restriction of single molecules
within defined volumes. Of particular note are
techniques where single molecules are confined
within a stream of levitated microdroplets. Droplet
volumes are typically less than 1 fL and imaging of
the entire microdroplet enables single molecule
fluorescence to be contrasted against droplet ‘blanks’
with good signal-to-noise. Furthermore, since mole-
cules are confined within discrete volumes, the
technique can be utilized for high-efficiency molecu-
lar counting applications. More recently, spatial
confinement of molecules in capillaries and micro-
fabricated channels (with submicron dimensions) has
been used to create probe volumes between 1 fL and
1 pL, and immobilized molecules on surfaces have
been individually probed using wide-field microscopy
with epi-illumination or evanescent wave excitation.

Single Molecule Detection using
Confocal Microscopy

As previously stated, the confocal fluorescence
microscope is an adaptable and versatile tool for
SMD. In its simplest form, a confocal microscope is
one in which a point light source, a point focus in the
object plane, and a pinhole detector are all confocal
with each other. This optical superposition generates
superior imaging properties and permits definition of
ultra-small probe volumes. The concepts behind a
basic confocal microscope and its use in SMD are
schematically illustrated in Figure 3. Coherent light
(typically from a laser and tuned to an optical
transition of the molecule under investigation)
behaves as a point light source and is focused into a
sample chamber using a high-numerical aperture
objective lens. As a single molecule traverses the
laser beam it is continuously cycled between the
ground and an excited electronic state, emitting a
burst of fluorescence photons. Fluorescence
emission is isotropic (spontaneous emission), so
photons are emitted in all directions (4p steradians).

Figure 2 Structures of common dye molecules suitable for

SMD in solution: (a) 3,6-diamino-9-(2-carboxyphenyl)-chloride

(rhodamine 110); (b) 9-(2-(ethoxycarbonyl)phenyl)-3,6-bis (ethyl-

amino)-2,7-dimethyl chloride (rhodamine 6G); (c) 9-(2-carboxy-

isothiocyanatophenyl)-3,6-bis(dimethylamino)-inner salt (tetra

methylrhodamine-5-(and-6)-isothiocyanate).
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Consequently, the high numerical aperture is used to
collect as large a fraction of photons emitted from the
focal plane as possible. Designing the objective to be
used with an immersion medium, such as oil,
glycerin, or water, can dramatically increase the
objective numerical aperture, and thus the number
of collected photons. Light collected by the objective
is then transmitted towards a dichroic beam splitter.
In the example shown, fluorescence photons (of lower
energy) are reflected towards the confocal detector
pinhole, whereas scattered radiation (of higher
energy) is transmitted through the dichroic towards
the light source. Creation of a precise optical probe
volume is effected through the definition of the
confocal pinhole. The detector is positioned such
that only photons that pass through the pinhole are
detected. Consequently, light emanating from the
focal plane in the sample is transmitted through the
pinhole and detected, whereas light not deriving from
the focal plane is rejected by the aperture, and
therefore not detected (Figure 3).

To ensure that the maximum number of photons
are detected by the system, high efficiency detectors
must be used. Photomultiplier tubes (the most
common detectors for light-sensing applications) are
robust and versatile but have poor detection efficien-
cies (approximately 5% of all photons that fall on the
photocathode yield an electrical signal). Conse-
quently, the most useful detectors for SMD (or low
light level) applications are single photon-counting

avalanche photodiodes (SPADs). A SPAD is essen-
tially a p–n junction reverse biased above the
breakdown voltage, that sustains an avalanche
current when triggered by a photon-generated carrier.
Detection efficiencies for typical SPADs are normally
between 60–70% and are thus ideal for SMD in
solution. An approximation of the overall detection
efficiency of a confocal system for SMD can be made
using eqn [2], which incorporates an estimation of
photon losses at all stages of the collection/detection
process. Typical transmission efficiencies for each step
are also shown.

overall

detection

efficiency

0:06

<
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collection

efficiency

0:24

£

dichroic

transmission
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0:9

£

additional

optical

losses

0:5

£

detector

efficiency

0:6

½2�

Optical Probe Volumes

The precise nature of the probe volume is determined
by the image of the pinhole in the sample and the
spherical aberration of the microscope objective.
Routinely, confocal probe volumes are approximated
as resembling a cylinder with a radius defined by the
diffraction-limited waist of a Gaussian beam. This
approximation is useful when the incident beam is
narrow or not tightly focused. However, when the
radius of the incident beam is large, the correspond-
ing diffraction limited focus is narrowed, and the
probe volume more closely resembles a pair of
truncated cones. Figure 4a illustrates the dependence
of the curvature of the 1/e2 intensity contour on the
collimated beam radius.

Consequently, it is clear that a simple cylindrical
approximation for the probe volume breaks down for
wide, tightly focused beams. If a broad incident beam
(diameter .1.5 mm) is used, a large noncylindrical
contribution to the probe volume is anticipated and a
more appropriate model is required. An alternative
and more accurate model for the confocal probe
volume considers the Gaussian profile of the focused
beam. The 1/e2 intensity contour radius of a Gaussian
waveform with wavelength l; at some distance z from
the beam waist radius w0; is given by eqn [3]:

wðzÞ ¼ w0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ

 
lz

pw2
0

!2
vuut ½3�

In this case, the probe volume V is given by the
volume of rotation of wðzÞ around the z-axis between
Z0 and 2Z0: The volume of rotation can therefore be

Figure 3 Principle of confocal detection. A confocal pinhole only

selects light that emanates from the focal region. Dashed lines

indicate paths of light sampled above and below the focal plane

that are rejected by the pinhole. The solid ray derives from the

focal point, and is transmitted through the pinhole to a detector.
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simply defined according to,

V ¼
ðZ0

2Z0
pwðzÞ2dz ½4�

Solution of eqn [4] yields

V ¼ 2pw2
0Z0 þ

2l2

3pw2
0

Z03 ½5�

The Gaussian volume expression contains two terms.
The first term, 2pw2

0Z0; corresponds to a central
cylindrical volume; the second term has a more
complex form that describes the extra curved volume
(Figure 4b). The diffraction-limited beam waist radius
w0 can be defined in terms of the focusing objective
focal length f ; the refractive index n; and the
collimated beam radius R according to

w0 ¼
lf

npR
½6�

Substitution in eqn [5] yields,

V ¼ 2p

�
lf

npR

	2

Z0 þ
2l2

3p

 
npR

lf

!2

Z03

¼
2l2f 2

pn2R2
Z0 þ

2pn2R2

3f 2
Z03 ½7�

The volume is now expressed in terms of identifiable
experimental variables and constants. Once again,
the first term may be correlated with the cylindrical
contribution to the volume, and the second term is the

additional volume due to the curved contour. It is
clear from Figure 4a that, for a given focal length, the
noncylindrical contribution to the probe volume
increases with incident beam diameter, when the
diffraction limited focus is correspondingly sharp and
narrow. Furthermore, it can also be seen that the
second term in eqn [7] is inversely proportional to f 2;

and thus the extent to which the probe volume is
underestimated by the cylindrical approximation
increases with decreasing focal length. This fact is
significant when performing confocal measurements,
since high numerical aperture objectives with short
focal lengths are typical. Some realistic experimental
parameters give an indication of typical dimensions
for the probe volume in confocal SMD systems. For
example, if l ¼ 488 nm; f ¼ 1:6 mm; Z0 ¼ 1:0 mm
and n ¼ 1:52; a minimum optical probe volume of
1.1 fL is achievable with a collimated beam diameter
of 1.1 mm.

Intensity Fluctuations: Photon
Burst Statistics

When sampling a small volume within a system that
may freely exchange particles with a large surround-
ing analyte bath, a Poisson distribution of particles is
predicted. A Poisson distribution is a discrete series
that is defined by a single parameter m equating to the
mean and variance of the distribution:

Pðn ¼ xÞ ¼
mxe2m

x!
½8�

Figure 4 (a) 1/e2 Gaussian intensity contours plotted for a series of laser beam radii (l ¼ 488 nm, f ¼ 1.6 mm, n ¼ 1.52).

(b) Cylindrical and curved components of the Gaussian probe volume. The curved contribution is more significant for larger beam radii

and correspondingly tight beam waists.
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Common Poisson processes include radioactive
disintegration, random walks and Brownian motion.
Although particle number fluctuations in the exci-
tation volume are Poissonian in nature, the corres-
ponding fluorescence intensity modulation induces a
stronger correlation between photon counts. For a
single molecular species the model is described by two
parameters: an intrinsic molecular brightness and the
average occupancy of the observation volume. A
super-Poissonian distribution has a width or variance
that is greater than its mean; in a Poisson distribution
the mean value and the variance are equal. The
fractional deviation Q is defined as the scaled
difference between the variance and the expectation
value of the photon counts, and gives a measure of the
broadening of the photon counting histogram (PCH).
Q is directly proportional to the molecular brightness
factor 1 and the shape factor g of the optical point
spread function. (g is constant for a given experimen-
tal geometry.)

Q ¼
kDn2l2 knl

knl
¼ g1 ½9�

A pure Poisson distribution has Q ¼ 0; for super-
Poissonian statistics Q . 0: Deviation from the
Poisson function is maximized at low number density
and high molecular brightness.

In a typical SMD experiment raw data are
generally collected with a multichannel scalar and
photons are registered in binned intervals. Figure 5

illustrates typical photon burst scans demonstrating
the detection of single molecules (R-phycoerythrin) in
solution. Fluorescence photon bursts, due to single
molecule events, are clearly distinguished above a low
background baseline (top panel) of less than 5 counts
per channel in the raw data. It is noticeable that
bursts vary in both height and size. This is in part due
to the range of possible molecular trajectories
through the probe volume, photobleaching kinetics,
and the nonuniform illumination intensity in the
probe region. In addition, it can be seen that the burst
frequency decreases as bulk solution concentration is
reduced. This effect is expected since the properties of
any given single-molecule event are determined by
molecular parameters alone (e.g., photophysical and
diffusion constants) and concentration merely con-
trols the frequency/number of events.

Although many fluorescence bursts are clearly
distinguishable from the background, it is necessary
to set a count threshold for peak discrimination in
order to correctly identify fluorescence bursts above
the background. A photocount distribution can be
used as the starting point for determining an
appropriate threshold for a given data set. The
overlap between signal and background photocount
distributions affects the efficiency of molecular detec-
tion. Figure 6 shows typical signal and background
photocount probability distributions, with a
threshold set at approximately 2 photocounts per
channel. The probability of spurious (or false)

Figure 5 Photon burst scans originating from 1 nM and 500 pM R-phycoerythrin buffered solutions. Sample is contained within a

50 mm square fused silica capillary. Laser illumination ¼ 5 mW, channel width ¼ 1 ms. The top panel shows a similar burst scan

originating from a deionized water sample measured under identical conditions.
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detection resulting from statistical fluctuations in the
background can be quantified by the area under
the ‘background’ curve at photocount values above
the threshold. Similarly, the probability that ‘true’
single molecule events are neglected can be estimated
by the area under the ‘fluorescence’ curve at photo-
count values below the threshold. Choice of a high
threshold value will ensure a negligible probability
of calling a false positive, but will also exclude a
number of true single molecule events that lie
below the threshold value. Conversely, a low
threshold value will generate an unacceptably
high number of false positives. Consequently,
choice of an appropriate threshold is key in
efficient SMD.

Since the background shot noise is expected to
exhibit Poisson statistics, the early part of the
photocount distribution (i.e., the portion that is
dominated by low, background counts) can be
modeled with a Poisson distribution, to set a
statistical limit for the threshold. Photon counting
events above this threshold can be defined as photon
bursts associated with the presence of single mole-
cules. In an analogy with Gaussian systems the
selected peak discrimination threshold can be
defined as three standard deviations from the mean
count rate:

nthreshold ¼ mþ 3
ffiffi
m

p
½10�

Adoption of a threshold that lies 3 standard
deviations above the mean yields a confidence limit
that is typically greater than 99%. Figure 7

illustrates a sample photocount distribution, a
least-squares fit to an appropriate Poisson distri-
bution, and the calculated threshold that results.
Once the threshold has been calculated, its value is
subtracted from all channel counts and a peak search
utility used to identify burst peaks in the resulting
data set.

Data Filtering

As stated, the primary challenge in detecting single
molecules in solution is not the maximization of the
detected signal, but the maximization of the signal-to-
noise ratio (or the reduction of background inter-
ferences). Improving the signal-to-noise ratio in such
experiments is important, as background levels can
often be extremely high.

Several approaches have been used to smooth SMD
data with a view to improving signal-to-noise ratios.
However, the efficacy of these methods is highly
dependent on the quality of the raw data obtained in
experiment. As examples, three common methods are
briefly discussed. The first method involves the use of
a weighted quadratic sum (WQS) smoothing filter.
The WQS function creates a weighted sum of
adjacent terms according to

~nk;WQS ¼
Xm21

j¼0

wjðnkþjÞ
2 ½11�

The range of summation m is the same order as the
burst width, and the weighting factors wj are chosen

Figure 7 A photon counting histogram generated from a 16

second photon burst scan originating from a 10 mg/mL solution of

1000 nm fluorescent microbeads. The dotted curve shows a least-

squares fit of early channels to a Poisson distribution, and the

dashed vertical line marks the peak threshold (defined as

mþ 3
p
m ¼ 4:47 counts).

Figure 6 Simulated fluorescence and background photocount

probability distributions. The vertical dashed line at 2 counts

represents an arbitrarily defined threshold value for peak

determination.
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to best discriminate between single-molecule signals
and random background fluctuations. This method
proves most useful for noisy systems, in which the
raw signal is weak. There is a practical drawback, in
that peak positions are shifted by the smoothing
function, and subsequent burst analysis is therefore
hampered.

Another popular smoothing filter is the Lee-
filtering algorithm. The Lee filter preferentially
smoothes background photon shot noise and is
defined according to

~nk ¼ �nk þ ðnk 2 �nkÞ
s 2

k

s 2
k þ s 2

0

½12�

where the running mean ðnkÞ and running variance
ðs 2

kÞ are defined by

�nk ¼
1

ð2m þ 1Þ

Xm
j¼2m

nkþj m , k # N 2 m ½13�

s2
k ¼

1

ð2mþ1Þ

Xm
j¼2m

ðnkþj2 �nkþjÞ
2 2m,k#N22m

½14�

for a filter ð2mþ1Þ channels wide. Here, nk is the
number of detected photons stored in a channel k, s0

is a constant filter parameter, and N is the total
number of data points.

A final smoothing technique worth mentioning is
the Savitsky-Golay smoothing filter. This filter uses
a least-squares method to fit an underlying
polynomial function (typically a quadratic or
quartic function) within a moving window. This
approach works well for smooth line profiles of a
similar width to the filter window and tends to
preserve features such as peak height, width and
position, which may be lost by simple adjacent
averaging techniques. Figure 8 shows the effects of
using each approach to improve signal-to-noise for
raw burst data.

Photon Burst Statistics

A valuable quantitative analysis method for analysis
of fluorescence bursts utilizes the analysis of Poisson
statistics. Burst interval distributions are predicted to
follow a Poissonian model, in which peak separation
frequencies adopt an exponential form. The prob-
ability of a single molecule (or particle) event
occurring after an interval Dt is given by eqn [15]:

NðDtÞ ¼ l expð2btÞ ½15�

where l is a proportionality constant and b is a
characteristic frequency at which single molecule
events occur. The recurrence time tR can then be
simply defined as

tR ¼
1

b
½16�

Figure 8 Effect of various smoothing filters on a 750 ms photon burst scan originating from a 1 nM R-phycoerythrin buffered solution.

Raw data are shown in the top panel.
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Equation [6] simply states that longer intervals
between photon bursts are less probable than shorter
intervals. Furthermore, the recurrence time reflects a
combination of factors that control mobility, probe
volume occupancy, or other parameters in the single
molecule regime. Consequently, it is expected that tR

should be inversely proportional to concentration,
flow rate or solvent viscosity in a range of systems.
Figure 9 shows an example of frequency NðDtÞ versus
time plots for two identical particle systems moving
at different velocities through the probe volume. A
least-squares fit to a single exponential function yields
values of tR ¼ 91 ms for a volumetric flow rate of
200 nL/min and tR ¼ 58 ms for a volumetric flow
rate of 1000 nL/min.

Temporal Fluctuations:
Autocorrelation Analysis

Autocorrelation analysis is an extremely sensitive
method for detecting the presence of fluorescence
bursts in single molecule experiments. This approach
essentially measures the average of a fluctuating
signal as opposed to the mean spectral intensity. As
previously discussed, the number of molecules con-
tained within a probe volume at any given time is
governed by Poisson statistics. Consequently, the root
mean square fluctuation can be defined according to
eqn [17],

ffiffiffiffiffiffiffiffiffiffi
kðdNÞ2l

p
kNl

¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kðN 2 kNlÞ2l

p
kNl

¼
1ffiffiffiffiffi
kNl

p ½17�

where N is the number of molecules. It is observed
that the relative fluctuation diminishes as the number
of particles measured is increased. Hence, it is
important to minimize the number of molecules
present in the probe volume. It should be noted,
however, that if there are too few molecules in the
solution there will be long dark periods were no single
molecule bursts are observed. If the probe volume is
bathed in radiation of constant intensity, fluctuation
of the resulting fluorescence signal can simply be
defined as deviations from the temporal signal
average:

kFðtÞl ¼
1

T

ðT

0
FðtÞdt ½18�

Here, t is defined as the total measurement time, FðtÞ
is the fluorescence signal at time t; and kFðtÞl is the
temporal signal average. Fluctuations in the fluor-
escence intensity, dFðtÞðdFðtÞ ¼ FðtÞ2 kFðtÞlÞ; with
time t; about an equilibrium value kFl; can be
statistically investigated by calculating the normal-
ized autocorrelation function, GðtÞ; where

GðtÞ ¼
kFðt þ tÞFðtÞl

kFl2
¼

kdFðt þ tÞdFðtÞl
kFl2

þ 1 ½19�

In dedicated fluorescence correlation spectroscopy
experiments, the autocorrelation curve is usually
generated in real time in a high-speed digital
correlator. Post data acquisition calculation is also
possible using the following expression

GðtÞ ¼
XN21

t¼0

gðtÞgðt þ tÞ ½20�

Here gðtÞ is the total number of counts during the time
interval ðt; t þ DtÞ; gðt þ tÞ is the number of counts
detected in an interval of Dt at a later time t þ t; and
N is the total number of time intervals in the dataset.
In a diffusion controlled system with a single
fluorescent molecule that is irradiated with a three
dimensional Gaussian intensity profile, the autocor-
relation curve is governed by the mean probe volume
occupancy N and the characteristic diffusion time
ðtDÞ: The laser beam waist radius v and the probe
depth 2z describe the Gaussian profile:

GðtÞ ¼ 1 þ
1

N

�
1 þ

t

td

	21
 

1 þ

�
v

z

	2 t

td

!
21=2

½21�

The diffusion time is a characteristic molecular
residence time in the probe volume and inversely

Figure 9 Burst interval distribution analysis of photon burst

scans. Data originate from 1 mm fluorescent beads moving

through 150 mm wide microchannels at flow rates of 200 nL min21

(circles) and 1000 nL min21 (squares). Least squares fits to a

single exponential function are shown by the solid lines.
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related to the translational diffusion coefficient for the
molecule:

D ¼
w2

4tD
½22�

In a flowing system, the autocorrelation function
depends on the average flow time through the probe
volume tflow: A theoretical fit to the function can be
described according to

GðtÞ ¼ 1 þ
1

N
A exp

(�
t

tflow

	2

A

)

A ¼

�
1 þ

t

td

	21
 

1 þ

�
v

z

	2 t

td

! ½23�

where N is the mean probe volume occupancy; the
flow velocity v can then be extracted from the
characteristic flow time according to

v ¼
w

tflow

½24�

It should be noted that in the case that directed flow is
negligible or defined to be zero, the autocorrelation
function simplifies to eqn [21].

Figure 10 illustrates experimentally determined
autocorrelation curves for two identical particle
systems moving at different velocities through the
probe volume. As particle flow velocity is

increased, the width of the autocorrelation curves
is seen to narrow as a result of the reduced
residence time in the probe volume. A plot of the
reciprocal of the full width half maximum of the
autocorrelation curve as a function of volumetric
flow rate is linear, and provides a simple way of
calculating particle/molecule velocities within flow-
ing systems.

Applications

The basic tools and methods outlined in this
chapter have been used to perform SMD in a
variety of chemically and biologically relevant
systems, and indeed there is a large body of
work describing the motion, conformational
dynamics and interactions of individual molecules
(see Further Reading). A primary application area
has been in the field of DNA analysis, where SMD
methods have been used in DNA fragment sizing,
single-molecule DNA sequencing, high-throughput
DNA screening, single-molecule immunoassays,
and DNA sequence analysis. SMD methods have
also proved highly useful in studying protein
structure, protein folding, protein-molecule inter-
actions, and enzyme activity.

More generally, SMD methods may prove to be
highly important as a diagnostic tool in systems
where an abundance of similar molecules masks
the presence of distinct molecular anomalies that
are markers in the early stages of disease or
cancer.

See also

Microscopy: Confocal Microscopy.
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Figure 10 Autocorrelation analysis of photon burst scans of

1 mm fluorescent beads moving through 150 mm wide micro-

channels at flow rates of 500 nL min21 (stars) and 1000 nL min21

(circles). Solid lines represent fits to the data according to

eqn [23].
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Introduction

Flash photolysis was developed as a technique to
study short-lived intermediates in photoinduced
reactions by George Porter (later Lord Porter of
Luddenham) and Ronald Norrish in 1949, drawing
on Porter’s wartime experience with radar tech-
niques. Such was the impact of this development
that it earned the Nobel prize jointly for Porter,
Norrish, and Eigen in 1967. In this article we will
describe the application of flash photolysis to opaque,
scattering samples, detailing how light propagation in
such samples can be treated theoretically, and will
discuss methods by which the data obtained from
diffuse reflectance flash photolysis experiments may
be analyzed.

The technique of flash photolysis was originally
based on using an intense flash of light (the photolysis
flash) from a xenon tube to excite the sample,
followed a certain time delay later by a spectroscopic
flash of lower intensity from a second flash tube, the
light from the latter being detected using a photo-
graphic plate. The photolysis flash is of sufficient
intensity to produce a large population of intermedi-
ates (radicals, ions, excited states, isomers) in the
sample, which then absorb light from the spectro-
scopic flash depending on the concentration of
intermediates according to the Beer–Lambert law:

A ¼ 1cl ½1�

where A is the sample absorbance, 1 the molar
absorption coefficient, c the concentration and l the
pathlength. The absorbance is related to the incident
and transmitted intensities as

A ¼ log10I0

�
I ½2�

With I0 the incident and I the transmitted intensities,
there is therefore an exponential fall-off of intensity
with pathlength for a homogeneous absorber. Hence,
by monitoring the evolution of the absorption
spectra, the changes in concentration of the photo-
produced intermediates and hence the kinetics of the
processes in which they are involved are elucidated.

Flash photolysis has evolved subsequently to make
use of laser sources and sophisticated electronic
detection apparatus to push the limits of time

resolution to the femtosecond regime. Indeed,
recently the Nobel prize for chemistry was awarded
to Ahmed Zewail for his work with ultrafast pump-
probe techniques. However, in its conventional
geometry, flash photolysis is limited to transparent
samples, since it is necessary to be able to probe the
excited species by monitoring the absorption spectra.

Many biological systems and industrially import-
ant samples are opaque or highly scattering, and
hence the attenuation of light through the sample is
no longer described by the Beer–Lambert law. In
1981, Frank Wilkinson and Rudolph Kessler had
the idea of using diffusely reflected light to
interrogate the changes in concentration within a
scattering sample subjected to a high-intensity
excitation pulse. When photons enter a sample,
they may be absorbed or scattered. Those which are
scattered may re-emerge from the irradiated surface
as diffusely reflected light. The intensity of diffusely
reflected light emerging from the surface at a
particular wavelength is a unique function of the
ratio of scattering to absorption. The more scatter-
ing events occurring before absorption, the more
likely the photon is to escape from the sample as
diffusely reflected light. Hence the probability of
escape decreases as the absorption probability
increases, and the diffusely reflected light is deficient
in those wavelengths where the absorption is
strongest, i.e., the ratio of the incident to absorbed
light intensity at a given wavelength is related to the
absorption of the sample at that wavelength.

Kubelka–Munk Theory of Reflectance

The theory which describes the relationship between
incident and scattered light intensity, absorption and
scatter, and concentration which is widely applied in
this context, is the Kubelka–Munk theory of
reflectance. The theory was originally developed to
describe the reflectance characteristics of paint films
but it works quite well for many samples containing a
homogeneous distribution of scatterers and absor-
bers. The limiting assumption in this theory is that the
scatterers from which the scattering layer is com-
posed are very much smaller than the total layer
thickness. Additionally, the layer should be optically
thick such that all of the light entering the layer
should be either absorbed or reflected, with a
negligible fraction transmitted.

For a layer of thickness X diffusely irradiated with
monochromatic light, the diagram shown in Figure 1
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can be constructed, with I the incident flux and J the
diffusely reflected flux, and i and j the fluxes traveling
upwards and downwards through an infinitesimally
small thickness element dx: Two further parameters
may be defined which are characteristic of the
medium.

K The absorption coefficient. Expresses the attenu-
ation of light due to absorption per unit thickness.

S The scattering coefficient. Expresses the attenu-
ation of light due to scattering per unit thickness.

Both of these parameters can be thought of as
arising due to the particle (or chromophore) acting
as a sphere of characteristic size, which casts a
shadow either due to the prevention of on-axis
transmission or due to absorption. The scattering or
absorption coefficient then depends on the effective
size of this sphere, and the number density of
spheres in the medium. In each case, the probability
P of a photon being transmitted through a particular
thickness X of a medium is related exponentially to
the absorption or scattering coefficient:

P ¼ expð2KXÞ ½3�

P ¼ expð2SXÞ ½4�

The scattering coefficient S depends on the refractive
index difference between the particle and the
dispersion medium. The scattering coefficient is
also dependent upon the particle size, and shows
an inverse correlation, i.e., the scattering coefficient
increases as the particle size decreases. This effect is
a function of the size of the particle relative to the
wavelength of light impinging on it, with the
scattering coefficient increasing as the wavelength

decreases. However, this change with wavelength is
small provided the particle size is large relative to
the wavelength of the light.

The effect of the material in the element dx on the
counterpropagating fluxes i and j depends on the
absorption and scattering coefficients. Both i and j
will be attenuated by both absorption and scattering:

i2 ¼ i1 2 i1ðS þ KÞdx ½5�

j2 ¼ j1 2 j1ðS þ KÞdx ½6�

Both i and j are reinforced by backscattering from the
other flux:

i2 ¼ i1 þ j1Sdx ½7�

j2 ¼ j1 þ i1Sdx ½8�

The net effect of this in the attenuation of the flux
propagating into the sample ðiÞ and the flux back-
scattered from the sample ð jÞ can be expressed as the
following differential equations:

di ¼ ðS þ KÞi1dx 2 j1Sdx ½9�

dj ¼ 2ðS þ KÞj1dx þ i1Sdx ½10�

For a sample of infinite thickness, these equations can
be solved to give an analytical solution for the
observed reflectance of the sample in terms of the
absorption and scattering coefficients:

K

S
¼

ð1 2 R1Þ
2

2R1

½11�

where R1 is the reflectance from a sample of such
thickness that an increase in sample thickness has no
effect on the observed reflectance. The absorption
coefficient K is dependent upon the concentration of
absorbers in the sample through

K ¼ 21c ½12�

with 1 the naperian absorption coefficient, c the
concentration of absorbers and the factor 2 which is
the geometrical factor for an isotropic scatterer. For
multiple absorbers, K is simply the linear sum of
absorption coefficients and concentrations. Hence for
a diffusely scattering medium, an expression analo-
gous to the Beer–Lambert law can be derived to relate
concentration to a physically measurable parameter,
in this case the sample reflectance. The ratio K=S is
usually referred to as the Kubelka–Munk remission
function, and is the parameter usually quoted in this
context. It is important to note that the relationship

Figure 1 Schematic of counterpropagating fluxes in a diffusely

irradiated scattering medium.
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with concentration is only valid for a homogeneous
distribution of absorbers within a sample.

Transient Concentration Profiles

As has been discussed in the previous section, a light
flux propagating through a scattering medium is
attenuated by both scattering and absorption events,
whilst in a nonturbid medium attenuation is by
absorption only. Hence even in a sample with a very
low concentration of absorbers, the light flux is
rapidly attenuated as it penetrates into the sample by
scattering events. This leads to a significant flux
gradient through the sample, resulting in a reduction
in the concentration of photo-induced species as
penetration depth into the sample increases. There
are three distinct concentration profiles which may be
identified within a scattering sample which are
dependent on the scattering and absorption coeffi-
cients. These concentration profiles are interrogated
by a beam of analyzing light, and hence an under-
standing of the effect of these differing profiles on the
diffusely reflected intensity is vital in interpreting
transient absorption data. The transient depth pro-
files are illustrated in Figure 2.

Kubelka–Munk Plug

This occurs when the photolysis flash, i.e., laser fluence
is high and the absorption coefficient is low at the laser
wavelength. If we assume a simple photophysical
model involving simply the ground state S0, the first
excited singlet state S1 and first excited triplet state T1,
and we assume that either the quantum yield of triplet
state production is high or the S1 lifetime is very much
shorter than the laser pulse allowing re-population of
the ground state, then it is possible at high enough
fluence to completely convert all of the S0 states to T1

states within the sample. Provided the fluence is high
enough, this complete conversion will penetrate some
way into the sample (Figure 2). Under circumstances
where the T1 state absorbs strongly at some wave-
length other than the photolysis wavelength, probing
at this wavelength will result in the probe beam being
attenuated significantly within a short distance of the
surface of the sample, and thus will only interrogate
regions where there is a homogeneous excited state
concentration. Under these circumstances the reflec-
tance of the sample as a function of the concentration
of excited states is described by the Kubelka–Munk
equation, and the change in remission function can be
used to probe the change in excited state
concentration.

Exponential Fall-Off of Concentration

This occurs when the laser fluence is low and the
absorption coefficient at the laser wavelength high.
Again considering the simple photophysical model,
most of the laser flux will be absorbed by the ground
state in the first few layers of sample, and little will
penetrate deeply into the sample. In the limiting case
this results in an exponential fall-off of transient
concentration with penetration depth into the sample
(Figure 2). Here the distribution of absorbers is not
random and the limiting Kubelka–Munk equation is
no longer applicable since the mean absorption
coefficient varies with sample penetration depth. Lin
and Kan solved eqs [9] and [10] with the absorption
coefficient K varying exponentially with penetration
depth and showed that the series solution converges
for changes in reflectance of less than 10% such that
the reflectance change is a linear function of the
number of absorbing species.

Intermediate Case

Between the two extremes described above is a case
where significant transient conversion takes place at
the front surface, but with little penetration into the
sample. This can occur, for example, with high
laser fluences and large ground state absorption
coefficients at the laser wavelength. Under these
circumstances, illustrated in Figure 2, the analyzing
light interrogates not only the transient concentration
profile, but also a significant amount of the analyzing
light may penetrate through the transient layer into
the unconverted sample behind, if the transient
absorption at the analyzing wavelength is low. This
creates a more complex problem for analysis since
effectively the sample is irradiated from both front
and back faces, with consequent effects on the
diffusely reflected intensity. It is possible to numeri-
cally model the reflectance change as a function of

Figure 2 Transient concentration profiles following pulsed laser

excitation of a scattering and absorbing sample.
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transient concentration under these circumstances
but a precise knowledge of the absorption and
scattering coefficients is required. Under most cir-
cumstances, this case is avoided and diffuse reflec-
tance flash photolysis experiments are arranged such
that one of the two limiting cases above, generally the
exponential fall-off (usually achieved by attenuation
of the laser beam), prevails in a particular
experiment.

Sample Geometry

In the case of conventional nanosecond laser flash
photolysis, it is generally the case that right-angled
geometry is employed for the photolysis and probe
beams (Figure 3a). This geometry has a number of

advantages over alternatives. The photolysis beam
and analyzing beam are spatially well separated, such
that the analyzing beam intensity is largely unaffected
by scattered photolysis light. Also, the fluorescence
generated by the sample will be emitted in all
directions, whilst the analyzing beam is usually
collimated allowing spatial separation of fluorescence
and analyzing light; sometimes an iris is used to aid
this spatial discrimination. This geometry is appro-
priate for quite large beam diameters and fluences;
where smaller beams are used collinear geometry may
be more appropriate in order to achieve long
interaction pathlengths.

In the case of nanosecond diffuse reflectance flash
photolysis, the geometry required is quite different
(Figure 3b,c). Here, the photolysis beam and analyz-
ing beam must be incident on the same sample
surface, and the diffusely reflected analyzing light is
collected from the same surface. The geometry is
often as shown in Figure 3b, where the analyzing light
is incident almost perpendicularly on the sample
surface, with the photolysis beam incident at an angle
such that the specular reflection of the photolysis
beam passes between detector and analyzing beam
(not shown). Alternatively, the geometry shown in
Figure 3c may be employed, where diffusely reflected
light is detected emerging perpendicular to the sample
surface. In both cases, the geometry is chosen such
that specular (mirror) reflection of either exciting or
analyzing light from the sample is not detected, since
specular reflection is light which has not penetrated
the sample and therefore contains no information
regarding the concentrations of species present.
A requirement, as in conventional flash photolysis,
is that the analyzing beam probes only those areas
which are excited by the photolysis beam, requiring
the latter to be larger than the former. The nature
of the scattering described previously means that
the required geometry does not give spatial
discrimination at the detector between photolysis
and analyzing light, and fluorescence. This is since
both analyzing and photolysis light undergo scatter-
ing and absorption processes (although with wave-
length-dependent absorption and scattering
coefficients) and emerge with the same spatial
profiles. Fluorescence, principally that stimulated by
the photolysis beam since this is of greatest intensity,
originates from within the sample but again under-
goes absorption and scattering and emerges with the
same spatial distribution as the exciting light. In
diffuse reflectance flash photolysis, separation of the
analyzing light from the excitation or fluorescence
must be achieved using spectral (filters and/or
monochromators) or temporal, rather than spatial
discrimination. Time-gated charge coupled devices

Figure 3 Sample geometries for (a) conventional and (b,c)

diffuse reflectance flash photolysis. !, photolysis beam;
!, analyzing beam.
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(CCD) or photodiode array detectors can be effec-
tively used in nanosecond laser flash photolysis to
exclude excitation light and fluorescence, since these
occur on time-scales usually much shorter than the
transient absorption of species of interest. The usual
analyzing light source used in nanosecond diffuse
reflectance flash photolysis is a xenon arc lamp, due
to its good spectral coverage and high intensity. High
probe intensity is particularly important in diffuse
reflectance flash photolysis since the scattered inten-
sities are often low, and the scattered light emerges in
a large solid angle, only part of which can be
effectively collected and detected. Also, high inten-
sities allow for the light from the analyzing source to
dominate over fluorescence if the latter is relatively
weak.

In femtosecond diffuse reflectance laser flash
photolysis, sample geometry considerations are also
important. Such experiments are performed using the
pump-probe technique, with the probe often being a
femtosecond white-light continuum. The sample
geometry employed is illustrated in Figure 4.

Here the pump and probe are almost colinear, and
are incident on the same sample area; again, the
requirement is for the pumped area to be larger than
the probed area. Diffusely reflected light is then
collected and analyzed, time resolution being
achieved by varying the delay between pump and
probe beams. It should be noted that the temporal
resolution is worse than in conventional pump-probe
techniques. In conventional femtosecond flash pho-
tolysis, the time resolution is generally limited by the
widths of pump and probe pulses; in diffuse
reflectance mode, the pulses undergo numerous
refractions, reflections, and diffractions such that
the pulse is temporally broadened during its transit
through the material. The extent of this broadening is
a sensitive function of the optical properties of the
individual sample.

Kinetic Analysis

Kinetic analysis, and of course time-resolved spectro-
scopic analysis, require a quantitative treatment of
the concentration changes within a sample following
an excitation pulse as a function of time. When
studying transient absorption phenomena in opaque
samples, it is usual to define the reflectance change in
terms of the sample reflectance before and after
excitation, such that in spectrally resolved data a
transient difference spectrum rather than an absolute
reflectance spectrum of the transient species is
obtained. The latter can, however, be reconstructed
from a knowledge of the absorption coefficients and
concentration of the species involved. It is possible to
define the reflectance change as

DJt

J0

¼ 1 2
Rt

R0

½13�

where R0 and Rt represent the intensity of probe
light diffusely reflected from the sample before
excitation and at a time t after excitation, respect-
ively. Frequently reflectance change is expressed as
‘% absorption’, which is defined in eqn [14].

% absorption ¼ 100 £

 
1 2

Rt

R0

!
½14�

These parameters are often used as being pro-
portional to transient concentration, subject to
satisfying the criteria for an exponential fall-off of
transient concentration with penetration depth as
discussed previously, and are used to replace transient
concentration in kinetic equations used in data
analysis.

It is generally the case that the samples studied
using diffuse reflectance laser flash photolysis have
either some degree of heterogeneity, for example
paper, microcrystalline cellulose, silica gel or
alumina, or have well-defined porous structures
such as zeolites. Molecules adsorbed to these supports
may be present on the surface, within micro- or
mesopores, or intimately included within the struc-
ture. Hence each molecule may experience its own
unique environment, and this will obviously influence
its observed photophysics. It is therefore the case that
in these systems, even very simple photo-induced
reactions such as unimolecular photoisomeri-
zations do not follow first-order kinetics; rather, a
distribution of rates is observed which reflect the
differing environments experienced by the molecules,
and hence the molecules act as probes of this
heterogeneity.

Figure 4 Sample geometry for femtosecond diffuse reflectance

flash photolysis.!, photolysis beam;!, analyzing beam.
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There are a number of approaches to kinetic
analysis in opaque, often heterogeneous systems, as
described below.

Rate Constant Distributions

Here the sample heterogeneity is treated as producing
a series of micro-environments, and the reaction
studied will have its own unique rate constant in each
of these environments. The width of the observed rate
constant distribution therefore describes the number
of these possible environments, with the distribution
amplitude at any particular rate constant, reflecting
the probability of the molecule existing in the
corresponding environment.

Exponential series lifetime distribution analysis is
the simplest approach to distributed lifetime analysis.
This analysis has the inherent advantage that there
are no presuppositions regarding the kinetic model
describing the data. Rather, a large number of
exponentials with fixed rate constants and with
amplitudes as adjustable parameters are applied to
the data, and a least-squares procedure used to
optimize the amplitude of each exponential. Gener-
ally there is a relationship between the rate constants,
they being equally spaced on either a linear or
logarithmic scale. Physically this can be interpreted
as a large number of first-order or pseudo-first-order
(in the case of bimolecular reactions) rates arising
from the sample heterogeneity. Hence the rate
constant distribution emerges naturally from the
fitting procedure, with no preimposed constraints.
Since there are a large number of adjustable
parameters, these models are applied most success-
fully to data with good signal-to-noise.

Alternative approaches involve imposing a distribu-
tion shape onto a set of exponentials, and optimizing
this distribution to the data. This approach has the
advantage that by assuming a rate constant distri-
bution, the relative amplitudes of the exponentials are
fixed and hence the number of fitting parameters
greatly reduced. One of the more successful models
applied in this context is that developed by Albery
et al. In the development of their model it is assumed
that, for the reaction in question, the free energy of
activation, DG–; is distributed normally around a
mean value D �G– according to eqn [15]:

DG– ¼ D �G– 2 gxRT ½15�

with g being the width of the distribution for 1 $

x $ 21: This assumed normal distribution of the
free energy of activation leads to a log-normal
distribution of the decay rate constants distributed
around some average rate constant �k: The dispersion

in the first-order rate constant is then

lnðkÞ ¼ lnð �kÞ þ gx ½16�

The equation used to describe the data is given as:

c

c0

¼

ð1

21
expð2t2Þ exp

h
2 �kt expðgtÞ

i
dtð1

21
expð2t2Þdt

½17�

with c and c0 being concentration at time t ¼ t and
t ¼ 0 relative to the excitation flash, respectively.
Where reflectance change is proportional to transient
concentration, reflectances can be used directly in
place of concentrations. This equation can be solved
by making the following substitutions:

ð1

21
expð2t2Þdt ¼ p1=2 ½18�

ð1

21
expð2t2Þexp

h
2 �ktexpðgtÞ

i
dt

¼
ð1

0
l21 exp

�
2ðlnl2Þ

��
expð2 �ktlgÞþexpð2 �ktl2gÞ

�
dl

½19�

Hence here there are only two fitting parameters,
namely the width of the distribution g and the
distribution center, �k: Note that for g ¼ 0; eqn [17]
reduces to a single exponential function.

A further model which constrains the rate constant
distribution, which has been successfully applied to
describe the rates of photo-induced processes on silica
gel surfaces, is a Lévy stable distribution of rate
constants, described as:

Pð �k;a;gÞ ¼
1

p

ð1

0
exp

	
2 gqa



cosð �kqÞdq ½20�

where a is the characteristic power law exponent
ð0 , a # 2Þ and g is the distribution width ðg . 0Þ:
Special cases of the Lévy stable distribution occur for
a ¼ 1 and a ¼ 2; where the distribution shape
becomes Lorentzian and Gaussian, respectively. The
Lévy distribution gives an increasing weighting to the
tails of the distribution as the distribution width
decreases, and can be described as a random walk
consisting of long jumps followed by several short
walks. It has been shown that this type of foraging
behavior is more efficient at seeking out randomly
distributed targets than a simple random walk.
The Lévy stable distribution has three adjustable
parameters which allows greater flexibility in the
distribution of rate constants than does the Gaussian
model, but still constrains the distribution to be
symmetrical about some mean value.
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Physical Models

A number of these have been applied to very specific
data sets, where parameters of the systems are
accurately known. These include random walk
models in zeolites, and time-dependent fractal-
dimensional rate constants to describe kinetics on
silica gel surfaces. The advantage of these methods
over rate constant distributions is that since they are
based on the physical description of the system, they
yield physically meaningful parameters such as
diffusion coefficients from analysis of kinetic data.
However, for many systems the parameters are
known in insufficient detail for accurate models to
be developed.

Examples

An example of bimolecular quenching data is shown
in Figure 5. Here, anthracene at a concentration of
1 mmol g21 is co-adsorbed to silica gel from aceto-
nitrile solution together with azulene at a concen-
tration of 0.8 mmol g21. Laser excitation at 355 nm
from an Nd:YAG laser produces the excited triplet
state of the anthracene, which undergoes energy
transfer to the co-adsorbed azulene molecule as a
result of the rapid diffusion of the latter.

The data shown in Figure 5 are recorded monitor-
ing at 420 nm, and the laser energy (approximately
5 mJ per pulse) is such that an exponential fall-off of
transient concentration with penetration depth is
expected such that reflectance change is proportional
to transient concentration (see section on Transient
Concentration Profiles above). The data are shown on
a logarithmic time axis for clarity. The fitted line is
obtained by applying the model of Albery et al.

(see section on Rate Constant Distributions
above) with fitting parameters �k ¼ 1:01 £ 104 s21

and g ¼ 0:73:
Where ion–electron recombination is concerned,

the Albery model often fails to adequately describe
the data obtained since it does not allow sufficient
small rate constants relative to the value of �k; given
the constraints of the Gaussian distribution. The Lévy
stable distribution is ideal in this application since it
allows greater flexibility in the shape of the
distribution.

Figure 6 shows example data for naphthalene
adsorbed to silica gel (1 mmol g21). The laser pulse
energy at 266 nm (approximately 40 mJ per pulse) is
such that photo-ionization of the naphthalene occurs
producing the radical cation. The subsequent decay
of the radical cation via ion–electron recombination
can be monitored at 680 nm. Note that decay is
observed on a time-scale of several thousand seconds.
The fitted line is according to a Lévy stable
distribution with parameters �k ¼ 8:2 £ 1024 s21; g ¼

0:5 and a ¼ 1:7 (see section on Rate Constant
Distributions above). This model allows the shape
of the distribution to deviate from a Gaussian, and
can be more successful than the model of Albery et al.
in modeling the complex kinetics which arise on
surfaces such as silica gel. Note that where the model
of Albery et al. can successfully model the data, the
data can also be described by a Lévy stable
distribution with a ¼ 2:

List of Units and Nomenclature

A Sample absorbance
c Concentration
I Incident flux
J Diffusely reflected flux

Figure 5 Transient absorption decay for anthracene

(1 mmol g21) co-adsorbed with azulene (0.8 mmol g21) to silica

gel monitored at 420 nm. Fitted using the model of Albery et al.

Figure 6 Transient absorption decay for the naphthalene

(1 mmol g21) radical cation monitored at 680 nm on silica gel.

Fitted using a Lévy stable distribution.
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k Rate constant
�k Mean rate constant
K Absorption coefficient (absorption per

unit thickness) [cm21]
l Pathlength [cm]
P Probability of transmission of a photon

through a sample of defined thickness
R1 Reflectance of an infinitely thick sample
S Scattering coefficient (scattering per unit

thickness) [cm21]
t Time
X Thickness of sample layer [cm]
a Characteristic Lévy power law exponent
g Width of rate constant distribution
DG – Free energy of activation [kJ mol21]
DḠ– Mean free energy of activation [kJ mol21]
1 Molar decadic or naperian absorption

coefficient

See also

Chemical Applications of Lasers: Pump and Probe
Studies of Femtosecond Kinetics. Optical Materials:
Measurement of Optical Properties of Solids. Scattering:
Scattering from Surfaces and Thin Films; Scattering
Theory.
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Introduction

Laser manipulation is a method for manipulating
single particles with a size of less than a few tens of
microns in which optical pressure of a focused laser

beam is used to trap and control the particles without
any mechanical contact. As infrared lasers, as a
trapping light source, have become more user-
friendly, even operators who are not familiar with
lasers and microscopes can perform laser manipu-
lation. Those laser manipulators already on sale have
attracted significant attention as a new tool. It is
especially interesting to combine this method with
nanotechnology and biotechnology, which have
progressed rapidly during the 1990s. In this article,
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the principle and method of laser manipulation is
described and then its applications and possibilities in
nanotechnology and biotechnology are summarized.

Principle and Method

When light is reflected or refracted at the interface
between two media with different refractive indices,
the momentum of photons is changed, which leads to
the generation of photon force as a reaction to the
momentum change. For example, when a laser beam
is reflected by a mirror, the momentum of photons is
changed by Dp (Figure 1a). As a result, a photon
force, Fphot, acts on the mirror to deflect it vertically
away from the reflected beam. In refraction, the
momentum of photons is also changed, so that the
photon force acts on the interface, as shown in
Figure 1b. Thus light does not only give its energy to
materials via absorption but also applies a mechan-
ical force to them. However, when we are exposed to
light, such as from a halogen lamp, we are never

aware of the photon force because its magnitude is
less than an order of pN. However, the photon force
of the pN order acquired from a focused laser beam is
sufficient to manipulate nm–mm-sized particles in
solution, under an optical microscope.

Principle of Laser Trapping

If the size of a particle is larger than the wavelength of
a trapping laser beam (mm-sized particles), the
principle of single-beam gradient force optical trap-
ping can be explained in terms of geometrical optics.
When a tightly focused laser beam is irradiated onto a
transparent dielectric particle, an incident laser beam
is refracted at the interface between the particle and
medium, as represented by Figure 2a. The propa-
gation direction of the beam is changed, i.e., the
momentum of the photon is changed, and conse-
quently, a photon force is generated. As the laser
beam leaves the particle and enters the surrounding
medium, this refraction causes a photon force to be
exerted again on that interface. Summing up the force
contributions of all rays, if the refractive index of the
particle is higher than that of the medium, a resultant
force exerted on the particle is directed toward the
focal point as an attractive force. However, reflection
at the surface of the particle is negligible if that
particle is transparent and the refractive index ratio of
the particle to medium is close to unity. Therefore, the
incident beam is reflected at two surfaces by a small
amount, and as a result, the particle is directed
slightly to the propagation direction of the incident
light. Where the particle absorbs the incident beam,
the photon force is also generated to push it in the
propagation direction. The negligible effects of the

Figure 1 Optical pressure originating from the momentum

change of photons.

Figure 2 Principle of single-beam gradient force optical trapping explained by ray optics.
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reflection and absorption occur in trapping experi-
ment of transparent particles, such as polymer
particles, silica microspheres, etc. However, particles
with high reflectance and absorption coefficients such
as metallic particles, exert a more dominant force at
the surface where absorption and reflection occurs.
This force is a repulsive force away from the focal
point; consequently, metallic microparticles cannot
be optically trapped.

If a dielectric particle is much smaller than the
wavelength of a trapping light (nm-sized), it can be
regarded as a point dipole (Rayleigh approximation)
and the photon force (Fphot) acted on it is given by

Fphot ¼ Fgrad þ Fscat ½1�

Here, Fgrad and Fscat are called the gradient force and
scattering force, respectively. The scattering force is
caused by the scattering of light, and it pushes the
particle toward the direction of light propagation. On
the other hand, the gradient force is generated when a
particle is placed in a heterogeneous electric field of
light. If the dielectric constant of the particle is higher
than that of the surrounding medium, the gradient
force acts on the particle to push it toward the higher
intensity region of the beam. In the case of laser
trapping of dielectric nanoparticles, the magnitude of
gradient force is much larger than the scattering force.
Consequently, the particle is trapped at the focal

point of the trapping laser beam, where the beam
intensity (electric field intensity) is maximum. The
photon force can be expressed as follows:

Fphot ø Fgrad ¼
1

2
1ma7lEl

2
½2�

a ¼ 3V
1p 2 1m

1p þ 21m

½3�

where, E is electric field of the light, V is volume of the
particle, and 1p and 1m are dielectric constants of the
particle and medium. In trapping nanoparticles that
absorb the laser beam, such as gold nanoparticles, the
complex dielectric constant and attenuation of
the electric field in the particle need to be taken into
consideration. Although the forces due to light
absorption and scattering are both propelling the
particle toward the direction of light propagation, the
magnitude of gradient force is much larger than
these forces. This is in contrast to the mm-sized
metallic particle, which cannot be optically trapped.

Laser Manipulation System

An example of a laser micromanipulation system,
with a pulsed laser to induce photoreactions, is shown
in Figure 3. A linearly polarized laser beam from a
CW Nd3þ:YAG laser is modulated to the circularly
polarized light by a l=4 plate and then split into
horizontally and vertically polarized beams by a

Figure 3 A block diagram of a dual beam laser manipulation-reaction system.
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polarizing beamsplitter (PBS1). Both laser beams are
combined by another (PBS2), introduced coaxially
into an optical microscope, and then focused onto a
sample through a microscope objective. The focal
spots of both beams in the sample solution can be
scanned independently by two sets of computer-
controlled galvano mirrors. Even if the beams are
spatially overlapping, interference does not take place
because of their orthogonal polarization relation.
Pulsed lasers, such as a Q-switched Nd3þ:YAG
laser, are used to induce photoreactions, such as
photopolymerization, photothermal reaction, laser
ablation, etc.

Laser Manipulation and Patterning
of Nanoparticles

Laser manipulation techniques enable us to capture
and mobilize fine particles in solution. Most studies
using this technique have been conducted on mm-
sized objects such as polymer particles, microcrystals,
living cells, etc. Because it is difficult to identify
individual nanoparticles with an optical microscope,
laser manipulation techniques have rarely been
applied to nanotechnology and nanoscience. How-
ever, the laser trapping technique can be a powerful
tool for manipulation of nanoparticles in solution
where individual particles can be observed. This is
achieved by detection of fluorescence emission from
labeled dyes or scattered light. Now, even single
molecule fluorescence spectroscopy has been
achieved by the use of a highly sensitive photo-
detector, and a single metallic nanoparticle can be
examined by detecting the light scattered from it.
There have been several reports on the application of
laser manipulation techniques for patterning of
nm-sized particles. Here, fixation methods of nano-
particles, using the laser manipulation technique and
local photoreactions, are introduced.

Patterning of Polymer Nanoparticles

Patterning of individual polymer nanoparticles onto a
substrate can be achieved by using local photopoly-
merization. The following example shows the
strength of this method. Polystyrene nanoparticles
of 220 nm with fluorescent dye were dispersed in
ethylene glycol solution containing polymerizable
vinyl monomer (acrylamide, 31 wt%), crosslinker
(N,N0-methylenebisacrylamide, 2.2 wt%), and rad-
ical photoinitiator (Irgacure2959, Ciba Specialty
Chemicals, 1.1 wt%). When the sample was irra-
diated by blue light from a high-pressure mercury
lamp, green fluorescence from dye molecules within
each nanoparticle was observed. A nanoparticle that

entered the region, irradiated by a near-infrared laser
beam (1064 nm), was trapped at the focal point, and
moved onto the surface of the glass substrate by
handling the 3D stage of the microscope. An
additional fixation laser beam (355 nm, 0.03 mJ,
pulse duration ,6 ns, repetition rate ,5 Hz) was
then focused to the same point for ,10 s, which led
to the generation of acrylamide gel around the
trapped nanoparticle. By repeating the procedure,
patterning of single polymer nanoparticles on a glass
substrate was achieved, and a fluorescence image of
single nanoparticles as a letter ‘H’, is shown in
Figure 4. A magnified atomic force microscope
(AFM) image of one of the fixed nanoparticles is
also shown, which confirms that only one polymer
nanoparticle was contained in the polymerized gel.

Multiple polymer nanoparticles can also be gath-
ered, patterned, and fixed on a glass substrate by
scanning both trapping and fixation laser beams with
the use of two pairs of galvano mirrors. The optical
transmission and fluorescence images of the ‘H’
patterned nanoparticles on a glass substrate are
shown in Figure 5a and b, respectively. The letter
‘H’ consists of three straight lines of patterned and
fixed nanoparticles. The trapping laser beam
(180 mW) was scanned at 30 Hz along each line
with a length of ,10 mm on a glass substrate for
300 s. Nanoparticles were gathered and patterned
along the locus of the focal point on the substrate.
Then the fixation laser beam (0.097 mJ) was scanned
for another 35 s. As a result, the straight lines of

Figure 4 (a) A fluorescence image of spatially patterned

individual polymer nanoparticles as the letter ‘H’ in distilled water.

(b) A magnified AFM image of one of the produced acrylamide

gels containing only one polymer nanoparticle on a glass

substrate in the air.
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patterned nanoparticles were fixed in generated
acrylamide gel on the substrate. Combining several
simple fixed patterns, a more complex arrangement
can be created with use of the present manipulation
and fixation techniques.

Fixation of Individual Gold Nanoparticles

Manipulation and fixation of single metallic nano-
particles in solution has been achieved by means of
photo-induced transient melting of nanoparticles. As
an example, the following method describes this
technique. Gold nanoparticles (diameter ,80 nm)
were dispersed in ethylene glycol. In order to identify
a single gold nanoparticle, extinction of light from the
halogen lamp of the optical microscope by the
particle was utilized. Thus, the trapped particle was
observed as a black spot in transmission image. The
optically trapped single gold nanoparticle was then
transferred to a precise position on the surface of glass
substrate in the sample solution. The focused 355 nm
pulse was additionally irradiated onto the pressed
nanoparticle, which led to a transient temperature
elevation of the gold nanoparticle to enable its
fixation. It was confirmed by AFM observation that,
at suitable laser fluence (32–64 mJ cm22), a gold
nanoparticle was fixed on the glass substrate without
fragmentation. Repeating the same manipulation and
fixation procedure, single gold nanoparticles could be
patterned on a glass substrate. Figure 6 shows an
AFM image of successive spatial patterning of single
80 nm gold particles.

The significance of the laser manipulation-fixation
technique is that we can trap, manipulate, and fix
single and/or many nanoparticles in solution at room
temperature. We have already demonstrated assem-
bling entangled polymer chains of 10–20 nm mean
radius by laser trapping, and formation of a single
mm-sized particle. Thus, these various kinds of

nanoscopic materials can be well manipulated using
these techniques and it is believed that the present
nanomanipulation-fixation method will be useful for
future nanoscience and nanotechnology.

Application to Biotechnology

Recent progress in biotechnology, using single cell
manipulation by laser and microscope, has been
attracting significant attention. In conventional
methods, cell manipulation has been performed by
mechanical manipulation using microneedles and
micropipettes. However, laser manipulation can be
applied as microtweezers. In comparison with the
former, this form of laser manipulation has the

Figure 5 Optical transmission (a) and fluorescence (b) images of patterned and fixed polymer nanoparticles on the glass substrate, as

the letter ‘H’.

Figure 6 An AFM image of fixed and patterned gold

nanoparticles, as the letter I.
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advantage of no contact with cells and can perform
some complex and characteristic movement, for
example, rotation, separation, accumulation, etc.
Furthermore, by combining it with a microcutter
using laser ablation, cell fusion and extraction/injec-
tion of organs from/into the cells can be achieved. In
this section, single-cell manipulation achieved by
using the laser manipulation, is introduced.

Noncontact Rotation of Cells Using Dual Beam
Laser Manipulation

As a special feature of laser-cell manipulation, it is
noticeable that multiple laser tweezers can be
operated independently without any contact. Here,
noncontact rotation of the fission yeast, Schizosac-
charomyces pombe (h2), demonstrates this method.
The yeast has the shape of an ellipse of length 8 and
3 mm for major and minor axes, and is shown set on a
dual-beam laser manipulation system in Figure 7.
One trapping beam A was focused at the end of the
cell to anchor it, and another beam, B, was at the
other end and scanned circularly around beam A by
controlling the Galvano mirrors. The rotation of the
yeast cell was realized at a frequency of less than
2 Hz, as shown in Figure 8. Such a cell manipulation
is impossible by mechanical manipulation and
indicates the superior performance of laser
manipulation.

Transfer of Cells in Microchannel

A flow cytometry to physically separate and identify
specific types of cells from heterogeneous populations

by fluorescence, which is called fluorescence-acti-
vated cell sorter (FACS), has attracted significant
attention as an important technique in biotechnology.
In the separation process, charged single droplets
containing single, fluorescence labeled cells are
selected by passing them between two high-voltage
deflection plates. Since it is a sequential process,
which does not use microscopy, flexible and
high-purity cell separation is limited. To overcome
this problem, a selective cell separation system,

Figure 7 An experimental setup of dual-beam laser manipulation and microfluidic devices.

Figure 8 Rotation of fission yeast cells using dual-beam laser

manipulation. The bars are 10 mm.
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combining the laser trapping with the microchannel,
is used. The method using microscopy is useful and
flexible, because cells are not simply detected by
fluorescence but also identified by their shape, size,
surface morphology, absorption, etc. However, cell
sorting under a microscope is not processed efficiently
by laser trapping. A more effective method is
described by the following.

The microchannel was prepared with laser micro-
fabrication and photopolymerization, whose top
view is shown in Figure 9a, and was then set on the
microscope stage. Three syringes were equipped with
homemade pumps A, B, and C, and connected with a
microchip. There were two wing-like chambers in the
microchip, that were connected with pumps A and
C. Between chambers, there was a microchannel
100 mm wide, which joined these chambers and
crossed a long microchannel connected with the
pump B, thus forming a drain. Thickness of these
chambers was 100 mm. By controlling these pumps,
the left and right chambers were filled by the culture
medium including the yeast cells and the neat culture
medium, respectively, as shown in Figure 9b.

Individual cells were transferred from left to right
chambers by using a single laser beam and handling
an electrically movable microscope stage. The trap-
ping laser irradiated a yeast cell in the left chamber
and the trapped cell was transferred to the right
chamber. A representative demonstration is given in
Figure 9c. The position of the trapped yeast cell was
controlled by the microscope stage with the velocity
of 20 mm/s. The single yeast cells were successfully
transferred from left to right chambers at the rate of
26 s. By combining laser trapping with the micro-
channel, single separation of cells was achieved under
a microscope.

Collection and Alignment of Cells

When cell sorting using laser trapping is applied to
biotechnology, the time to transfer cells should be
short compared to the above-mentioned times. One
method is to transfer multiple cells simultaneously by
developing dual-beam laser manipulation, which is
shown schematically in Figure 10. One trapping
beam A was scanned on a line given as an arrow in
Figure 10a at a rate faster than motions of cells.

Figure 9 (a) A microchip fabricated by laser polymerization

technique and (b) its schematic representation corresponding to

dashed area in the microchip. (c) Cell transfer in microchip using

laser trapping. The bars are 100 mm. A trapping laser beam is

fixed at the center of each picture, by which a particle is trapped

and transferred from left to right chambers. The position of each

picture is shown in (b).
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The other trapping beam B was used to move
individual cells to the line sequentially (Figure 10b).
Finally, by moving the microscope stage, many
particles trapped at the scanning line can be
transferred to another chamber (Figure 10c).

An example is shown in Figure 11. The trapping
beam A was scanned on a line with the rate of 15 Hz
whose length was 30 mm. The trapping beam B was
used to trap a yeast cell and move it to the line, which
was controlled by a computer mouse pointer. The
cells stored on the line were successfully isolated and
with this method three cells can be collected within
15 s. Furthermore, the cells could be transferred with

the velocity of 20 mm/s by driving the microscope
stage. By improving the presented cell-sorting system,
it is expected to realize flexible and high-purity cell
separation.

List of Units and Nomenclature

Laser fluence (light energy
density per pulse)

[mJ cm22]

See also

Time-Resolved Fluorescence: Measurements in
Polymer Science.
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Introduction

Chemistry is concerned with the induction and
observation of changes in matter, where the changes
are to be understood at the molecular level.
Spectroscopy is the principal experimental tool for
connecting the macroscopic world of matter with
the microscopic world of the molecule, and is,
therefore, of central importance in chemistry. Since
its invention, the laser has greatly expanded the
capabilities of the spectroscopist. In linear spec-
troscopy, the monochromaticity, coherence, high
intensity, and high degree of polarization of laser
radiation are ideally suited to high-resolution
spectroscopic investigations of even the weakest
transitions. The same properties allowed, for the
first time, the investigation of the nonlinear optical
response of a medium to intense radiation. Shortly
after the foundations of nonlinear optics were laid,
it became apparent that these nonlinear optical
signals could be exploited in molecular spec-
troscopy, and since then a considerable number of
nonlinear optical spectroscopies have been devel-
oped. This short article is not a comprehensive
review of all these methods. Rather, it is a discussion
of some of the key areas in the development of the
subject, and indicates some current directions in this
increasingly diverse area.

Nonlinear Optics for Spectroscopy

The foundations of nonlinear optics are described in
detail elsewhere in the encyclopedia, and in some of
the texts listed in the Further Reading section at
the end of this article. The starting point is usually the
nonlinearity in the polarization, Pi, induced in the
sample when the applied electric field, E, is large:

Pi ¼ 10

�
x
ð1Þ
ij Ej þ

1

2
x
ð2Þ
ijk EjEk þ

1

4
x
ð3Þ
ijklEjEkEl þ · · ·

�
½1�

where 10 is the vacuum permittivity, xðnÞ is the nth
order nonlinear susceptibility, the indices represent
directions in space, and the implied summation over
repeated indices convention is used. The signal field,
resulting from the nonlinear polarization, is calcu-
lated by substituting it as the source polarization in
Maxwell’s equations and converting the resulting
field to the observable, which is the optical intensity.

The nonlinear polarization itself arises from the
anharmonic motion of electrons under the influence
of the oscillating electric field of the radiation. Thus,
there is a microscopic analog of eqn [1] for the
induced molecular dipole moment, mi:

mi ¼ ½10aijdj þ122
0 bijkdjdk þ123

0 gijkldjdkdl þ · · ·� ½2�

in which a is the polarizability, b the first molecular
hyperpolarizability, g the second, etc. The power
series is expressed in terms of the displacement field d
rather than E to account for local field effects. This
somewhat complicates the relationship between the
molecular hyperpolarizabilities, for example, gijkl and
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the corresponding macroscopic susceptibility, x
ð3Þ
ijkl,

but it is nevertheless generally true that a molecule
exhibiting a high value of gijkl will also yield a large
third-order nonlinear polarization. This relationship
between the macroscopic and microscopic para
meters is the basis for an area of chemistry which
has influenced nonlinear optics (rather than the
inverse). The synthesis of molecules which have
giant molecular hyperpolarizabilities has been an
active area, because of their potential applications in
lasers and electro-optics technology. Such molecules
commonly exhibit a number of properties, including
an extended linear p electron conjugation and a
large dipole moment, which changes between the
ground and excited electronic states. These properties
are in accord with the predictions of theory and
of quantum chemical calculations of molecular
hyperpolarizabilities.

Nonlinear optical spectroscopy in the frequency
domain is carried out by measuring the nonlinear
signal intensity as a function of the frequency (or
frequencies) of the incident radiation. Spectroscopic
information is accessible because the molecular
hyperpolarizability, and therefore the nonlinear
susceptibility, exhibits resonances: the signal is
enhanced when one or more of the incident or
generated frequencies are resonant with the frequency
of a molecular transition. The rich array of nonlinear
optical spectroscopies arises in part from the fact that
with more input fields there are more accessible
resonances than is the case with linear spectroscopy.
As an example we consider the third-order suscepti-
bility, xð3ÞijklEjEkEl, in the practically important case of

two incident fields at the same frequency, v1, and a
third at v2: The difference between the two frequen-
cies is close to the frequency of a Raman active
vibrational mode, Vrg (Figure 1). The resulting
susceptibility can be calculated to have the form:

x
ð3Þ
ijklð22v1 þv2;v1;v1;2v2Þ

¼
NDrrgVrgða

R
ija

R
kl þaR

ika
R
jl Þ

12"
�
V2

rg 2 ðv1 2v2Þ
2 þG2 2 2iðv1 2v2ÞG

� ½3�

in which the aR are elements of the Raman
susceptibility tensor, G is the homogeneous linewidth
of the Raman transition, Drrg a population difference,
and N the number density. A diagram illustrating this
process is shown in Figure 1, where the signal field is
at the anti-Stokes Raman frequency ð2v1 2v2Þ: The
spectroscopic method which employs this scheme is
called coherent anti-Stokes Raman spectroscopy
(CARS) and is one of the most widely applied
nonlinear optical spectroscopies (see below). Clearly,
from eqn [3] we can see that the signal will be

enhanced when the difference frequency is resonant
with the Raman transition frequency.

With essentially the same experimental geometry
there will also be nonlinear signals generated at both
the Stokes frequency ð2v2 2 v1Þ and at the lower of
the incident frequencies, v2: These signals have
distinct phase matching conditions (see below), so
they can easily be discriminated from one another,
both spatially and energetically. Additional resonance
enhancements are possible if either of the individual
frequencies is resonant with an electronic transition
of the molecule, in which case information on Raman
active modes in the excited state is also accessible.

It is worthwhile noting here that there is an
equivalent representation of the nth order nonlinear
susceptibility tensor xðnÞðvsig : v1;…;vnÞ as a time
domain response function, RðnÞðt1;…; tnÞ: While it is
possible to freely transform between them, the
frequency domain representation is the more com-
monly used. However, the response function
approach is increasingly applied in time domain
nonlinear optical spectroscopy when optical pulses
shorter than the homogeneous relaxation time are
used. In that case, the time ordering of the incident
fields, as well as their frequencies, is of importance in
defining an experiment.

An important property of many nonlinear optical
spectroscopies is the directional nature of the signal,
illustrated in Figure 2. The directional nonlinear

Figure 1 An illustration of the resonance enhancement of the

CARS signal, vsig ¼ 2v1 2 v2 when v1 2 v2 ¼ Vrg.

CHEMICAL APPLICATIONS OF LASERS / Nonlinear Spectroscopies 47



signal arises from the coherent oscillation of induced
dipoles in the sample. Constructive interference can
lead to a large enhancement of the signal strength. For
this to occur the individual induced dipole moments
must oscillate in phase – the signal must be phase
matched. This requires the incident and the generated
frequencies to travel in the sample with the same
phase velocity, kv=v ¼ c=nv where nv is the index of
refraction and kv is the wave propagation constant at
frequency v: For the simplest case of second-
harmonic generation (SHG), in which the incident
field oscillates at v and the generated field at 2v,
phase matching requires 2kv ¼ k2v: The phase-
matching condition for the most efficient generation
of the second harmonic is when the phase mismatch,
Dk ¼ 2kv 2 k2v ¼ 0, but this is not generally fulfilled
due to the dispersion of the medium, nv , n2v: In the
case of SHG, a coherence length L can be defined as
the distance traveled before the two waves are 1808
out of phase, L ¼ lp=Dkl: For cases in which the input
frequencies also have different directions, as is often
the case when laser beams at two frequencies are
combined (e.g., CARS), the phase-matching con-
dition must be expressed as a vectorial relationship,
hence, for CARS, Dk ¼ kAS 2 2k1 þ k2 < 0, where
kAS is the wavevector of the signal at the anti-Stokes
frequency (Figure 2). Thus for known input wave-
vectors one can easily calculate the expected direction

of the output signal, ks. This is illustrated for a
number of important cases in Figure 2.

Nonlinear Optical Spectroscopy
in Chemistry

As already noted, there is a vast array of nonlinear
optical spectroscopies, so it is clear some means of
classification will be required. For coarse graining the
order of the nonlinear process is very helpful, and that
is the scheme we will follow here.

Second-Order Spectroscopies

Inspection of eqn [1] shows that in gases, isotropic
liquids, and solids where the symmetry point group
contains a center of inversion, xð2Þ is necessarily zero.
This is required to satisfy the symmetry requirement
that polarization must change sign when the direction
of the field is inverted, yet for a quadratic, or any even
order dependence on the field strength, it must remain
positive. Thus second-order nonlinearities might not
appear very promising for spectroscopy. However,
there are two cases in which second-order nonlinear
optical phenomena are of very great significance in
molecular spectroscopy, harmonic generation and the
spectroscopy of interfaces.

Harmonic conversion
Almost every laser spectroscopist will have made use
of second-harmonic or sum frequency generation for
frequency conversion of laser radiation. Insertion of
an oscillating field of frequency v into eqn [1] yields a
second-order polarization oscillating of 2v: If two
different frequencies are input, the second-order
polarization oscillates at their sum and difference
frequencies. In either case, the second-order polariz-
ation acts as a source for the second-harmonic (or
sum, or difference frequency) emission, provided xð2Þ

is nonzero. The latter can be arranged by selecting a
noncentrosymmetric medium for the interaction, the
growth of such media being an important area of
materials science. Optically robust and transparent
materials with large values of xð2Þ are available for the
generation of wavelengths shorter than 200 nm to
longer than 5 mm. Since such media are birefringent
by design, a judicious choice of angle and orientation
of the crystal with respect to the input beams allows a
degree of control over the refractive indices experi-
enced by each beam. Under the correct phase
matching conditions nv < n2v, and very long inter-
action lengths result, so the efficiency of signal
generation is high.

Higher-order harmonic generation in gases is an
area of growing importance for spectroscopy in the

Figure 2 Experimental geometries and corresponding phase

matching diagrams for (a) CARS (b) DFWM (c) RIKES. Note that

only the RIKES geometry is fully phase matched.
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deep UV and X-ray region. The generation of such
short wavelengths depends on the ability of amplified
ultrafast solid state lasers to generate extremely high
instantaneous intensities. The mechanism is some-
what different to the one outlined above. The intense
pulse is injected into a capillary containing an
appropriate gas. The high electric field of the laser
causes ionization of atoms. The electrons generated
begin to oscillate in the applied laser field. The driven
recombination of the electrons with the atoms results
in the generation of the high harmonic emission.
Although the mechanism differs from the SHG case,
questions of phase matching are still important. By
containing the gas in a corrugated waveguide phase
matching is achieved, considerably enhancing the
intensity of the high harmonic. Photon energies of
hundreds of electronvolts are possible using this
technique. The generation of such high energies is
not yet routine, but a number of potential appli-
cations are already apparent. A powerful coherent
source of X-ray and vacuum UV pulses will certainly
aid surface analysis techniques such as UV photo-
emission and X-ray photoelectron spectroscopy.
Much excitement is currently being generated by
the possibility of using intense ultrashort X-ray
pulses to record structural dynamics on an ultrafast
timescale.

Surface second-order spectroscopy
At an interface inversion symmetry is absent by
definition, so the second-order nonlinear suscepti-
bility is finite. If the two bulk phase media are
themselves isotropic, then even a weak second-order
signal necessarily arises from the interface. This
surface-specific all-optical signal is unique, because
it can be used to probe the interface between two
condensed phases. This represents a great advantage
over every other form of surface spectroscopy. In
linear optical spectroscopy, the signal due to species
at the interface are usually swamped by contributions
from the bulk phase. Other surface-specific signals do
exist, but they rely on the scattering of heavy particles
(electrons, atoms) and so can only be applied to the
solid vacuum interface. For this reason the techniques
of surface SHG and SFG are widely applied in
interface spectroscopy.

The most widely used method is sum frequency
generation (SFG) between temporally overlapped
tuneable infrared and fixed frequency visible lasers,
to yield a sum frequency signal in the visible region of
the spectrum. The principle of the method is shown in
Figure 3. The surface nonlinear susceptibility exhibits
resonances at vibrational frequencies, which are
detected as enhancements in the visible SFG intensity.
Although the signal is weak, it is directional and

background free, so relatively easily measured by
photon counting techniques. Thus, SFG is used to
measure the vibrational spectra of essentially any
optically accessible interface. There are, however,
some limitations on the method. The surface must
exhibit a degree of order – if the distribution of
adsorbate orientation is isotropic the signal again
becomes zero by symmetry. Second, a significant
enhancement at the vibrational frequency requires the
transition to be both IR and Raman allowed, as
suggested by the energy level diagram (Figure 3).

The SHG signal can also be measured as a function
of the frequency of the incident laser, to recover the
electronic spectrum of the interface. This method has
been used, particularly in the study of semiconductor
surfaces, but generally the electronic spectra of
adsorbates contain less information than their
vibrational spectra. However, by measuring the
SHG intensity as a function of time, information on
adsorbate kinetics is obtained, provided some
assumptions connecting the surface susceptibility to
the molecular hyperpolarizability are made. Finally,
using similar assumptions, it is possible to extract the
orientational distribution of the adsorbate, by
measuring the SHG intensity as a function of
polarization of the input and output beams. For
these reasons, SHG has been widely applied to
analyze the structure and dynamics of interfaces.

Third-Order Spectroscopies

The third-order coherent Raman spectroscopies were
introduced above. One great advantage of these
methods over conventional Raman is that the signal
is generated in a coherent beam, according to the
appropriate phase matching relationship (Figure 2).
Thus, the coherent Raman signal can easily be
distinguished from background radiation by spatial
filtering. This has led to CARS finding widespread
application in measuring spectra in (experimentally)

Figure 3 The experimental geometry for SFG, and an

illustration of the resonance enhancement of vsig ¼ vIR þ vvis at

a Raman and IR allowed vibrational transition.
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hostile environments. CARS spectroscopy has been
widely applied to record the vibrational spectra of
flames. Such measurements would obviously be very
challenging for linear Raman or IR, due to the strong
emission from the flame itself. The directional CARS
signal in contrast can be spatially filtered, minimizing
this problem. CARS has been used both to identify
unstable species formed in flames, and to probe the
temperature of the flame (e.g., from measured
population differences eqn [3]). A second advantage
of the technique is that the signal is only generated
when the two input beams overlap in space. Thus,
small volumes of the sample can be probed. By
moving the overlap position around in the sample,
spatially resolved information is recovered. Thus, it is
possible to map the population of a particular
transient species in a flame.

CARS is probably the most widely used of the
coherent Raman methods, but it does have some
disadvantages, particularly in solution phase studies.
In that case the resonant xð3Þ signal (eqn [3]) is
accompanied by a nonresonant third-order back-
ground. The interference between these two com-
ponents may result in unusual and difficult to
interpret lineshapes. In this case, some other coherent
Raman methods are more useful. The phase matching
scheme for Raman-induced Kerr effect spectroscopy
(RIKES) was shown in Figure 2. The RIKES signal is
always phase matched, which leads to a long
interaction length. However, the signal is at v2 and
in the direction of v2, which would appear to be a
severe disadvantage in terms of detection. Fortu-
nately, if the input polarizations are correctly chosen
the signal can be isolated by its polarization. In an
important geometry, the signal ðv2Þ is isolated by
transmission through a polarizer oriented at 458 to a
linearly polarized pump ðv1Þ: The pump is overlapped
in the sample with the probe ðv2Þ linearly polarized at
2458. Thus the probe is blocked by the polarizer,
but the signal is transmitted. This geometry may be
viewed as pump-induced polarization of the isotropic
medium to render it birefringent, thus inducing
ellipticity in the transmitted probe, such that the
signal leaks through the analyzing polarizer (hence
the alternative name optical Kerr effect).

In this geometry, it is possible to greatly enhance
signal-to-noise ratios by exploiting interference
between the probe beam and the signal. Placing a
quarterwave plate in the probe beam with its fast axis
aligned with the probe polarization, and reorienting it
slightly (,18) yields a slightly elliptically polarized
probe before the sample. A fraction of the probe
beam, the local oscillator (LO), then also leaks
through the analyzing polarizer, temporally and
spatially overlapped with the signal. Thus, the signal

and LO fields are seen by the detector, which
measures the intensity as:

IðtÞ ¼
nc

8p
lELOðtÞ þ ESðtÞl

2

¼ ILOðtÞ þ ISðtÞ þ
nc

4p
Re½Ep

SðtÞ·ELOðtÞ� ½4�

where the final term may be very much larger than the
original signal, and is linear in xð3Þ: This term is
usually isolated from the strong ILO by lock-in
detection. This method is called optical heterodyne
detection (OHD), and generally leads to excellent
signal to noise. It can be employed with other
coherent signals by artificially adding the LO to the
signal, provided great care is taken to ensure a fixed
phase relationship between LO and signal. In the
RIKES experiment, however, the phase relationship is
automatic. The arrangement described yields an out-
of-phase LO, and measures the real part of xð3Þ, the
birefringence. Alternatively, the quarterwave plate is
omitted, and the analyzing polarizer is slightly
reoriented, to introduce an in-phase LO, which
measures the imaginary part of xð3Þ, the dichroism.
This is particularly useful for absorbing media. The
OHD-RIKES method has been applied to measure the
spectroscopy of the condensed phase, and has found
particularly widespread application in transient
studies (below).

Degenerate four wave mixing (DFWM) spec-
troscopy is a simple and widely used third-order
spectroscopic method. As the name implies, only a
single frequency is required. The laser beam is split
into three, and recombined in the sample, in the
geometry shown in Figure 2. The technique is also
known as laser-induced grating scattering. The first
two beams can be thought of as interfering in the
sample to write a spatial grating, with fringe spacing
dependent on the angle between them. The signal is
then scattered from the third beam in the direction
expected for diffraction from that grating. The
DFWM experiment has been used to measure
electronic spectra in hostile environments, by exploit-
ing resonances with electronic transitions. It has also
been popular in the determination of the numerical
value of xð3Þ, partly because it is an economical
technique, requiring only a single laser, but also
because different polarization combinations make it
possible to access different elements of xð3Þ: The
technique has also been used in time resolved
experiments, where the decay of the grating is
monitored by diffraction intensity from a time
delayed third pulse.

Two-photon or, more generally, multiphoton exci-
tation has applications in both fundamental spec-
troscopy and analytical chemistry. Two relevant level
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schemes are shown in Figure 4. Some property
associated with the final state permits detection of
the multiphoton absorption, for example, fluor-
escence in (a) and photocurrent in (b).

Excitation of two-photon transitions, as in
Figure 4a, is useful in spectroscopy because the
selection rules are different to those for the corres-
ponding one-photon transition. For example the
change in angular momentum quantum number,
DL, in a two-photon transition is 0, ^2, so, for
example, an atomic S to D transition can be observed.
High spectroscopic resolution may be attained using
Doppler free two-photon absorption spectroscopy. In
this method, the excitation beams are arranged to be
counter-propagating, so that the Doppler broadening
is cancelled out in transitions where the two
excitation photons arise from beams with opposing
wavevectors. In this case, the spectroscopic linewidth
is governed only by the homogeneous dephasing time.

The level scheme in Figure 4b is also widely used in
spectroscopy, but in this case the spectrum of the
intermediate state is obtained by monitoring the
photocurrent as a function of v1: The general
technique is known as resonance enhanced multi-
photon ionization (REMPI) and yields high-quality
spectra of intermediate states which are not detect-
able by standard methods, such as fluorescence. The
sensitivity of the method is high, and it is the basis of a
number of analytical applications, often in combi-
nation with mass spectrometry.

Ultrafast Time Resolved Spectroscopy

The frequency and linewidth of a Raman transition
may be extracted from the CARS measurement,
typically by combining two narrow bandwidth pulsed

lasers, and tuning one through the resonance while
measuring the nonlinear signal intensity. The time
resolved analogue requires two pulses, typically of a
few picoseconds duration (and therefore a few
wavenumbers bandwidth) at v1 and v2 to be incident
on the sample. This pair coherently excites the Raman
mode. A third pulse at v1 is incident on the sample a
time t later, and stimulates the CARS signal at 2v1 2

v2 in the phase-matched direction. The decay rate of
the vibrational coherence is measured from the CARS
intensity as a function of the delay time. Thus, the
frequency of the mode is measured in the frequency
domain, but the linewidth is measured in the time
domain. If very short pulses are used (such that the
pulsewidth is shorter than the inverse frequency of the
Raman active mode) the Raman transition is said to
be impulsively excited, and the CARS signal scattered
by the time delayed pulse reveals an oscillatory
response at the frequency of the Raman active
mode, superimposed on its decay. Thus, in this case,
spectroscopic information is measured exclusively in
the time domain. In the case of nonlinear Raman
spectroscopy, similar information is available from
the frequency and the time domain measurements,
and the choice between them is essentially one of
experimental convenience. For example, time domain
CARS, RIKES, and DFWM spectroscopy have turned
out to be particularly powerful routes to extracting
low-frequency vibrational and orientational modes of
liquids and solutions, thus providing detailed insights
into molecular interactions and reaction dynamics in
the condensed phase.

Other time domain experiments contain infor-
mation that is not accessible in the frequency domain.
This is particularly true of photon echo methods. The
name suggests a close analogy with nuclear magnetic
resonance (NMR) spectroscopy, and the (optical)
Bloch vector approach may be used to describe both
measurements, although the transition frequencies
and time-scales involved differ by many orders of
magnitude. In the photon echo experiment, two or
three ultrafast pulses with carefully controlled inter-
pulse delay times are resonant with an electronic
transition of the solute. In the two-pulse echo, the
echo signal is emitted in the phase match direction at
twice the interpulse delay, and its intensity as a
function of time yields the homogeneous dephasing
time associated with the transition. In the three-pulse
experiment the pulses are separated by two time
delays. By measuring the intensity of the stimulated
echo as a function of both delay times it is possible to
separately determine the dephasing time and the
population relaxation time associated with the
resonant transition. Such information is not acces-
sible from linear spectroscopy, and can be extracted

Figure 4 Two cases of resonant two photon absorption. In (a)

the excited state is two-photon resonant, and the process is

detected by the emission of a photon. In (b) the intermediate state

is resonant, and the final energy is above the ionization potential

(IP) so that photocurrent or mass detection can be used.
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only with difficulty in the frequency domain. The
understanding of photon echo spectroscopy has
expanded well beyond the simple description given
here, and it now provides unprecedented insights into
optical dynamics in solution, and thus informs greatly
our understanding of chemistry in the condensed
phase. The methods have recently been extended to
the infra red, to study vibrational transitions.

Higher-Order and Multidimensional
Spectroscopies

The characteristic feature of this family of spectro-
scopies is the excitation of multiple resonances, which
may or may not require measurements at xðnÞ with
n . 3: Such experiments require multiple frequencies,
and may yield weak signals, so they only became
experimentally viable upon the availability of stable
and reliable solid state lasers and optical parametric
generators. Measurements are made in either the time
or the frequency domain, but in either case benefit
from heterodyne detection.

One of the earliest examples was two-dimensional
Raman spectroscopy, where multiple Raman active
modes are successively excited by temporally delayed
pulse pairs, to yield a fifth-order nonlinear signal. The
signal intensity measured as a function of both delay
times (corresponding to the two dimensions) allows
separation of homogeneous and inhomogeneous
contributions to the line shape. This prodigiously
difficult xð5Þ experiment has been completed in a few
cases, but is plagued by interference from third-order
signals.

More widely applicable are multidimensional
spectroscopies using infrared pulses or combinations
of them with visible pulses. The level scheme for one
such experiment is shown in Figure 5 (which is one of
many possibilities). From the scheme, one can see that
the nonlinear signal in the visible depends on two
resonances, so both can be detected. This can be
regarded as a multiply resonant nondegenerate four-
wave mixing (FWM) experiment. In addition, if the
two resonant transitions are coupled, optical exci-
tation of one affects the other. Thus, by measuring the
signal as a function of both frequencies, the couplings
between transitions are observed. These appear as
cross peaks when the intensity is plotted in the two
frequency dimensions, very much as with 2D NMR.
This technique is already providing novel information
on molecular structure and structural dynamics in
liquids, solutions, and proteins.

Spatially Resolved Spectroscopy

A recent innovation is nonlinear optical microscopy.
The nonlinear dependence of signal strength on

intensity means that nonlinear processes are localized
at the focal point of a lens. When focusing is strong,
such as in a microscope objective, spatial localization
of the nonlinear signal can be dramatic. This is the
basis of the two-photon fluorescence microscopy
method, where a high repetition rate source of low-
energy ultrafast pulses is focused by a microscope
objective into a sample labeled with a fluorescent
molecule, which has absorption at half the wave-
length of the incident photons (Figure 4). The
fluorescence is necessarily localized at the focal
point because of its dependence on the square of the
incident intensity. By measuring intensity while
scanning the position of the focal point in space, a
3D image of the distribution of the fluorophore is
constructed. This technique turns out to have a
number of advantages over one photon fluorescence
microscopy, most notably in terms of ease of
implementation, minimization of sample damage,
and depth resolution. The technique is widely
employed in cell biology.

Stimulated by the success of two-photon
microscopy, further nonlinear microscopies
have been developed, all relying on the spatial locali-
zation of the signal. CARS microscopy has been

Figure 5 Illustration of multiple resonance enhancements in a

FWM geometry, from which 2D spectra may be generated.
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demonstrated to yield 3D images of the distribution
of vibrations in living cells. It would be difficult to
recover such data by linear optical microscopy. SHG
has been applied in microscopy. In this case, by virtue
of the symmetry selection rule referred to above, a 3D
image of orientational order is recovered. Both these
and other nonlinear signals provide important new
information on complex heterogeneous samples,
most especially living cells.

See also

Spectroscopy: Nonlinear Laser Spectroscopy; Raman
Spectroscopy.
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Introduction

One of the most active areas of photomedical
research, in recent years, has been the exploration

of the use of light-activated drugs known as
photosensitizers. These compounds may be activated
using light, usually provided by a laser via an optical
fiber which is placed at the site of the target lesion.
This treatment is known as photodynamic therapy
(PDT) and is being applied to the local destruction of
malignant tumors and certain nonmalignancies.
Activation of the photosensitizer results in the
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generation of reactive oxidizing intermediates which
are toxic to cells, and this process ultimately leads to
tumor destruction. PDT is a relatively low-power,
nonthermal, photochemical technique that uses
fluence rates not exceeding 200 mW/cm2 and total
light doses or fluences of typically 100 J/cm2.
Generally red or near-infrared light is used, since
tissue is relatively transparent at these wavelengths.
It is a promising alternative approach to the local
destruction of tumors for several reasons. First, it is a
minimally invasive treatment since laser light can be
delivered with great accuracy to almost any site in
the body via thin flexible optical fibers with minimal
damage to overlying normal tissues. Second, the
nature of PDT damage to tissues is such that healing
is safer and more complete than after most other
forms of local tissue destruction (e.g., radiotherapy).
PDT is also capable of some degree of selectivity for
tumors when the sensitizer levels, light doses, and
irradiation geometry are carefully controlled. This
selectivity is based on the higher sensitizer retention
in tumors after administration relative to the
adjacent normal tissues in which the tumor arose
(generally 3:1 for extracranial tumors but up to 50:1
for brain tumors).

The photosensitizer is administered intravenously
to the patient and time allowed (3–96 hours depend-
ing on the sensitizer) for it to equilibrate in the body
before the light treatment (Figure 1). This time is
called the drug–light interval. PDT may also be useful
for treating certain nonmalignant conditions, in
particular, psoriasis and dysfunctional menorrhagia
(a disorder of the uterus), and local treatment of
infections; such as genital papillomas, infections in
the mouth and the upper gastrointestinal tract. In
certain cases, the photosensitizer may be applied
directly to the lesions, particularly for treatment of
skin tumors, as discussed later. The main side-effect of
PDT is skin photosensitivity, owing to retention of the

drug in the skin, so patients must avoid exposure to
sunlight in particular for a short period following
treatment. Retreatment is then possible once the
photosensitizer has cleared from the skin since these
drugs have little intrinsic toxicity, unlike many
conventional chemotherapy agents.

Photoproperties of Photosensitizers

By definition, there are three fundamental require-
ments for obtaining a photodynamic effect: (a) light
of the appropriate wavelength matched to the
photosensitizer absorption; (b) a photosensitizer;
and (c) molecular oxygen. The ideal photochemical
and biological properties of a photosensitizer may be
easily summarized, although the assessment of a
sensitizer in these terms is not as straightforward as
might be supposed because the heterogeneous nature
of biological systems can sometimes profoundly affect
these properties. Ideally though, a sensitizer should
possess the following attributes: (a) red or near
infrared light absorption; (b) nontoxic, and with
low skin photosensitizing potency; (c) selective
retention in tumors relative to normal adjacent tissue;
(d) an efficient generator of cytotoxic species, usually
singlet oxygen; (e) fluorescence, for visualization; (f) a
defined chemical composition, and (g) preferably
water soluble. A list of several photosensitizers
possessing the majority of the above-mentioned
attributes is given in Table 1.

The reasons for these requirements are partly self-
evident, but worth amplifying. Strong absorption is
desirable in the red and near-infrared spectral region,
where tissue transmittance is optimum enabling
penetration of the therapeutic light within the
tumor (Figure 2). To minimize skin photosensitiza-
tion by solar radiation, the sensitizer absorption
spectrum should ideally consist of a narrow red
wavelength band, with little absorption at other
wavelengths down to 400 nm, below which solar
irradiation falls off steeply. Another advantage of red
wavelength irradiation is that the potential mutagenic
effects encountered with UV-excited sensitisers (e.g.,
psoralens) are avoided. Since the object of the
treatment is the selective destruction of tumor tissue,
leaving surrounding normal tissue undamaged, some
degree of selective retention of the dye in tumor tissue
is desirable. Unfortunately, the significance of this
aspect has been exaggerated in the literature and in
many cases treatment selectivity owes more to careful
light irradiation geometry. Nevertheless, many nor-
mal tissues have the capacity to heal safely following
PDT damage.

The key photochemical property of photosensiti-
zers is to mediate production of some active

Figure 1 Photodynamic therapy: from sensitization to

treatment.
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molecule which is cytotoxic, that is, will destroy
cells. The first electronically excited state of
molecular oxygen, so-called singlet oxygen, fulfills
this role very well and may be produced via the
interaction of an excited electronic state of the
sensitizer with oxygen present in the tissue. Thus, in
summary, to achieve effective photosensitization, a
sensitizer should exhibit appreciable absorption at
red to near-infrared wavelengths and generate
cytotoxic species via oxygen-dependent photoche-
mical reactions. The first clinical photosensitizer

was hematoporphyrin derivative (HpD), which is
derived synthetically from hematoporphyrin by
reaction with acetic and sulfuric acids to give a
complex mixture of porphyrins. A purified fraction
of these (Photofrin) is available commercially,
and this has been used most widely in clinical
applications to date. Second-generation (photo-
sensitizers are now becoming available, including
phthalocyanine and chlorin compounds as shown in
Table 1.

A new approach to PDT has recently emerged
involving the administration of a natural porphyrin
precursor, 5-aminolaevulinic acid (ALA), which is
metabolized within cells to produce protoporphyrin
IX (see Table 1). This porphyrin is known to be a
powerful photosensitizing agent but suffers from
the drawback of being a poor tumor localizer
when used directly. In contrast, administration of
ALA induces protoporphyrin biosynthesis, particu-
larly in rapidly proliferating cells, which may then
be destroyed using irradiation at 630 nm. Therefore,
this new therapy may offer enhanced treatment
selectivity with little risk of skin photosensitivity
owing to the rapid clearance after 24 h of the
protoporphyrin. Investigation of this new approach
has already proved successful in clinical treatment of

Table 1 Properties of several photosensitizers

Compound l/nm (1/M21 cm21) Drug dose/mg kg21 Light dose/J cm22 Diseases treated

Hematoporphyrin

(HpD–Photofrin–Photosan)

628 (3.0 £ 103) 1.5–5 75–250 Early stage esophagus,

bladder, lung, cervix,

stomach, and mouth

cancers. Palliative in

later stages

ALA (converted to protoporphyrin IX) 635 (5 £ 103) 60 50–150 Skin, stomach, colon,

bladder, mouth cancers.

Esophageal dysplasia.

Various nonmalignant

conditions

Benzoporphyrin derivative (BpD) 690 (3.5 £ 104) 4 150 Age-related macular

degeneration (AMD)

Tin etiopurpurin (SnET2–Purlytin) 665 (3.0 £ 104) 1.2 150–200 Breast and skin cancers, AMD

Monoaspartyl chlorin e6 (MACE) 660 (4.0 £ 104) 1.0 25–200 Skin cancers

Lutetium texaphyrin (Lu–Tex) 732 (4.2 £ 104) 1.0 150 Metastatic brain tumors,

breast cancers,

atherosclerotic plaques

Aluminum disulfonated

phthalocyanine

675 (2.0 £ 105) 1.0 50–200 Brain, colon, bladder, and

pancreatic cancers. Head

and neck cancers in

animal studies only

Metatetrahydroxychlorin

(mTHPC–temoporphin–Foscan)

652 (3.5 £ 104) 0.15 5–20 Head, neck, prostate,

pancreas, lung, brain,

biliary tract, and mouth

cancers. Superior to HpD

and ALA in mouth cancers

Palladium pheophorbide (Tookad) 763 (8.6 £ 104) 2.0 – Prostate cancer

Hypericin 590 (3 £ 104) – – Psoriasis

Figure 2 The absorption spectrum of m-THPC. The structure of

m-THPC is shown in the inset.
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skin tumors using topical application of ALA in a
thick emulsion.

Considerable effort is also being expended on
exploiting the retention of sensitizers in tumors for
diagnostic purposes, although the results are rather
mixed to date. The prospects with ALA-induced
protoporphyrin IX are, however, more promising, as
illustrated in Figure 3 where the fluorescence is
selectively confined to the skin tumor (basal cell
carcinoma).

Mechanisms of Photodynamic
Therapy

The main principles of the photosensitization mech-
anism are now well established with the initial step
being excitation of the sensitizer from its electronic
ground state to the short-lived fluorescent singlet
state. The lifetime of the singlet state is generally only
a few nanoseconds and the main role of this state in
the photosensitization mechanism is to act as a
precursor of the metastable triplet state through
intersystem crossing. Efficient formation of this
metastable state is required because it is the inter-
action of the triplet state with tissue components that
generates cytotoxic species such as singlet oxygen.
Thus the triplet state quantum yield (i.e., probability
of triplet state formation per photon absorbed) of
photosensitizers should ideally approach unity. Inter-
action of the metastable triplet state (which in
de-aerated solutions has a lifetime extending to the
millisecond range) with tissue components may
proceed via either a type I or II mechanism or a
combination (see Figure 4). A type I process can
involve hydrogen abstraction from the sensitizer to

Figure 4 The photophysical and photochemical mechanisms involved in PDT. PS denotes the photosensitizer, SUB denotes the

substrate, either biological, a solvent or another photosensitizer; * denotes the excited state and † denotes a radical.

Figure 3 (a) Image of a basal cell carcinoma; (b) fluorescence

imaging of the same lesion after ALA sensitization and 405 nm

light excitation.
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produce free radicals or electron transfer, resulting in
ion formation. The type II mechanism, in contrast,
exclusively involves interaction between molecular
oxygen and the triplet state to form singlet oxygen
which is highly reactive in biological systems. The
near-resonant energy transfer from the triplet state to
O2 can be highly efficient and the singlet oxygen yield
can approach the triplet state yield provided that the
triplet state energy exceeds 94 kJ/mol, the singlet
oxygen excitation energy. It is widely accepted that
the type II mechanism underlies the oxygen-depen-
dent phototoxicity of sensitizers used for photody-
namic therapy. Both proteins and lipids (the main
constituents of membranes) are susceptible to photo-
oxidative damage induced via a type II mechanism
which generally results in the formation of unstable
peroxide species. For example, unsaturated lipids
may be oxidized by the ‘ene’ reaction where the
singlet oxygen reacts with a double bond. Other
targets include such important biomolecules as
cholesterol, certain amino acid residues, collagen,
and the coenzyme, NADPH. Another synergistic
mode of action involves the occlusion of the micro-
circulation to tumors and reperfusion injury. Reper-
fusion injury relates to the formation of xanthene
oxidase from xanthene dehydrogenase in anoxic
conditions which reacts with xanthene or hypo-
xanthene products of ATP dephosphorylation to
convert the restored oxygen into superoxide anion
which directly or via the Fenton reaction causes
cellular damage.

An important feature of the type II mechanism,
which is sometimes overlooked, is that when the
sensitizer transfers electronic energy to O2 it returns
to its ground state. Thus the cytotoxic singlet oxygen
species is generated without chemical transformation
of the sensitizer which may then absorb another
photon and repeat the cycle. Effectively, a singlet
photosensitizer molecule is capable of generating
many times its own concentration of singlet oxygen,
which is clearly a very efficient means of photo-
sensitization provided the oxygen supply is adequate.

Lasers in PDT

Lasers are the most popular light source in PDT since
they have several key characteristics that differentiate
them from conventional light sources, namely coher-
ence, monochromaticity, and collimated output. The
two main practical features that make them so useful
in PDT are their monochromaticity and their combi-
nation with fiber-optic delivery. The monochromati-
city is important since the laser can be tuned to a
specific absorption peak of a photosensitizer, thus
ensuring that all the energy delivered is utilized for the

excitation and photodynamic activation of the
photosensitizer. This is not true for a conventional
light source (as for example a tungsten lamp) where
the output power is divided over several hundred
nanometers throughout the UV, visible, and IR
regions and only a fraction of the power lies within
the absorption band of the photosensitizer. To
numerically illustrate this, let us simplify things by
representing the lamp output as a square profile and
also consider a photosensitizer absorption band
about 30 nm full width half maximum. If a laser
with a frequency span of about 2 nm and a lamp with
the same power but with a frequency span of about
600 nm are used, then the useful portion of it is about
0.05 and if we consider a Gaussian profile for the
sensitizer absorption band, the above fraction drops
even lower, perhaps even to 0.01. That means that the
lamp would achieve 100 times less the excitation rate
of the laser, or in other words, we would require a
lamp with an output power of 100 times that of the
laser to achieve the same rate of excitation and
consequently the same time of treatment, provided
we use a low enough laser power to remain within the
linear regime of the photosensitizer excitation. The
other major disadvantage of a lamp source is the lack
of collimation which results in low efficiency for fiber-
optic delivery.

We now review the different lasers that have found
application in PDT. Laser technology has significantly
advanced in recent years and there are now a range of
options in PDT laser sources for closely matching the
absorption profiles of the various photosensitizers.
Moreover, since PDT is becoming more widely used
clinically, practical considerations, such as portability
and turn-key operation are increasingly important.
In Figure 5 the optical spectrum is shown from about
380 nm (violet–blue) to 800 nm (near-infrared,
NIR). We have superimposed on this spectrum, the
light penetration depth of tissue to roughly illustrate
how deeply light can penetrate (and consequently
activate photosensitizer molecules) into lower-lying
tissue layers. The term ‘penetration depth’ is a
measure of the light attenuation by the tissue so the
figure of 2 mm corresponds to 1=e attenuation of the
incident intensity at a tissue depth of 2 mm. It is
obvious that light at the blue end of the spectrum
has only a superficial effect whereas the more we
shift further into the red and NIR regions the
penetration depth increases. This is due to two main
reasons: absorption and scattering of light by various
tissue component molecules. For example, in the
blue/green region for the absorption of melanin and
hemoglobin is relatively high. But there is a notice-
able increase in penetration depth beyond about
600 nm leading to an optimal wavelength region, or
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‘therapeutic window’ for laser therapy of around
600–1100 nm (Figure 5).

The fundamental wavelength of the Nd:YAG laser
lies within this therapeutic window at 1064 nm and

this laser is now widely used in thermal laser therapy.
The Nd:YAG lasers can be operated either in cw
(output power , 200 W multimode), long-pulse
(,500 W average power at 50 Hz), or Q-switched

Figure 5 Photosensitizers and laser light sources available in the visible and near-infrared spectral regions.
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(50 MW peak power at around 10 ns pulse duration)
modes. Nd:YAG is a solid-state laser with a yttrium
aluminum garnet crystal doped with about 1% of
trivalent Nd ions as the active medium of the laser;
and with another transition of the Nd ion, this laser
(with the choice of different optics) can also operate
at 1320 nm. Although dyes are available which
absorb from 800–1100 nm, the generation of singlet
oxygen via the type II mechanism is energetically
unfavorable because the triplet state energies of these
dyes are too low. However, the fundamental fre-
quency of the laser can be doubled (second-harmonic
generation, SHG) or tripled (third-harmonic gener-
ation, THG) with the use of nonlinear crystals, to
upconvert the output radiation to the visible range,
thus rendering this laser suitable for PDT: i.e.,
frequency doubling to 532 nm and tripling to
355 nm. Note that the 532 nm output is suitable for
activation of the absorption band of hypericin with a
maximum at 550 nm even though it is not tuned to
the maximum of this absorption.

In the early days of PDT and other laser therapies,
ion lasers were widely used. The argon ion laser uses
ionized argon plasma as gain medium, and produces
two main wavelengths at 488 nm and 514 nm. The
second of the two lies exactly at the maximum of the
514 nm m-THPC absorption. Argon ion lasers are
operated in cw mode and usually have output powers
in the region of 5–10 Wat 514 nm (the most powerful
argon ion line). Krypton ion lasers, which emit at 568
or 647 nm, are similar to their argon ion counterparts;
however, they utilize ionized krypton plasma as gain
medium. The 568 nm output can be used to activate
the Rose Bengal peak at 559 nm, whereas the 647 nm
most powerful line of krypton ion lasers, has been
used for activation of m-THPC (652 nm).

Ideally, for optimal excitation, it is best to exactly
tune the laser wavelength to the maxima of photo-
sensitizer absorption bands. For this reason tunable
organic dye lasers have been widely used for PDT. In
these lasers the gain medium is an organic dye with a
high quantum yield of fluorescence. Due to the broad
nature of their fluorescence gain profile, tuning
elements within the laser cavity can be used for
selection of the lasing frequency within the gain band.
Tunable dye lasers with the currently available dyes
can quite easily cover the range from about 350–
1000 nm. However, their operation is not of a ‘turn
key’ nature since they require frequent replacement of
their active material either for tuning to a different
spectral region or for a better performance when the
dye degrades. Tunable dye lasers also need to be
pumped by some other light source like an argon
ion laser, an excimer laser, a solid state laser
(e.g., Nd:YAG 532 or 355 nm), a copper vapor

laser, or lamps. Dye lasers have been used for the
excitation of HpD at 630 nm, protoporphyrin IX at
635 nm, photoprotoporphyrin at 670 nm, and phtha-
locyanines around 675 nm. A further example is
hypericin which, apart from the band at 550 nm, has
a second absorption band at 590 nm. This is the
optimum operation wavelength of dye lasers with
rhodamine 590, better known as rhodamine 6G.

Dye lasers can operate in either pulsed or cw mode.
However, there is a potential disadvantage in using a
pulsed laser for PDT which becomes apparent when
using lower repetition rates and higher pulse energies
(.1 mJ per pulse) laser excitation. High pulse
energies can induce saturation or transient bleaching
of the sensitizer during the laser pulse and conse-
quently much of the energy supplied is not efficiently
absorbed by the sensitizer. It has been suggested that
this effect accounts for the lack of photosensitized
damage in tissue sensitized with a phthalocyanine and
irradiated by a 5 Hz, 25 mJ-per-pulse flash lamp
pumped dye laser. However, using a low pulse energy,
high repetition rate copper vapor pumped dye laser
(see below), the results were indistinguishable from
cw irradiation with an Argon ion dye laser.

Another laser that has found clinical application in
PDT is the copper vapor laser. In this laser the active
medium is copper vapor at high temperature main-
tained in the tube by a repetitively pulsed discharge
current. The copper vapor lasers are pulsed with
typical pulse duration of about 50 ns and repetition
rates reaching 20 kHz. Copper vapor lasers have been
operated at quite high average powers up to about
40 W. The output radiation is produced at two
distinct wavelengths, namely 511 and 578 nm both
of which have found clinical use. Copper vapor
pumped dye lasers have also been widely used for
activating red-absorbing photosensitizers, and the
analogous gold vapor lasers operating at 628 nm
have been used to activate HpD.

A relatively new class of tunable lasers is the solid
state Ti:Sapphire laser. The gain medium in this laser
is a ,1%Ti doped sapphire (Al2O3) crystal and its
output may be tuned throughout the 690–1100 nm
region, covering many photosensitizer absorption
peaks. For example, most of the bacteriochlorin
type photosensitizers have their absorption bands in
that spectral region, e.g., m-THPBC with an absorp-
tion maximum at 740 nm. Also, Texaphyrin sensi-
tizers absorb highly in this spectral region: lutetium
texaphyrin has an absorption maximum at 732 nm.

Although tunable dye or solid-state lasers are
widely used in laboratory studies for PDT, fixed-
wavelength semiconductor diode lasers are gradually
supplanting tunable lasers, owing to their practical
convenience. It is now generally the case that when
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a photosensitizer enters clinical trials or enters
standard clinical use, laser manufacturers provide
dedicated diode lasers with outputs matched to the
chosen sensitizer. In this context there are diode lasers
available at 630 nm for use with HpD, at 635 nm for
use with ALA-induced protoporphyrin IX, 670 nm
for ATSX-10 or phthalocyanines, or even in the
region of 760 nm, for use with bacteriochlorins. The
advantage of these diode lasers is that they are
tailormade for use with a particular photosensitizer,
they are highly portable, and they have a relatively
easy turn-key operation.

So far we have concentrated on red wavelengths
but most of the porphyrin and chlorin family of
photosensitizers exhibit quite strong absorption
bands in the blue region, known as ‘Soret’ bands.
Despite the fact that tissue penetration in this spectral
region is minimal, these bands are far more intense
than the corresponding red absorption bands of the
sensitizer. In this respect it is possible to activate these
sensitizers at blue wavelengths, especially in the case
of treatment of superficial (e.g., skin) malignant
lesions. There are now blue diode lasers (and light-
emitting diodes) for the activation of these bands, in
particular at 405 nm where the Soret band of
protoporphyrin IX lies or at 430 nm for selective
excitation of the photoprotoporphyrin species.

For very superficial lesions (e.g., in the retina) it
may even be possible to use multiphoton excitation
provided by femtosecond diode lasers operating at
about 800 nm.

Clinical Applications of Lasers
in PDT

In the previous section we reviewed the various types
of lasers being used for PDT but their combination
with fiber-optic delivery is also of key importance for
their clinical application. The laser light may be
delivered to the target lesion either externally using
surface irradiation, or internally within the lesion
which is denoted as interstitial irradiation, as
depicted in Figure 6. For example, in case of
superficial cutaneous lesions the laser irradiation is
applied externally (Figure 6a). The area of the lesion
is marked prior to treatment to determine the
diameter of the laser spot. For a given fluence rate
(100–200 W/cm2) and the area of the spot, the
required laser output power is then calculated. A
multimode optical fiber, terminated with a microlens
to ensure uniform irradiation, is then positioned at a
distance from the lesion yielding the desired beam
waste, and the surrounding normal tissue is shielded
with dark material. However, if the lesion is a
deeper-lying solid tumor, interstitial PDT is employed

Figure 6 Clinical application of PDT. (a) Surface treatment. (b) Interstitial treatment.
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(Figure 6b). Surgical needles are inserted in an
equidistant parallel pattern within the tumor, either
freehand or under image (MRI/CT) guidance. Bare
tip optical fibers are guided through the surgical
needles to the lesion and flagged for position. A
beamsplitter is used to divide the laser output into
2–4 components so that two to four optical fibers
can be simultaneously employed. The laser power is
adjusted so that the output fluence of each of the
optical fibers is 100–200 mW. Even light distri-
bution in the form of overlapping spheres approxi-
mately 1 cm diameter ensures the treatment of an
equivalent volume of tissue around each fiber tip.
Once each ‘station’ is likewise treated the fibers are
repositioned accordingly, employing a pull-back
technique in order for another station to be treated.
Once the volume of the tumor is scanned in this
manner the treatment is complete. Interstitial light
delivery allows PDT to be used in the treatment of
large, buried tumors and is particularly suitable for
those in which surgery would involve extensive
resection.

The treatment of tumors of internal hollow organs
is also possible with PDT. The most representative
example of this is the treatment of precancerous
lesions in the esophagus, known medically as
‘Barrett’s esophagus’. In this case, a balloon appli-
cator is used to house a special fiber with a light-
diffusing tip or ‘diffuser’ (Figure 7). These diffusers
are variable in length and transmit light uniformly
along the whole of their length in order to facilitate
treatment of circumferential lesions. The balloon
applicator is endoscopically inserted into the patient.
The balloon is inflated to stretch the esophageal walls

and the flagged diffuser fiber is placed in position,
central to the balloon optical window. In this way the
whole of the lesion may be treated circumferentially
at the same time.

Finally, the clinical response to PDT treatment is
shown in Figure 8. The treated area becomes necrotic
and inflamed within two to four days following PDT.
This necrotic tissue usually sloughs off or is mechani-
cally removed. The area eventually heals with
minimal scarring (Figure 8).

Future Prospects

A major factor in the future development of PDT will
be the application of relatively cheap and portable
semiconductor diode lasers. High-power systems
consisting of visible diode arrays coupled into multi-
mode fibers with an output of several Watts, have
recently become available which will greatly simplify
the technical difficulties which have held back PDT.
The use of new photosensitizers, in the treatment of
certain tumors by PDT, is making steady progress,
and although the toxicology testing and clinical
evaluation are lengthy and costly processes, the
expectation is that these compounds will become
more widely available for patient use during the next
five years. Regarding the current clinical status of
PDT, Photofrin has recently been approved for
treatment of lung and esophageal cancers in Europe,
USA, and Japan. Clinical trials are in progress for
several of the second-generation photosensitizers
which offer significant improvements over Photofrin
in terms of chemical purity, photoproperties, and skin

Figure 8 PDT treatment of a nasal basal cell carcinoma with m-

THPC (Foscanw): (a) prior to PDT; (b) tissue necrosis a week after

treatment; (c) four weeks after treatment; gradual recession of the

necrosis and inflammation; (d) healing two months after

treatment. Courtesy of Dr Alex Kuebler.Figure 7 Balloon applicator and diffuser fiber used for PDT in

Barrett’s esophagus.
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clearance. With the increasing clinical application of
compact visible diode lasers the prospects for photo-
dynamic therapy are therefore encouraging.

See also

Lasers: Dye Lasers; Free Electron Lasers; Metal Vapor
Lasers. Ultrafast Laser Techniques: Generation of
Femtosecond Pulses.
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Introduction

Pump-probe spectroscopy is a ubiquitous time-
resolved optical spectroscopy that has found appli-
cation to the study of all manner of ultrafast chemical
processes that involve excited states. The principle of
the measurement is that a ‘pump pulse’ – usually an
intense, short laser pulse – impulsively excites a
sample, thus defining the start time for the ensuing
photophysical dynamics. A probe pulse interrogates
the system at later times in order to capture ‘snap
shots’ of the state of the system. Many kinds of pump-
probe experiments have been devised. The present
article will mainly focus on transient absorption
measurements.

Femtosecond pump-probe experiments have been
employed to reveal the kinetics of excited state
chemical processes such as solvation, isomerization
reactions, proton transfer, electron transfer, energy
transfer, or photochromism. It is becoming more
common to use pump-probe techniques to study
systems of increasing complexity, such as photosyn-
thetic proteins, photoreceptor proteins, molecular
aggregates, nanostructured materials, conjugated
polymers, semiconductors, or assemblies for artificial
light harvesting. However, the underlying chemical
kinetics are not always easily revealed by pump-probe
signals.

The principle of the pump-probe measurement is
related to the seminal flash-photolysis experiment
devised by Norrish and Porter. However, in order to

achieve ultrafast time resolution – beyond that
attainable by electronic detection – the probe pulse
is temporally short and is controlled to arrive at the
sample at variable time delays after the pump pulse
has excited the sample. The change in intensity of the
probe pulse, as it is transmitted through the sample, is
monitored at each pump-probe time delay using a
‘slow’ detector that integrates over the probe pulse
duration. One possible xprocess that can diminish the
probe transmission is transient absorption. After
formation of an excited state S1 by the pump pulse,
the probe pulse can monitor a resonance with a
higher excited state S1 ! Sn absorption. Figure 1
shows transient absorption spectra, corresponding to
excited state absorption at various time delays, that
has been probed by a white light continuum probe
and monitored by a multichannel CCD detector.
The transient spectrum is seen to blue-shift with

Figure 1 Excited state absorption spectra of 40-n-pentyl-4-

cyanoterphenyl in octanol solvent. The pump wavelength is

277 nm (100 nJ, 150 fs, 40 kHz) and the probe is a white light

continuum (500 to 700 nm) generated in a sapphire crystal. The

pump-probe delay T for each spectrum is indicated on the plot.
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pump-probe delay owing to solvation of the S1 state
of the molecule – the dynamic Stokes’ shift. The
dynamic Stokes’ shift is the shift to lower energy of
the emission spectrum as the solvent relaxes in
response to the change in dipole moment of the
excited electronic state compared to the ground state.
The overall intensity of the induced absorption
decays according to the lifetime of the excited state.

Although they will not be discussed in detail in the
present article, various other pump-probe experi-
ments are possible. For example, when in resonance
with this transient absorption, the probe pulse can
induce resonance Raman scattering, which reveals the
evolution of the vibrational spectrum of the excited
state. In this kind of pump-probe experiment we do
not monitor the change in probe transmission
through the sample. Instead, we monitor the differ-
ence between probe-induced resonance Raman scat-
ter from the excited and ground states of the system.
The resonance Raman (TR3) scatter, time-resolved as
a function of pump-probe delay, can be detected
provided that it is not overwhelmed by fluorescence

emission. Typical TR3 data for different pump-probe
delays are shown in Figure 2. The dashed lines show a
deconvolution of the spectra to reveal the underlying
vibrational bands. These bands are rather broad
owing to the spectral width of the 1 ps laser pulses
used in this experiment. It is clear that the time-
resolution of a TR3 experiment is limited to the
picosecond regime, otherwise most of the vibrational
band information is lost. TR3 and complementary
pump-probe infrared transient absorption exper-
iments, utilizing an infrared probe beam, have been
useful for observing the evolution of structural
information, such as geometry changes, subsequent
to photoexcitation.

In the present article we will describe the foun-
dation of experiment and theory necessary to under-
stand resonant ultrafast pump-probe spectroscopy
applied to chemical processes in the condensed phase.
By resonant, it is meant that the pump and probe
pulses have frequencies (energies) resonant with
electronic transitions of the molecules being studied.
The implications of condensed phase are that the
experiment interrogates an ensemble of molecules
and the electronic transitions of these molecules are
coupled to the random motions and environments of
a bath, for example the solvent.

Experimental Measurement of
Pump-Probe Data

The experimental setup for a one-color pump-probe
experiment (i.e. pump and probe of the same color) is
shown in Figure 3. The setup is easily adapted for a
two-color experiment. Most of the laser intensity
(70%) is transmitted through the first beam splitter so
that the pump is more intense than the probe. A
second beam splitter is used to split off a small
amount of probe light for the reference beam. Note
that the arrangement of these beam splitters results in
both the pump and probe passing through the same
amount of dispersive material on their way to the
sample. The pump and probe beams each propagate
through half-wave plates in order to control polariz-
ation. Usually the probe polarization is set to the
magic angle (54.78) relative to the pump in order to
remove polarization bias. The beams are sent towards
the sample by way of retroreflectors mounted on
x–y–z translation stages. The pump retroreflector is
mounted on a precision computer-controlled trans-
lation stage such that it can be scanned in the
x-direction to arrive at variable delays before and
after the probe. The pump and probe beams are
aligned using the y–z controls on the retroreflector
translation stages together with the pick-off mirrors

Figure 2 TR3 spectra of 40-n-pentyl-4-cyanoterphenyl in octanol

solvent, recorded using the same set-up as summarized in

Figure 1. The dashed lines are deconvolutions of the data to show

the Raman bands.
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such that they travel in parallel towards the sample.
The overall setup of the beams is in a box geometry so
that pump and probe arms have the same path length.

The pump and probe beams are focused into the
sample using a transmissive (i.e. lens) or reflective
optic FL. The focal length is typically 20 to 30 cm,
providing a small crossing angle to improve phase
matching. The pump beam should have a larger spot
size at its focal point in the sample than the probe
beam, in order to avoid artifacts arising from the
wandering of the pump and probe spatial overlap as a
function of delay time – a potential problem,
particularly for long delays. Good spatial overlap of
the beams in the sample is important. It can be
checked using a 50 mm pinhole. Fine adjustment of
the pump-probe delay, to establish temporal overlap
of the pump and probe pulses, can be dictated by
autocorrelating the beams in a second harmonic
generating crystal mounted at the sample position. At
the same time the pulse compression is tweaked to
ensure that the pulse dispersion in the experiment has
been pre-compensated.

The sample is usually flowed or mounted in a
spinning cell if it is liquid, in order to avoid thermal
effects or photochemical bleaching. The path length
of the sample is typically #1 mm. The transmitted
probe beam is spatially isolated from the pump beam
using an iris, is collimated, and then directed onto the
photodetector.

The reference beam, which provides the relative
reference intensity I0 should preferably pass through
the sample (away from the pump spot). This provides
the probe-only transmission – that is, the reference
beam intensity is attenuated according to sample
ground state optical density. The photodetector
outputs are used to ratio the pump-probe arm
intensity transmitted through the sample with the
reference intensity, Iprðv;TÞ=I0: Since the pump beam
is being chopped at the lock-in reference frequency,
the lock-in amplifier outputs the pump-induced
fractional change in transmission intensity,
DIprðv;TÞ=I0; usually simply written as DT=T: When
the pump-induced signal Ipr is small compared to the
reference intensity I0; then the detected DIprðv;TÞ=I0

signal is approximately equal to the change in optical
density, DO.D.:

DO:D: ¼ log

 
I0 2 DIpr

I0

!
<

2DIpr

I0

;
2DT

T
½1�

Here we have used a Taylor expansion logð1 þ xÞ < x
for small x:

The power dependence of the signal in the x ð3Þ limit
should be linear in both the pump and probe
intensities. It is also possible to pump the sample
using two-photon absorption, then probe an excited
state absorption. This is a x ð5Þ experiment, so that the
signal depends quadratically on the pump intensity.

What is Measured in a Pump-Probe
Experiment?

Origin of the Signal

The pump-probe measurement is a third-order non-
linear spectroscopy. A complete calculation of the
signal requires computation of the third-order polar-
ization induced by the interaction of the pump and
probe with the material sample, together with an
account for the kinetic evolution of populations (e.g.,
excited state reactant and product states, etc.).

The pump pulse, wavevector k1; interacts twice
with the sample, thereby creating excited state
population density lelkel and a hole-in-the-ground
state population density lglkgl: These population
densities propagate until the probe pulse, with
wavevector k2; interacts with the system to induce a
polarization that depends on the state of the system at
time T after the pump. This induced polarization
PsðtÞ is radiated in the ks ¼ k1 2 k1 þ k2 ¼ k2 direc-
tion. Because the signal is radiated in the probe
direction, the probe pulse acts as a local oscillator to
heterodyne the signal. The change in probe-pulse
spectral intensity after transmission through an

Figure 3 An experimental layout for femtosecond pump-probe

spectroscopy. The reference beam ideally passes through the

sample (not shown as such in aid of clarity). See text for

a description. HWP, half-wave plate; BS, beamsplitter (%

reflection); FL, focusing lens; CL, collimating lens; ND, neutral

density filter; PD, photodetectors.
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optically thin sample of path length l; with concen-
tration of absorbers c and refractive index n; is given
by eqn [2]

DIprðv;TÞ/
clvpr

n
Im

�ð
dtEp

prðtÞP
ð3Þð0;T; tÞeivt

�
½2�

In eqn [2] EprðtÞ is the probe pulse electric field, v is
the center frequency of the probe, and p indicates
complex conjugate. The time variables correspond to
those indicated in Figure 4, and the signal is resolved
as a function of frequency by Fourier transformation
of t!v: Experimentally this is achieved by dispersing
the transmitted probe using a spectrograph. The first-
time variable, the time interval between the two
pump pulse interactions, is set to zero because we are
interested here in the limit where the pulse duration is
much shorter than T: In this regime – impulsive
pump-probe – the measurement is sensitive to
formation and decay of excited state species.

The induced polarization is given by eqn [3]

Pð3Þð0;T; tÞ ¼
ð1

0
dt
ð1

0
dT½RSE 2 RESA þ RGSR�

£ Ep
1ðt 2 TÞE1ðt 2 TÞE2ðtÞ ½3�

where the response functions that contain infor-
mation about the lineshape functions and kinetics are
given by eqn [4]:

RSEð0;T; tÞ ¼ lmegl
2lmegl

2 expð2ivegtÞ

	 exp½2gpðtÞþ2ig00ðT þ tÞ22ig00ðTÞ�

£KSEðTÞ ½4a�

RESAð0;T;tÞ ¼ lmegl
2lmfel

2 expð2ivfetÞ

	exp½2gpðtÞ22ig00ðT þ tÞþ2ig00ðTÞ�

£KESAðTÞ ½4b�

RGSRð0;T;tÞ¼ lmegl
2lmegl

2 expð2ivegtÞexp½2gðtÞ�

£KGSRðTÞ ½4c�

The overall intensity of each contribution to the
signal is scaled by the transition dipole moment that
connects the ground and excited state meg or excited
state and a higher excited state mfe: The intensity is
further influenced by resonance of the probe-pulse
spectrum with the transition frequencies veg and vfe:

These transition energies have a time-dependence
owing to the relaxation of the excited state density in
the condensed phase environment – the dynamic
Stokes’ shift. The details of the dynamic Stokes’ shift
depend on the bath, and are therefore contained in
the imaginary part of the lineshape function gðtÞ¼
g 0ðtÞþ ig 00ðtÞ: The evolution of the Stokes’ shift with
pump-probe delay T is clearly seen in the excited state
absorption spectrum shown in Figure 1. The line-
shape function contains all the details of the time-
scales of fluctuations of the bath and the coupling of
the electronic transition of the molecule to these
fluctuations. The lineshape function can be cast in the
simple form given by eqn [5] using the Brownian
oscillator model in the high temperature, high friction
limit:

gðtÞ< ð2lkBTB="LÞ½Lt21þexpð2LtÞ�

þ iðl=LÞ½12expð2LtÞ� ½5�

The Brownian oscillator model attributes fluctuations
of the transition frequencies to coupling between
electronic states and an ensemble of low-frequency
bath motions. In eqn [5]; l is the solvent reorganiz-
ation energy (half the Stokes’ shift) and L is the
modulation frequency of the solvent oscillator ðt21

L

for a Debye solvent, where tL is the longitudinal
dielectric relaxation time); kB is the Boltzmann
constant, and TB is the temperature.

Information about the kinetics of the evolution of
the system initiated by the pump pulse is contained in
the terms KSE; KESA; and KGSR: These terms will be
discussed in the next section.

The evolution of the excited state density is mapped
onto the response functions RSE and RESA. RSE is the
contribution arising from the probe pulse stimulating
emission from the excited state e in the probe
direction, which increases the probe intensity. Thus
the spectrum of the signal arising from RSE resembles
the fluorescence emission of the sample, as shown in
Figure 5. The excited state absorption contribution to
the signal RESA depletes the probe intensity, and
corresponds to an e ! f electronic resonance, such as
that shown in Figure 1. Note that the ESA signal
contributes to the overall DIprðv;TÞ with an opposite
sign to the SE and GSR contributions. The ground-
state recovery term RGSR arises from depletion of the
ground-state population by the pump pulse, thereby
increasing the transparency of the sample over the

Figure 4 Labeling and time variable for the description of a

pump-probe experiment. T defines the pump-probe delay.
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spectrum of the ground-state absorption (see
Figure 5). Thus the transmitted probe intensity is
increased relative to that without the pump pulse. The
GSR contribution to DIprðv;TÞ decreases with T
according to the excited state lifetime of the photo-
excited species.

The Coherent Spike

To calculate the pump-probe signal over delay times
that are of the order of the pulse duration, one must
calculate all possible ways that a signal can be
generated with respect to all possible time orderings
of the two pump interactions and the probe inter-
actions (Liouville space pathways). Such a calculation
reveals coherent as well as sequential contributions to
the response of the system owing to the entanglement
of time orderings that arise from the overlap of pulses
of finite duration. The nonclassical, coherent, contri-
butions dominate the signal for the time period
during which pump and probe pulses overlap, leading
to the coherent spike (or coherent ‘artifact’)
(Figure 6).

Nuclear Wavepackets

The electronic absorption spectrum represents a sum
over all possible vibronic transitions, each weighted
by a corresponding nuclear overlap factor according
to the Franck–Condon principle. It was recognized
by Heller and co-workers that in the time-domain
representation of the electronic absorption spectrum,
the sum over vibrational overlaps is replaced by the
propagation of an initially excited nuclear wave-
packet on the excited state according to liðtÞl ¼
expð2Ht="Þ lið0Þl: Thus the absorption spectrum is
written as

siðvÞ ¼
2pv

3c

ð1

21
dt exp½2iðv2 vi

egÞt 2 gðtÞ�

	
�
ið0Þ liðtÞ

�
½6�

for mode i: The Hamiltonian H is determined by the
displacement of mode i; Di: A large displacement
results in a strong coupling between the vibration and
the electronic transition from state g to e. In the
frequency domain this is seen as an intense vibronic
progression. In the time domain this translates to an
oscillation in the time-dependent overlap

�
ið0Þ liðtÞ

�
;

with frequency vi; thereby modulating the intensity
of the linear response as a function of t:

It follows that an impulsively excited coherent
superposition of vibrational modes, created by an
optical pulse that is much shorter than the vibrational
period of each mode, propagates on the excited state
as a wavepacket. The oscillations of this wavepacket
then modulate the intensity of the transmitted probe
pulse as a function of T to introduce features into the
pump-probe signal known as quantum beats (see
Figure 6). In fact, nuclear wavepackets propagate on
both the ground and excited states in a pump-probe
experiment. The short probe pulse interrogates the
evolution of the nuclear wavepackets by projecting
them onto the manifold of vibrational wavefunctions
in an excited or ground state.

Figure 5 (a) shows the absorption and emission spectrum of a

dilute solution of oxazine-1 in water. (b) shows the transient

absorption spectrum of this system at various delays after

pumping at 600 nm using picosecond pulses. The transient

spectrum, ground state recovery and stimulated emission

resemble the sum of the absorption and emission spectra.

Figure 6 A schematic depiction of a pump-probe signal. The

coherent spike is labeled 1. In region 2 we can see quantum beats

as a sum of sinusoidal modulations of the signal. The label 3

denotes the long time decay of the signal, as determined by the

population dynamics, K SE; K GSR; and K ESA:
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Femtosecond Kinetics

According to eqn [4] the kinetics of the evolution of
the system initiated by the pump pulse are governed
by the terms KSE; KESA; and KGSR: Each of these terms
describes the kinetics of decay, production, or
recovery of excited state and ground state popu-
lations. In the simplest conceivable case, each might
be a single exponential function. The stimulated
emission term KSE contains information about the
depopulation of the initially excited state, which for
example, may occur through a chemical reaction
involving the excited state species or energy transfer
from that state. The excited state absorption term
KESA contains information on the formation and
decay of all excited state populations that give a
transient absorption signal. The ground-state recov-
ery term KGSR contains information on the time-
scales for return of all population to the ground state,
which will occur by radiative and nonradiative
processes. Usually the kinetics are assumed to follow
a multi-exponential law such that

KmðT; lexc;vÞ ¼
XN
j¼1

Ajðlexc;vÞ expð2t=tjÞ ½7�

where the amplitude Aj; but not the decay time
coefficient tj; of each contribution in the coupled
N-component system depends on the excitation
wavelength lexc and the signal frequency v: The
index m denotes SE, ESA, or GSR.

In order to extract meaningful physical parameters
from analysis of pump-probe data, a kinetic scheme
in the form of eqn [7] needs to be constructed, based
on a physical model to connect the decay of initially
excited state population to formation of a product
excited state and subsequent recovery of the ground-
state population. An example of such a model is
depicted in Figure 7. Here the stimulated emission
contribution to the signal is attenuated according to
the rate that state 1 goes to 2. The transient
absorption appears at that same rate and decays
according to the radiationless process 2 to 3. The rate
of ground state recovery depends on 1 to 2 to 3 to 5
and possibly pathways involving the isomer 4.

The kinetic scheme is not easily extracted from
pump-probe data because contributions from each of
KSE; KESA; and KGSR contribute additively at each
detection wavelength v; as shown in eqns [2]–[4].
Moreover, additional, wavelength-dependent, decay
or rise components may appear in the data on
ultrafast time-scales owing to the time-dependent
Stokes’ shift (the g 00ðtÞ terms indicated in eqns [4]). A
spectral shift can resemble either a decay or rise
component. In addition, the very fastest dynamics
may be hidden beneath the coherent spike. For these

reasons, simple fitting of pump-probe data usually
cannot reveal the underlying kinetic model. Instead
the data should be simulated according to eqns [3]
and [4].

Alternative strategies involve global analysis of
wavelength-resolved data to extract the kinetic
evolution of spectral features, known as ‘species
associated decay spectra’. Global analysis of data
effectively reduces the number of adjustable para-
meters in the fitting procedure and allows one to
obtain physically meaningful information by associ-
ating species with their spectra. These methods are
described in detail by Holzwarth.

List of Units and Nomenclature

ESA excited state absorption
GSR ground state recovery
SE stimulated emission
Sn nth singlet excited state
TR3 time-resolved resonance Raman
x (3) nth-order nonlinear optical susceptibility

See also

Coherent Lightwave Systems. Coherent Transients:

Ultrafast Studies of Semiconductors. Nonlinear Optics,

Applications: Raman Lasers. Optical Amplifiers:

Raman, Brillouin and Parametric Amplifiers. Scattering:

Raman Scattering. Spectroscopy: Raman Spectroscopy.

Figure 7 Free energy curves corresponding to a model for an

excited state isomerization reaction, with various contributions to

a pump-probe measurement indicated. See text for a description.

(Courtesy of Jordanides XJ and Fleming GR.)
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Introduction

Time-correlated single-photon counting, TCSPC, is
a well-established technique for the determination
of fluorescence lifetimes and related time-resolved
fluorescence properties. Since the 1980s, there have
been dramatic changes in the laser sources used for
this work, which in turn have opened up the
technique to a wide user base.

TCSPC: The Basics

In the TCSPC experiment, the sample is repeatedly
excited by a high-repetition rate, low-intensity light
source. Fluorescence from the sample is collected
and may be passed though a cut-off filter or
monochromator to remove scattered excitation
light and to select the emission wavelength. The
fluorescence is then focused onto a detector, typically
a photomultiplier (PMT) or single-photon avalanche
diode (SPAD) which detects single emitted photons.
The ‘raw’ signal from the detector fluctuates
considerably from event to event. In order to remove
any timing error that could be induced by this, the
signal is processed first by a constant fraction
discriminator (CFD) in order to provide a stable
and consistent timing pulse. This signal is used as an

input for the time-to-amplitude converter (TAC)
which determines the time interval between the
excitation of the sample and the emission of the
photon. The output from the TAC is a relatively
slow pulse whose intensity is proportional to the
time interval between the start and stop signals.
A pulse height analyzer (PHA) is used to process the
output from the TAC and increments a channel in its
memory corresponding to a time window during
which the photon was detected. As the measurement
is repeated many times over, a histogram is
constructed in the memory of the PHA, showing
the number of photons detected as a function of the
time interval. This histogram corresponds to the
fluorescence decay.

As outlined below, it is desirable to have a light
source with a moderately high repetition rate,
typically of the order of MHz. Because it is not
practical to start the TAC each time the light source
‘fires’, it is more usual to operate the TAC in the
so-called ‘reversed mode’, whereby the start signal
is derived from the detected photon and the stop is
derived from the light source. The electronic
circuitry is illustrated in Figure 1. In practice, many
researchers still use modular components that are
wired together manually, although there is increas-
ingly a tendency towards the use of single PC-based
cards which contain all the necessary discrimi-
nators, timing circuits, and data acquisition elec-
tronics. There are a number of commercial PC
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cards that contain all the timing electronics, etc.,
required for TCSPC, for example, Becker and Hickl
(Germany).

This approach to obtaining the fluorescence decay
profile can only work if the detected photons are
‘randomly selected’ from the total emission from the
sample. In practice, this means that the rate of
detection of photons should be of the order of 1% of
the excitation rate: that is, only one in a hundred
excitation pulses gives rise to a detected photon. This
histogram mirrors the fluorescence decay of the
sample convolved with the instrument response
function (IRF). The IRF is itself a convolution of the

temporal response of the optical light pulse, the optical
path in the collection optics, and the response of the
detector and ancillary electronics. Experimentally,
the IRF is usually recorded by placing a scattering
material in the spectrometer.

In principle, the decay function of the sample can
be extracted by deconvolution of the IRF from the
decay function, although in practice it is more
common to use the method of iterative re-convolution
using a model decay function(s). Thus, the exper-
imentally determined IRF is convolved with a model
decay function and parameters within the function
are systematically varied to obtain the best fit for a
specific model. The most commonly used model
assumes the decaying species to follow one or more
exponential functions (sum of exponentials) or a
distribution of exponentials. Further details regarding
the mechanics of data analysis and fitting procedures
can be found in the literature. A typical fit is
illustrated in Figure 2.

The main aim of this review is to illustrate how
recent advances in laser technology have changed the
face of TCSPC and to discuss the types of laser light
sources that are in use. The easiest way of approach-
ing this topic is to define the criteria for an ideal
light source for this experiment, and then to discuss
the ways in which new technologies are meeting
these criteria.

High Repetition Rate

A typical decay data set may contain something of the
order of 0.1–5 million ‘counts’: it is desirable to

Figure 2 The fluorescence decay of Rhodamine B in water. The sample was excited using a 397 nm pulsed laser diode (1 MHz,

,200 ps FWHM), and the emission was observed at 575 nm. Deconvolution of the IRF (dark gray trace) and observed decay (light gray

trace) with a single exponential function gave a lifetime of 1.50 ns, with a x 2R ¼ 1.07, Durbin–Watson parameter ¼ 1.78. The fitted

curve is shown overlaid in gray, and the weighted residuals are shown offset in black.

Figure 1 Schematic diagram of a TSCPC spectrometer.

Fluorescence from the sample is collected by L1, which may

also include a monochromator/wavelength selection filter. A

synchronization pulse is obtained either from the laser driver

electronics directly, or via a photodiode and second constant

fraction discriminator. The TAC is shown operating in a ‘reversed

mode’ as is normal with a high repetition rate laser source.
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acquire such a number of events in order that we can
reliably employ statistical parameters to judge the
quality of the fitted decay function(s). As stated
above, the rate of photon acquisition should be of the
order of 1% of the excitation rate in order to obtain
reliable, good-quality data. It is clear then that a high
repetition rate source is desirable in order to reduce
the overall data acquisition time. However, it is
important that the repetition rate of the source is not
too high, otherwise the data show ‘overlap’ effects,
caused by the fluorescence intensity from one
excitation pulse not completely decaying before the
next laser pulse arrives at the sample. Under these
conditions the observed fluorescence decay is per-
turbed and extraction of complex kinetic behavior
is more difficult. As a general rule of thumb, it is
recommended that the inter-pulse separation is
greater than five times the lifetime of the longest
component of the fluorescence decay. Fluorescence
lifetimes can be as long as 100 ns, indicating a
maximum repetition rate of 2 MHz, although when
investigating fluorophores with a shorter lifetime
correspondingly higher frequencies can be selected.
Clearly the ability to vary the repetition rate
according to the type of sample under investigation
is an advantage.

Short Pulse Duration

Typically the minimum lifetime that can be deter-
mined by a TCSPC spectrometer is limited by the
instrument response function: as a general rule it is
possible to extract fluorescence lifetimes of about one
tenth of the full width at half maximum (FWHM) of
the IRF by reconvolution methods. As discussed
above, the IRF is the product of a number of factors,
including the optical pulse duration, differences in
the optical path traversed by the fluorescence, the
response time of the detector, and the temporal
response of the associated timing electronics. Ideally
the excitation source should be as short as possible,
and with modern laser-based TCSPC systems, it is
usually the case that the time-response of the detector
is the limiting factor. The introduction of high-speed
microchannel plate (MCP) photomultipliers have
lead to very short IRFs, which can be ,50 ps
FWHM. When using these detectors is it essential to
keep the optical transit-time spread as low as
possible: that is, the path taken by light through a
monochromator should be independent of wave-
length and trajectory taken through the optics. Many
research groups advocate the use of a subtractive
dispersive double monochromator for this purpose.

Tunability

Early TCSPC experiments were carried out using
hydrogen- or nitrogen-filled flashlamps which pro-
duced broadband ns-duration pulses with low
repetition rates (,100 kHz). Variable wavelength
excitation is possible using these sources, but their
low intensity and low repetition rates mean that data
acquisition periods can be very long. The early
1980s saw the introduction of cavity-dumped ion
lasers and synchronously pumped mode-locked
cavity-dumped dye lasers, which provided signifi-
cantly higher repetition rates, typically up to 4 MHz,
and greater intensities. However, the TCSPC exper-
iments that could be carried out using these laser-
based sources were somewhat limited by the
wavelengths that could be generated by the argon
ion and synchronously pumped dye lasers, and their
second harmonics. The dye lasers were restricted to
the use of Rhodamine 6G as the gain medium, which
has a limited tuning range (,580–620 nm). It is
often desirable to vary the excitation wavelength as
part of a photophysical study, either as a systematic
study of the effects of excitation energy upon the
excited state behavior, or in order to optimize
excitation of a particular chromophore in a system.
To some extent in the past, the wavelengths
available from the laser systems dictated the science
that they could be used to address. The mid- to late-
1980s saw the introduction of mode-locked con-
tinuous wave (CW) Nd:YAG lasers as pump lasers
and increased number of dyes that could be
synchronously pumped, providing a broader range
of excitation wavelengths as well as increased
stability. One drawback of these complex and
often fickle laser systems was the level of expertise
and attention they required to keep their perform-
ance at its peak.

Since the 1990s, the introduction of two import-
ant new types of laser have had a significant impact
on the use of TCSPC as an investigative method.
The first is based upon the mode-locked titanium
sapphire laser which offers tuneable radiation from
the deep UV to the NIR, whilst the second series of
laser are based upon (relatively) low-cost, turn-key
solid state diode lasers. The developments and
merits of these new laser sources, which now
dominate the market for TCSPC sources, are
discussed below.

Ti-Sapphire

The discovery of the titanium doped sapphire laser
has led to a revolution in ultrafast laser sources.
Coupled with efficient diode-pumped solid state
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Nd:YAG pump lasers, this medium currently domi-
nates the entire ultrafast laser market, from high
repetition, low pulse energy systems through to
systems generating very high pulse energies at kHz
repetition rates.

Ti-sapphire is, in many respects, an ideal laser
gain medium: it has a high energy storage capacity,
it has a very broad-gain bandwidth, and it has good
thermal properties. Following the first demon-
stration of laser action in a Ti-sapphire crystal, the
CW Ti-sapphire laser was quickly commercialized.
It proved to be a remarkable new laser medium,
providing greater efficiency, with outputs of the
order of 1 W. The laser also provided an unprece-
dented broad tuning range, spanning from just
below 700 nm to 1000 nm. The most important
breakthrough for time-resolved users came in 1991,
when self-mode-locking in the medium was demon-
strated. This self-mode-locking, sometimes referred
to as Kerr-lens mode-locking, arises from the non-
linear refractive index of the material and is
implemented by simply placing an aperture within
the cavity at an appropriate point. The broad-gain
bandwidth of the medium results in very short
pulses: pulse durations of the order of tens of
femtoseconds can be routinely achieved with com-
mercial laser systems.

The mode-locked Ti-sapphire laser was quickly
seized upon and commercialized. The first generation
of systems used multiwatt CW argon ion lasers to
pump them, making the systems unwieldy and
expensive to run, but in recent years these have
been replaced by diode-pumped Nd:YAG lasers,
providing an all solid-state, ultrafast laser source.
Equally significantly, the current generation of lasers
are very efficient and do not require significant
electrical power or cooling capacity. There are several
commercial suppliers of pulsed Ti-sapphire lasers,
including Coherent and Spectra Physics.

A typical mode-locked Ti-sapphire laser provides
an 80 MHz train of pulses with a FWHM of ,100 fs,
with an average power of up to 1.5 W and are
tuneable from 700 nm to almost 1000 nm. The
relatively high peak powers associated with these
pulses means that second- or even third-harmonic
generation is relatively efficient, providing radiation
in the ranges 350–480 nm and 240–320 nm. The
output powers of the second and third harmonics far
exceeds that required for TCSPC experiments, mak-
ing them an attractive source for the study of
fluorescence lifetime measurements. The simple
mode-locked Ti-sapphire laser has some drawbacks:
the very short pulse duration provides a broad-
bandwidth excitation, the repetition rate is often
too high with an inter-pulse separation of ,12.5 ns,

and the laser does not provide continuous tuning
from the deep-UV though to the visible. Incremen-
tally, all of these points have been addressed by the
laser manufacturers.

As well as operating as a source of femtosecond
pulses, with their associated bandwidths of many
tens of nm, some modern commercial Ti-sapphire
lasers can, by adjustment of the optical path and
components, be operated in a mode that provides
picosecond pulses whilst retaining their broad
tuning curve. Under these conditions, the bandwidth
of the output is greatly reduced, making the laser
resemble a synchronously pumped mode-locked
dye laser.

As stated above, a very high repetition rate can be
undesirable if the system under study has a long
fluorescence lifetime due to the fluorescence decay
from an earlier pulse not decaying completely
before the next excitation pulse. Variation of the
repetition of output frequency can be addressed by
two means. The first is to use a pulse-picker. This is
an opto-accoustic device which is placed outside the
laser cavity. An electrical signal is applied to a
device, synchronized to the frequency of the mode-
locked laser to provide pulses at frequencies from
,4 MHz down to single-shot. The operation of a
pulse picker is somewhat inefficient, with less than
half of the original pulse energy being obtained in
the output, although output power is not usually an
issue when using these sources. More importantly,
when using pulse-pickers, it is essential to ensure
that there is no pre- or post-pulse which can lead to
artifacts in the observed fluorescence decays. The
second means of reducing the pulse duration is
cavity dumping. This is achieved by extending the
laser cavity and placing an opto-acoustic device,
known as a Bragg cell, at a beam-waist within the
cavity. When a signal is applied to the intracavity
Bragg cell, synchronized with the passage of a
mode-locked pulse though the device, a pulse of
light is extracted from the cavity. The great
advantage of cavity-dumping is that it builds up
energy within the optical cavity and when pulses are
extracted these are of a higher pulse energy than the
mode-locked laser alone. This in turn leads to more
efficient harmonic generation. This addition of the
cavity dumper system extends the laser cavity and
hence reduces the overall frequency of the mode-
locked laser to ,50 MHz, and can provide pulses at
9 MHz down to single shot.

The extension of the tuning range of the Ti-
sapphire laser has been facilitated by the introduction
of the optical parametric oscillator (OPO). In the
OPO, a short wavelength pump beam passes through
a nonlinear optical crystal and generates two tuneable
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beams of longer wavelengths. Synchronous pumping
of the OPOs with either a fs or ps Ti-sapphire laser
ensures reasonably high efficiencies. The outputs
from the OPO may be frequency doubled, with the
option of intracavity doubling enhancing the effi-
ciency still further. Using an 800 nm pump wave-
length, an OPO provides typical signal and idler
tuning ranges of 1050– .1350 nm and 2.1–3.0 mm,
respectively. The signal can be doubled to give 525–
680 nm, effectively filling the visible spectrum. The
average powers obtainable from Ti-sapphire pumped
OPOs makes them eminently suitable for TCSPC
experiments. A summary of the spectral coverage of
the Ti-sapphire laser and OPO, and low-cost solid-
state sources are illustrated in Figure 3.

An additional advantage of the Ti-sapphire laser is
the possibility of multiphoton excitation. The
combination of high average power and very short
pulse duration of a mode-locked Ti-sapphire laser
means that the peak-powers of the pulses can be very
high. Focusing the near-IR output of the laser gives
rise to exceedingly high photon densities within a
sample which can lead to the simultaneous absorp-
tion of two or more photons. This is of particular
significance when recording fluorescence lifetimes in
conjunction with a microscope, particularly when
the microscope is operated in a confocal configur-
ation. Such systems are now being used for a
derivative of TCSPC, known as fluorescence lifetime
imaging (FLM).

In summary, the Ti-sapphire laser is a very versatile
and flexible source that is well suited to the TCSPC
experiment. Off-the-shelf systems provide broad
spectral coverage and variable repetition rates.
Undoubtedly this medium will be the mainstay of
TCSPC for some time to come.

Diode Lasers

Low-power diode lasers, with outputs in the range
630–1000 nm, have been commercially available for
some time. These devices, which are normally
operated as CW sources, can be operated in a
pulsed mode, providing a high frequency train of
sub-ns pulses. However, the relatively long output
wavelengths produced by this first generation of
diode lasers severely restricted the range of chromo-
phores that could be excited and this proved to be a
limiting factor for their use as TCSPC sources.
Attempts to generate shorter wavelengths from
these NIR laser diodes by second harmonic gener-
ation (SHG), were never realized: the SHG process is
extremely inefficient due to the very low peak output
power of these lasers. Shorter wavelengths could be
obtained by pulsing conventional light-emitting
diodes (LEDs), which were commercially available
with emission wavelengths covering the visible
spectrum down to ,450 nm. However, these had
the disadvantage of exhibiting longer pulse durations
than those achievable from laser diodes and have

Figure 3 An illustration of the spectral coverage provided by currently available pulsed semiconductor lasers and LEDs, and a modern

Ti-sapphire laser and OPO. Note that the OPO’s output is frequency doubled, and the wavelengths in the range 525– , 440 nm may be

obtained by sum frequency mixing of the Ti-sapphire’s fundamental output with the output of the OPO. p denotes that there are many

long wavelength pulsed laser diodes falling in the range l . 720 nm.
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much broader emission bandwidths than a laser
source.

The introduction of violet and blue diode lasers
and UV-LEDs by the Nichia Corporation (Japan) in
the late 1990s resulted in a renewed interest in
sources utilizing these small, solid-state devices.
At least three manufacturers produce ranges of
commercial TCSPC light sources based upon pulsed
LEDs and laser diodes and can now boast a number
of pulsed laser sources in their ranges including 375,
400, 450, 473, 635, 670, and 830 nm. Currently
commercial pulsed laser diodes and LEDs are
manufactured by Jobin-Yvon IBH (UK), Picoquant
(Germany), and Hamamatso (Japan). These small,
relatively low-cost devices offer pulse durations of
,100 ps and excitation repetition rates of up to tens
of MHz making them ideally suited to ‘routine’
lifetime measurements. Although these diode laser
sources are not tunable and do not span the full
spectrum, they are complemented by pulsed LEDs
which fill the gap in the visible spectrum. Pulsed
LEDs generally have a longer pulse duration and
broader, lower intensity spectral output, but are
useful for some applications. At the time of writing
there are no diode laser sources providing wave-
lengths of ,350 nm, although Jobin-Yvon IBH (UK)
have recently announced pulsed LEDs operating at

280 nm and 340 nm. As LEDs, and possibly diode
lasers, emitting at these shorter wavelengths become
more widely available, the prospects of low running
costs and ease of use makes these semiconductor
devices an extremely attractive option for many
TCSPC experiments. Commercial TCSPC spec-
trometers based around these systems offer a
comparatively low-cost, turnkey approach to fluor-
escence lifetime based experiments, opening up what
was a highly specialized field to a much broader
range of users.

See also

Lasers: Noble Gas Ion Lasers. Light Emitting Diodes.
Ultrafast Laser Techniques: Pulse Characterization
Techniques.
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Introduction

Over the past two decades, holographic techniques
have proved to be valuable tools for investigating the
dynamics of chemical processes. The aim of this
chapter is to give an overview of the main applications
of these techniques for chemical dynamics. The basic
principle underlying the formation and the detection
of elementary transient holograms, also called transi-
ent gratings, is first presented. This is followed by a
brief description of a typical experimental setup. The
main applications of these techniques to solve
chemical problems are then discussed.

Basic Principle

The basic principle of the transient holographic
technique is illustrated in Figure 1. The sample

material is excited by two laser pulses at the same
wavelength and crossed at an angle 2upu. If the two
pump pulses have the same intensity, Ipu; the intensity
distribution at the interference region, assuming
plane waves, is

IðxÞ ¼ 2Ipu

�
1 þ cos

�
2px

L

��
½1�

where L ¼ lpu=ð2sin upuÞ is the fringe spacing, lpu is
the pump wavelength, and Ipu is the intensity of one
pump pulse.

As discussed below, there can be many types of
light–matter interactions that lead to a change in the
optical properties of the material. For a dielectric
material, they result in a spatial modulation of the
optical susceptibility and thus of the complex
refractive index, ~n: The latter distribution can be
described as a Fourier cosine series:

~nðxÞ ¼ ~n0 þ
X1

m¼1

~nm cos

�
m2px

L

�
½2�
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where ~n0 is the average value of ~n: In the absence
of saturation effects, the spatial modulation of ~n is
harmonic and the Fourier coefficients with m . 1
vanish. In this case, the peak to null variation of
the complex refractive index, D ~n; is equal to the
Fourier coefficient ~n1: The complex refractive
index can be split into its real and imaginary
components:

~n ¼ n þ iK ½3�

where n is the refractive index and K is the
attenuation constant.

The hologram created by the interaction of the
crossed pump pulses consists in periodic, one-dimen-
sional spatial modulations of n and K: Such distri-
butions are nothing but phase and amplitude
gratings, respectively. A third laser beam at the
probe wavelength, lpr; striking these gratings at
Bragg angle, uB ¼ arcsinðlpr=2LÞ; will thus be par-
tially diffracted (Figure 1b). The diffraction efficiency,
h; depends on the modulation amplitude of the
optical properties. In the limit of small diffraction

efficiency ðh , 0:01Þ; this relationship is given by

h ¼
Idif

Ipr

ø

2
4 ln 10DA

4cosuB

!2

þ

 
pdDn

lpr cos uB

!2
3
5

£ exp

 
2

ln 10A

cos uB

!
½4�

where Idif and Ipr are the diffracted and the
probe intensity respectively, d is the sample
thickness, and A ¼ 4pdK=ðl ln 10Þ is the average
absorbance.

The first and the second terms in the square bracket
describe the contribution of the amplitude and phase
gratings respectively, and the exponential term
accounts for the reabsorption of the diffracted beam
by the sample.

The main processes responsible for the variation of
the optical properties of an isotropic dielectric
material are summarized in Figure 2.

The modulation of the absorbance, DA; is essen-
tially due to the photoinduced concentration change,

Figure 1 Principle of the transient grating technique: (a) grating formation (pumping), (b) grating detection (probing).

Figure 2 Classification of the possible contributions to a transient grating signal.
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DC; of the different chemical species i (excited state,
photoproduct, …):

DAðlprÞ ¼
X

i

1iðlprÞDCi ½5�

where 1i is the absorption coefficient of the species i:
The variation of the refractive index, Dn; has

several origins and can be expressed as

Dn ¼ DnK þ Dnp þ Dnd ½6�

DnK is the variation of refractive index due to the
optical Kerr effect (OKE). This nonresonant inter-
action results in an electronic polarization (electronic
OKE) and/or in a nuclear reorientation of the
molecules (nuclear OKE) along the direction of the
electric field associated with the pump pulses. As a
consequence, a transient birefringence is created in
the material. This effect is usually discussed within
the framework of nonlinear optics in terms of
intensity dependent refractive index or third order
nonlinear susceptibility. Electronic OKE occurs in
any dielectric material under sufficiently high light
intensity. On the other hand, nuclear OKE is mostly
observed in liquids and gases and depends strongly on
the molecular shape.

Dnp is the change of refractive index related to
population changes. Its magnitude and wavelength
dependence can be obtained by Kramers–Kronig
transformation of DAðlÞ or DKðlÞ:

DnpðlÞ ¼
1

2p 2

ð1

0

DKðl0Þ

1 2 ðl0=lÞ2
dl0 ½7�

Dnd is the change of refractive index associated with
density changes. Density phase gratings can have
essentially three origins:

Dnd ¼ Dnt
d þ Dnv

d þ Dne
d ½8�

Dnt
d is related to the temperature-induced change of

density. If a fraction of the excitation energy is
converted into heat, through a nonradiative tran-
sition or an exothermic process, the temperature
becomes spatially modulated. This results in a
variation of density, hence to a modulation of
refractive index with amplitude Dnt

d: Most of the
temperature dependence of n originates from the
density. The temperature-induced variation of n at
constant density is much smaller than Dnt

d:

Dnv
d is related to the variation of volume upon

population changes. This volume comprises not only
the reactant and product molecules but also their
environment. For example, in the case of a photo-
dissociation, the volume of the product is larger than

that of the reactant and a positive volume change can
be expected. This will lead to a decrease of the density
and to a negative Dnv

d:

Finally, Dne
d is related to electrostriction in the

sample by the electric field of the pump pulses.
Like OKE, this is a nonresonant process that also
contributes to the intensity dependent refractive
index. Electrostriction leads to material com-
pression in the regions of high electric field
strength. The periodic compression is accompanied
by the generation of two counterpropagating
acoustic waves with wave vectors, ~kac ¼ ^ð2p=LÞ~i;
where ~i is the unit vector along the modulation
axis. The interference of these acoustic waves leads
to a temporal modulation of Dne

d at the acoustic
frequency y ac; with 2py ac ¼ kacvs; vs being the
speed of sound. As Dne

d oscillates between negative
and positive values, the diffracted intensity, which
is proportional to ðDne

dÞ
2; shows at temporal

oscillation at twice the acoustic frequency. In
most cases, Dne

d is weak and can be neglected if
the pump pulses are within an absorption band of
the sample.

The modulation amplitudes of absorbance and
refractive index are not constant in time and their
temporal behavior depends on various dynamic
processes in the sample. The whole point of the
transient grating techniques is precisely the measure-
ment of the diffracted intensity as a function of time
after excitation to deduce dynamic information on
the system.

In the following, we will show that the various
processes shown in Figure 2, that give rise to a
diffracted signal, can in principle be separated by
choosing appropriate experimental parameters, such
as the timescale, the probe wavelength, the polari-
zation of the four beams, or the crossing angle.

Experimental Setup

A typical experimental arrangement for pump–
probe transient grating measurements is shown
in Figure 3. The laser output pulses are split in
three parts. Two parts of equal intensity are used as

Figure 3 Schematic of a transient grating setup with pump–

probe detection.
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pump pulses and are crossed in the sample. In order
to ensure time coincidence, one pump pulse travels
along an adjustable optical delay line. The third
part, which is used for probing, can be frequency
converted using a dye laser, a nonlinear crystal, a
Raman shifter, or white light continuum generation.
The probe pulse is sent along a motorized optical
delay line before striking the sample at the Bragg
angle. There are several possible beam configur-
ations for transient grating and the two most used
are illustrated in Figure 4. When the probe and
pump pulses are at different wavelengths, they can
be in the same plane of incidence as shown in
Figure 4a. However, if the pump and probe
wavelengths are the same, the folded boxcars
geometry shown in Figure 4b has to be used. The
transient grating technique is background free and
the diffracted signal propagates in a well-defined
direction. In a pump–probe experiment, the dif-
fracted signal intensity is measured as a function of
the time delay between the pump and probe pulses.
Such a setup can be used to probe dynamic
processes occurring in timescales going from a few
fs to a few ns, the time resolution depending
essentially on the duration of the pump and probe
pulses. For slower processes, the grating dynamics
can be probed in real time with a cw laser beam
and a fast photodetector.

Applications

The Transient Density Phase Grating Technique

If the grating is probed at a wavelength far from
any absorption band, the variation of absorbance,
DAðlprÞ; is zero and the corresponding change of
refractive index, DnpðlprÞ; is negligibly small. In this
case, eqn [4] simplifies to

h ø

 
pd

lpr cos uB

!2

£Dn2
d ½9�

In principle, the diffracted signal may also
contain contributions from the optical Kerr effect,
DnK; but we will assume here that this non-resonant

and ultrafast response is negligibly small. The
density change can originate from both heat
releasing processes and volume differences between
the products and reactants, the former contribution
usually being much larger than the latter. Even if
the heat releasing process is instantaneous, the
risetime of the density grating is limited by thermal
expansion. This expansion is accompanied by the
generation of two counterpropagating acoustic
waves with wave vectors, ~kac ¼ ^ð2p=LÞ~i: One can
distinguish two density gratings: 1) a diffusive
density grating, which reproduces the spatial
distribution of temperature and which decays by
thermal diffusion; and 2) an acoustic density grating
originating from the standing acoustic wave and
whose amplitude oscillates at the acoustic frequency
y ac:

The amplitudes of these two gratings are equal but
of opposite sign. Consequently, the time dependence
of the modulation amplitude of the density phase
grating is given by

DndðtÞ ¼

 
bQ

rCv

þ DV

!
r

 
›n

›r

!
RðtÞ ½10a�

with

RðtÞ ¼ 1 2 cosð2py actÞ £ expð2aacvstÞ ½10b�

where r;b;Cv; and aac are the density, the volume
expansion coefficient, the heat capacity, and the
acoustic attenuation constant of the medium,
respectively, Q is the amount of heat deposited
during the photoinduced process, and DV is the
corresponding volume change. As the standing
acoustic wave oscillates, its corresponding density
grating interferes with the diffusive density grating.
Therefore, the total modulation amplitude of the
density and thus Dnd exhibits the oscillation at y ac:

Figure 5 shows the time profile of the diffracted

Figure 4 Beam geometry for transient grating: (a) in plane;

(b) boxcars.

Figure 5 Time profile of the diffracted intensity measured with a

solution of malachite green after excitation with two pulses with

close to counterpropagating geometry.
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intensity measured with a solution of malachite
green. After excitation to the S1 state, this dye
relaxes nonradiatively to the ground state in a few
ps. For this measurement, the sample solution was
excited with two 30 ps laser pulses at 532 nm
crossed with an angle close to 1808. The continu-
ous line is the best fit of eqns [9] and [10]. The
damping of the oscillation is due to acoustic
attenuation. After complete damping, the remain-
ing diffracted signal is due to the diffusive density
grating only.

RðtÞ can be considered as the response function of
the sample to a prompt heat release and/or volume
change. If these processes are not instantaneous
compared to an acoustic period ðtac ¼ y21

ac Þ; the
acoustic waves are not created impulsively and the
time dependence of Dnd is

DndðtÞ ¼

 
bQ

rCv
þ DV

!
r

 
›n

›r

!
FðtÞ ½11a�

with

FðtÞ ¼
ðt

21
Rðt 2 t0Þ · f ðt0Þdt0 ½11b�

where f ðtÞ is a normalized function describing the
time evolution of the temperature and/or volume
change. In many cases, f ðtÞ ¼ expð2krtÞ; kr being
the rate constant of the process responsible for the
change. Figure 6 shows the time profile of the
diffracted intensity calculated with eqns [9] and [11]
for different values of kr:

If several processes take place, the total change of
refractive index is the sum of the changes due to the
individual processes. In this case, Dnd should be

expressed as

DndðtÞ ¼
X

i

 
bQi

rCv

þ DVi

!
r

 
›n

›r

!
FiðtÞ ½12�

The separation of the thermal and volume contri-
butions to the diffracted signal is problematic.
Several approaches have been proposed, the most
used being the measurement in a series of solvents
with different expansion coefficient b. This method
requires that the other solvent properties like
refractive index, dielectric constant, or viscosity, are
constant or that the energetics of the system
investigated does not depend on them. This separa-
tion is easier when working with water because its b
value vanishes at 4 8C. At this temperature, the
density variations are due to the volume changes only.

The above equations describe the growth of the
density phase grating. However, this grating is not
permanent and decays through diffusive processes.
The phase grating originating from thermal expan-
sion decays via thermal diffusion with a rate constant
kth given by

kth ¼ Dth

�
2p

L

�2

½13�

where Dth is the thermal diffusivity. Table 1 shows kth

values in acetonitrile for different crossing angles.
The decay of the phase grating originating from

volume changes depends on the dynamics of the
population responsible for DV (vide infra).

Time resolved optical calorimetry
A major application of the density phase grating in
chemistry is the investigation of the energetics of
photo-induced processes. The great advantage of
this technique over other optical calorimetric
methods, like the thermal lens or the photoacoustic
spectroscopy, is its superior time resolution. The
time constant of the fastest heat releasing process
that can be time resolved with this technique is of
the order of the acoustic period. The shortest
acoustic period is achieved when forming the
grating with two counterpropagating pump pulses
ð2upu ¼ 1808Þ: In this case the fringe spacing is

Figure 6 Time profiles of the diffracted intensity calculated

using eqns [9] and [11] with various kr values.

Table 1 Fringe spacing, L, acoustic frequency, nac ; thermal

diffusion rate constant, ktr , for various crossing angles of the pump

pulses, 2 upu ; at 355 nm and in acetonitrile

2 upu L (mm) yac (s21) kth (s21)

0.58 40.7 3.2 £ 107 4.7 £ 103

508 0.42 3.1 £ 109 4.5 £ 107

1808 0.13 9.7 £ 109 4.7 £ 108
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L ¼ lpu=2n and, with UV pump pulses, an acoustic
period of the order of 100 ps can be obtained in a
typical organic solvent.

For example, Figure 7a shows the energy
diagram for a photoinduced electron transfer (ET)
reaction between benzophenone (BP) and an elec-
tron donor (D) in a polar solvent. Upon excitation
at 355 nm, 1BPp undergoes intersystem-crossing
(ISC) to 3BPp with a time constant of about 10 ps.

After diffusional encounter with the electron donor,
ET takes place and a pair of ions is generated. With
this system, the whole energy of the 355 nm photon
ðE ¼ 3:49 eVÞ is converted into heat. The different
heat releasing processes can be differentiated
according to their timescale. The vibrational relax-
ation to 1BPp and the ensuing ISC to 3BPp induces
an ultrafast release of 0.49 eV as heat. With donor
concentrations of the order of 0.1 M, the heat
deposition process due to the electron transfer is
typically in the ns range. Finally, the recombination
of the ions produces a heat release in the
microsecond timescale. Figure 7b shows the time
profile of the diffracted intensity measured after
excitation at 355 nm of BP with 0.05 M D in
acetonitrile. The 30 ps pump pulses were crossed
at 278 ðtac ¼ 565 psÞ and the 10 ps probe pulses
were at 590 nm. The oscillatory behavior is due to
the ultrafast heat released upon formation of 3BPp,
while the slow dc rise is caused by the heat
dissipated upon ET. As the amount of energy
released in the ultrafast process is known, the
energy released upon ET can be determined by
comparing the amplitudes of the fast and slow
components of the time profile. The energetics as
well as the dynamics of the photoinduced ET
process can thus be determined. Figure 7c shows
the decay of the diffracted intensity due to the
washing out of the grating by thermal diffusion. As
both the acoustic frequency and the thermal
diffusion depends on the grating wavevector, the
experimental time window in which a heat releasing
process can be measured, depends mainly on the
crossing angle of the pump pulses as shown in
Table 1.

Determination of material properties
Another important application of the transient
density phase grating technique is the investigation
of material properties. Acoustics waves of various
frequencies, depending on the pump wavelength and
crossing angle, can be generated without physical
contact with the sample. Therefore, acoustic proper-
ties, such as the speed of sound and the acoustic
attenuation of the material, can be easily obtained
from the frequency and the damping of the oscillation
of the transient grating signal.

Similarly, the optoelastic constant of a material,
r›n=›r; can be determined from the amplitude of
the signal (see eqn [11]). This is done by comp-
aring the signal amplitude of the material under
investigation with that obtained with a known
standard.

Finally, the thermal diffusivity, Dth; can be easily
obtained from the decay of the thermal density

Figure 7 (a) Energy diagram of the states involved in the photo-

induced electron transfer reaction between benzophenone (BP)

and an electron donor (D) (VR: vibrational relaxation, ISC:

intersystem crossing; ET: electron transfer; REC: charge

recombination). (b) Time profile of the diffracted intensity

measured at 590 nm after excitation at 355 nm of a solution of

BP and 0.05 M D. (c) Same as (b) but measured at 1064 nm with a

cw laser.
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phase grating, such as that shown in Figure 7c.
This technique can be used with a large variety
of bulk materials as well as films, surfaces and
interfaces.

Investigation of Population Dynamics

The dynamic properties of a photogenerated species
can be investigated by using a probe wavelength
within its absorption or dispersion spectrum. As
shown by eqn [4], either DA or Dnp has to be different
from zero. For this application, DnK and Dnd should
ideally be equal to zero. Unless working with
ultrashort pulses ð, 1 psÞ and a weakly absorbing
sample, DnK can be neglected. Practically, it is almost
impossible to find a sample system for which some
fraction of the energy absorbed as light is not released
as heat. However, by using a sufficiently small
crossing angle of the pump pulses, the formation of
the density phase grating, which depends on the
acoustic period, can take as much as 30 to 40 ns.
In this case, Dnd is negligible during the first few ns
after excitation and the diffracted intensity is due to
the population grating only:

Idif ðtÞ /
X

i

DC2
i ðtÞ ½14�

where DCi is the modulation amplitude of the
concentration of every species i whose absorption
and/or dispersion spectrum overlaps with the probe
wavelength.

The temporal variation of DCi can be due either
to the dynamics of the species i in the illuminated
grating fringes or to processes taking place between
the fringes, such as translational diffusion, exci-
tation transport, and charge diffusion. In liquids,
the decay of the population grating by translational
diffusion is slow and occurs in the microsecond to
millisecond timescale, depending on the fringe
spacing. As thermal diffusion is typically hundred
times faster, eqn [14] is again valid in this long
timescale. Therefore if the population dynamics is
very slow, the translational diffusion coefficient of a
chemical species can be obtained by measuring the
decay of the diffracted intensity as a function of the
fringe spacing. This procedure has also been used to
determine the temperature of flames. In this case
however, the decay of the population grating by
translational diffusion occurs typically in the sub-ns
timescale.

In the condensed phase, these interfringe processes
are of minor importance when measuring the
diffracted intensity in the short timescale, i.e., before
the formation of the density phase grating. In this

case, the transient grating technique is similar to
transient absorption, and it thus allows the measure-
ment of population dynamics. However, because
holographic detection is background free, it is at
least a hundred times more sensitive than transient
absorption.

The population gratings are usually probed with
monochromatic laser pulses. This procedure is well
suited for simple photoinduced processes, such as
the decay of an excited state population to the
ground state. For example, Figure 8 shows the
decay of the diffracted intensity at 532 nm
measured after excitation of a cyanine dye at the
same wavelength. These dynamics correspond to the
ground state recovery of the dye by non-radiative
deactivation of the first singlet excited state. Because
the diffracted intensity is proportional to the square of
the concentration changes (see eqn [14]), its decay
time is twice as short as the ground state recovery
time. If the reaction is more complex, or if several
intermediates are involved, the population grating has
to be probed at several wavelengths. Instead of
repeating many single wavelength experiments, it is
preferable to perform multiplex transient grating. In
this case, the grating is probed by white light pulses
generated by focusing high intensity fs or ps laser
pulses in a dispersive medium. If the crossing angle of
the pump pulses is small enough (, 18), the Bragg
angle for probing is almost independent on the
wavelength. A transient grating spectrum is obtained
by dispersing the diffracted signal in a spectrograph.
This spectrum consists in the sum of the square of the
transient absorption and transient dispersion spectra.
Practically, it is very similar to a transient
absorption spectrum, but with a much superior
signal to noise ratio. Figure 9 shows the transient
grating spectra measured at various time delays after
excitation of a solution of chloranil (CA) and

Figure 8 Time profile of the diffracted intensity at 532 nm

measured after excitation at the same wavelength of a cyanine

dye (inset) in solution and best fit assuming exponential ground

state recovery.
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methylnaphthalene (MNA) in acetonitrile. The reac-
tion that takes place is

3CAp · MNA!
diffusion

ð3CAp · MNAÞ!
ET

3ðCA2 · MNAþÞ!
MNA 3ðCA2 · MNAþÞ

After its formation upon ultrafast ISC, 3CAp, which
absorbs around 510 nm, decays upon ET with MNA
to generate CA2(450 nm) and MNAþ (690 nm). The
ion pair reacts further with a second MNA molecule
to form the dimer cation (580 nm).

The time profile of the diffracted intensity reflects
the population dynamics as long as these populations
follow first- or pseudo-first order kinetics. Higher
order kinetics leads to inharmonic gratings and in this
case the time dependence of the diffracted intensity is
no longer a direct measure of the population
dynamics.

Polarization Selective Transient Grating

In the above applications, the selection between the
different contributions to the diffracted signal was
essentially made by choosing the probe wavelength
and the crossing angle of the pump pulses.
However, this approach is not always sufficient.

Another important parameter is the polarization of
the four waves involved in a transient grating
experiment. For example, when measuring popu-
lation dynamics, the polarization of the probe
beam has to be at magic angle (54.78) relatively to
that of the pump pulses. This ensures that the
observed time profiles are not distorted by the
decay of the orientational anisotropy of the species
created by the polarized pump pulses.

The magnitude of DA and Dn depends on the pump
pulses intensity, and therefore the diffracted intensity
can be expressed by using the formalism of nonlinear
optics:

Idif ðtÞ ¼ C
ðþ1

21
dt Iprðt 2 t00Þ

£

"ðt

21
dt0lRijklðt

00 2 t0ÞlIpuðt
0Þ

#2

½15�

where C is a constant and Rijkl is an element of the
fourth rank tensor R describing the nonlinear
response of the material to the applied optical fields.
In isotropic media, this tensor has only 21 nonzero
elements, which are related as follows:

R1111 ¼ R1122 þ R1212 þ R1221 ½16�

where the subscripts are the Cartesian coordinates.
Going from right to left, they design the direction of
polarization of the pump, probe, and signal pulses.
The remaining elements can be obtained by permu-
tation of these indices ðR1122 ¼ R1133 ¼ R2211 ¼ …Þ:

In a conventional transient grating experiment, the
two pump pulses are at the same frequency and are
time coincident and therefore their indices can be
interchanged. In this case, R1212 ¼ R1221 and the
number of independent tensor elements is further
reduced:

R1111 ¼ R1122 þ 2R1212 ½17�

The tensor R can be decomposed into four tensors
according to the origin of the sample response:
population and density changes, electronic and
nuclear optical Kerr effects:

R ¼ RðpÞ þ RðdÞ þ RðK; eÞ þ RðK;nÞ ½18�

As they describe different phenomena, these tensors
do not have the same symmetry properties. There-
fore, the various contributions to the diffracted
intensity can, in some cases, be measured selectively
by choosing the appropriate polarization of the four
waves.

Table 2 shows the relative amplitude of the most
important elements of these four tensors.

Figure 9 Transient grating spectra obtained at various time

delays after excitation at 355 nm of a solution of chloranil and

0.25 M methylnaphthalene (a): from top to bottom: 60, 100, 180,

260, 330 and 600 ps; (b): from top to bottom: 100, 400, 750, 1100,

1500 ps).
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The tensor RðpÞ depends on the polarization
anisotropy of the sample, r; created by excitation
with polarized pump pulses:

rðtÞ ¼
NkðtÞ2 N’ðtÞ

NkðtÞ þ 2N’ðtÞ
¼

2

5
P2½cosðgÞ�expð2kretÞ

½19�

where Nk and N’ are the number of molecules
with the transition dipole oriented parallel and
perpendicular to the polarization of the probe
pulse, respectively, g is the angle between the
transition dipoles involved in the pump and
probe processes, P2 is the second Legendre poly-
nomial, and kre is the rate constant for the reori-
entation of the transition dipole, for example, by
rotational diffusion of the molecule or by energy
hopping.

The table shows that R1212ðdÞ ¼ 0; i.e., the
contribution of the density grating can be elimi-
nated with the set of polarization ð08;908;08; 908Þ;
the so-called crossed grating geometry. In this
geometry, the two pump pulses have orthogonal
polarization, the polarization of the probe pulse is
parallel to that of one pump pulse and the
polarization component of the signal that is
orthogonal to the polarization of the probe pulse
is measured. In this geometry, R1212ðpÞ is nonzero as
long as there is some polarization anisotropy, ðr –
0Þ: In this case, the diffracted intensity is

Idif ðtÞ / lR1212ðpÞl
2
/ ½DCðtÞ £ rðtÞ�2 ½20�

The crossed grating technique can thus be used to
investigate the reorientational dynamics of mol-
ecules, through rðtÞ; especially when the dynamics
of r is faster than that of DC: For example,
Figure 10 shows the time profile of the diffracted
intensity measured in the crossed grating geometry
with rhodamine 6G in ethanol. The decay is due to
the reorientation of the molecule by rotational

diffusion, the excited lifetime of rhodamine being
about 4 ns.

On the other hand, if the decay of r is slower than
that of DC; the crossed grating geometry can be
used to measure the population dynamics without
any interference from the density phase grating.
For example, Figure 11 shows the time profile of
the diffracted intensity after excitation of a suspen-
sion of TiO2 particles in water. The upper profile
was measured with the set of polarization
ð08;08;08; 08Þ and thus reflects the time dependence
of R1111ðpÞ and R1111ðdÞ. R1111ðpÞ is due to the
trapped electron population, which decays by
charge recombination, and R1111ðdÞ is due to the
heat dissipated upon both charge separation and
recombination. The lower time profile was
measured in the crossed grating geometry and thus
reflects the time dependence of R1212 and in
particular that of R1212ðpÞ:

Each contribution to the signal can be selectively
eliminated by using the set of geometry ðz; 458;08;08Þ
where the value of the ‘magic angle’ z for each

Figure 10 Time profile of the diffracted intensity measured

with a solution of rhodamine 6G with crossed grating geometry.

Table 2 Relative value of the most important elements of the

response tensors Rði Þ and polarization angle z of the signal beam,

where the contribution of the corresponding process vanishes for

the set of polarization ðz;458; 08; 08Þ:

Process R1111 R1122 R1212 z

Electronic OKE 1 1/3 1/3 271.68

Nuclear OKE 1 21/2 3/4 63.48

Density 1 1 0 2458

Population:

g ¼ 08 1 1/3 1/3 271.68

g ¼ 908 1 2 21/2 226.68

No correlation: r ¼ 0 1 1 0 2458

Figure 11 Time profiles of the diffracted intensity after

excitation at 355 nm of a suspension of TiO2 particles in water

and using different set of polarization of the four beams.

CHEMICAL APPLICATIONS OF LASERS / Transient Holographic Grating Techniques in Chemical Dynamics 81



contribution is listed in Table 2. This approach
allows for example the nuclear and electronic
contributions to the optical Kerr effect to be
measured separately.

Concluding Remarks

The transient grating techniques offer a large
variety of applications for investigating the
dynamics of chemical processes. We have only
discussed the cases where the pump pulses are time
coincident and at the same wavelength. Excitation
with pump pulses at different wavelengths results
to a moving grating. The well-known CARS
spectroscopy is such a moving grating technique.
Finally, the three pulse photon echo can be
considered as a special case of transient grating
where the sample is excited by two pump pulses,
which are at the same wavelength but are not
time coincident.

List of Units and Nomenclature

C concentration [mol L21]
Cv heat capacity [J K21 kg21]
d sample thickness [m]
Dth thermal diffusivity [m2 s21]
Idif diffracted intensity [W m22]
Ipr intensity of the probe pulse [W m22]
Ipu intensity of a pump pulse [W m22]
~kac acoustic wavevector [m21]
kr rate constant of a heat releasing process

[s21]
kre rate constant of reorientation [s21]
kth rate constant of thermal diffusion [s21]
K attenuation constant
n refractive index
~n complex refractive index
N number of molecule per unit volume

[m23]
r polarization anisotropy
R fourth rank response tensor [m2 V22]
vs speed of sound [m s21]
V volume [m3]
aac acoustic attenuation constant [m21]
b cubic volume expansion coefficient [K21]
g angle between transition dipoles
L fringe spacing [m]
Dnd variation of refractive index due to density

changes
Dne

d Dnd due to electrostriction
DnK variation of refractive index due to optical

Kerr effect
Dnp

d Dnd due to volume changes

Dnp variation of refractive index due to popu-
lation changes

Dnt
d Dnd due to temperature changes

Dx peak to null variation of the parameter x
1 molar decadic absorption coefficient

[cm L mol21]
z angle of polarization of the diffracted

signal
h diffraction efficiency
uB Bragg angle (angle of incidence of the

probe pulse)
upu angle of incidence of a pump pulse
lpr probe wavelength [m]
lpu pump wavelength [m]
r density [kg m23]
tac acoustic period [s]
y ac acoustic frequency [s21]
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cross-sectional area 104 times and dispersed the beam
across it. The CPA technique makes it possible to use
conventional laser amplifiers and to stay below the
onset of nonlinear effects.

See also

Diffraction: Diffraction Gratings. Ultrafast Laser
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Introduction

Coherence refers to the characteristic of a wave that
indicates whether different parts of the wave oscillate
in tandem, or in a definite phase relationship. In other
words, it refers to the degree of confidence by which
one can predict the amplitude and phase of a wave at
a point, from the knowledge of these at another point
at the same or a different instant of time. Emission
from a thermal source, such as a light bulb, is a highly
disordered process and the emitted light is incoherent.
A well-stabilized laser source, on the other hand,
generates light in a highly ordered manner and the
emitted light is highly coherent. Incoherent and
coherent light represent two extreme cases. While
describing the phenomena of physical optics and
diffraction theory, light is assumed to be perfectly
coherent in both spatial as well as temporal senses,
whereas in radiometry it is generally assumed to be
incoherent. However, practical light sources and the
fields generated by them are in between the two
extremes and are termed as partially coherent sources
and fields. The degree of order that exists in an optical
field produced by a source of any kind may be
described in terms of various correlation functions.
These correlation functions are the basic theoretical

tools for the analyses of statistical properties of
partially coherent light fields.

Light fields generated from real physical sources
fluctuate randomly to some extent. On a microscopic
level quantum mechanical fluctuations produce ran-
domness and on macroscopic level the randomness
occurs as a consequence of these microscopic
fluctuations, even in free space. In real physical
sources, spontaneous emission causes random fluctu-
ations and even in the case of lasers, spontaneous
emission cannot be suppressed completely. In
addition to spontaneous emission, there are many
other processes that give rise to random fluctuations
of light fields. Optical coherence theory was devel-
oped to describe the random nature of light and it
deals with the statistical similarity between light
fluctuations at two (or more) space–time points.

As mentioned earlier, in developing the theory
of interference or diffraction, light is assumed to be
perfectly coherent, or, in other words, it is taken to be
monochromatic and sinusoidal for all times. This is,
however, an idealization since the wave is obviously
generated at some point of time by an atomic or
molecular transition. Furthermore, a wavetrain gen-
erated by such a transition is of a finite duration,
which is related to the finite lifetime of the atomic or
molecular levels involved in the transition. Thus, any
wave emanating from a source is an ensemble of a
large number of such wavetrains of finite duration,
say tc: A simplified visualization of such an ensemble
is shown in Figure 1 where a wave is shown as a series
of wavetrains of duration tc: It is evident from the
figure that the fields at time t and t þ Dt will have a
definite phase relationship if Dt p tc and will have no
or negligible phase relationship when Dt q tc: The
time tc is known as the coherence time of the

84 COHERENCE / Overview



radiation and the field is said to remain coherent for
time , tc: This property of waves is referred to as the
time coherence or the temporal coherence and is
related to the spectral purity of the radiation. If one
obtains the spectrum of the wave shown in Figure 1
by taking the Fourier transform of the time variation,
it would have a width of Dn around n0 which is the
frequency of the sinusoidal variation of individual
wavetrains. The spectral width Dn is related to the
coherence time as

Dn , 1=tc ½1�

For thermal sources such as a sodium lamp,
tc , 100 ps, whereas for a laser beam it could be as
large as a few milliseconds. A related quantity is the
coherence length lc; which is the distance covered by
the wave in time tc;

lc ¼ ctc ,
c

Dn
¼

l2
0

Dl
½2�

where l0 is the central wavelength ðl0 ¼ c=n0Þ and
Dl is the wavelength spread corresponding to the
spectral width Dn: In a two-beam interference
experiment (e.g., Michelson interferometer,
Figure 2), the interfering beam derived from the
same source will produce good interference fringes if
the path difference between the two interfering beams
is less than the coherence length of the radiation given
out by the source.

It must be added here that for the real fields,
generated by innumerable atoms or molecules, the
individual wavetrains have different lengths around
an average value tc: Furthermore, several wavetrains
in general are propagating simultaneously, overlap-
ping in space and time, to produce an ensemble whose
properties are best understood in a statistical sense as
we shall see in later sections.

Another type of coherence associated with the
fields is the space coherence or the spatial coherence,
which is related to the size of the source of radiation.
It is evident that when the source is an ideal point
source, the field at any two points (within the
coherence length) would have definite phase relation-
ship. However, the field from a thermal source of
finite area S can be thought as resultant of the fields

from each point on the source. Since each point
source would usually be independent of the other, the
phase relationship between the fields at any two
points would depend on their position and size of the
source. It can be shown that two points will have a
strong phase relationship if they lie within the solid
angle DV from the source (Figure 3) such that

DV ,
l2

0

S
½3�

Thus, on a plane R distance away from the source,
one can define an area Ac ¼ R2DV over which the
field remains spatially coherent. This area Ac is called
the coherence area of the radiation and its square root
is sometimes referred to as the transverse coherence
length. It is trivial to show that

Ac ,
l2

0

DVS

½4�

where DVS is the solid angle subtended by the source
on the plane at which the coherence area is defined.
In Young’s double-hole experiment, if the two
pinholes lie within the coherence area of the radiation
from the primary source, good contrast in fringes
would be observed.

Combining the concepts of coherence length and
the coherence area, one can define a coherence
volume as Vc ¼ Aclc: For the wavefield from a
thermal source, this volume represents that portion
of the space in which the field is coherent and any

Figure 1 Typical variation of the radiation field with time. The

coherence time , tc:

Figure 2 Michelson interferometer to study the temporal

coherence of radiation from source S; M1 and M2 are mirrors

and BS is a 50%–50% beamsplitter.
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interference produced using the radiation from points
within this volume will produce fringes of good
contrast.

Mathematical Description
of Coherence

Analytical Field Representation

Coherence properties associated with fields are best
analyzed in terms of complex representation for
optical fields. Let the real function VðrÞðr; tÞ represent
the scalar field, which could be one of the transverse
Cartesian components of the electric field associated
with the electromagnetic wave. One can then define a
complex analytical signal Vðr; tÞ such that

VðrÞðr; tÞ ¼ Re½Vðr; tÞ�;
½5�

Vðr; tÞ ¼
ð1

0

~VðrÞðr; nÞe22pint dn

where the spectrum ~VðrÞðr; nÞ is the Fourier transform
of the scalar field VðrÞðr; tÞ and the spectrum for
negative frequencies has been suppressed as it does
not give any new information since ~VðrÞp ðr; nÞ ¼
~VðrÞðr;2nÞ:

In general, the radiation from a quasi-monochro-
matic thermal source fluctuates randomly as it is
made of a large number of mutually independent
contributions from individual atoms or molecules in
the source. The field from such a source can be
regarded as an ensemble of a large number of
randomly different analytical signals such as Vðr; tÞ:

In other words, Vðr; tÞ is a typical member of an
ensemble, which is the result of a random process
representing the radiation from a quasi-monochro-
matic source. This process is assumed to be stationary
and ergodic so that the ensemble average is equal to
the time average of a typical member of the ensemble
and that the origin of time is unimportant. Thus, the
quantities of interest in the theory of coherence are
defined as time averages:

kf ðtÞl ¼ Lim
T!1

1

2T

ðT

2T
f ðtÞdt ½6�

Mutual Coherence

In order to define the mutual coherence, the key
concept in the theory of coherence, we consider
Young’s interference experiment, as shown in
Figure 4, where the radiation from a broad source
of size S is illuminating a screen with two pinholes
P1 and P2: The light emerging from the two
pinholes produces interference, which is observed
on another screen at a distance R from the first
screen. The field at point P; due to the pinholes,
would be K1Vðr1; t 2 t1Þ and K2Vðr2; t 2 t2Þ respect-
ively, where r1 and r2 define the positions of P1 and
P2; t1 and t2 are the times taken by the light to
travel to P from P1 and P2; and K1 and K2 are
imaginary constants that depend on the geometry
and size of the respective pinhole and its distance
from the point P: Thus, the resultant field at point P
would be given by

Vðr; tÞ ¼ K1Vðr1; t 2 t1Þ þ K2Vðr2; t 2 t2Þ ½7�

Since the optical periods are extremely small as
compared to the response time of a detector, the
detector placed at point P will record only the time-
averaged intensity:

IðPÞ ¼ kVpðr; tÞVðr; tÞl ½8�

Figure 3 Spatial coherence and coherence area.

Figure 4 Schematic of Young’s double-hole experiment.
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where some constants have been ignored. With
eqn [7], the intensity at point P would be given by

IðPÞ ¼ I1 þ I2 þ2 Re{K1Kp
2Gðr1;r2; t2 t1;t2 t2Þ} ½9�

where I1 and I2 are the intensities at point P;
respectively, due to radiations from pinholes P1 and
P2 independently (defined as Ii ¼ klKiVðri;tÞl

2l) and

Gðr1;r2; t2 t1;t2 t2Þ; Gðr1;r2;tÞ

¼ kVpðr1; tÞVðr2; tþ tÞl ½10�

is the mutual coherence function of the fields at P1

and P2; and it depends on the time difference
t¼ t2 2 t1; since the random process is assumed to
be stationary. This function is also sometimes
denoted by G12ðtÞ: The function GiiðtÞ;Gðri;ri;tÞ

defines the self-coherence of the light from the
pinhole at Pi; and lKil

2
Giið0Þ defines the intensity Ii

at point P; due to the light from pinhole Pi:

Degree of Coherence and the Visibility
of Interference Fringes

One can define a normalized form of the mutual
coherence function, namely:

g12ðtÞ ; gðr1; r2; tÞ ¼
G12ðtÞffiffiffiffiffiffiffiffi

G11ð0Þ
p ffiffiffiffiffiffiffiffi

G22ð0Þ
p

¼
kVpðr1; tÞVðr2; t þ tÞl

½klVðr1; tÞl
2lklVðr2; tÞl

2l�1=2
½11�

which is called the complex degree of coherence. It
can be shown that 0 # lg12ðtÞl # 1: The intensity at
point P; given by eqn [9], can now be written as

IðPÞ ¼ I1 þ I2 þ 2
ffiffiffiffiffi
I1I2

p
Re
�
g
�
r1; r2; t

��
½12�

Expressing g ðr1; r2; tÞ as

g ðr1; r2; tÞ ¼ lg ðr1; r2; tÞl exp
�
iaðr1; r2; tÞ2 2pin0t

�
½13�

where að~r1; ~r2; tÞ ¼ arg½gð~r1; ~r2; tÞ� þ 2pn0t; and n0 is
the mean frequency of the light, the intensity in eqn
[12] can be written as

IðPÞ ¼ I1 þ I2 þ 2
ffiffiffiffiffi
I1I2

p
lg ðr1; r2; tÞl

£ cos
�
aðr1; r2; tÞ2 2pn0t

�
½14�

Now, if we assume that the source is quasi-
monochromatic, i.e., its spectral width Dn p n0;

the quantities gðr1; r2; tÞ and aðr1; r2; tÞ vary
slowly on the observation screen, and the inter-
ference fringes are mainly obtained due to the
cosine term. Thus, defining the visibility of fringes

as y ¼ ðImax 2 IminÞ=ðImax þ IminÞ, we obtain

y ¼
2ðI1I2Þ

1=2

I1 þ I2

lgðr1; r2; tÞl ½15�

which shows that for maximum visibility, the two
interfering fields must be completely coherent
ðlg ðr1; r2; tÞl ¼ 1Þ: On the other hand, if the fields
are completely incoherent ðlgðr1; r2; tÞl ¼ 0Þ; no
fringes are observed ðImax ¼ IminÞ: The fields are said
to be partially coherent when 0 , lg ðr1; r2; tÞl , 1:
When I1 ¼ I2; the visibility is the same as lgðr1; r2; tÞl:
The relation in eqn [15] shows that in an interference
experiment, one can obtain the modulus of the
complex degree of coherence by measuring I1; I2;

and the visibility. Similarly, eqn [14] shows that from
the measurement the positions of maxima, one can
obtain the phase of the complex degree of coherence,
aðr1; r2; tÞ:

Temporal and Spatial Coherence

If the source illuminating the pinholes is a point
source of finite spectral width situated at point Q; the
fields at point P1 and P2 (Figure 4) at any given
instant are the same and the mutual coherence
function becomes

G11ðtÞ ¼ Gðr1; r1; tÞ ¼ kVpðr1; tÞVðr1; t þ tÞl

¼ kVpðr2; tÞVðr2; t þ tÞl ¼ G22ðtÞ ½16�

The self-coherence, G11ðtÞ; of the light from pinhole
P1; is a direct measure of the temporal coherence of
the source. On the other hand, if the source is of finite
size and we observe the interference at point O which
corresponds to t ¼ 0; the mutual coherence function
would be

G12ð0Þ ¼ Gðr1; r2; 0Þ ¼ kVpðr1; tÞVðr2; tÞl ; J12 ½17�

which is called the mutual intensity and is a direct
measure of the spatial coherence of the source. In
general, however, the function G12ðtÞ measures, for a
source of finite size and spectral width, a combination
of the temporal and spatial coherence, and in only
some limiting cases, the two types of coherence can
be separated.

Spectral Representation of Mutual Coherence

One can also analyze the correlation between two
fields in the spectral domain. In particular, one can
define the cross-spectral density function Wðr1; r2; nÞ

which defines the correlation between the amplitudes
of the spectral components of frequency n of the light
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at the points P1 and P2: Thus:

Wðr1; r2; nÞdðn2 n 0Þ ¼ kVpðr1; nÞVðr2; n
0Þl ½18�

Using the generalized Wiener–Khintchine theorem,
the cross-spectral density function can be shown to be
the Fourier transform of the mutual coherence
function:

Gðr1; r2; tÞ ¼
ð1

0
Wðr1; r2; nÞe

22p int dn ½19�

Wðr1; r2; nÞ ¼
ð1

21
Gðr1; r2; tÞe

2p int dt ½20�

If the two points P1 and P2 coincide (i.e., there is only
one pinhole), the cross-spectral density function
reduces to the spectral density function of the light,
which we denote by Sðr; nÞ½; Wðr; r; nÞ�: Thus, it
follows from eqn [20] that the spectral density of light
is the inverse Fourier transform of the self-coherence
function. This leads to the Fourier transform spec-
troscopy, as we shall see later. One can also define
spectral degree of coherence at frequency n as

mðr1; r2; nÞ ¼
Wðr1; r2; nÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Wðr1; r1; nÞWðr2; r2; nÞ
p

¼
Wðr1; r2; nÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Sðr1; nÞSðr2; nÞ

p
½21�

It is easy to see that 0 # lmðr1; r2; nÞl # 1: It is also
sometimes referred to as the complex degree of
coherence at frequency n: It may be noted here that
in the literature the notation Gð1;1ÞðnÞ ; Gðr1; r2; gÞ

has also been used for W(r1, r2, n).

Propagation of Coherence

The van Cittert–Zernike Theorem

Perfectly coherent waves propagate through diffrac-
tion formulae, which have been discussed in this
volume elsewhere. However, incoherent and partially
coherent waves would evidently propagate somewhat
differently. The earliest treatment of propagation
noncoherent light is due to van Cittert, which was
later generalized by Zernike to obtain what is now the
van Cittert–Zernike theorem. The theorem deals
with the correlations developed between fields at two
points, which have been generated by a quasi-
monochromatic and spatially incoherent planar
source. Thus, as shown in Figure 5, we consider a
quasi-monochromatic ðDnp n0Þ planar source s;

which has an intensity distribution Iðr 0Þ on its plane
and is spatially incoherent, i.e., there is no correlation
between the fields at any two points on the source.

The field, due to this source, would develop finite
correlations after propagation, and the theorem states
that

gðr1; r2; 0Þ ¼
G12ð0Þffiffiffiffiffiffiffiffi

G11ð0Þ
p ffiffiffiffiffiffiffiffi

G12ð0Þ
p

¼
1ffiffiffiffiffiffiffiffiffiffiffiffi

Iðr1ÞIðr2Þ
p ðð

s
Iðr 0Þ

e2pin0ðR22R1Þ=c

R1R2

d2r 0

½22�

where Ri ¼ lri 2 r 0l and IðriÞ is the intensity at point
Pi: This relation is similar to the diffraction pattern
produced at point P1 due to a wave, with a spherical
wavefront converging towards P2 and with an
amplitude distribution Iðr 0Þ when it is diffracted by
an aperture of the same shape, size, and the intensity
distribution as those of the incoherent source s: Thus,
the theorem shows that a radiation, which was
incoherent at the source, becomes partially coherent
as it propagates.

Generalized Propagation

The expression e22p in0R1=c=R1 can be interpreted as
the field obtained at P1 due to a point source located
at the point r0 on the planar source. Thus, this
expression is simply the point spread function of the
homogeneous space between the source and the
observation plane containing the points P1 and P2:

Hopkins generalized this to include any linear
optical system characterized by a point spread
function hðrj 2 r0Þ and obtained the formula for the
complex degree of coherence of a radiation emerging
from an incoherent, quasi-monochromatic planar
source after it has propagated through such a linear
optical system:

gðr1;r2;0Þ¼
1ffiffiffiffiffiffiffiffiffiffiffiffi

Iðr1ÞIðr2Þ
p ðð

s
Iðr0Þhðr12r0Þhpðr22r0Þd2r 0

½23�

It would thus seem that the correlations propagate
in much the same way, as does the field. Indeed,
Wolf showed that the mutual correlation function

Figure 5 Geometry for the van Cittert–Zernike theorem.
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Gðr1;r2;tÞ satisfies the wave equations:

72
1Gðr1;r2;tÞ¼

1

c2

›2

›t2
Gðr1;r2;tÞ

½24�

72
2Gðr1;r2;tÞ¼

1

c2

›2

›t2
Gðr1;r2;tÞ

where 72
j is the Laplacian with respect to the point ri:

Here the first of eqns [24], for instance, gives the
variation of the mutual coherence function with
respect to r1 and t for fixed r2: Further, the variable t

is the time difference defined through the path
difference, since t¼ ðR22R1Þ=c; and the actual time
does not affect the mutual coherence function (as the
fields are assumed to be stationary).

Using the relation in eqn [20], one can also obtain
from eqn [24], the propagation equations for the
cross-spectral density function Wðr1; r2; nÞ:

72
1Wðr1; r2; nÞ þ k2Wðr1; r2; nÞ ¼ 0

72
2Wðr1; r2; nÞ þ k2Wðr1; r2; nÞ ¼ 0

½25�

where k ¼ 2pn=c:

Thompson and Wolf Experiment

One of the most elegant experiments for studying
various aspects of coherence theory was carried out
by Thompson and Wolf by making slight modifi-
cations in the Young’s double-hole experiment. The
experimental set-up shown in Figure 6 consists of a
quasi-monochromatic broad incoherent source S of
diameter 2a: This was obtained by focusing filtered
narrow band light from a mercury lamp (not shown
in the figure) on to a hole of size 2a in an opaque
screen A: A mask consisting of two pinholes, each of
diameter 2b with their axes separated by a distance d;
was placed symmetrically about the optical axis of
the experimental setup at plane B between two lenses
L1 and L2; each having focal length f : The source was
at the front focal plane of the lens L1 and the
observations were made at the plane C at the back
focus of the lens L2: The separation d was varied to
study the spatial coherence function on the mask

plane by measuring the visibility and the phase of the
fringes formed in plane C:

Using the van Cittert–Zernike theorem, the com-
plex degree of coherence at the pinholes P1 and P2 on
the mask after the lens L1 is

g12 ¼ lg12leib12 ¼
2J1ðvÞ

v
with v¼

 
2pnad

cf

!
½26�

for symmetrically placed pinholes about the optical
axis. Here b12 is the phase of the complex degree of
coherence and in this special case where the two holes
are equidistant from the axis, b12 is either zero or p;
respectively, for positive or negative values of
2J1ðvÞ=v: Let us assume that the intensities at two
pinholes P1 and P2 are equal. The interference pattern
observed at the back focal plane of lens L2 is due to
the superposition of the light diffracted from the
pinholes. The beams are partially coherent with
degree of coherence given by eqn [26]. Since the
pinholes are symmetrically placed, the intensity due
to either of the pinholes at a point P at the back focal
plane of the lens L2 is the same and is given by the
Fraunhofer formula for diffraction from circular
apertures, i.e.:

I1ðPÞ ¼ I2ðPÞ ¼





2J1ðuÞ

u





2; with u¼
2pn

c
b sinf ½27�

and f is the angle that the diffracted beam makes
from normal to the plane of the pinholes. The
intensity of the interference pattern produced at the
back focal plane of the lens L2 is:

IðPÞ ¼2I1ðPÞ

"
1þ





2J1ðvÞ

v





2cosðdþb12Þ

#
½28�

where d¼ d sinf is the phase difference between the
two beams reaching P from P1 and P2: For the on-axis
point O; the quantity d is zero.

The maximum and minimum values of IðPÞ are
given by

ImaxðPÞ ¼ 2I1ðPÞb1 þ l2J1ðvÞ=vl
2c ½29ðaÞ�

ImaxðPÞ ¼ 2I1ðPÞb1 2 l2J1ðvÞ=vl
2c ½29ðbÞ�

Figure 7 shows an example of the observed fringe
patterns obtained by Thompson (1958) in a sub-
sequent experiment.

Types of Fields

As mentioned above, g12ðtÞ is a measure of the
correlation of the complex field at any two points P1Figure 6 Schematic of the Thompson and Wolf experiment.
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and P2 at specific time delay t: Extending this
definition, an optical field may be coherent or
incoherent, if lg12ðtÞl ¼ 1 or lg12ðtÞl ¼ 0; respectively,
for all pairs of points in the field and for all time
delays. In the following, we consider some specific
cases of fields and their properties.

Perfectly Coherent Fields

A field would be termed as perfectly coherent or self-
coherent at a fixed point, if it has the property that
lgðR;R; tÞl ¼ 1 at some specific point R in the domain
of the field for all values of time delay t: It can also be
shown that gðR;R; tÞ is periodic in time, i.e.:

gðR;R; tÞ ¼ e22p in0t for n0 . 0 ½30�

For any other point r in the domain of the field,
gðR; r; tÞ and gðr;R; tÞ are also unimodular and also
periodic in time.

A perfectly coherent optical field at two fixed
points has the property that lgðR1;R2; tÞl ¼ 1 for any

two fixed points R1 and R2 in the domain of the field
for all values of time delay t: For such a field, it can be
shown that gðR1;R2; tÞ ¼ exp½iðb2 2pn0tÞ� with n0

ð. 0Þ and b are real constants. Further, as a corollary,
lgðR1;R1; tÞl ¼ 1 and lgðR2;R2; tÞl ¼ 1 for all t;

i.e., the field is self-coherent at each of the field
points R1 and R2; and

g ðR1;R1;tÞ ¼ g ðR2;R2;tÞ ¼ expð22pin0tÞ for n0 . 0

It can be shown that for any other point r 0 within the
field

gðr;R2;tÞ¼gðR1;R2;0Þgðr;R1;tÞ¼gðr;R1;tÞe
ib

½31�
gðR1;R2;tÞ¼gðR1;R2;0Þ exp½22pin0t�

A perfectly coherent optical field for all points in
the domain of the field has the property that
lgðr1;r2;tÞl¼1 for all pairs of points r1 and r2 in the
domain of the field, for all values of time delay t:

Figure 7 Two beam interference patterns obtained by using partially coherent light. The wavelength of light used was 0.579 mm and

the separation d of the pinholes in the screen at B was 0.5 cm. The figure shows the observed fringe pattern and the calculated intensity

variation for three sizes of the secondary source. The dashed lines show the maximum and minimum intensity. The values of the

diameter, 2a; of the source and the corresponding values of the magnitude, lg12l; and the phase, b12; are also shown in each case.

Reproduced with permission from Thompson BJ (1958) Illustration of phase change in two-beam interference with partially coherent

light. Journal of the Optical Society of America 48: 95–97.
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It can then be shown that gðr1;r2;tÞ¼ exp{i½aðr1Þ2

aðr2Þ�22pin0t}; where aðr 0Þ is real function of a
single position r 0 in the domain of the field. Further,
the mutual coherence function Gðr1;r2;tÞ for such a
field has a factorized periodic form as

Gðr1;r2;tÞ¼Uðr1ÞU
pðr2Þ expð22pin0tÞ ½32�

which means the field is monochromatic with
frequency n0 and UðrÞ is any solution of the
Helmholtz equation:

72UðrÞþk2
0UðrÞ¼0; k0 ¼2pn0=c ½33�

The spectral and cross-spectral densities of such fields
are represented by Dirac d-functions with their
singularities at some positive frequency n0: Such
fields, however, can never occur in nature.

Quasi-Monochromatic Fields

Optical fields are found in practice for which spectral
spread Dn is much smaller than the mean frequency �n:

These are termed as quasi-monochromatic fields. The
cross-spectral density Wðr1; r2; nÞ of the quasi-mono-
chromatic fields attains an appreciable value only in
the small region Dn; and falls to zero outside this
region.

Wðr1; r2; nÞ ¼ 0; ln2 �n l . Dn and Dnp �n ½34�

The mutual coherence function Gðr1; r2; tÞ can be
written as the Fourier transform of cross-spectral
density function as

Gðr1;r2;tÞ¼ e22pi �nt
ð1

0
Wðr1;r2;nÞe

22piðn2 �nÞt dn ½35�

If we limit our attention to small t such that Dnltlp1
holds, the exponential factor inside the integral is
approximately equal to unity and eqn [35] reduces to

Gðr1;r2;tÞ¼ expð22pi �ntÞ
ð1

0
½Wðr1;r2;nÞ�dn ½36�

which gives

Gðr1;r2;tÞ¼Gðr1;r2;0Þ expð22pi �ntÞ ½37�

Equation [37] describes the behavior of Gðr1;r2;tÞ for
a limited range of t values for quasi-monochromatic
fields and in this range it behaves as a monochromatic
field of frequency �n: However, due to the factor
Gðr1;r2;0Þ; the quasi-monochromatic field may be
coherent, partially coherent, or even incoherent.

Cross-Spectrally Pure Fields

The complex degree of coherence, if it can be factored
into a product of a component dependent on spatial

coordinates and a component dependent on time
delay, is called reducible. In the case of perfectly
coherent light, the complex degree of coherence is
reducible, as we have seen above, e.g., in eqn [32],
and in the case of quasi-monochromatic fields, this is
reducible approximately as shown in eqn [37]. There
also exists a very special case of a cross-spectrally
pure field for which the complex degree of coherence
is reducible. A field is called a cross-spectrally pure
field if the normalized spectrum of the superimposed
light is equal to the normalized spectrum of the
component beams, a concept introduced by Mandel.
In the space-frequency domain, the intensity inter-
ference law is expressed as the so-called spectral
interference law:

Sðr; nÞ ¼ Sð1Þðr; nÞ þ Sð2Þðr; nÞ

þ 2


 ffiffiffiffiffiffiffiffiffiffiffi
Sð1Þðr; nÞ

q ffiffiffiffiffiffiffiffiffiffiffi
Sð2Þðr; nÞ

q �
Re½mðr1; r2; nÞe

22pint�

½38�

where mðr1; r2; nÞ is the spectral degree of coherence,
defined in eqn [21] and t is the relative time delay that
is needed by the light from the pinholes to reach any
point on the screen; Sð1Þðr; nÞ and Sð2Þðr; nÞ are the
spectral densities of the light reaching P from the
pinholes P1 and P2; respectively (see Figure 4) and it is
assumed that the spectral densities of the field at
pinholes P1 and P2 are the same ½Sðr1; nÞ ¼ CSðr2; nÞ�:

Now, if we consider a point for which the time delay
is t0; then it can be seen that the last term in eqn [38]
would be independent of frequency, provided that

mðr1; r2; nÞ expð22pint0Þ ¼ f ðr1; r2; t0Þ ½39�

where f ðr1; r2; t0Þ is a function of r1; r2 and t0 only
and the light at this point would have the same
spectral density as that at the pinholes. If a region
exists around the specified point on the observation
plane, such that the spectral distribution of the light
in this region is of the same form as the spectral
distribution of the light at the pinholes, the light at the
pinholes is cross-spectrally pure light.

In terms of the spectral distribution of the light
Sðr1; nÞ at pinhole P1 and Sðr2; nÞ½¼ CSðr1; nÞ� at
pinhole P2; the mutual coherence function at the
pinholes can be written as

Gðr1; r2; tÞ ¼
ffiffiffi
C

p ð
Sðr1; nÞmðr1; r2; nÞ expð22pintÞdn

½40�

and using eqn [39], we get the very important con-
dition for the field to be cross-spectrally pure, i.e.:

gðr1; r2; tÞ ¼ gðr1; r2; t0Þgðr1; r1; t2 t0Þ ½41�

COHERENCE / Overview 91



The complex degree of coherence gðr1; r2; tÞ is thus
expressible as the product of two factors: one factor
characterizes the spatial coherence at the two pin-
holes at time delay t0 and the other characterizes the
temporal coherence at one of the pinholes. Equation
[41] is known as the reduction formula for cross-
spectrally pure light. It can further be shown that

mðr1; r2; nÞ ¼ gðr1; r2; t0Þ expð2pint0Þ ½42�

Thus, the absolute value of the spectral degree of
coherence is the same for all frequencies and is equal
to the absolute value of the degree of coherence for
the point specified by t0: It has been shown that cross-
spectrally pure light can be generated, for example,
by linear filtering of light that emerges from the two
pinholes in Young’s interference experiments.

Types of Sources

Primary Sources

A primary source is a set of radiating atoms or
molecules. In a primary source the randomness comes
from true source fluctuations, i.e., from the spatial
distributions of fluctuating charges and currents. Such
a source gives rise to a fluctuating field. Let Qðr; tÞ
represent the fluctuating source variable at any point
r at time t; then the field generated by the source is
represented by fluctuating field variable Vðr; tÞ: The
source is assumed to be localized in some finite
domain such that Qðr; tÞ ¼ 0 at any time t . 0
outside the domain. Assuming that field variable
Vðr; tÞ and the source variable Qðr; tÞ are scalar
quantities, they are related by an inhomogeneous
equation as

72Vðr; tÞ2
1

c2

›2

›t2
Vðr; tÞ ¼ 24pQðr; tÞ ½43�

The mutual coherence functions of the source
GQðr1; r2; tÞ ¼ kQpðr1; tÞQðr2; t þ tÞl and of the field
GVðr1; r2; tÞ ¼ kVpðr1; tÞVðr2; t þ tÞl characterize the
statistical similarity of the fluctuating quantities at
the points r1 and r2: Following eqn [20], one can
define, respectively, the cross-spectral density func-
tion of the source and the field as

WQðr1; r2; nÞ ¼
ð1

21
GQðr1; r2; tÞe

22p int dt

½44�

WVðr1; r2; nÞ ¼
ð1

21
GVðr1; r2; tÞe

22pint dt

The cross-spectral density functions of the source and
of the field are related as

ð72
2 þ k2Þð72

1 þ k2ÞWVðr1; r2; nÞ ¼ 4p 2WQðr1; r2; nÞ

½45�

The solution of eqn [45] is represented as

WVðr1;r2;nÞ ¼
ð

S

ð
S
WQðr

0
1;r

0
2;nÞ

eikðR22R1Þ

R1R2

d3r 01 d3r 02

½46�

where R1 ¼ lr1 2 r 01l and R2 ¼ lr2 2 r 02l (see Figure 8).
Using eqn [46], one can then obtain an expression
for the spectrum at a point ðr1 ¼ r2 ¼ r¼ ruÞ in the far
field ðrq r 01;r

0
2Þ of a source as

S1ðru;nÞ ¼
1

r2

ð
S

ð
S
WQðr

0
1;r

0
2;nÞe

2iku·ðr012r02Þd3r01 d3r02

½47�

where u is the unit vector along r: The integral in
eqn [47], i.e., the quantity defined by r2S1ðru;nÞ; is
also defined as the radiant intensity, which represents
the rate of energy radiated at the frequency n from
the source per unit solid angle in the direction of u:

Secondary Sources

Sources used in a laboratory are usually secondary
planar sources. A secondary source is a field, which
arises from the primary source in the region outside
the domain of the primary sources. This kind of
source is an aperture on an opaque screen illuminated
either directly or via an optical system by primary
sources. Let Vðr; tÞ represent the fluctuating field in
a secondary source plane s at z ¼ 0 (Figure 9) and
W0ðr1;r2; nÞ represent its cross-spectral density
(the subscript 0 refers to z ¼ 0). One can then solve
eqn [25] to obtain the propagation of the cross-
spectral density from this planar source. For two
points P1 and P2 located at distances which are large
compared to wavelength, the cross-spectral density is

Figure 8 Geometry of a 3-dimensional primary source S and

the radiation from it.

92 COHERENCE / Overview



then given by

Wðr1; r2; nÞ ¼

�
k

2p

�2ð
s

ð
s

W0ðr1; r2; nÞ

£
eikðR22R1Þ

R1R2

cos u 0
1 cos u 0

2 d2r1 d2r2

½48�

where Rj ¼ lrj 2 rjl; ðj ¼ 1;2Þ; u 0
1 and u 0

2 are the
angles that R1 and R2 directions make with the z-axis
(Figure 9). Using eqn [48], one can then obtain an
expression for the spectrum at a point ðr1 ¼ r2 ¼

r ¼ ruÞ in the far field ðr q r1; r2Þ of a planar source
as

S1ðru; nÞ ¼
k2

2p 2

cos2 u

r2

ð
s

ð
s

W0ðr1;r2; nÞ

£ e2 iku’·ðr12r2Þd2r1 d2r2
½49�

where u’ is the projection of the unit vector u on the
plane s of the source.

Schell-Model Sources

In the framework of coherence theory in space–time
domain, two-dimensional planar model sources of
this kind were first discussed by Schell. Later, the
model was adopted for formulation of coherence
theory in space–frequency domain. Schell-model
sources are the sources whose degree of spectral
coherence mAðr1; r2; nÞ (for either primary or second-
ary source) is stationary in space. It means that
mAðr1; r2; nÞ depends on r1 and r2 only through the
difference r2 2 r1; i.e., of the form:

mAðr1; r2; nÞ ; mAðr2 2 r1; nÞ ½50�

for each frequency n present in the source spectrum.
Here A stands for field variables V; in the case of a

Schell-model secondary source and for source vari-
ables Q; in the case of a Schell-model primary source.
The cross-spectral density function of a Schell-model
source is of the form:

WAðr1; r2; nÞ ¼ ½SAðr1; nÞ�
1=2½SAðr2; nÞ�

1=2mAðr2 2 r1; nÞ

½51�

where SAðr; nÞ is the spectral density of the light at a
typical point in the primary source or on the plane of
a secondary source. Schell model sources do not
assume low coherence, and therefore, can be applied
to spatially stationary light fields of any state of
coherence. The Schell-model of the form given in
eqn [51] has been used to represent both three-
dimensional primary sources and two-dimensional
secondary sources.

Quasi-Homogeneous Sources

Useful models of partially coherent sources that are
frequently encountered in nature or in the laboratory
are the so-called quasi-homogeneous sources. These
are an important sub-class of Schell-model sources.
A Schell-model source is called quasi-homogeneous if
the intensity of a Schell model source is essentially
constant over any coherence area. Under these
approximations, the cross-spectral density function
for a quasi-homogeneous source is given by

WAðr1; r2; nÞ ¼ SA

�
1
2 ðr1 þ r2Þ; n

�
mAðr2 2 r1; nÞ

¼ SA½r; n�mAðr
0
; nÞ ½52�

where r ¼ ðr1 þ r2Þ=2; and r0 ¼ r2 2 r1: The subscript
A stands for either V or Q for the field variable or a
source variable, respectively. It is clear that for a
quasi-homogeneous source the spectral density
SAðr; nÞ varies so slowly with position that it is
approximately constant over distances across the
sources that are of the order of the correlation length
L; which is a measure of the effective width of
lmAðr

0; nÞl: Therefore, SAðr; nÞ is a slowly varying
function of r (Figure 10b) and lmAðr

0; nÞl is a fast
varying function of r0 (Figure 10a). In addition, the
linear dimensions of the source are large compared
with the wavelength of light and with the correlation
length D (Figure 10c).

Quasi-homogeneous sources are always spatially
incoherent in the ‘global’ sense, because their linear
dimensions are large compared with the correlation
length. This model is very good for representing two-
dimensional secondary sources with sufficiently low
coherence such that the intensity does not vary over
the coherence area on the input plane. It has also
been applied to three-dimensional primary sources,

Figure 9 Geometry of a planar source s and the radiation

from it.
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three-dimensional scattering potentials, and two-
dimensional primary and secondary sources.

Equivalence Theorems

The study of partially coherent sources led to the
formulations of a number of equivalence theorems,
which show that sources of any state of coherence can
produce the same distribution of the radiant intensity
as a fully spatially coherent laser source. These
theorems provide conditions under which sources of
different spatial distribution of spectral density and of
different state of coherence will generate fields, which
have the same radiant intensity. It has been shown, by
taking examples of Gaussian–Schell model sources,
that sources of completely different coherence proper-
ties and different spectral distributions across the
source generate identical distribution of radiant
intensity. Experimental verifications of the results of
these theorems have also been carried out. For further
details on this subject, the reader is referred to
Mandel and Wolf (1995).

Correlation-Induced Spectral
Changes

It was assumed that spectrum is an intrinsic property
of light that does not change as the radiation
propagates in free-space, until studies on partially

coherent sources and radiations from them in 1980s,
revealed that this was true only for specific type of
sources. It was discovered on general grounds that the
spectrum of light, which originates in an extended
source, either a primary source or a secondary source,
depends not only on the source spectrum but also on
the spatial coherence properties of the source. It was
also predicted theoretically by Wolf that the spectrum
of light would, in general, be different from the
spectrum of the source, and be different at different
points in space on propagation in free space.

For a quasi-homogeneous planar secondary source
defined by eqn [52], whose normalized spectrum is
the same at each source point, one can write the
spectral density as

S0ðr; nÞ ¼ I0ðrÞg0ðvÞ with
ð1

0
g0ðvÞdn ¼ 1 ½53�

where I0ðrÞ is the intensity of light at point r on the
plane of the source, g0ðvÞ is the normalized spectrum
of the source and the subscript 0 refers to the
quantities of the source plane. Using eqn [49], one
can obtain an expression for the far-field spectrum
due to this source as

S1ðru; nÞ ¼
k2

2p2

cos2 u

r2

ð
s

ð
s

I0ðrÞg0ðvÞm0ðr
0
; nÞ

£ e2 iku’·ðr12r2Þ d2r1 d2r2 ½54�

Noting that r ¼ ðr1 þ r2Þ=2 and r0 ¼ r2 2 r1; one
can transform the variables of the integration and
obtain after some manipulation:

Sð1Þðru; nÞ ¼
k2 cos2 u

ð2prÞ2
~I0 ~m0ðku’; nÞg0ðnÞ ½55�

where

~m0ðku’; nÞ ¼
ð
s
m0ðr

0
; nÞe2 iku’·r0 d2r0 ½56�

and

~I0 ¼
ð
s

I0ðrÞd
2r ½57�

Equation [55] shows that the spectrum of the field in
the far-zone depends on the coherence properties of
the source through its spectral degree of coherence
m0ðr

0; nÞ and on the normalized source spectrum
g0ðnÞ:

Scaling Law

The reason why coherence-induced spectral
changes were not observed until recently is that the
usual thermal sources employed in laboratories or

Figure 10 Concept of quasi-homogeneous sources.
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commonly encountered in nature have special coher-
ence properties and the spectral degree of coherence
has the function form:

mð0Þðr22r1;nÞ¼ f
�
kðr22r1Þ

�
with k¼

2pn

c
½58�

which shows that the spectral degree of coherence
depends only on the product of the frequency and
space coordinates. This formula expresses the so-
called scaling law, which was enunciated by Wolf.
Commonly used sources satisfy this property. For
example, the spectral degree of coherence of Lam-
bertian sources and black-body sources can be shown
to be

m0ðr22r1;nÞ¼
sin
�
klr22r1l

�
klr22r1l

½59�

This expression evidently satisfies the scaling law. If
the spectral degree of coherence does not satisfy the
scaling law, the normalized far-field spectrum will, in
general, vary in different directions in the far-zone
and will differ from the source spectrum.

Spectral Changes in Young’s Interference
Experiment

Spectral changes in Young’s interference experiment
with broadband light are not as well understood as in
experiments with quasi-monochromatic, probably
because in such experiments no interference fringes
are formed. However, if one were to analyze the
spectrum of the light in the region of superposition,
one would observe changes in the spectrum of light in
the region of superposition in the form of a shift in the
spectrum for narrowband spectrum and spectral
modulation for broadband light. One can readily
derive an expression for the spectrum of light in the
region of superposition. Let Sð1ÞðP; nÞ be the spectral
density of the light at P which would be obtained if
the small aperture at P1 alone was open; Sð2ÞðP; nÞ has
a similar meaning if only the aperture at P2 was open
(Figure 4).

Let us assume, as is usually the case, that
Sð2ÞðP; nÞ < Sð1ÞðP; nÞ and let d be the distance between
the two pinholes. Consider the spectral density at the
point P; at distance x from the axis of symmetry in an
observation plane located at distance of R from the
plane containing the pinholes. Assuming that x=R p

1; one can make the approximation R2 2 R1 < xd=R:

The spectral interference law (eqn [38]) can then be
written as

SðP; nÞ < 2Sð1ÞðP; nÞ{1 þ lmðP1;P2; nÞl
£ cos

�
bðP1;P2; nÞ þ 2pnxd=cR

�
} ½60�

where bðP1;P2; nÞ denotes the phase of the spectral
degree of coherence. Equation [60] implies the two
results:

(i) at any fixed frequency n; the spectral density varies
sinusoidally with the distance x of the point from
the axis, with the amplitude and the phase of the
variation depending on the (generally complex)
spectral degree of coherence mðP1;P2; nÞ; and

(ii) at any fixed point P in the observation plane the
spectrum SðP; nÞ will, in general, differ from the
spectrum Sð1ÞðP; nÞ; the change also depending on
the spectral degree of coherence mðP1;P2; nÞ of the
light at the two pinholes.

Experimental Confirmations

Experimental tests of the theoretical prediction of
spectral invariance and noninvariance due to corr-
elation of fluctuations across the source were per-
formed just after the theoretical predictions. Figure 11
shows results of one such experiment in which
spectrum changes in the Young’s experiment were
studied. Several other experiments also reported
confirmation of the source correlation-dependent
spectral changes. One of the important applications
of these observations has been to explain the
discrepancies in the maintenance of the spectro-
radiometric scales by national laboratories in differ-
ent countries. These studies also have potential
application in determining experimentally the spec-
tral degree of coherence of partially coherent fields.
The knowledge of spectral degree of coherence is
often important in remote sensing, e.g., for determin-
ing angular diameters of stars.

Figure 11 Correlation-induced changes in spectrum in Young’s

interference. Dashed line represents the spectrum when only one

of the slits is open, the continuous curve shows the spectrum

when both the slits are open and the circles are the measured

values in the latter case. Reproduced with permission from

Santarsiero M and Gori F (1992) Spectral changes in Young

interference pattern. Physics Letters 167: 123–128.
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Applications of Optical Coherence

Stellar Interferometry

The Michelson stellar interferometer, named after
Albert Michelson, was used to determine the angular
diameters of stars and also the intensity distribution
across the star. The method was devised by Michelson
without using any concept of coherence, although
subsequently the full theory of the method was
developed on the basis of propagation of correlations.
A schematic of the experiment is shown in Figure 12.
The interferometer is mounted in front of a telescope,
a reflecting telescope in this case. The light from a star
is reflected from mirrors M1 and M2 and is directed
towards the primary mirror (or the objective lens) of
the telescope. The two beams thus collected super-
pose in the focal plane F of telescope where an image
crossed with fringes is formed. The outer mirrors M1

and M2 can be moved along the axis defined as
M1M3M4M2 while the inner mirrors M3 and M4

remain fixed. The fringe spacing depends on the
position of mirrors M3 and M4 and hence is fixed,
while the visibility of the fringes depends on the
separation of the mirrors M1 and M2 and hence, can
be varied. Michelson showed that from the measure-
ment of the variation of the visibility with the
separation of the two mirrors, one could obtain
information about the intensity distribution of the
stars, which are rotationally symmetric. He also
showed that if the stellar disk is circular and
uniform, the visibility curve as a function of the
separation d of the mirrors M1 and M2 will have
zeros for certain values of d; and that the smallest of
these d values for which zero occurs is given by d0 ¼

0:61la=a; where a is the semi-angular diameter of
the star and la is the mean wavelength of the filtered

quasi-monochromatic light from the star. Angular
diameters of several stars down to 0.02 second of an
arc were determined.

From the standpoint of second-order coherence
theory the principles of the method can be readily
understood. The star is considered an incoherent
source and according to the van Cittert–Zernike
theorem, the light reaching the outer mirrors M1 and
M2 of the interferometer will be partially coherent.
This coherence would depend on the size of and the
intensity distribution across the star. Let ðx1; y1Þ and
ðx2; y2Þ be the coordinates of the positions of the
mirrors M1 and M2, respectively, and ðj;hÞ the
coordinates of a point on the surface plane of the
star which is assumed to be at a very large
(astronomical) distance R from the mirrors. The
complex degree of coherence at the mirrors would
then be given by eqn [22] which can now be written as

gðDx;Dy; 0Þ ¼

ð
s

Iðu; vÞe2 ikaðuDxþvDyÞ du dvð
s

Iðu; vÞdu dv
½61�

where Iðu; vÞ is the intensity distribution across the
star disk s as a function of the angular coordinates
u ¼ j=R; v ¼ h=R; Dx ¼ x1 2 x2; Dy ¼ y1 2 y2; and
ka ¼ 2p=la; la being the mean wavelength of the light
from the star. Equation [61] shows that the equal-
time ðt ¼ 0Þ complex degree of coherence of the light
incident at the outer mirrors of the interferometer is
the normalized Fourier-transform of the intensity
distribution across the stellar disk. Further, eqn [15]
shows that the visibility of the interference fringes is
the absolute value of g; if the intensity of the two
interfering beams is equal, as in the present case. The
phase of g can be determined by the position of the
intensity maxima of the fringe pattern (eqn [14]). If
one is interested in determining only the angular size
of the star and the star is assumed to be a circularly
symmetric disk of angular diameter 2a and of
uniform intensity [Iðu; vÞ is constant across the
disk], then eqn [61] reduces to

gðDx;DyÞ¼
2J1ðvÞ

v
; v¼

2pa

la

d; d¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðDxÞ2þðDyÞ2

q
½62�

The smallest separation of the mirrors for which
the visibility g vanishes corresponds to v¼3:832,
i.e., d0¼0:61la=a; which is in agreement with
Michelson’s result.

Interference Spectroscopy

Another contribution of Michelson, which was
subsequently identified as an application of theFigure 12 Schematic of the Michelson stellar interferometer.
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coherence theory, was the use of his interferometer
(Figure 2) to determine the energy distribution in the
spectral lines. The method he developed is capable to
resolving spectral lines that are too narrow to be
analyzed by the spectrometer. The visibility of the
interference fringes depends on the energy distri-
bution in the spectrum of the light and its measure-
ment can give information about the spectral lines. In
particular, if the energy distribution in a spectral line
is symmetric about some frequency n0; its profile is
simply the Fourier transform of the visibility vari-
ation as a function of the path difference between the
two interfering beams. This method is the basis of
interference spectroscopy or the Fourier transform
spectroscopy.

Within the framework of second-order coherence
theory, if the mean intensity of the two beams in a
Michelson’s interferometer is the same, then the
visibility of the interference fringes in the observation
plane is related to the complex degree of coherence of
light at a point at the beamsplitter where the two
beams superimpose (eqn [15]). The two quantities are
related as y ðtÞ ¼ lg ðtÞl where g ðtÞ ; g ðr1; r1; tÞ is the
complex degree of self-coherence at the point r1 on
the beamsplitter. Following eqn [19], g ðtÞ can be
represented by a Fourier integral as

gðtÞ ¼
ð1

0
sðnÞexpð2i2pntÞdn ½63�

where sðnÞ is the normalized spectral density of the
light defined as sðnÞ ¼ SðnÞ=

Ð1
0 SðnÞdn and SðnÞ ;

Sðr1; nÞ ¼ Wðr1; r1; nÞ is the spectral density of the
beam at the point r1: The method is usually applied to
very narrow spectral lines for which one can assume
that the peak that occurs at n0; and g ðtÞ can be
represented as

g ðtÞ ¼ �g ðtÞexpð22pin0tÞ with

�g ðtÞ ¼
ð1

21
�sðmÞexpð2i2pmtÞdm

½64�

where �sðmÞ is the shifted spectrum such that

�sðmÞ ¼ sðn0 þ mÞ m $ 2n0

¼ 0 m , 2n0

From the above one readily gets

y ðtÞ ¼ lg ðtÞl ¼






ð1

21
�sðmÞ expð2i2pmtÞdm






 ½65�

If the spectrum is symmetric about n0; then y ðtÞ

would be an even function of t and the Fourier

inversion would give:

�sðmÞ ¼ sðn0 þ mÞ ¼ 2
ð1

0
y ðtÞcosð2pmtÞdt ½66�

which can be used to calculate the spectral energy
distribution for a symmetric spectrum about n0 from
the visibility curve. However, for an asymmetric
spectral distribution, the visibility and the phase of
the complex degree of coherence must be determined
as the Fourier transform of the shifted spectrum is no
longer real everywhere.

Higher-Order Coherence

So far we have considered correlations of the
fluctuating field variables at two space–time ðr; tÞ
points, as defined in eqn [10]. These are termed as
second-order correlations. One can extend the con-
cept of correlations to more than two space–time
points, which will involve higher-order correlations.
For example, one can define the space–time cross
correlation function of order ðM;NÞ of the random
field Vðr; tÞ; represented by GðM;NÞ; as an ensemble
average of the product of the field Vðr; tÞ values at N
space–time points and Vpðr; tÞ at other M points. In
this notation, the mutual coherence function as
defined in eqn [10] would now be Gð1;1Þ: Among
higher-order correlations, the one with M ¼ N ¼ 2; is
of practical significance and is called the fourth-order
correlation function, Gð2;2Þðr1; t1; r2; t2; r3; t3; r4; t4Þ:

The theory of Gaussian random variables tells us
that any higher correlation can be written in terms
of second-order correlations over all permutations
of pairs of points. In addition, if we assume that
ðr3; t3Þ ¼ ðr1; t1Þ and ðr4; t4Þ ¼ ðr2; t2Þ; and that the
field is stationary, then Gð2;2Þ is called the intensity–
intensity correlation and is given as

Gð2;2Þðr1;r2;t22 t1Þ

¼ kVðr1;t1ÞVðr2;t2ÞV
pðr1;t1ÞV

pðr2;t2Þl

¼ kIðr1;t1ÞIðr2;t2Þl

¼ kIðr1;t1ÞlkIðr2;t2Þl
�
1þ lgð1;1Þðr1;r2;t22 t1Þl

2�
½67�

where

gð1;1Þðr1;r2;t22 t1Þ¼
Gð1;1Þðr1;r2;t22 t1Þ

½kIðr1;t1Þl�1=2½kIðr2;t2Þl�1=2
½68�

We now define fluctuations in intensity at ðrj;tjÞ as

DIj ¼ Iðrj;tjÞ2 kIðrj;tjÞl
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and then the correlation of intensity fluctuations
becomes

kDI1DI2l¼ kIðr1;t1ÞIðr2;t2Þl2kIðr1;t1ÞlkIðr2;t2Þl
¼ kIðr1;t1ÞlkIðr2;t2Þllgð1;1Þðr1;r2;t22 t1Þl

2

½69�

where we have used eqn [67]. Equation [69] forms the
basis for intensity interferometry.

Hanbury-Brown and Twiss Experiment

In this landmark experiment conducted both on the
laboratory scale and astronomical scale, Hanbury-
Brown and Twiss demonstrated the existence of
intensity– intensity correlations in terms of the
correlations in the photocurrents in the two detectors
and thus measured the squared modulus of complex
degree of coherence. In the laboratory experiment,
the arc of a mercury lamp was focused onto a circular
hole to produce a secondary source. The light from
this source was then divided equally into two parts
through a beamsplitter. Each part was, respectively,
detected by two photomultiplier tubes, which had
identical square apertures in front. One of the tubes
could be translated normally to the direction of
propagation of light and was so positioned that its
image through the splitter could be made to coincide
with the other tube. Thus, by suitable translation a
measured separation d between the two square
apertures could be introduced. The output currents
from the photomultiplier tubes were taken by cables
of equal length to a correlator. In the path of each
cable a high-pass filter was inserted, so that only the
current fluctuations could be transmitted to the
correlator. Thus, the normalized correlations between
the two current fluctuations:

CðdÞ ¼
kDJ1ðtÞDJ2ðtÞl

k½DJ1ðtÞ�
2l1=2k½DJ2ðtÞ�

2l1=2
½70�

as a function of detector separation d could be
measured. Now when the detector response time is
much larger than the time-scale of the fluctuations in
intensity, then it can be shown that the correlations in
the fluctuations of the photocurrent are proportional
to the correlations of the fluctuations in intensity of
the light being detected. Thus, we would have

CðdÞ < dlgð1;1Þðr1; r2;0Þl
2

½71�

where d is the average number of photocounts of the
light of one polarization during the time-scale of the
fluctuations (for general thermal sources, this is much

less than one). Equation [71] represents the Hanbury-
Brown–Twiss effect.

Stellar Intensity Interferometry

Michelson stellar interferometry can resolve stars
which have angular sizes of the order of 0:0100; since
for smaller stars, the separation between the primary
mirrors runs into several meters and maintaining
stability of mirrors such that the optical paths do not
change, even by fraction of a wavelength, is extremely
difficult. The atmospheric turbulence further adds to
this problem and obtaining stable fringe pattern
becomes next to impossible for very small stars.
Hanbury-Brown and Twiss applied the intensity
interferometry based on their photoelectric corre-
lation technique for determining the angular sizes of
such stars. Two separate parabolic mirrors collected
light from the star and the output of the photo-
detectors placed at the focus of each mirror was sent
to a correlator. The cable lengths were made unequal
so as to compensate for the time difference of the
light arrival at the two mirrors. The normalized
correlation of the fluctuations of the photocurrents
was determined as described above. This would give
the variation of the modulus-squared degree of
coherence as a function of the mirror separation d
from which the angular size of the stars can be
estimated. The advantage of the stellar intensity
interferometer over the stellar (amplitude) interfe-
rometer is that the light need not interfere as in the
latter, since the photodetectors are mounted directly
at the focus of the primary mirrors of the telescope.
Thus, the constraint on the large path difference
between the two beams is removed and large values of
d can now be used. Moreover, the atmosphere
turbulence and the mirror movements have very
small effect. Stellar angular diameters as small as
0:000400 of arc with resolution of 0:0000300 could be
measured by such interferometers.

See also

Coherence: Coherence and Imaging. Coherent Light-
wave Systems. Coherent Transients: Coherent Transi-
ent Spectroscopy in Atomic and Molecular Vapours.
Coherent Control: Applications in Semiconductors;
Experimental; Theory. Interferometry: Overview. Infor-
mation Processing: Coherent Analogue Optical
Processors. Terahertz Technology: Coherent Terahertz
Sources.
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Introduction

Optical imaging systems are strongly affected by the
coherence of the light that illuminates the object of
interest. In many cases, the light is approximately
coherent or incoherent. These approximations lead to
simple mathematical models for the image formation
process and allow straightforward analysis and
design of such systems. When the light is partially
coherent, the mathematical models are more compli-
cated and system analysis and design is more difficult.
Partially coherent illumination is often used in
microscopy, machine vision, and optical lithography.
The intent of this article is to provide the reader with
a basic understanding of the effects of coherence on
imaging. The information should enable the reader to
recognize when coherence effects are present in an
imaging system and give insight into when coherence
can be modified to improve imaging performance.
The material relies mostly on concepts drawn from
the Fourier optics perspective of imaging and a
rigorous coherence theory treatment is avoided. We
encourage the reader to consult the Further Reading
list at the end of this article, for more complete
definitions of terms for coherence theory. A number

of experimental results highlight the effects of
spatial coherence of the illumination on image
formation. Discussions of the role of coherence in
such key applications are interspersed throughout
the article.

Image Formation – Ideal and Optimal

An image is typically defined as the reproduction or
likeness of the form of an object. An image that is
indistinguishable from the original object is generally
considered to be ideal. In a general context, the sound
of a voice coming from a loudspeaker can be thought
of as the image of the sound coming directly from the
original speaker’s mouth. In optical imaging, the ideal
image replicates the light emanating from the object.
Taken to the extreme, the ideal image replicates the
light leaving the object in terms of intensity,
wavelength, polarization, and even coherence.
When the final image is viewed by the eye, the ideal
image only needs to replicate the spatial distribution
of the light leaving the object in terms of color and
relative intensity at each point on the object. (In this
article, intensity is defined as optical power per unit
area (watts per meter squared).)

A general diagram of a direct view image formation
system is shown in Figure 1. The condenser optics
gathers light from a primary source and illuminates a
transmissive object having a complex wave amplitude
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transmission of Oðx; yÞ: The imaging optics produce
an optical image that is viewed directly by the viewer.
A growing number of image formation systems now
include a solid-state image detector as shown in
Figure 2. The raw intensity optical image is converted
to an electronic signal that can be digitally processed
and then displayed on a monitor. In this system, the
spatial intensity distribution emanating from the
monitor is the final image. The task of the optical
system to the left of the detector is to gather spatial
information about the light properties of the object.
In fact, the information gathered by the detector
includes information about the object, the illumina-
tion system, and the image formation optics. If the
observer is only interested in the light transmission
properties of the object, the effects of the illumination
and image formation optics must be well understood.
When the light illuminating the object is known to be
coherent or incoherent, reasonably simple models for
the overall image formation process can be used.
More general, partially coherent illumination can
produce optically formed images that differ greatly

from the intensity pattern leaving the object. Seen
from this perspective, partially coherent illumination
is an undesirable property that creates nonideal
images and complicates the image analysis.

The ideal image as described above is not
necessarily the optimum image for a particular task.
Consider the case of object recognition when the
object has low optical contrast. Using the above
definition, an ideal image would mimic the low
contrast and render recognition difficult. An image
formation system that alters the contrast to improve
the recognition task would be better than the
so-called ideal image. The image formation system
that maximized the appropriate performance metric
for a particular recognition task would be considered
optimal. In optimizing the indirect imaging system of
Figure 2, the designer can adjust the illumination, the
imaging optics, and the post-detection processing.
In fact, research microscopes often include an
adjustment that modifies illumination coherence
and often alters the image contrast. Darkfield and
phase contrast imaging microscopes usually employ
partially coherent illumination combined with pupil
modification to view otherwise invisible objects. Seen
from this perspective, partially coherent illumination
is a desirable property that provides more degrees of
freedom to the imaging system designer. Quite often,
partially coherent imaging systems provide a com-
promise between the performance of coherent and
incoherent systems.

Elementary Coherence Concepts

Most readers are somewhat familiar with the concept
of temporal coherence. In Figure 3, a Michelson
interferometer splits light from a point source into
two paths and recombines the beams to form
interference fringes. The presence of interference
fringes indicates that the wave amplitude fluctuations
of the two beams are highly correlated so the light
adds in wave amplitude. If the optical path difference
between the two paths can be made large without
reducing the fringe contrast, the light is said to be

Figure 2 Indirect view optical system. The raw intensity optical

image is detected electronically, processed and a final image is

presented to the human observer on a display device.

Figure 1 Direct view optical system. Imaging optics conveys the

light from an illuminated object directly to the human viewer.
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Figure 3 The presence of high contrast fringes in a Michelson

interferometer indicates high temporal coherence.
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highly temporally coherent. Light from very narrow-
band lasers can maintain coherence over very large
optical path differences. Light from broadband light
sources requires very small optical path differences to
add in wave amplitude.

Spatial coherence is a measure of the ability of two
separate points in a field to interfere. The Young’s two
pinhole experiment in Figure 4 measures the cohe-
rence between two points sampled by the pinhole
mask. Only a one-dimensional pinhole mask is shown
for simplicity. Figure 4a shows an expanded laser
beam illuminating two spatially separated pinholes
and recombining to form an intensity fringe pattern.
The high contrast of the fringe indicates that the wave
amplitude of the light from the two pinholes is highly
correlated. Figure 4b shows a broadband point source
expanded in a similar fashion. The fringe contrast is
high near the axis because the optical path difference
between the two beams is zero on the axis and
relatively low near the axis. For points far from the
axes, the fringe pattern disappears because the low
temporal coherence from the broadband source
results in a loss in correlation of the wave amplitudes.

A final Young’s experiment example in Figure 4c

shows that highly temporally coherent light can be
spatially incoherent. In the figure, the light illuminat-
ing the two pinholes comes from two separate and

highly temporally coherent lasers that are designed to
have the same center frequency. Since the light from
the lasers is not synchronized in phase, any fringes
that might form for an instant will move rapidly and
average to a uniform intensity pattern over the
integration time of a typical detector. Since the fringe
contrast is zero over a practical integration time, the
light at the two pinholes is effectively spatially
incoherent.

Two-point Imaging

In a typical partially coherent imaging experiment
we need to know how light from two pinholes adds
at the optical image plane, as shown in Figure 5.
Diffraction and system aberrations cause the image
of a single point to spread so that the images of two
spatially separated object points overlap in the
image plane. The wave amplitude image of a single
pinhole is called the coherent point spread function
(CPSF). Since the CPSF is compact, two CPSFs will
only overlap when the corresponding object points
are closely spaced. When the two points are
sufficiently close, the relevant optical path differ-
ences will be small so full temporal coherence can be
assumed. Spatial coherence will be the critical factor
in determining how to add the responses to pairs of

Figure 4 A Young’s two pinhole interferometer produces: (a) a uniform high contrast fringe pattern for light that is highly spatially

and temporally coherent; (b) high contrast fringes only near the axis for low temporal coherence and high spatial coherence light; and

(c) no fringe pattern for high temporal coherence, low spatial coherence light.
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point images. We assume full temporal coherence in
the subsequent analyses and the light is said to be
quasimonochromatic.

Coherent Two-Point Imaging

Consider imaging a two-point object illuminated by a
spatially coherent plane wave produced from a point
source, as depicted in Figure 6a. In the figure, the
imaging system is assumed to be space-invariant. This
means that the spatial distribution of the CPSF is
the same regardless of position of the input pinhole.
The CPSF in the figure is broad enough such that the
image plane point responses overlap for this particu-
lar pinhole spacing. Since the wave amplitudes from
the two pinholes are correlated, the point responses
add in wave amplitude, resulting in a two-point
image intensity given by

I2cohðxÞ ¼ I0lhðx 2 x1Þl
2
þ I0lhðx 2 x2Þl

2
½1�

where hðxÞ is the normalized CPSF and I0 is a scaling
factor that determines the absolute image intensity
value. Since the CPSF has units of wave amplitude,

the magnitude squaring operation accounts for the
square law response of the image plane detector.

More generally, the image intensity for an arbitrary
object distribution can be found by breaking the
object into a number of points and adding the CPSFs
due to each point on the object. The resultant image
plane intensity is the spatial convolution of the
object amplitude transmittance with the CPSF and
is given by

IcohðxÞ ¼ I0

�����
ð

Oðj Þhðj2 xÞdj

�����
2

½2�

where OðxÞ is the object amplitude transmittance.

Incoherent Two-Point Imaging

Two pinhole imaging with spatially incoherent light is
shown in Figure 6b, where a spatially extended
blackbody radiator is placed directly behind the
pinholes. Once again the imaging optics are assumed
to be space-invariant and have the same CPSF as the
system in Figure 6a. Since the radiation is originating
from two completely different physical points on the
source, no correlation is expected between the wave
amplitude of the light leaving the pinholes and the
light is said to be spatially incoherent. The resultant
image intensity corresponding to the two pinhole
object with equal amplitude transmittance values is
calculated by adding the individual intensity
responses to give

I2incðxÞ ¼ I0lhðx 2 x1Þl
2
þ I0lhðx 2 x2Þl

2
½3�

For more general object distributions, the image
intensity is the convolution of the object intensity
transmittance with the incoherent PSF, and is given by

IincðxÞ ¼ I0

ð
loðj Þl2lhðx 2 j Þl2dj ½4�

Figure 6 Imaging of two points for (a) spatially coherent illumination and (b) spatially incoherent imaging.

Figure 5 Imaging of two points. The object plane illumination

coherence determines how the light adds in the region of overlap

of the two image plane points.
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where the intensity transmittance is the squared
magnitude of the amplitude transmittance and the
incoherent PSF is the squared magnitude of the CPSF.

Partially Coherent Two-Point Imaging

Finally we consider two pinhole imaging illuminated
by partially spatially coherent light. Now the two-
point responses do not add simply in amplitude or
intensity. Rather, the image intensity is given by the
more general equation:

I2pcðxÞ ¼ I0

�
lhðx 2 x1Þ

2 þ lhðx 2 x2Þl
2

þ 2Re{mðx1;x2Þhðx 2 x1Þh
pðx 2 x2Þ}

�
½5�

where the p denotes complex conjugations and
mðx1; x2Þ is the normalized form of the mutual
intensity of the object illumination evaluated at the
object points in question. The mutual intensity
function is often denoted as J0ðx1; x2Þ and is a
measure of the cross correlation of the wave
amplitude distributions leaving the two pinholes.
Rather than providing a rigorous definition, we note
that the magnitude of J0ðx1; x2Þ corresponds to the
fringe contrast that would be produced if the two
object pinholes were placed at the input of a Young’s
interference experiment. The phase is related to the
relative spatial shift of the fringe pattern. When the
light is uncorrelated, J0ðx1; x2Þ ¼ 0 and eqn [5]
collapses to the incoherent limit of eqn [4].
When the light is coherent, J0ðx1; x2Þ ¼ 1 and
eqn [5] reduces to the coherent form of eqn [2].

Image formation for a general object distribution is
given by the bilinear equation:

IpcðxÞ ¼ I0

ð
oðj1Þo

pðj2Þhðx 2 j1Þh
pðx 2 j2Þ

� Joðj1 2 j2Þdj1 dj2 ½6�

Note that, in general, J0ðx1; x2Þ must be evaluated for
all pairs of object points. Close examination of this
equation reveals that just as a linear system can be
evaluated by considering all possible single point

responses, a bilinear system requires consideration of
all possible pairs of points. This behavior is much
more complicated and does not allow the application
of the well-developed linear system theory.

Source Distribution and Object
Illumination Coherence

According to eqn [6], the mutual intensity of all pairs
of points at the object plane must be known, to
calculate a partially coherent image. Consider the
telecentric Kohler illumination imaging system
shown in Figure 7. The primary source is considered
to be spatially incoherent and illuminates the object
after passing through lens L1 located one focal
distance away from the source and one focal distance
away from the object. Even though the primary
source is spatially incoherent, the illumination at
the object plane is partially coherent. The explicit
mutual intensity function corresponding to the
object plane illumination is given by applying the
van Cittert Zernike theorem:

J0ðDxÞ ¼
ð

Sðj Þ exp
�
j2pDxj

�
lF
�
dj ½7�

where SðxÞ is the intensity distribution of the
spatially incoherent primary source, F is the focal
length of the lens, l is the illumination wavelength,
and Dx ¼ x12 x2: The van Cittert Zernike theorem
reflects a Fourier transform relationship between the
source image intensity distribution and the mutual
intensity at the object plane. When the source plane is
effectively spatially incoherent, the object plane
mutual intensity is only a function of separation
distance. For a two-dimensional object, the mutual
intensity needs to be characterized for all pairs of
unique spacings in x and y: In Figure 7, the lens
arrangement ensures that the object plane is located
in the far field of the primary source plane. In fact, the
van Cittert Zernike theorem applies more generally,
even in the Fresnel propagation regime, as long as the
standard paraxial approximation for optics is valid.

Figure 7 A telecentric Kohler illumination system with a spatially incoherent primary source imaged onto the pupil.
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Figure 8 shows some simple examples of primary
source distributions and the corresponding object
plane mutual intensity function. Figure 8a assumes an
infinitesimal point source and the corresponding
mutual intensity is 1.0 for all possible pairs of object
points. Figure 8b assumes an infinite extent primary
source and results in a dirac delta function for the
mutual intensity function. This means that there is no
correlation between any two object points having a
separation greater than zero so the object plane
illumination is spatially incoherent. In Figure 5c, a
finite extent uniform source gives a mutual intensity
function of the form sinðapDxÞ=ðaDxÞ: The finite-
sized source corresponds to partially coherent
imaging and shows that the response to pairs of
points is affected by the spatial distribution of the
source in a complicated way. Note that a large
primary source corresponds to a large range of
angular illumination at the object plane.

Varying the size of the source in the imaging system
of Figure 8 will affect the spatial coherence of the
illumination and hence the optical image intensity.
Many textbook treatments discuss the imaging of two
points separated by the Rayleigh resolution criterion
which corresponds to the case where the first
minimum of one point image coincides with the
maximum of the adjacent point image. With a large
source that provides effectively incoherent light, the
two point image has a modest dip in intensity
between the two points, as shown in Figure 9a.
Fully coherent illumination of two points separated
by the Rayleigh resolution produces a single large
spot with no dip in intensity, as shown in Figure 9b.

Varying the source size and hence the illumination
spatial coherence produces a dip that is less than the
incoherent intensity dip. This result is often used to
suggest that coherent imaging gives poorer resolution
than incoherent imaging. In fact, generalizations
about two-point resolution can be misleading.

Recent developments in optical lithography have
shown that coherence can be used to effectively
increase two-point resolution beyond traditional
diffraction limits. In Figure 9c, one of the pinholes
in a coherent two-point imaging experiment has been
modified with a phase shift corresponding to one half
of a wavelength of the illuminating light. The two
images add in wave amplitude and the phase shift
creates a distinct null at the image plane and
effectively enhances the two-point resolution. This
approach is termed phase screen lithography and has
been exploited to produce finer features in lithogra-
phy by purposely introducing small phase shift masks
at the object mask. In practice, the temporal and
spatial coherence of the light is engineered to give
sufficient coherence to take advantage of the two-
point enhancement while maintaining sufficient
incoherence to avoid speckle-like artifacts associated
with coherent light.

Spatial Frequency Modeling of
Imaging

Spatial frequency models of image formation are also
useful in understanding how coherence affects image
formation. A spatially coherent imaging system has a
particularly simple spatial frequency model. In the

Figure 8 Light propages from the source plane to the object plane and produces (a) coherent illumination from a single source point;

(b) incoherent illumination from an infinite extent source; and (c) partially coherent illumination from a finite extent primary source.
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spatially coherent imaging system shown in Figure 10,
the on-axis plane wave illumination projects the
spatial Fourier transform of the object, or Fraunhofer
pattern, onto the pupil plane of the imaging system.
The pupil acts as a frequency domain filter that can be
modified to perform spatial frequency filtering. The
complex transmittance of the pupil is the wave
amplitude spatial frequency transfer function of the
imaging system. It follows that the image plane wave
amplitude frequency spectrum, ~Ucð fxÞ; is given by

~Ucð fxÞ ¼
~Oð fxÞHð fxÞ ½8�

where ~Oð fxÞ is the spatial Fourier transform of the
object amplitude transmittance function and Hð fxÞ is

proportional to the pupil plane amplitude transmit-
tance. Equation [8] is the frequency domain version
of the convolution representation given by eqn [2],
but does not account for the squared magnitude
response of the detector.

In the previous section, we learned that an infinite
extent source is necessary to achieve fully incoherent
imaging for the imaging system of Figure 7. As a
thought experiment, one can start with a single point
source on the axis and keep adding mutually
incoherent source points to build up from a coherent
imaging system to an incoherent imaging system.
Since the individual source points are assumed to be
incoherent with each other, the images from each
point source can be added in intensity. In Figure 11,

Figure 10 The object Fourier transform is filtered by the pupil function in a coherent imaging system.

Figure 9 Comparison of coherent and two point imaging of two pinholes separated by the Rayleigh distance. (a) Coherent image

cannot resolve the two points. (b) Incoherent image barely resolves the two points. (c) Coherent illumination with a phase shifting plate at

one pinhole produces a null between the two image points.
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only two point sources are shown. Each point source
projects an object Fraunhofer pattern onto the pupil
plane. The centered point source will result in the
familiar coherent image. The off-axis point source
projects a displaced object Fraunhofer pattern that is
also filtered by the pupil plane before forming an
image of the object. The image formed from this
second point source can be modeled with the same
coherent imaging model with a shifted pupil plane
filter. Since the light from the two source points is
uncorrelated, the final image is calculated by adding
the intensities of the two coherently formed images.

The two source point model of Figure 11 can be
generalized to an arbitrary number of source points.
The final image is an intensity superposition of a
number of coherent images. This suggests that
partially coherent imaging systems behave as a
number of redundant coherent imaging systems,
each having a slightly different amplitude spatial
frequency transfer function due to the relative shift of
the pupil filter with respect to the object Fraunhofer
pattern. As the number of point sources is increased
to infinity, the primary source approaches an infinite
extent spatially incoherent source. In practice, the
source need not be infinite. When the source is large
enough to effectively produce linear-in-intensity
imaging, the imaging system is effectively spatially
incoherent. The corresponding image intensity in the
spatial frequency domain, ~Iincð fxÞ; is given by

~Iincð fxÞ ¼ ~Iobjð fxÞOTFð fxÞ ½9�

where ~Iobjð fxÞ is the spatial Fourier transform of the
object intensity transmittance and OTFð fxÞ is the
incoherent optical transfer function which is pro-
portional to the spatial autocorrelation of the pupil
function.

Many texts include detailed discussions comparing
the coherent transfer function and the OTF and
attempt to make comparisons about the relative
performance of coherent and incoherent systems.

These comparisons are often misleading since one
transfer function describes the wave amplitude spatial
frequency transfer function and the other describes
the intensity spatial frequency transfer function. Here
we note that incoherent imaging systems do indeed
allow higher object amplitude spatial frequencies to
participate in the image formation process. This
argument is often used to support the claim that
incoherent systems have higher resolution. However,
both systems have the same image intensity spatial
frequency cutoff. Furthermore, the nature of the
coherent transfer function tends to produce high
contrast images that are typically interpreted as
higher-resolution images than their incoherent
counterparts. Perhaps the real conclusion is that
the term resolution is not well defined and direct
comparisons between coherent and incoherent
imaging must be treated carefully.

The frequency domain treatment for partially
coherent imaging of two-dimensional objects
involves a four-dimensional spatial frequency transfer
function that is sometimes called the bilinear transfer
function or the transmission cross-coefficient model.
This model describes how constituent object wave
amplitude spatial frequencies interact to form image
plane intensity frequencies. The utility of this
approach to analysis is limited for someone new to
the field, but is often used in numerical simulations of
partially coherent imaging systems used in optical
lithography.

Experimental Examples of Important
Coherence Imaging Phenomena

Perhaps the best way to gain an understanding of
coherence phenomena in imaging is to examine
experimental results. In the following section we use
experimental data to see how coherence affects edge
response, noise immunity, and depth of field. Several
experimental configurations were used to collect

Figure 11 A second source point projects a second object Fourier transform onto the pupil plane. The images produced by the two

source points add in intensity at the image plane.
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the image data, but all of the systems can be
represented generically by the Kohler illumination
system shown in Figure 12. Kohler illumination is
often employed in many projection illumination
systems. In order to obtain Kohler illumination, the
primary spatially incoherent source is imaged onto
the pupil plane of the imaging portion of the system
and the object is placed at the pupil plane of the
condenser optics.

Primary Source Generation

Figure 13 shows a highly coherent illumination
system produced by focusing a laser beam to a
point and imaging the focused spot onto the pupil of
the imaging system to produce spatially coherent
illumination. The use of a laser produces highly
temporally coherent light.

Two methods were used to create an extended
spatially incoherent primary source with control over
the spatial intensity distribution. Figure 14a shows
a collimated laser beam with a 633 nm center
wavelength illuminating a rotating diffuser. A photo-
graphically produced mask defines the spatial shape
of the primary source. The laser provides highly
temporally coherent light and the diffuser destroys the
spatial coherence of the light. Consider the thought
experiment of two pinholes placed immediately to

the right of the moving diffuser. Without the diffuser,
the two wave amplitudes would be highly correlated.
Assuming that the diffuser can be modeled as a
spatially random phase plate, a fixed diffuser would
only introduce a fixed phase difference between the
amplitudes leaving the two pinholes and would not
destroy the coherence. When the diffuser is rotated,
the light from each pinhole encounters a different
phase modulation that is changing over time. This
random modulation destroys the effective correlation
between the wave amplitude of the light leaving the
two pinholes provided that the rotation speed is
sufficiently fast.

The moving diffuser method is light inefficient but
is a practical way of exploring coherence in imaging
in a laboratory environment. The choice of the
diffuser is critical. The diffuser should spread light
out uniformly over an angular subtense that overfills
the object of interest. Many commercially available
diffusers tend to pass too much light in the straight
through direction. Engineered diffusers can be pur-
chased to produce an optimally diffused beam. When
quick and inexpensive results are required, thin
plastic sheets used in day-to-day packaging often
serve as excellent diffusers. When the diffusion angles
are not high enough, a number of these plastic sheets
can be layered on top of each other to achieve the
appropriate angular spread.

The second method for producing a spatially
incoherent source is shown in Figure 14b. Broadband

Figure 14 Two methods for generating a spatially incoherent

primary source. (a) An expanded laser beam passes through a

moving diffuser followed by a mask to define the extent and shape

of the source. (b) A broadband source exits a multifiber lightguide

and propagates to a moving diffuser followed by a source mask.

Figure 12 General representation of the Kohler illumination

imaging systems used in the experimental result section. The

primary incoherent source is imaged onto the imaging system

pupil plane and the object resides in the pupil of the condenser

optics.

Figure 13 Highly spatially and temporally coherent illumination

produced by imaging a focused laser beam into the imaging

system pupil.
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light is delivered through a large multifiber lightguide
and illuminates a moving diffuser. The main purpose
of the diffuser is to ensure that the entire object is
illuminated uniformly. The low temporal coherence
of the source and the long propagation distances are
usually enough to destroy any spatial coherence at the
plane of the diffuser. The rotation further ensures that
no residual spatial coherence exists at the primary
source plane. A chromatic filter centered around
600 nm, with a spectral width of approximately
100 nm, is shown in the light path. The filter was
used to minimize the effects of chromatic aberrations
in the system. The wide spectral width certainly
qualifies as a broadband source in relation to a laser.
High-contrast photographically defined apertures
determine the spatial intensity distribution at the
plane of the primary source. In the following results,
the primary source distributions were restricted to
circular sources of varying sizes as well as annular

sources. These shapes are representative of most of
the sources employed in microscopy, machine vision,
and optical lithography.

Noise Immunity

Coherent imaging systems are notorious for introdu-
cing speckle-like noise artifacts at the image. Dust
and optically rough surfaces within an optical system
result in a complicated textured image plane intensity
distribution that is often called speckle noise. We refer
to such effects as coherent artifact noise. Figure 15a
shows the image of a standard binary target as
imaged by a benchtop imaging system, with the
highly coherent illumination method shown in
Figure 13. Some care was taken to clean individual
lenses and optical surfaces within the system and
no dust was purposely introduced. The image is
corrupted by a complicated texture that is due in

Figure 16 High spatial coherence disk illumination (K ¼ 0:1)

imaging through a dust covered surface with (a) narrowband laser

illumination and (b) with broadband illumination.

Figure 15 High temporal coherence imaging with disk sources

corresponding to (a) extremely high spatial coherence (K ¼ 0:05)

and (b) slightly reduced but high spatial coherence (K ¼ 0:1).
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part to imperfections in the laser beam itself and in
part to unwanted dust and optically rough surfaces.
Certainly, better imaging performance can be
obtained with more attention to surface cleanliness
and laser beam filtering, but the result shows that it
can be difficult to produce high-quality coherent
images in a laboratory setting.

Lower temporal coherence and lower spatial
coherence will reduce the effect of speckle noise.
The image of Figure 15b was obtained with laser
illumination according to Figure 14a with a source
mask corresponding to a source to pupil diameter
ratio of K ¼ 0:1: The object plane illumination is still
highly temporally coherent and the spatial coherence
has been reduced but is still very high. The artifact
noise has been nearly eliminated by the modest redu-
ction of spatial coherence. The presence of diagonal
fringes in some regions is a result of multiple
reflections produced by the cover glass in front of

the CCD detector. The reflections produce a weak
secondary image that is slightly displaced from the
main image and the high temporal coherence allows
the two images to interfere.

The noise performance was intentionally per-
turbed in the image of Figure 16a by inserting a
slide with a modest sprinkling of dust at an optical
surface in between the object and the pupil plane.
The illumination conditions are the same as for the
image of Figure 15b. The introduction of the dust
has further degraded the image. The image of
Figure 16b maintains the same spatial coherence
ðK ¼ 0:1Þ but employs the broadband source. The
lower temporal coherence eliminates the unwanted
diagonal fringes but the speckle noise produced by
the dust pattern does not improve significantly
relative to the laser illumination K ¼ 0:1 system.
Figures 17a–c show that increasing the source size
(and hence the range of angular illumination) reduces

Figure 17 Low temporal coherence imaging through a dust-covered surface with various source sizes and shapes: (a) disk source

with K ¼ 0:3; (b) disk source with K ¼ 0:7; (c) disk source with K ¼ 2:0; and (d) a thin annular source with an outer diameter

corresponding to K ¼ 0:5 and inner diameter corresponding to K ¼ 0:45:
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the spatial coherence and virtually eliminates the
unwanted speckle pattern. Finally, Figure 17d shows
that an annular source can also provide some noise
immunity. The amount of noise immunity is related to
the total area of the source rather than the outer
diameter of annular source. Seen from the spatial
frequency model, each source point produces a noise-
corrupted coherent image. Since the effect of the noise
is different for each coherent image, the image plane
noise averages out as the images add incoherently.
This perspective suggests that an extended source
provides redundancy in the transfer of object infor-
mation to the image plane.

Edge Response

Spatial coherence has a strong impact on the images
of edges. The sharp spatial frequency cutoff of

spatially coherent imaging systems creates oscil-
lations at the images of an edge. Figure 18 shows
slices of experimentally gathered edge imagery as a
function of the ratio of source diameter to pupil
diameter. Higher coherence systems produce sharper
edges, but tend to have overshoots. The sharper
edges contribute to the sense that high-coherence
systems produce higher-resolution images. One
advantage to an incoherent imaging system is that
the exact location of the edge corresponds to the 50%
intensity location. The exact location of an edge in a
partially coherent imaging system is not as easily
determined. The presence or lack of edge ringing
can be used to assess whether a given imaging
system can be modeled as spatially incoherent or
partially coherent.

Depth of Field

Coherent imaging systems exhibit an apparent
increase in depth-of-field compared to spatially
incoherent systems. Figure 19 shows spatially
incoherent imagery for four different focus positions.
Figure 20 shows imagery with the same amount of
defocus produced with highly spatially coherent
light. Finally, Figure 21 gives an example of how
defocused imagery depends on the illumination
coherence. The images of a spoke target were all
gathered with a fixed amount of defocus and the
source size was varied to control the illumination
coherence. The images of Figure 21 differ greatly,
even though the CPSF was the same for all the cases.

Digital Post-detection Processing
and Partial Coherence

The model of Figure 2 suggests that post-detection
image processing can be considered as part of the
image formation system. Such a general view can
result in imaging that might be otherwise
unobtainable by classical means. In fact, microsco-
pists routinely use complicated deblurring methods
to reconstruct out-of-focus imagery and build up
three-dimensional images from multiple image slices.

The coherence of the illumination should be
considered when undertaking such image restoration.
Rigorous restoration of partially coherent imagery is
computationally intensive and requires precise
knowledge of the coherence. In practice, a linear-in-
intensity model for the image formation is almost
always used in developing image restoration algo-
rithms. Even nonlinear restoration algorithms have
built-in linear assumptions about the image forma-
tion models which imply spatially incoherent
illumination.

Figure 18 Slices of edge intensity images of high contrast

edges taken by a laboratory system with low temporal coherence

and (a) high spatial coherence (disk source with K ¼ 0:1) and

(b) effectively incoherent (disk source with K ¼ 2).
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The images of Figures 22a and b are digitally
restored versions of the images of Figure 19b and
Figure 20b. The point spread function was directly
measured and used to create a linear restoration filter
that presumed spatially incoherent illumination. The
restored image in Figure 22a is faithful since the
assumption of spatially incoherent light was reason-
able. The restored image of Figure 22b suffers from a
loss in fidelity since the actual illumination coherence
was relatively high. The image is visually pleasing and
correctly conveys the presence of three bar targets.
However, the width of the bars is not faithful to the
original target which had spacings equal to the widths
of the bars.

As discussed earlier, the ideal image is not always
the optimal image for a given task. In general,
restoration of partially coherent imaging with an
implicit spatially incoherent imaging model will
produce visually pleasing images that are not
necessarily faithful to the object plane intensity.

While they are not faithful, they often preserve and
even enhance edge information and the overall image
may appear sharper than the incoherent image.
When end task performance is improved, the image
may be considered to be more optimal than the ideal
image. It is important to keep in mind that some of
the spatial information may be misleading and a
more complete understanding of the coherence may
be needed for precise image plane measurements.
This warning is relevant in microscopy where the
user is often encouraged to increase image contrast
by reducing illumination spatial coherence. Annular
sources can produce highly complicated spatial
coherence functions that will strongly impact the
restoration of such images.

Summary and Discussion

The coherence of the illumination at the object plane
is important in understanding image formation.

Figure 19 Spatially incoherent imaging for (a) best focus, (b) moderate misfocus, and (c) high misfocus.
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Highly coherent imaging systems produce high-
contrast images with high depth of field and provide
the opportunity for sophisticated manipulation of the
image with frequency plane filtering. Darkfield
imaging and phase contrast imaging are examples of
frequency plane filtering. Unfortunately, coherent
systems are sensitive to optical noise and are generally
avoided in practical system design. Relaxing the
temporal coherence of the illumination can provide
some improvement, but reducing the spatial cohe-
rence is more powerful in combating noise artifacts.
Research microscopes, machine vision systems, and
optical lithography systems are the most prominent
examples of partially coherent imaging systems.
These systems typically employ adjustable spatially
incoherent extended sources in the shapes of disks
or annuli. The exact shape and size of the primary
source, shapes the angular extent of the illumination
at the object plane and determines the spatial
coherence at the object plane. Spatial coherence

effects can be significant, even for broadband light.
Control over the object plane spatial coherence
allows the designer to find a tradeoff between the
various strengths and weaknesses of coherent and
incoherent imaging systems.

As more imaging systems employ post-detection
processing, there is an opportunity to design
fundamentally different systems that effectively split
the image formation process into a physical portion
and a post-detection portion. The simple example of
image deblurring cited in this article shows that object
plane coherence can affect the nature of the digitally
restored image. The final image can be best under-
stood when the illumination coherence effects are well
understood. The spatially incoherent case results in
the most straightforward model for image interpret-
ation, but is not always the best choice since the
coherence can often be manipulated to increase the
contrast and hence the amount of useful information
in the raw image. A completely general approach to

Figure 20 High spatial coherence disk source (K ¼ 0:2) imaging for (a) best focus, (b) moderate misfocus, and (c) high misfocus.
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Figure 21 Imaging with a fixed amount of misfocus and varying object spatial coherence produced by: (a) highly incoherent disk

source illumination (K ¼ 2); (b) moderate coherence disk source (K ¼ 0:5); (c) high coherence disk source (K ¼ 0:2); and (d) annular

source with outer diameter corresponding to K ¼ 0:5 and inner diameter corresponding to K ¼ 0:45:

Figure 22 Digital restoration of blurred imagery with an inherent assumption of linear-in-intensity imaging for (a) highly spatially

incoherent imaging (K ¼ 2) and (b) high spatial coherence (K ¼ 0:2).
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imaging would treat the coherence of the source, the
imaging optics, and the post-detection restoration all
as free variables that can be manipulated to produce
the optimal imaging system for a given task.

See also

Coherent Lightwave Systems. Information Proces-
sing: Coherent Analogue Optical Processors. Terahertz
Technology: Coherent Terahertz Sources.
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Introduction

Opticists are aware that the amount of coherence
plays a significant role in imaging systems: laser
speckles are known to add significant noise to the
image, as well as parasitic interferences from dusty
lenses. Optical systems are often called coherent, if a
laser is used (right), and incoherent if other sources
come into play (wrong). Many users of optical
systems are unaware that it is not the high temporal
coherence but the spatial coherence that commonly
afflicts the image quality, and that this parasitic
spatial coherence is ubiquitous, even though not
obvious. Coherent artifacts can occur without the use
of lasers, although speckle noise is more prominent
with lasers. Even opticists sometimes underestimate
the damage that residual coherent noise can cause,
and as laser oriented sensor funding programs are
‘en vogue’, nonexperts are disappointed if some
metrology device does not include a laser.

This encyclopedia addresses the many uses of
lasers. In this article, we will discuss the costs of
coherence. The commonly pretended incoherent
approach of everyday optics may lead to significant
quantitative measuring errors of illumination or
reflectivity, 3d shape, distance or size. Spatial

coherence is the dominant source of noise. We will
give some rules of thumb to estimate these errors and
a few tricks to reduce coherent noise. These rules will
help to minimize coherent noise, however, it turns out
that as spatial coherence is ubiquitous, there are only
limited options available to clear it. One of the
options to build good sensors that measure shape,
reflectivity, etc. is avoiding the use of lasers!

To become familiar with some basics of the theory
of coherence we refer the reader the Further Reading
section at the end of this article.

Coherence can be boon or disaster for the opticist,
as is explained in other articles of this encyclopedia
about interferometry, diffraction, and holography.
A specific topic is information acquisition from
coherently scattered light. An enlightening example
is where speckles in white light interferometry at
rough surfaces and in speckle interferometry are
exploited. We will briefly discuss white light inter-
ferometry at rough surfaces in the section on speckles
as carriers of information below.

Practical Coherence Theory

A major issue of this chapter will be corrupting
properties of coherence in the daily life of an optical
metrologist. We will demonstrate that ‘speckle’ noise
is ever present, and essentially unavoidable, in the
images of (diffusively reflecting) objects. Its influence
on the quality of optical measurements leads to a
lower limit of the physical measuring uncertainty.
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This ‘coherent noise’ limit is, not surprisingly,
identical to Heisenberg’s limit. We will start by
summarizing the important results, and will give
some simple explanations later.

Some Basic Observations

(i) The major source of noise in optical measure-
ments is spatial coherence, the temporal coher-
ence status, generally, does not play a significant
role.

(ii) An optically rough surface displays subjective
speckles with contrast C ¼ 1; if the observation
aperture sin uo is larger than the illumination
aperture sin uq.

(iii) The speckle contrast is C , sin uq=sin uo; if the
observation aperture is smaller than the illumi-
nation aperture.

Figure 1 illustrates the situation by a simple
experiment.

The results of Figure 1 can be explained simply by
summarizing some 80 pages of coherence theory in a
nutshell, by useful simplifications and approxi-
mations (Figure 2).

If the source is at an infinite distance, the coherence
function no longer depends on the two variables
but just on the slit distance d ¼ lx1 2 x2l: In this case,
the coherence function G(d) can be easily calculated
as the Fourier transform of the spatial intensity

distribution of the source (van Cittert-Zernike
theorem). Let us assume a one dimensional source
with an angular size of 2uq; where uq is commonly
called the aperture of the illumination. In this case,
the coherence function will be:

GðdÞ , sin cð2uqd=lÞ ½1�

The width of the coherence function which gives the
size of the coherently illuminated area (coherence
area) can be approximated from eqn [1]:

dG ¼ l=uq ½2�

Equation [1] includes some approximations: for
circular sources such as the sun, we get an additional

Figure 2 Basic experiment for spatial coherence. An extended

source, such as the sun or some incandescent lamp illuminates a

double slit, from a large distance. On a screen behind the double

slit we can observe ‘double slit interference’, if the waves coming

from x1 and x2 display coherence. The contrast of the interference

fringes is given by the magnitude of the coherence function G

(neglecting some normalization factor). G is a function of the two

slit locations x1 and x2:

Figure 1 Ground glass in sunlight: (a) the image of a ground glass, illuminated by the sun, observed with small aperture (from large

distance), displays no visible speckles; (b) a medium observation aperture (smaller distance) displays weak visible speckles;

(c) observation with very high aperture displays strong contrast speckles; and (d) the image of the ground glass on a cloudy day does

not display speckles, due to the very big aperture of illumination. Reproduced with permission from Häusler G (1999) Optical sensors

and algorithms for reverse engineering. In: Donah S (ed.) Proceedings of the 3rd Topical Meeting on Optoelectronic

Distance/Displacement Measurements and Applications. IEEE-LEOS.
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factor 1.22 for the width of the coherence function –
the ‘sinc-function’ has to be replaced by the Bessel
function J1ðrÞ=ðrÞ: There is another approximation: we
should replace the aperture angle uq by sin uq; for
larger angles. We choose the wavelength of the
maximum sensitivity of the eye, at l ¼ 0:55 mm;

which is the wavelength of the maximum emission of
the sun also.

In conclusion, if two points at the object are closer
than dG these points will be illuminated with a high
degree of coherence. The light waves, scattered from
these object-locations can display interference con-
trast. Specifically, they may cancel each other out,
causing a low signal-to-noise ratio of only 1:1. This
does not happen if the points have a distance larger
than dG:

From Figure 3 we learn that the width of the spatial
coherence function from sunlight illumination at the
earth’s surface is ,110 mm: (Stars more distant than
the sun appear smaller, and hence have a wider
coherence function, at the earth’s surface. Michelson
was able to measure the angular size of some close
stars, by measuring the width of this coherence
function, which was about dG , 10 m:)

Figure 4 again displays an easy to perform
experiment. We can see speckles at sunlight illumina-
tion. We can observe speckles as well in shops because
they often use small halogen spot illumination.

So far we have only discussed the first stage (from
the source to the object). We still have to discuss the

way from the object to the retina (or CCD-chip of a
video camera). This is illustrated by Figure 5.

As an object, we choose some diffusely reflecting or
transmitting surface (such as a ground glass). The
coherence function at the ground glass has again a
width of dG. What happens if we image this
ground glass onto our retina? Let us assume our eye
to be diffraction limited (which, in fact, it is at
sunlight conditions, where the eye pupil has only a
diameter Fpupil ¼ 2:5 mm diameter or less). Then a
point x1 at the ground glass will cause a diffraction
spot at the retina, with a size of:

d0
diffr ¼ l=u0

o ¼ 8mm ½3�

The image sided aperture of observation u0
0 of the

eye is calculated from Fpupil and from its focal
length feye ¼ 18 mm as u0

o ¼ Fpupil=2feye ¼ 0:07. If
we project the diffraction spot at the retina back onto
the object, we get its size d from:

ddiffr ¼ l=uo ¼ l=ðFpupil=2zoÞ ½4�

with zo ¼ observation distance of the object from
the eye. We call uo ¼ Fpupil=2zo the object sided
observation aperture. Let us calculate the laterally
resolvable distance ddiffr at the object, with a distance
zo ¼ 250 mm; which is called the ‘comfortable
viewing distance’:

ddiffrðzo ¼ 250 mmÞ ¼ 110 mm ½5�

After these preparations we come to the crucial issue:
how does the image at the retina appear if we cannot
resolve distances at an object smaller than dG; and
how does it appear if the resolution of the eye is
sufficient to resolve distances smaller than dG?

Let us start with the first assumption: ddiffr q dG:

Now the images of points at the object, over an area
of the diffraction spot are more or less incoherently
averaged at the retina, so we will see little interference
contrast or ‘speckles’. From eqn [4] we see that at

Figure 3 Coherence from sunlight illumination. With the van

Cittert–Zernike theorem and an approximate illumination aperture

of the sun usun
q , 0:005 (0:258), we get a width of the coherence

function at the Earth’s surface of about dG ,110 mm:

Figure 4 Finger nail in sunlight, with speckles.

Figure 5 Coherence in a nutshell: spatial coherence and

observer.
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this incoherent averaging starts for distances larger
than 250 mm, which is the comfortable viewing
distance. Adults cannot see objects from much closer
distances. We generally do not see speckles, not just at
the limit of maximum accommodation. For larger
distances, if we take zo ¼ 2500 mm; the resolvable
distance at the object will be 1.1 mm, which is
10 times larger than the diameter of the coherence
area. Averaging over such a large area will drop the
interference contrast by a factor of 10. Note that
such a small interference contrast might not be
visible, but it is not at zero!

Coming to the second assumption we can laterally
resolve distances smaller than dG. In order to under-
stand this, we first have to learn what is an ‘optically
rough’ object surface. Figure 6 illustrates the
problem.

A surface commonly is called ‘rough’ if the local
height variations are larger than l: However, a
surface appears only rough, if the height variation
within the distance that can be resolved by the
observer, is larger than l (reflected light will travel the
distance twice, hence a roughness of l=2 will be
sufficient). Then the scattered different phasors, or
‘Huygens elementary waves’:

us , exp½i2kzðx; yÞ� ½6�

scattered from the object at x; y may have big
phase differences so that destructive interferences
(and speckle) can occur in the area of the diffraction
image. So the attribute ‘rough’ depends on the object
as well as on the observation aperture. With a high
observation aperture (microscope), the diffraction
image is small and within that area the phase
differences might be small as well. So a ground glass
may then look locally like a mirror, while with a small
observation aperture it appears ‘rough’.

With the ‘rough’ observation mode assumption, we
can summarize what we have assumed: with resolving
distances smaller than the coherence width dG we will

see high interference contrast; in fact we see a speckle
contrast of C ¼ 1; if the roughness of the object is
smaller than the coherence length of the source.
This is the case for most metal surfaces, for ground
glasses, or for worked plastic surfaces. The assump-
tion is not true for ‘translucent’ surfaces, such as skin,
paper, or wood. This will be discussed below.

The observation that coherent imaging is achieved,
if we can resolve distances smaller than the coherence
width dG, is identical to the simple rule that fully
coherent imaging occurs if the observation aperture
uo is larger than the illumination aperture uq:

As mentioned, we will incoherently average in
the image plane, over some object area, determined
by the size of the diffraction spot. According to the
rules of speckle-averaging, the speckle contrast C
decreases with the inverse square root of the
number N of incoherently averaged speckle pat-
terns. This number N is equal to the ratio
of the area Adiff of the diffraction spot divided by
the coherence area AG ¼ d2

G: So we obtain for the
speckle contrast C:

C ¼ 1 for uq , uo ½7a�

C ¼ 1=
ffiffiffiffiffi
ðNÞ

p
¼ uo=uq; for uq .¼ uo ½7b�

We summarize the results in Figure 7.
Equation [7b] has an interesting consequence: we

never get rid of speckle noise, even for large
illumination apertures and small observation aper-
tures. In many practical instruments, such as a slide
projector, the illumination ‘aperture stop’ cannot be
greater than the imaging lens. Fortunately, the
observer’s eye commonly has a pupil smaller than
that of the projector, and/or looks from a distance
at the projection screen. Laser projection devices
however cause strong and disturbing speckle effects
for the user and significant effort is invested to cope
with this effect.

Figure 7 Coherence in a nutshell: what are the conditions for

incoherent and coherent imaging?Figure 6 What is a rough surface?

COHERENCE / Speckle and Coherence 117



In Figure 8, an image is depicted from a microfiche
reading projector. Figure 8a displays the close-up look
(high observation aperture) and Figure 8b depicts a
more distant view (small observation aperture). The
amount of noise is much less in the second case, as it
should be according to the rules of eqn [7].

Let us finish this section with some speculation.
How would a fly see the sunny world, with a human
type of eye? With high observation aperture and at
short distance, the world is full of speckle noise.
Fortunately, nature invented the facet-eye, for insects,
as depicted in Figure 9.

Speckle Limits of Metrology

The consequences of the effects discussed above are
often underestimated. We should be suspicious, if
some effect in nature that disturbs us – like our
coherent noise – is ubiquitous, that there might be
some deep underlying principle that does not allow us
to know everything about the object under obser-
vation. Indeed, it turns out that Heisenberg’s uncer-
tainty principle is strongly connected with coherent
noise (Figure 10).

We can see this from the following experiment: a
laser spot is projected onto a ground glass, and
imaged with high magnification by a video camera,
with an aperture sin uo: The ground glass
is macroscopically planar. When the ground glass
is laterally shifted, we find that the observed spot is
‘dancing’ at the video target. Its observed position is
not constant, although its projected position is. It
turns out that the standard deviation of the observed
position is equal to the uncertainty calculated from
the aperture by Heisenberg’s principle.

We can calculate the limit for the distance
measuring uncertainty, from speckle theory, as well
from Heisenberg’s principle (within some factor of
order 1):

dz · dpz q h=4p ½8�

where dpz is the uncertainty of the photon impulse h=l
in the z-direction (along the optical axis of the
measuring system) and h is Planck’s constant. For a
small measurement uncertainty of the distance, we
should allow a big uncertainty dpz: This can be
achieved by a large aperture of the observation
system, giving the photons a wide range of possible
directions to the lens. We can also allow different

Figure 8 Microfiche projection. For high observation aperture (a) strong speckles occur, and for small observation aperture (b), the

speckle contrast is low.

Figure 9 Facet eye and ‘human’ eye. The facet eye consists of

many low aperture lenses, in contrast to the human eye.

Figure 10 Coherence makes it impossible to localize objects

with very high accuracy. Laser spots projected onto a ground

glass cannot be imaged without some uncertainty of the lateral

position. The four pictures of the spot images, taken with different

lateral positions of the ground glass, display the cross bar (true

position) and the apparent position of the spot images. The

position uncertainty is equal to the uncertainty calculated from

Heisenberg’s uncertainty principle.
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wavelengths, and come to white light interferometry,
see section on speckles as carriers of information
below. The result is – not surprising – the same as
Rayleigh scattering found for the depth of field:

dz ¼ l=sin2 uo ½9�

Coherent noise is the source of the fundamental limit
of the distance measuring uncertainty dz of triangu-
lation based sensors.

dz ¼ C · l=ðsin uo sin uÞ ½10�

where C is the speckle contrast, l is the wavelength,
sin uo is the aperture of observation, and u is the angle
of triangulation (between the direction of the
projection and the direction of observation). For a
commercially available laser triangulation sensor, (see
Figure 11), with sin uo , 0:01;C ¼ 1 and u ¼ 308;
the measuring uncertainty dz will be larger than
100 mm. We may add, that for sin uo ¼ sin u; which is
valid for auto-focus sensors (such as the confocal
scanning microscope), eqn [10] degenerates to the
well known Rayleigh depth of field (eqn [9]).

The above results are remarkable in that we cannot
know the accurate position of the projected spot or
about the position of an intrinsic reflectivity feature;
we also cannot know the accurate local reflectivity of a
coherently illuminated object. A further consequence
is that we do not know the accurate shape of an object
in 3D-space. We can calculate this ‘physical measuring
uncertainty’ from the considerations above.

These consequences hold for optically rough
surfaces, and for measuring principles that exploit
the local intensity of some image, such as with all
triangulation type of sensors. The consequences of
these considerations are depressing: triangulation
with a strong laser is not better than triangulation
with only one single photon. The deep reason is, that
all coherent photons stem from the same quantum
mechanical phase cell and are indistinguishable.

Hence, many photons do not supply more infor-
mation than one single photon.

Why Are We Not Aware of Coherence

Generally, coherent noise is not well visible, even in
sophisticated technical systems the visibility might be
low. There are two main reasons; first, the obser-
vation aperture might be much smaller than the
aperture of illumination. This is often true, for large
distance observation, even with small apertures of
illumination. The second reason holds for technical
systems, if the observation is implemented via
pixelized video targets. If the pixel size is much larger
than a single speckle, which is commonly so, then, by
averaging over many speckles, the noise is greatly
reduced. However, we have to take into account that
we pay for this by loss of lateral resolution 1=dx: We
can formulate another uncertainty relation:

dx . l=ðC · sin uoÞ ½11�

which says that if we want to reduce the speckle
contrast C (noise), by lateral averaging, we can do
this but lose lateral resolution 1=dx:

Can We Overcome Coherence Limits?

Since the daily interaction of light with matter is
coherent scattering, we can overcome the limit of
eqn [10] only by looking for measuring principles that
are not based on the exploitation of local reflectivity,
i.e., on ‘conventional imaging’. Concerning optical
3D-measurements, the principle of triangulation uses
the position of some image detail, for the calculation
of the shape of objects, and has to cope with coherent
noise.

Are there different mechanisms of photon–matter
interaction, with noncoherent scattering? Fluor-
escence and thermal excitation are incoherent mecha-
nisms. It can be shown (see Figure 12) that
triangulation utilizing fluorescent light, displays
much less noise than given by eqn [10]. This is
exploited in fluorescent confocal microscopy.

Thermally excited matter emits perfectly incoher-
ent radiation as well. We use this incoherence to
measure the material wear in laser processing (see
Figure 13), with, again, much better accuracy than
given by eqns [9,10].

The sensor is based on triangulation. Nevertheless,
by its virtually zero coherent noise, it allows a
measuring uncertainty which is limited only by
camera noise and other technical imperfections. The
uncertainty of the depth measurement through the
narrow aperture of the laser nozzle is only a few

Figure 11 Principle of laser triangulation. The distance of the

projected spot is calculated from the location of the speckled spot

image and from the angle of triangulation. The speckle noise

introduces an ultimate limit of the achievable measuring

uncertainty. Reproduced with permission from Physikalische

Plätter (May 1997): 419.
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microns, beating the limitation of eqn [10] by a factor
of about 5, even in the presence of a turbulent plasma
spot with a temperature of 3000 K.

Broadband Illumination

Speckle noise can hardly be avoided by broadband
illumination. The speckle contrast C is related to
the surface roughness sz and the coherence length lc
by eqn [12]:

C2 , lc=2sz for sz q lc ½12�

So, only for very rough surfaces, and white light illu-
mination, C can be reduced. However, the majority of
technical objects is smooth, with a roughness of a
few micrometers, hence speckles can be observed
even with white light illumination ðlc , 3 mmÞ: This
situation is different for ‘translucent’ objects such
as skin, paper, or some plastic material.

Speckles as a Carrier of Information

So far we discussed the problems of speckles when
measuring rough surfaces. We can take advantage of
speckles, if we do not stick to triangulation as the
basic mechanism of distance measurement. We may
utilize the fact that although the phase within each
speckle has a random value, this phase is constant
over some area. This observation can be used to
build an interferometer that works even at rough
surfaces. So, with proper choice of the illumination
aperture and observation aperture, and with a
surface roughness less than the coherence length,
we can measure distances by the localization of the
temporal coherence function. This function can
easily be measured by moving the object under test
along the optical axis and measuring the inter-
ference intensity (correlogram) at each pixel of the
camera. The signal generating mechanism of this
‘white light interferometer’ distance measurement is
not triangulation but ‘time of flight’. Here we do not
suffer from the limitations of eqn [10]. The limits of
white light rough surface interferometry are dis-
cussed in the Further Reading section at the end of
this article.

The ‘coherence radar’ and the correlograms of
different speckles are depicted in Figures 14 and 15.

The physical mechanism of the signal formation in
white light interferometry at rough surfaces is
different from that of white light interferometry at
smooth surfaces. That is why the method is some-
times referred as ‘coherence radar’. We will briefly
summarize some advantageous, and – probably
unexpected – features of the coherence radar.

Figure 12 Reduction of speckle noise by triangulation with

fluorescent light. A flat metal surface is measured by laser

triangulation. Top: surface measured by laser triangulation with

full speckle contrast. Bottom: the surface is covered with a very

thin fluorescent layer, and illuminated by the same laser, however,

the triangulation is done after suppressing the scattered laser

light, and utilizing the (incoherent!) fluorescent light. This

experiment proves that it is the coherent noise that causes the

measuring uncertainty.

Figure 13 A 100 W laser generates a plasma that emits perfectly

incoherent radiation at the object surface. The emitted light can

be used to measure on-line the distance of the object surface.

A triangulation sensor, exploiting the incoherent plasma emission,

controls surface ablation with an accuracy of only a few microns.

Reproduced with permission from F & M, Feinwerktechnik

Mikrotechnik Masstechnik (1995) Issue 9.
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We call the real shape of the object, or the surface
profile, zðx; yÞ; where z is the local distance at the
position ðx; yÞ: We give the measured data an index
‘m2’:

(i) The physical measuring uncertainty of the measu-
red data is independent from the observation
aperture. This is quite a remarkable property, as it
enables us to take accurate measurements at the
bottom of deep boreholes.

(ii) The standard deviation sz of the object can
be calculated from the measured data zm: sz ¼

,lzml. : According to German standards, sz

corresponds to the roughness measure Rq:

This measure Rq was calculated from measure-
ments at different roughness gauges, with differ-
ent observation apertures. Two measurements are
depicted in Figure 16.

The experiments shown in Figure 16 display the
correct roughness measure, even if the higher frequ-
encies of the object spectrum Zðn;mÞ (Figure 17), are
not optically resolved. The solution of this paradox
might be explained as follows.

From the coherently illuminated object each point
scatters a spherical wave. The waves scattered from
different object points have, in general, a different
phase. At the image plane, we see the laterally

Figure 14 ‘Coherence radar’, white light interferometry at rough surfaces. The surface under test is illuminated with high spatial

coherence and low temporal coherence. We acquire the temporal coherence function (correlogram) within each speckle, by scanning

the object under test in depth.

Figure 15 White light speckles in the x – z plane. The left side

displays the acquired correlograms, for a couple of speckles, the

right side shows the graphs of some of the correlograms. We see

that the correlograms are not located at a constant distance,

but display some ‘distance uncertainty’. This uncertainty does not

originate from the instrument, but from the roughness of the object.

Figure 16 Optical measurement of the roughness beyond the

Abbe resolution limit. The roughness is measured for 4 roughness

standards N1–N4, with different observation apertures. The

roughness is measured correctly, although the microtopology is

not resolved by the observing optics.
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averaged complex amplitude ,u.; according to
eqn [6]. The averaging is due to the diffraction
limited resolution.

Equation [6] reveals that the (spatially) averaged
field amplitude ,u. is a nonmonotonic, nonlinear
function of the surface profile zðx; yÞ; if the surface is
rough (i.e., z q l). We do not average over the
profile z but over the complex amplitude. As a
consequence of this nonlinearity, the limited obser-
vation aperture does not only collect the spatial
frequencies n;m of the spatial Fourier spectrum
Zðn;mÞ within the bandlimit 1=dB; but also acquires
information beyond this bandlimit. The reason is
the ‘down conversion’ of higher spatial frequencies
by nonlinear mixing. Simulations and experiments
confirm the consequences.

Thus we can evaluate the surface roughness, even
without laterally resolving the microtopology.
However, there is a principal uncertainty on the
measured data. We do not see the true surface but a
surface with a ‘noise’ equivalent to the roughness of
the real surface.

Nonlinear nonmonotonic nonlinearities in a
sequence of operations may cause ‘chaotic’ behavior,
in other words, small parameter changes such as
vibrations, humidity on the surface, etc. may cause
large differences of the outcome. In fact, we observe
a significant variation of the measured data zmðx; yÞ
within a sequence of repeated measurements.
Our conjecture is that the complex signal formation
may be involved in this irregular behavior. The
hypothesis may be supported by the observation
that much better repeatability can be achieved at
specular surfaces, where eqn [6] degenerates to a
linear averaging over the surface profile:

,u.,1 þ ik ,zðx; yÞ.; for z p l ½13�

Summary

Spatial coherence is ubiquitous and unavoid-
able. Spatial coherence disturbs most optical

measurements, where optically rough surfaces exist.
Then, coherence gives the ultimate limit of the
achievable measuring uncertainty. There are simple
rules to estimate the measuring uncertainty, by
calculating the width of the coherence function and
the resolution of the observation system. Spatial
coherence and Heisenberg’s uncertainty principle
lead to the same results of measuring uncertainty.

On the other hand – the formation of signals from
coherent light that is scattered at rough surfaces is
quite complex and a strongly nonlinear process,
which sometimes might encode information which is
not otherwise available. One example appears to be
the measurement of the roughness with white light
interferometry – which is possible, even if the
microtopology of the surface is not optically
resolved.

See also

Coherence: Overview; Coherence and Imaging.
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Introduction

Since the inception of quantum mechanics almost a
century ago, a prime activity has been the observation
of quantum phenomena in virtually all areas of
chemistry and physics. However, the natural evolu-
tion of science leads to the desire to go beyond passive
observation to active manipulation of quantum
mechanical processes. Achieving control over quan-
tum phenomena could be viewed as engineering at the
atomic scale guided by the principles of quantum
mechanics, for the alteration of system properties or
dynamic behavior. From this perspective, the con-
struction of quantum mechanically operating solid-
state devices through selective material growth would
fall into this category. The focus of this article is
principally on the manipulation of quantum phenom-
ena through tailored laser pulses. The suggestion of
using coherent radiation for the active alteration of
microworld processes may be traced to the early
1960s, almost immediately after the discovery of
lasers. Since then, the subject has grown enormously
to encompass the manipulation of (1) chemical
reactions, (2) quantum electron transport in semi-
conductors, (3) excitons in solids, (4) quantum
information systems, (5) atom lasers, and (6) high
harmonic generation, amongst other topics. Perhaps

the most significant use of these techniques may be
their provision of refined tools to ultimately better
understand the basic physical interactions operative
at the atomic scale.

Regardless of the particular application of laser
control over quantum phenomena, there is one basic
operating principle involved: active manipulation
of constructive and destructive quantum wave
interferences. This process is depicted in Figure 1,
showing the evolution of a quantum system from the
initial state lcil to the desired final state lcfl along
three of possibly many interfering pathways. In
general, there may be many possible final accessible
states lcfl; and often the goal is to achieve a high
amplitude in one of these states and low amplitude in
all the others. The target state might actually be a
superposition of states, and an analogous picture to

Figure 1 The evolution of a quantum system under laser control

from the initial state lcil to the final state lcfl. The latter state is

chosen to have desirable physical properties, and three of

possibly many pathways between the states are depicted.

Successful control of the process lcil! lcfl by a tailored laser

pulse generally requires creating constructive quantum wave

interferences in the state lcfl from many pathways, and

destructive interferences in all other accessible final states

lcf0 l – lcfl.
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that in Figure 1 would also apply to steering about the
density matrix. The process depicted in Figure 1 may
be thought of as a microscale analog of the classic
double-slit experiment for light waves. As the goal is
often high-finesse focusing into a particular target
quantum state, success may call for the manipulation
of many quantum pathways (i.e., the notion of a
‘many-slit’ experiment). Most applications are con-
cerned with achieving a desirable outcome for the
expectation value kcflOlcfl associated with some
observable Hermitian operator O.

The practical realization of the task above becomes
a control problem when the system is expressed
through its Hamiltonian H ¼ H0 þ Vc; where H0 is
the free Hamiltonian describing the dynamics
without explicit control; it is assumed that the
free evolutionary dynamics under H0 will not
satisfactorily achieve the physical objective. Thus, a
laboratory-accessible control term Vc is introduced in
the Hamiltonian to achieve the desired manipulation.
Even just considering radiative interactions, the form
of Vc could be quite diverse depending on the nature
of the system (e.g., nuclear spins, electrons, atoms,
molecules, etc.) and the intensity of the radiation field.
Many problems may be treated through an electric
dipole interaction Vc ¼ 2m·1ðtÞ where m is a system
dipole moment and 1(t) is the laser electric field.
Where appropriate, this article will consider the
interaction in this form, but other suitable radiative
control interactions may be equally well treated.
Thus, the laser field 1(t) as a function of time
(or frequency) is at our disposal for attempted
manipulation of quantum systems.

Before considering any practical issues associated
with the identification of shaped laser control fields, a
fundamental question concerns whether it is, in
principle, possible to steer about any particular
quantum system from an arbitrary initial state lcil
to an arbitrary final state lcfl. Questions of this
sort are addressed by a controllability analysis of
Schrödinger’s equation

i"
›lcðtÞl
›t

¼ ½H0 2 m·1ðtÞ�lcðtÞl; lcð0Þl ¼ lcil ½1�

Controllability concerns whether, in principle, some
field 1(t) exists, such that the quantum system
described by H0 ¼ H0 2 m·1ðtÞ permits arbitrary
degrees of control. For finite-dimensional quantum
systems (i.e., those described by evolution amongst a
discrete set of quantum states), the formal tools for
such a controllability analysis exist both for evaluat-
ing the controllability of the wave function, as well
as the more general time evolution operator U(t),

which satisfies

i"
›U

›t
¼ ½H0 2 m·1ðtÞ�U; Uð0Þ ¼ 1 ½2�

Analyses of this type can be quite insightful, but they
require detailed knowledge about H0 and m. Cases
involving quantum information science applications
are perhaps the most demanding with regard to
achieving total control. Most other physical appli-
cations would likely accept much more modest levels
of control and still be categorized as excellent
achievements.

Theoretical tools and concepts have a number of
roles in considering the control of quantum systems,
including (1) an exploration of physical/chemical
phenomena under active control, (2) the design
of viable control fields, (3) the development of
algorithms to actively guide laboratory control
experiments towards achieving their dynamical
objectives, and (4) the introduction of special
algorithms to reveal the physical mechanisms opera-
tive in the control of quantum phenomena. Activities
(1)–(3) have thus far been the primary focus of
theoretical studies in this area, and it is anticipated
that item (4) will grow in importance in the future.

A few comments on the history of laser control
over quantum systems are relevant, as they speak
to the special nature of the currently employed
successful closed-loop quantum control experiments.
Starting in the 1960s and spanning roughly 20 years,
it was thought that the design of lasers to manipulate
molecular motion could be achieved by the appli-
cation of simple physical logic and intuition. In
particular, the thinking at the time focused on using
cw laser fields resonant with one or more local modes
of the molecule, as state or energy localization was
believed to be the key to successful control. Since
quantum dynamics phenomena typically occur on
ultrafast time-scales, possibly involving spatially
dispersed wave packets, expecting to achieve high
quality control with a light source operating at one or
two resonant frequencies is generally wishful think-
ing. Quantum dynamics phenomena occur in a
multifrequency domain, and controls with a few
frequencies will not suffice. Over approximately the
last decade, it became clear that successful control
often calls for manipulating multiple interfering
quantum pathways (cf., Figure 1). In turn, this
recognition led to the need for broad-bandwidth
laser sources (i.e., tailored laser pulses). Fortunately,
the necessary laser pulse-shaping technologies have
become available, and these sources continue to
expand into new frequency ranges with enhanced
bandwidth capabilities. Many chemical and physical
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applications of control over quantum phenomena
involve performing a significant amount of work (i.e.,
quantum mechanical action), and sufficient laser field
intensity is required. A commonly quoted adage is
‘no field, no yield’, and at the other extreme, there
was much speculation that operating nonlinearly at
high field intensities would lead to a loss of control
because the quantum system would effectively act as
an amplifier of even weak laser field noise. Fortu-
nately, the latter outcome has not occurred, as is
evident from a number of successful high field laser
control experiments.

Quantum control may be expressed as an inverse
problem with a prescribed chemical or physical
objective, and the task being the discovery of a
suitable control field 1(t) to meet the objective.
Normally, Schrödinger’s equation [1] is viewed as
linear, and this perspective is valid if the Hamiltonian
is known a priori, leaving the equation to be solved
for the wave function. However, in the case of
quantum control, neither the wave function nor the
control field is known a priori, and the two enter
bilinearly on the right-hand side of eqn [1]. Thus,
quantum control is mathematically a nonlinear
inverse problem. As such, one can anticipate possibly
diverse behavior in the process of seeking successful
controls, as well as in the ensuing quantum dynamical
control behavior. The control must take into account
the evolving system dynamics, thereby resulting in
the control field being a function(al) of the current
state of the system 1(c) in the case of quantum control
design, or dependent on the system observations
1ðkOlÞ in the case of laboratory closed-loop field
discovery efforts where kOl ¼ kclOlcl: Furthermore,
the control field at the current time t will depend in
some implicit fashion on the future state of the
evolving system at the final target time T. It is evident
that control field design and laboratory discovery
present highly nontrivial tasks.

Although the emphasis in this review is on the
theoretical aspects of quantum control theory, the
subject exists for its laboratory realizations, and those
realizations, in turn, intimately depend on the
capabilities of theoretical and algorithmic techniques
for their successful implementations. Accordingly,
theoretical laser control field design techniques will
be discussed, along with algorithmic aspects of
current laboratory practice. This material respect-
ively will focus on optimal control theory (OCT) and
optimal control experiments (OCEs), as seeking
optimality provides the best means to achieve any
posed objective. Finally, the last part of the article will
present some general conclusions on the state of the
quantum control field.

Quantum Optimal Control Theory for
Designing Laser Fields

When considering control in any domain of appli-
cation, a reasonable approach is to computationally
design the control for subsequent implementation in
the laboratory. Quantum mechanical laser field
design has taken on a number of realizations. At
one limit is the application of simple intuition for
design purposes, and in some special cases (e.g., the
weak field perturbation theory regime), this approach
may be applicable. Physical insights will always play
a central role in laser field design, but to be especially
useful, they need to be channeled into the proper
mathematical framework. Many of the interesting
applications operate in the strong-field nonperturba-
tive regime. In this domain, serious questions arise
regarding whether sufficient information is available
about the Hamiltonian to execute reliable designs.
Regardless of whether the Hamiltonian is known
accurately or is an acknowledged model, the theor-
etical study of quantum control can provide physical
insight into the phenomena involved, as well
as possibly yielding trial laser pulses for further
refinement in the laboratory.

Achieving control over quantum mechanical
phenomena often involves a balance of competing
dynamical processes. For example, in the case of
aiming to create a particular excitation in a molecule
or material, there will always be the concomitant
need to minimize other unwanted excitations. Often,
there are also limitations on the form, intensity, or
other characteristics of the laser controls that must be
adhered to. Another goal is for the control outcome to
be as robust as possible to the laser field fluctuations
and Hamiltonian uncertainties. Overriding all of
these issues is merely the desire to achieve the best
possible physical result for the posed quantum
mechanical objective. In summary, all of these desired
extrema conditions translate over to posing the design
of control laser fields as an optimization problem.
Thus, optimal control theory forms a basic
foundation for quantum control field design.

Control field design starts by specification of the
Hamiltonian components H0 and m in eqn [1], with
the goal of finding the best control electric field 1(t) to
balance the competing objectives. Schrödinger’s
equation must be solved as part of this process, but
this effort is not merely a forward propagation task, as
the control field is not known a priori. As an optimal
design is the goal, a cost functional J ¼ J(objectives,
penalties, 1(t)) is prescribed, which contains the
information on the physical objectives, competing
penalties, and any costs or constraints associated with
the structure of the laser field. The functional J could
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contain many terms if the competing physical goals
are highly complex. As a specific simple illustration,
consider the common goal of steering the system to
achieve an expectation value kcðTÞlOlcðTÞl as close
as possible to the target value Otarget associated
with the observable operator O at time T. An
additional cost is imposed to minimize the laser
fluence. These criteria may be embodied in a cost
functional of the form

J ¼
�
kcðTÞlOlcðTÞl2 Otarget

�2
þ v

ðT

0
12ðtÞ dt

2 2I
ðT

0
dt lðtÞli"

›

›t
2 H0 þ m·1ðtÞlcðtÞ

� �
½3�

Here, the parameter v $ 0 is a weight to balance the
significance of the fluence term relative to achieving
the target expectation value, and llðtÞl serves as a
Lagrange multiplier, assuring that Schrödinger’s
equation is satisfied during the variational minimiz-
ation of J with respect to the control field. Carrying
out the latter minimization will lead to eqn [1], along
with the additional relations

i"
›

›t
llðtÞl ¼ ½H0 2 m·1ðtÞ�llðtÞl;

llðTÞl ¼ 2sOllðTÞl ½4�

1ðtÞ ¼
1

v
IklðtÞlmlcðtÞl ½5�

s ¼ kcðTÞlOlcðTÞl2 Otarget ½6�

Equations [1] and [4]–[6] embody the OCT design
equations that must be solved to yield the optimal
field 1(t) given in eqn [5]. These design equations have
an unusual mathematical structure within quantum
mechanics. First, insertion of the field expression in
eqn [5] into eqns [1] and [4] produces two cubically
nonlinear coupled Schrödinger-like equations. These
equations are in the same family as the standard
nonlinear Schrödinger equation, and as such, one
may expect that unusual dynamical behavior could
arise. Although eqn [4] for llðtÞl is identical in form to
the Schrödinger equation [1], only lcðtÞl is the true
wavefunction, with llðtÞl serving to guide the
controlled quantum evolution towards the physical
objective. Importantly, eqn [1] is an initial value
problem, while eqn [4] is a final value problem. Thus,
the two equations together form a two-point bound-
ary value problem in time, which is an inherent
feature of temporal engineering optimal control as
well. The boundary value nature of these equations
typically leads to the existence of multiple solutions,
where s in eqn [6] plays the role of a discrete
eigenvalue, specifying the quality of the particular

achieved control field design. The fact that there are
generally multiple solutions to the laser design
equations can be attractive from a physical perspec-
tive, as the designs may be sorted through to identify
those being most attractive for laboratory
implementation.

The overall mathematical structure of eqns [1] and
[4]–[6] can be melded together into a single design
equation

i"
›

›t
lcðtÞl ¼ ½H0 2 m·1ðc;s; tÞ�lcðtÞl; lcð0Þl ¼ lcil

½7�

The structure of this equation embodies the comments
in the introduction that control field design is
inherently a nonlinear process. The main source of
complexity arising in eqn [7] is through the control
field1ðc;s; tÞdepending not only on the wave function
at the present time t, but also on the future value of
the wavefunction at the target time T contained in s.
This structure again reflects the two-point boundary
value nature of the control equations.

Given the typical multiplicity of solutions to eqns [1]
and [4]–[6], or equivalently, eqn [7], it is attractive to
consider approximations to these equations
(except perhaps for the inviolate Schrödinger
equation [1], and much work continues to be done
along these lines. One case involves what is referred
to as tracking control, whereby a path is specified
for kcðtÞlOlcðtÞl evolving from t ¼ 0 out to t ¼ T.
Tracking control eliminates s to produce a field of
the form 1(c,t), thereby permitting the design
equations to be explicitly integrated as a forward-
marching problem toward the target; the tracking
equations are still nonlinear with respect to the
evolving state. Many variations on these concepts
can be envisioned, and other approximations may also
be introduced to deal with special circumstances. One
technique appropriate for at least few-level systems is
stimulated Raman adiabatic passage (STIRAP), which
seeks robust adiabatic passage from an initial state to a
particular final state, typically with nearly total
destructive interference occurring in the intermediate
states. This design technique can have special attr-
active robustness characteristics with respect to field
errors. STIRAP, tracking, and various perturbation
theory-based control design techniques can be
expressed as special cases of OCT, with suitable cost
functionals and constraints. Further approximation
methods will surely be developed, with the rigorous
OCT concepts forming the general foundation for
control field design.

As the OCT equations are inherently nonlinear,
their solution typically requires numerical iteration,
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and a variety of procedures may be utilized for this
purpose. Almost all of the methods employ local
search techniques (e.g., gradient methods), and some
also show monotonic convergence with respect to
each new iteration step. Local techniques typically
evolve to the nearest solution in the space of possible
control fields. Such optimizations can be numerically
efficient, although the quality of the attained result
can depend on the initial trial for the control field and
the details of the algorithm involved. In contrast,
global search techniques, such as simulated annealing
or genetic algorithms, can search more broadly for
the best solution in the control field space. These
more expansive searches are attractive, but at the
price of typically requiring more intensive compu-
tations. Effort has also gone into seeking global or
semiglobal input ! output maps relating the electric
field 1(t) structure to the observable O[1(t)]. Such
maps may be learned, hopefully, from a modest
number of computations with a selected set of fields,
and then utilized as high-speed interpolators over the
control field space to permit the efficient use of global
search algorithms to attain the best control solution
possible. At the foundation of all OCT design pro-
cedures is the need to solve the Schrödinger equation.
Thus, computational technology to improve this
basic task is of fundamental importance for
designing laser fields.

Many computations have been carried out with
OCT to attain control field designs for manipulating a
host of phenomena, including rotational, vibrational,
electronic, and reactive dynamics of molecules, as well
as electron motion in semiconductors. Every system
has its own rich details, which in turn, are com-
pounded by the fact that multiple control designs will
typically exist in many applications producing com-
parable physical outcomes. Collectively, these control
design studies confirm the manipulation of construc-
tive and destructive quantum wave interferences as
the general mechanism for achieving successful
control over quantum phenomena. This conclusion
may be expressed as the following principle:

Control field–system cooperativity principle: Successful
quantum control requires that the field must have the
proper structure to take full advantage of all of the
dynamical opportunities offered by the system, to best
satisfy the physical objective.

This simple statement of system–field cooperati-
vity embodies the richness, as well as the complexity,
of seeking control over quantum phenomena, and
also speaks to why simple intuition alone has not
proved to be a generally viable design technique.
Quantum systems can often exhibit highly complex
dynamical behavior, including broad dispersion of the

wave packet over spatial domains or multitudes of
quantum states. Handling such complexity can
require fields with subtle structure to interact with
the quantum system in a global fashion to manage all
of the motions involved. Thus, we may expect that
successful control pulses will often have broad
bandwidth, including amplitude and phase modu-
lation. Until relatively recently, laser sources with
these characteristics were not available, but the
technology is now in hand and rapidly evolving
(see the discussion later).

The cooperativity principle above is of fundamen-
tal importance in the control of all quantum
phenomena, and a simple illustration of this principle
is shown in Figure 2 for the control of wave
packet motion on an excited state of the NO
molecule. The target for the control is a narrow
wave packet located over the well of the excited
B state. The optimal control field consists of two
coordinated pulses, at early and late times, with both
features having internal structure. The figure indi-
cates that the ensuing excited state wave packet has
two components, one of which actually passes
through the target region during the initial evolution,
only to return again and meet the second component
at just the right place and time, to achieve the target
objective as best as possible. Similar cooperativity
interpretations can be found in virtually all
implementations with OCT.

The main reason for performing quantum field
design is to ultimately implement the designs in the
laboratory. The design procedures must face labora-
tory realities, which include the fact that most
Hamiltonians are not known to high accuracy
(especially for polyatomic molecules and complex
solid-state structures), and secondly, a variety of
laboratory field imperfections may unwittingly be
present. Notwithstanding these comments, OCT has
been fundamental to the development of quantum
control, including laying out the logic for how to
perform the analogous optimal control experiments.
Design implementations and further OCT develop-
ment will continue to play a basic role in the quantum
control field. At present, perhaps the most important
contribution of OCT has been to (1) highlight
the basic control cooperativity principle above, and
(2) provide the basis for developing algorithms to
successfully guide optimal control experiments, as
discussed below.

Algorithms for Implementing Optimal
Control Experiments

The ultimate purpose of considering control theory
within quantum mechanics is to take the matter into
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the laboratory for implementation and exploitation
of its capabilities. Ideally, theoretical control field
designs may be attained using the techniques
discussed above, followed by the achievement of
successful control upon execution of the designs in
the laboratory. This appealing approach is burdened
with three difficulties: (1) Hamiltonians are often
imprecisely known, (2) accurately solving the design
equations can be a significant task, and (3) realiz-
ation of any given design will likely be imperfect due
to laboratory noise or other unaccounted-for sys-
tematic errors. Perhaps the most serious of these
difficulties is point (1), especially considering that
the best quality control will be achieved by
maximally drawing on subtle constructive and
destructive quantum wave interference effects.
Exploiting such subtleties will generally require
high-quality control designs that, in turn, depend
on having reliable Hamiltonians. Although various
designs have been carried out seeking robustness
with respect to Hamiltonian uncertainties, the issue
in point (1) should remain of significance in the
foreseeable future, especially for the most complex
(and often, the most interesting!) chemical/physical
applications. Mitigating this serious problem is the
ability to create shaped laser pulse controls and
apply them to a quantum system, followed by a
probe of their effects at an unprecedented rate of
thousands or more independent trials per minute.
This unique capability led to the suggestion of

partially, if not totally, sidestepping the design
process by performing closed-loop experiments to
let the quantum system teach the laser how to
achieve its control in the laboratory. Figure 3
schematically shows this closed loop process,
drawing on the following logic:

1. The molecular view. Although there may be
theoretical uncertainty about the system Hamil-
tonian, the actual chemical/physical system under
study ‘knows’ its own Hamiltonian precisely! This
knowledge would also include any unusual
exigencies, perhaps associated with structural or
other defects in the particular sample. Further-
more, upon exposure to a control field, the system
‘solves’ its own Schrödinger equation impeccably
accurately and as fast as possible in real time.
Considering these points, the aim is to replace the
offline arduous digital computer control field
design effort with the actual quantum system
under study acting as a precise analog computer,
solving the true equations of motion.

2. Control laser technology. Pulse shaping under
full computer control may be carried out using
even hundreds of discrete elements in the
frequency domain controlling the phase and
amplitude structure of the pulse. This technology
is readily available and expanding in terms of
pulse center frequency flexibility and bandwidth
capabilities.

Figure 2 Control of wave packet evolution on the electronically excited B state of NO, with the goal of creating a narrow final packet

over the excited state well. (a) indicates that the ground-state packet is brought up in two pieces using the coordinated dual pulse in (b).

The piece of the packet from the first pulse actually passes through the target region, then bounces off the right side of the potential, to

finally meet the second piece of the packet at just the right time over the target location r p for successful control. This behavior is an

illustration of the control field–system cooperativity principle stated in the text.
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3. Quantum mechanical objectives. Many chemical/
physical objectives may be simply expressed as the
desire to steer a quantum mechanical flux out one
clearly defined channel versus another.

4. Detection of the control action. Detection of the
control outcome can often be carried out by a
second laser pulse or any other suitable high duty
cycle detection means, such as laser-induced mass
spectrometry. The typical circumstance in point
(3) implies that little, if any, time-consuming
offline data analysis will be necessary beyond
that of simple signal averaging.

5. Fast learning algorithms. All of the four points
above may be slaved together using pattern recog-
nition learning algorithms to identify those control
fields which are producing better results, and bias
the next sequence of experiments in their favor for
further improvement. Although many algorithms
may be employed for this purpose, the global
search capabilities of genetic algorithms are quite
attractive, as they may take full advantage of the
high throughput nature of the experiments.

In linking together all of these components into a
closed-loop OCE, it is important that no single
operational step significantly lags behind any other,

for efficiency reasons. Fortunately, this economy is
coincident with all the tasks and technologies
involved. For achieving control alone, there is no
requirement that the actual laser pulse structure be
identified on each cycle of the loop. Rather, the laser
control ‘knob’ settings are adequate information for
the learning algorithm, as the only criterion is to
suitably adjust the knobs to achieve an acceptable
value for the chemical/physical objective. The learn-
ing algorithm in point (5) operates with a cost func-
tional J, analogous to that used for computational
design of fields, but now the cost functional can
only depend on those quantities directly observable in
the laboratory (i.e., minimally, the current achieved
target expectation value). In cases where a physical
understanding is sought about the control mechan-
ism, the laser field structure must also be measured.
This additional information is typically also not a
burden to attain, as it often is only required for the
single best control field at the end of the closed-loop
learning experiments.

The OCE process in Figure 3 and steps (1)–(5)
above constitute the laboratory process for achieving
optimal quantum control, and exactly the same
reasons put forth for OCT motivate the desire for
attaining optimal performance: principally, seeking

Figure 3 A schematic of the closed-loop concept for allowing the quantum system to teach the laser how to achieve its control.

The actual quantum system under control is in a loop with a laser and pulse shaper all slaved together with a pattern recognition

algorithm to guide the excursions around the loop. The success of this concept relies on the ability to perform very large numbers of

control experiments in a short period of time. In principle, no knowledge of the system Hamiltonian is required to steer the system to

the desired final objective, although a good trial design 10ðtÞ may accelerate the process. The i th cycle around the loop attempts to

find a better control field 1iðtÞ such that the system response kOðT Þli for the observable operator O comes closer to the desired

value Otarget.
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the best control result that can possibly be obtained.
Seeking optimal performance also ensures some
degree of inherent robustness to field noise, as fleeting
observations would not likely survive the signal
averaging carried out in the laboratory. Additionally,
robustness as a specific criterion may also be included
in the laboratory cost functional in item (5). When a
detailed physical interpretation of the controlled
dynamics is desired, it is essential to remove any
extraneous control field features that have little
impact on the system manipulations. Without the
latter clean-up carried out during the experiments,
the final field may be contaminated by structures that
have little physical impact. Although quantum
dynamics typically occurs on femtosecond or picose-
cond time-scales, the loop excursions in Figure 3 need
not be carried out on the latter time-scales. Rather,
the loop may be traversed as rapidly as convenient,
consistent with the capabilities of the apparatus.
A new system sample is introduced on each cycle of
the loop. This process is referred learning control, to
distinguish it from real-time feedback control.

The closed-loop quantum learning control algo-
rithm can be self-starting, requiring no prior control
field designs, under favorable circumstances. Virtu-
ally all of the current experiments were carried out in
this fashion. It remains to be seen if this procedure of
‘going in blind’ will be generally applicable in highly
complex situations where the initial state is far from
the target state. Learning control can only proceed if
at least a minimal signal is observed in the target
state. Presently, this requirement has been met by
drawing on the overwhelmingly large number of
exploratory experiments that can be carried out,
even in a brief few minutes, under full computer
control. However, in some situations, the perform-
ance of intermediate observations along the way to
the target goal may be necessary in order to at
least partially guide the quantum dynamics towards
the ultimate objective. Beneficial use could also be
made from prior theoretical laser control designs 10(t)
capable of at least yielding a minimal target signal.

The OCE closed-loop procedure was based on the
growing number of successful theoretical OCT
design calculations, even with all of their foibles,
especially including less than perfect Hamiltonians.
The OCT and OCE processes are analogous, with
their primary distinction involving precisely what
appears in their corresponding cost functionals.
Theoretical guidance can aid in identifying the
appropriate cost functionals and learning algorithms
for OCE, especially for addressing the needs
associated with attaining a physical understanding
about the mechanisms governing controlled quan-
tum dynamics phenomena.

A central issue is the rate that learning control
occurs upon excursions around the loop in Figure 3.
A number of factors control this rate of learning,
including the nature of the physical system, the
choice of objective, the presence of field uncertain-
ties and measurement errors, the number of control
variables, and the capabilities of the learning
algorithm employed. Achieving control is a matter
of discrimination, and some of these factors,
whether inherent to the system or introduced by
choice, may work against attaining good-quality
discrimination. At this juncture, little is known
quantitatively about the limitations associated with
any of these factors.

The latter issues have not prevented the successful
performance of a broad variety of quantum control
experiments, and at present the ability to carry out
massive numbers of closed-loop excursions has
overcome any evident difficulties. The number of
examples of successful closed-loop quantum control
is rapidly growing, with illustrations involving the
manipulation of laser dye fluorescence, chemical
reactivity, high harmonic generation, semiconductor
optical switching, fiber optic pulse transmission, and
dynamical discrimination of similar chemical
species, amongst others. Perhaps the most interesting
cases are those carried out at high field intensities,
where prior speculation suggested that such experi-
ments would fail due to even modest laser field noise
being amplified by the quantum dynamics. Fortu-
nately, this outcome did not occur, and theoretical
studies have indicated that surprising degrees of
robustness to field noise may accompany the
manipulation of quantum dynamics phenomena.
Although the presence of field noise may diminish
the beneficial influence of constructive and destruc-
tive interferences, evidence shows that field noise
does not appear to kill the actual control process, at
least in terms of obtaining reasonable values for the
control objectives. One illustration of control in the
high-field regime is shown in Figure 4, demonstrat-
ing the learning process for the dissociative
rearrangement of acetophenone to form toluene.
Interestingly, this case involves breaking two bonds,
with the formation of a third, indicating that
complex dynamics can be managed with suitably
tailored laser pulses.

Operating in the strong-field regime, especially for
chemical manipulations, also has the important
benefit of producing a generic laser tool to
control a broad variety of systems by overcoming
the long-standing problem of having sufficient band-
width. For example, the result in Figure 4 uses a
Ti:sapphire laser in the near-infrared regime. Starting
with a bandwidth-limited pulse of intensity near
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,1014 W cm22, in this regime, the dynamic power
broadening can easily be on the order of ,1 eV or
more, thereby effectively converting the otherwise
discrete spectrum of the molecule into an effective
continuum for ready multiphoton matching by the
control laser pulse. Operating under these physical
conditions is very attractive, as the apparatus is
generic, permitting a single shaped-pulse laser source
(e.g., a Ti:sapphire system with phase and amplitude
modulation) to be utilized with virtually any chemical
system where manipulations are desired. Although
every desired physical/chemical goal may not be
satisfactorily met (i.e., the goals must be physically
attainable!), the means are now available to explore
large numbers of systems. Operating under closed
loop in the strong-field tailored-pulse regime elimin-
ates the prior serious limitation of first finding a
physical system to meet the laser capabilities; now,
the structure of the laser pulse can be shaped to meet
the molecule’s characteristics. Strong field operations
may be attractive for these reasons, but other broad-
band laser sources, possibly working at weaker field
intensities, might be essential in some applications
(e.g., controlling electron dynamics in semiconduc-
tors, where material damage is to be avoided). It is
anticipated that additional broadband laser sources
will become available for these purposes.

The coming years should be a period of rapid
expansion, including a thorough exploration of

closed-loop quantum control capabilities. As with
the use of any laboratory tool, certain applications
may be more amenable than others to attaining
successful control. The particular physical/chemical
questions need to be well posed, and controls need to
have sufficient flexibility to meet the objectives. The
experiments ahead should be able to reveal the degree
to which drawing on optimality in OCE, combined
with the performance of massive numbers of experi-
ments can lead to broad-scale successful control of
quantum phenomena. One issue of concern is the
richness associated with the large numbers of phase
and amplitude control knobs that may be adjusted in
the laboratory. Some experiments have already
operated with hundreds of knobs, while others have
restricted their number in a variety of ways, to
simplify the search process. Additional technological
and algorithmic advances may be required to manage
the high-dimensional control space searches. Fortu-
nately, for typical applications, the search does not
reduce to seeking a needle in a haystack, as generally
there are multiple control solutions, possibly all of
very good quality.

As a final comment on OCE, it is useful to appre-
ciate the subtle distinction of the procedure from
closed-loop feedback experiments. This distinction is
illustrated in Figure 5, pointing to three types of
closed-loop quantum control laboratory experi-
ments. The OCE procedure in Figure 5a produces a
generic laser tool capable of controlling a broad
variety of systems with an emphasis in the figure
placed on the point that each cycle around the loop
starts with a new sample for control. The replacement
of the sample on each cycle eliminates a number of
difficulties, principally including concerns about
sample damage, avoidance of operating the loop at
the ultrafast speed of the quantum mechanical
processes, and elimination of the effect that
‘to observe is to disturb’ in quantum mechanics.
Thus, learning control provides a generic practical
procedure, regardless of the nature of the quantum
system. Figure 5b has the same structure as that of
Figure 5a, except the loop is now closed around the
same single quantum system, which is followed
throughout its evolution. All of the issues mentioned
above that are circumvented by operating through
laboratory learning control in Figure 5a must now be
directly faced in the setup of Figure 5b. The procedure
in Figure 5b will likely only be applicable in special
circumstances, at least for the reason that many
quantum systems operate on time-scales far too fast
for opto-electronics and computers to keep up with.
However, there are certain quantum mechanical
processes that are sufficiently slow to meet the
criteria. Furthermore, a period of free evolutionary

Figure 4 An illustration of dissociative rearrangement achieved

by closed-loop learning control in Figure 3. The optimally

deduced laser pulse broke two bonds in the parent acetophenone

molecule and formed a new one to yield the toluene product. The

laboratory learning curve is shown for the toluene product signal

as a function of the generations in the genetic algorithm guiding

the experiments. The fluctuations in the learning curve for

optimizing the toluene yield corresponds to the algorithm

searching for the optimal yield as the experiments proceed.
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quantum dynamics may be permitted to occur
between one control pulse and the next, to make
the time issue manageable. While the learning con-
trol process in Figures 3 and 5a can be performed
model-free, the feedback algorithm in Figure 5b

generally must operate with a sufficiently reliable
system Hamiltonian to carry out fast design correc-
tions to the control field, based on the previous
control outcome. These are very severe demands, but
they may be met under certain circumstances. One
reason for considering closed-loop feedback control
in Figure 5b is to explore the basic physical issue of
quantum mechanical limitations inherent in the
statement ‘to observe is to disturb’. It is suggestive
that control over many types of quantum phenomena
may fall into the semiclassical regime, lying some-
where between classical engineering behavior and the

hard limitations of quantum mechanics. Experiments
of the type in Figure 5b will be most interesting for
exploring this matter. Finally, Figure 5c introduces
a gedanken experiment in the sense that the
closed-loop process is literally built into the
hardware. That is, the laser control and quantum
system act as a single functioning unit operating in a
stable fashion, so as to automatically steer the system
to the desired target. This process may involve
engineering the quantum mechanical system prior to
control in cases where that freedom exists, as well as
engineering the laser components involved. The
meaning of such a device in Figure 5c can be
understood by considering an analogy with airplane
flight, where the aircraft is constructed to have an
inherent degree of aerodynamic stability and will
essentially fly (glide) on its own accord when pushed
forward. It is an open question whether closing the
loop in the hardware can be attained for quantum
control, and an exploration of this concept may
require additional laser technologies.

Conclusions

This article presented an overview of theoretical
concepts and algorithmic considerations associated
with the control of quantum phenomena. Theory
has played a central role in this area by revealing
the fundamental principles underlying quantum
control, as well as by providing algorithms for
designing controls and guiding experiments to
discover successful controls in the laboratory. The
challenge of controlling quantum phenomena, in
one sense, is an old subject, going back at least 40
years. However, roughly the first 30 of these years
would best be described as a period of frustration,
due to a lack of full understanding of the principles
involved and the nature of the lasers needed to
achieve success. Thus, from another perspective, the
subject is quite young, with perhaps the most
notable development being the introduction of
closed-loop laboratory learning procedures. At the
time of writing this article, these procedures are
just beginning to be explored for their full
capabilities. To appreciate the young nature of this
subject, it is useful to note that the analogous
engineering control disciplines presently occupy
many thousands of engineers worldwide, both
theoreticians and practitioners, and have done so
for many years. Yet, engineering control is far
from considered a mature subject. Armed now with
the basic concepts and proper laboratory tools, one
may anticipate a thorough exploration of control
over quantum phenomena, including its many
possible applications.

Figure 5 Three possible closed-loop formulations for attaining

laser control over quantum phenomena. (a) is a learning control

process where a new system is introduced on each excursion

around the loop. (b) utilizes feedback control with the loop being

traversed with the same sample, generally calling for an accurate

model of the system to adjust the controls on each loop excursion.

(c) is, at present, a dream machine where the laser and the

sample under control are one unit operating without external

algorithmic guidance. The closed-loop learning control procedure

in (a) appears to form the most practical means to achieve laser

control over quantum phenomena, especially for complex

systems.

132 COHERENT CONTROL / Theory



Acknowledgments

Support for this work has come from the National
Science Foundation and the Department of Defense.

Further Reading

Brixner T, Damrauer NH and Gerber G (2001) Femtosecond
quantum control. Advances in Atomic, Molecular,
and Optical Physics 44: 1–54.

Rabitz H and Zhu W (2000) Optimal control of molecular
motion: Design, implementation and inversion.
Accounts of Chemical Research 33: 572–578.

Rabitz H, de Vivie-Riedle R, Motzkus M and Kompa K
(2000) Whither the future of controlling quantum
phenomena? Science 288: 824–828.

Rice SA and Zhao M (2000) Optical Control of Molecular
Processes. NewYork: John Wiley.

Experimental

R J Levis, Temple University, Philadelphia, PA, USA

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The experimental control of quantum phenomena in
atoms, molecules, and condensed phase materials has
been a long-standing challenge in the physical
sciences. For example, the idea that a laser beam
could be used to selectively cleave a chemical bond
has been pursued since the demonstration of the laser
in the early 1960s. However, it was not until very
recent times that one could realize selective bond
cleavage. One key to the rapid acceleration of such
experiments is the capability of manipulating the
relative phases between two or more paths leading to
the same final state. This is done in practice by
controlling the phase of two (or two thousand!) laser
frequencies coupling the initial state to some desired
final state. The present interest in phase-related
control stems in part from research focusing on
quantum information sciences, controlling chemical
reactivity, and developing new optical technologies,
such as in biophotonics for imaging cellular
materials. Ultimately, one would like to identify
coherent control applications having impact similar
to linear regime applications like compact disk
reading (and writing), integrated circuit fabrication,
and photodynamic therapy. Note that in each of these
the phase of the electromagnetic field is not an
important parameter and only the brightness of the
laser at a particular frequency is used. While phase is
of negligible importance in any one photon process,
for excitations involving two or more photons, phase
not only becomes a useful characteristic, it can
modulate the yield of a desired process between
zero and one hundred percent.

The use of optical phase to manipulate atomic and
molecular systems rose to the forefront of laser
science in the 1980s. Prior to this there was

considerable effort directed toward using the inten-
sity and high spectral resolution features of the laser
for various applications. For example, the high
spectral resolution character was employed in
purifying nuclear isotopes. Highly intense beams
were also used in the unsuccessful attempt to pump
enough energy into a single vibrational resonance to
selectively dissociate a molecule. The current revolu-
tion in coherent control has been driven in part by
the realization that controlling energy deposition
into a single degree of freedom (such as selectively
breaking a bond in a polyatomic molecule) can not
be accomplished by simply driving a resonance with
an ever more intense laser source. In the case of
laser-induced photo dissociation, such excitation
ultimately results in statistical dissociation through-
out the molecule due to vibrational mode coupling.
In complex systems, controlling energy deposition
into a desired quantum state requires a more
sophisticated approach and one scheme involves
coherent control.

The two distinct regimes for excitation in coherent
control, the time and frequency domain experiments,
are formally equivalent. While the experimental
approach and level of success for each domain is
vastly different, both rely on precisely specifying the
phase relations for a series of excitation frequencies.
The basic idea behind phase control is simple. One
emulates the interference effects that can be easily
visualized in a water tank experiment with a wave
propagating through two slits. In the coherent control
experiment, two or more indistinguishable pathways
must be excited that connect one quantum state to
another. In either water waves, or coherent control,
the probability for observing constructive or destruc-
tive interference at a target state depends on the phase
difference between the paths connecting the two
locations in the water tank, or the initial and final
states in the quantum system. In the case of coherent
control, the final state may have some technological
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value, for instance, a desirable chemical reaction
product or an intermediate in the implementation of
quantum computation.

Frequency domain methods concentrate on inter-
fering two excitation routes in a system by controlling
the phase difference between two distinct frequencies
coupling an initial state to a final state. Perhaps the
first mention of the concept of phase control in the
optical regime can be traced to investigations in
Russia in the early 1960s, where the interference
between a one- and three-photon path was theoreti-
cally proposed as a means to modulate a two-photon
absorption. This two-path interference idea lay
dormant until the reality of controlling the relative
phase of two distinct frequencies was achieved in
1990 using gas phase pressure modulation for
frequency domain experiments. The idea was theor-
etically extended to the control of nuclear motion in
1988. The first experimental example of two-color
phase control over nuclear motion was demonstrated
in 1991. It is interesting that the first demonstrations
of coherent control did not, however, originate in the
frequency domain approach, but came from time
domain investigations in the mid-1980s. This was
work that grew directly out of the chemical dynamics
community and will be described below.

While frequency domain methods were developed
exclusively for the observation of quantum inter-
ference, the experimental implementation of time-
domain methods was first developed for observing
nuclear motion in real time. In the time domain, a
superposition of multiple states is prepared in a
system using a short duration (,50 fs) laser pulse.
The superposition state will subsequently evolve
according to the phase relationships of the prepared
states and the Hamiltonian of the system. At some
later time the evolution must be probed using a
second, short-time-duration laser pulse. The time-
domain methods for coherent control were first
proposed in 1985 and were based on wavepacket
propagation methods developed in the 1970s. The
first experiments were reported in the mid-1980s.

To determine whether the time or frequency
domain implementation is more applicable for a
particular control context, one should compare the
relevant energy level spacing of the quantum system
to the bandwidth of the excitation laser. For instance,
control of atomic systems is more suited to frequency
domain methods because the characteristic energy
level spacing in an atom (several electron volts) is
large compared to the bandwidth of femtosecond
laser pulses (millielectron volts). In this case, prepa-
ration of a superposition of two or more states is
impractical with a single laser pulse at the present
time, dictating that the control scheme must employ

the initial state and a single excited eigenstate. In
practice, quasi-CW nanosecond duration laser pulses
are employed for such experiments because current
ultrafast (fs duration) laser sources cannot typically
prepare a superposition of electronic states. One
instructive exception involves the excitation of
Rydberg states in atoms. Here the electronic energy
level spacing can be small enough that the bandwidth
of a femtosecond excitation laser may span several
electronic states and thus can create a superposition
state. One should also note that the next generation
of laser sources in the attosecond regime may permit
the preparation of a wavepacket from low-lying
electronic states in an atom. In the case of molecules,
avoiding a superposition state is nearly impossible.
Such experiments employ pico- to femtosecond
duration laser pulses, having a bandwidth sufficient
to excite many vibrational levels, either in the ground
or excited electronic state manifold of a molecule. To
complete the time-dependent measurement, the
propagation of the wavepacket to the final state of
interest must be observed (probed) using a second
ultrafast laser pulse that can produce fluorescence,
ionization, or stimulated emission in a time-resolved
manner. The multiple paths that link the initial and
final state via the pump and the probe pulses are the
key to the equivalence of the time and frequency
domain methods.

There is another useful way to classify experiments
that have been performed recently in coherent
control, that is into either open-loop or closed-loop
techniques. Open-loop signifies that a calculation
may be performed to specify the required pulse shape
for control before the experiment is attempted. All of
the frequency-based, and most of the time-based
experiments fall into this category. Closed-loop, on
the other hand, signifies that the results from
experimental measurements must be used to assist
in determining the correct parameters for the next
experiment, this pioneering approach was suggested
in 1992. It is interesting that in the context of control
experiments performed to date, closed-loop exper-
iments represent the only route to determining the
optimal laser pulse shape for controlling even
moderately complex systems. In this approach, no
input from theoretical models is required for coherent
control of complex systems. This is unlike typical
control engineering environments, where closed-loop
signifies the use of experiments to refine parameters
used in a theoretical model.

There is one additional distinction that is of value
for understanding the state of coherent control at the
present time. Experiments may be classified into
systems having Hamiltonians that allow calculation
of frequencies required for the desired interference
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patterns (thus enabling open-loop experiments) and
those having ill-defined Hamiltonians (requiring
closed-loop experiments). The open-loop experi-
ments have demonstrated the utility of various
control schemes, but are not amenable to systems
having even moderate complexity. The closed-loop
experiments are capable of controlling systems of
moderate complexity but are not amenable to
precalculation of the required control fields. Systems
requiring closed-loop methods include propagation
of short pulses in an optical fiber, control of high
harmonic generation for soft X-ray generation,
control of chemical reactions and control of biologi-
cal systems. In the experimental regime, the value of
learning control for dealing with complex systems has
been well documented.

The remainder of this article represents an over-
view of the experimental implementation of coherent
control. The earliest phase control experiments
involved time-dependent probing of molecular wave-
packets, and were followed by two-path interference
in an atomic system. The most recent, and general,
implementation of control involves tailoring a time-
dependent electromagnetic field for a desired objec-
tive using closed-loop techniques. Since the use of
tailored laser pulses appears to be rather general, a
more complete description of the experiment is
provided.

Time-Dependent Methods

The first experiments demonstrating the possibility of
coherent control were performed to detect nuclear
motion in molecules in real time. These investigations
were the experimental realization of the pump-dump
or pulse-timing control methods as originally
described in 1985. The experimental applications
have expanded to numerous systems including
diatomic and triatomic molecules, small clusters,
and even biological molecules. For such experiments,
a vibrational coherence is prepared by exciting a
superposition of states. These measurements
implicitly used phase control both in the generation
of the ultrashort pulses and in the coherent probing of
the superposition state by varying the time delay
between the pump and probe pulses, in effect
modulating the outcome of a quantum transition.
Since the earliest optical experiment in the mid-
1980s, there have been many hundreds of such
experiments reported in the literature. The motiv-
ation for the very first experiments was not explicitly
phase control, but rather the observation of nuclear
motion of molecules in real time. In such later
measurements, oscillations in the superposition states
were observable for many cycles, up to many tens of

picoseconds in favorable cases, i.e., diatomic mole-
cules in the gas phase. The loss of signal in the
coherent oscillations is ultimately due to passage of
the superposition state in to surrounding bath states.
This may be due to collision with another molecule,
dissociation of the system or redistribution of the
excitation energy into other modes of the system not
originally excited in the superposition. It is notable
that coherence can be maintained in solution phase
systems for tens of picoseconds and for the case of
resonances having weak coupling to other modes,
coherence can even be modulated in large biological
systems on the picosecond time scale.

Decoherence represents loss of phase information
about a system. In this context, phase information
represents our detailed knowledge of the electronic
and nuclear coordinates of the system. In the case of
vibrational coherence, decoherence may be rep-
resented by intramolecular vibrational energy trans-
fer to other modes of the molecule. This can be
thought of as the propensity of vibrational modes of a
molecule to couple together in a manner that
randomizes deposited energy throughout the mol-
ecule. Decoherence in a condensed phase system
includes transfer of energy to the solvent modes
surrounding the system of interest. For an electro-
nically excited molecule or atom, decoherence can
involve spontaneous emission of radiation (fluor-
escence), or dissociation in the case of molecules.
Certain excited states may have high probability for
fluorescence and would represent a significant deco-
herence pathway and an obstacle for coherent
control. These states may be called ‘lossy’ and are
often used in optical pumping schemes as well as for
stimulated emission pumping. An interesting question
arises as to whether one can employ such states in a
pathway leading to a desired final state, or must such
lossy states be avoided at all costs in coherent control.
This question has been answered to some degree by
the method of rapid adiabatic passage. In this
experiment, an initial state is coupled to a final state
by way of a lossy state. The coupling is a coherent
process and the preparation involves dressed states
that are eigenstates of the system. In this coherent
superposition the lossy state is employed, but no
population is allowed to build up and thus decoher-
ence is circumvented.

Two-Path Interference Methods

Interference methods form perhaps the most intuitive
example of coherent control. The first experimental
demonstration was reported in 1990 and involved the
modulation of ionization probability in Hg by
interfering a one-photon and three-photon excitation
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pathway to an excited electronic state (followed by
two-photon ionization). The long delay between the
introduction of the two-path interference concept in
1960 and the demonstration in 1990 was the
difficulty in controlling the relative phase of the
one- and three-photon paths. The solution involved
generating the third harmonic of the fundamental in a
nonlinear crystal, and copropagating the two beams
through a low-density gas. Changing the pressure of
the gas changes the optical phase retardance at
different rates for different frequencies, thus allowing
relative phase control between two colors. The
ionization yield of Hg was clearly modulated as a
function of pressure. Such schemes have been
extended to diatomic molecular systems and the
concept of determining molecular phase has been
investigated. While changing the phase of more than
two frequencies has not been demonstrated using
pressure tuning (because of experimental difficulties),
a more flexible method has been developed to alter
relative phase of up to 1000 frequency bands, as will
be described next.

Closed-Loop Control Methods

Perhaps the most exciting new aspect of control in
recent years concerns the prospect for performing
closed-loop experiments. In this approach a more
complex level of control in matter is achieved in
comparison to the two-path interference and pump-
probe control methods. In the closed-loop method, an
arbitrarily complex time-dependent electromagnetic
field is prepared that may have multiple subpulses and
up to thousands of interfering frequency bands. The
realization of closed-loop control over complex
processes relies on the confluence of three technol-
ogies: (i) production of large bandwidth ultrafast
laser pulses; (ii) spatial modulation methods for
manipulating the relative phases and amplitudes of
component frequencies of the ultrafast laser pulse;
and (iii) closed-loop learning control methods for
sorting through the vast number of pulse shapes
available as potential control fields. In the closed-loop
method, the result of a laser molecule interaction is
used to tailor an optimized pulse.

In almost all of the experimental systems used for
closed-loop control today, Kerr lens mode-locking in
the Ti:sapphire crystal is used to phase lock the wide
bandwidth of available frequencies (750–950 nm) to
create the ultrafast pulse. In this phenomenon, the
intensity variation in the short laser pulse creates a
transient lens in the Ti:sapphire lasing medium that
discriminates between free lasing and mode-locked
pulses. As a result, all of the population inversion
available in the lasing medium may be coerced into

enhancing the ultrashort traveling wave in the cavity
in this way. The wide bandwidth available may then
be amplified and tailored into a shaped electromag-
netic field. Spatial light modulation is one such
method for modulating the relative phases and
amplitudes of the component frequencies in the
ultrafast laser pulse to tailor the shaped laser pulse.
Pulse shaping first involves dispersing the phase-
locked frequencies on an optical grating, the
dispersed radiation is then collimated using a
cylindrical lens and the individual frequencies are
focused to a line forming the Fourier plane. At the
Fourier plane, the time-dependent laser pulse is
transformed into a series of phase-locked continuous
wave (CW) laser frequencies, and thus Fourier
transformed from time to frequency space. The
relative phases and amplitudes may be modulated
in the Fourier plane using an array of liquid crystal
pixels. After altering the spectral phase and ampli-
tude profile, the frequencies are recombined on a
second grating to form the shaped laser pulse. With
one degree of phase control and 10 pixels there are
an astronomic number (36010) of pulse shapes that
may be generated in this manner. (At the present
time, pulse shapers have up to 2000 independent
elements.) Evolutionary algorithms are employed to
manage the available phase space. Realizing that the
pulse shape is nothing more than the summation of a
series of sine waves, each having an associated phase
and amplitude, we find that a certain pulse shape can
be represented by a genome consisting of an array of
these frequency-dependent phases and amplitudes.
This immediately suggests that the methods of
evolutionary search strategies may be useful for
determining the optimal pulse shape for a desired
photoexcitation process.

The method of closed-loop optimal control for
experiments was first proposed in 1992 and the first
experiments were reported in 1997 regarding
optimization of the efficiency of a laser dye molecule
in solution. Since that time a number of experiments
have been performed in both the weak and strong
field regime. In the weak field regime, the intensity
of the laser does not alter the field free structure of
the excited states of the system under investigation.
In the strong field, the field free states of the system
are altered by the electric field of the laser. Whether
one is in the weak or strong field regime depends on
parameters including the characteristic level spacing
of the states of the system to be controlled and the
intensity of the laser coupling into those states.
Examples of weak field closed-loop control include
optimization of laser dye efficiency, compression of
an ultrashort laser pulse, dissociation of alkali
clusters, optimization of coherent anti-Stokes
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Raman excitation, and optical pulse propagation in
fibers. In the strong field, the laser field is used to
manipulate the excited states of the molecule as well
as induce population transfer among these states. In
this sense, the laser is both creating and exciting
resonances, in effect allowing universal excitation
with a limited frequency bandwidth of 750–
850 nm. For chemical applications, it is worth
noting that most molecules do not absorb in this
wavelength region in the weak field. Strong field
control has been used for controlling bond dis-
sociation, chemical rearrangement, photonic
reagents, X-ray generation, molecular centrifuges
and the manipulation of mass spectral fragmenta-
tion intensities. In the latter case, a new sensing
technology has emerged wherein each individual
pulse shape represents an independent sensor for a
molecule. Given the fact that thousands of pulse
shapes can be tested per minute, this represents a
new paradigm for molecular analysis.

At the time of this writing, the closed-loop method
for adaptively tailoring control fields, has far out-
stripped our theoretical understanding of the process
(particularly in the strong field regime). Adaptive
control is presently an active field of investigation,
encompassing the fields of physics, engineering,
optics, and chemistry. In the coming years, there
will be as much work done on the mechanism of
control as in the application of the methods. Due to
small energy level spacings and complexity of the
systems, we anticipate the majority of applications to
be in the chemical sciences.
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Introduction

Interference phenomena are well-known in classical
optics. In the early 19th century, Thomas Young
showed conclusively that light has wave properties,
with the first interference experiment ever performed.
He passed quasi-monochromatic light from a single
source through a pair of double slits using the
configuration of Figure 1a and observed an inter-
ference pattern consisting of a series of bright and
dark fringes on a distant screen. The intensity
distribution can be explained only if it is assumed
that light has wave or phase properties. In modern

terminology, if E1 and E2 are the complex electric
fields of the two light beams arriving at the screen, by
the superposition principle of field addition the
intensity at a particular point on the screen can be
written as

I / lE1 þ E2l
2

¼ lE1l
2
þ lE2l

2
þ lE1llE2l cosðf1 2 f2Þ ½1�

where f1 2 f2 is the phase difference of the beams
arriving at the screen. While this simple experi-
ment was used originally to demonstrate the wave
properties of light, it has subsequently been used for
many other purposes, such as measuring the
wavelength of light. However, for our purposes,
here the Young’s double slit apparatus can also be
viewed as a device that redistributes light, or
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controls its intensity at a particular location. For
example, let’s consider one of the slits to be a source,
with the other slit taken to be a gate, with both
capable of letting through the same amount of light.
If the gate is closed, the distant screen is nearly
uniformly illuminated. But if the gate is open, at a
particular point on the distant screen there might be
zero intensity or as much as four times the intensity
emerging from one slit because of interference
effects, with all the light merely being spatially
redistributed. In this sense the double slit system can
be viewed as a device to redistribute the incident
light intensity. The key to all this is the superposition
principle and the properties of optical phase.

The superposition principle and interference
effects also lie at the heart of quantum mechanics.
For example, let’s now consider a system under the
influence of a perturbation with an associated
Hamiltonian that has phase properties. In general
the system can evolve from one quantum state lil to
another lf l via multiple pathways involving inter-
mediate states lml: Because of the phased pertur-
bation, interference between those pathways can

influence the system’s final state. If am is the
(complex) amplitude associated with a transition
from the initial to the final state, via intermediate
virtual state lml; then for all possible intermediate
states the overall transition probability, W; can be
written as

W ¼
����
X
m

am

����2 ½2�

In the case of only two pathways, as illustrated in
Figure 1b, W becomes

W ¼ la1 þ a2l
2

¼ la1l
2
þ la2l

2
þ la1lla2l cosðf1 2 f2Þ ½3�

where f1 and f2 are now the phases of the two
transition amplitudes. While this expression strongly
resembles that of eqn [1], here f1 and f2 are
influenced by the phase properties of the pertur-
bation Hamiltonian that governs the transition
process; these phase factors arise, for example, if
light fields constitute the perturbation. But overall it
is clear that the change in the state of the system is
affected by both the amplitude and phase properties
of the perturbation. Analogous with the classical
interferometer, equality of the transition amplitudes
leads to maximum contrast in the transition rate.
Although it has been known since the early days of
quantum mechanics that the phase of a perturbation
can influence the evolution of a system, generally
phase has only been discussed in a passive role. Only
in recent years has phase been used as a control
parameter for a system, on the same level as the
strength of the perturbation itself.

Coherence Control

Coherence control, or quantum control as it is
sometimes called, refers to the active process through
which one can use phase-dependent perturbations
originating with, for example, coherent light waves,
to control one or more properties of a quantum
system, such as state population, momentum, or spin.
This more general perspective of interference leads to
a picture of interference of matter waves, rather than
simply light waves, and one can now speak of an
effective ‘matter interferometer’. Laser beams, in
particular, are in a unique position to play a role in
such processes, since they offer a macroscopic ‘phase
handle’ with which to create such effects. This was
recognized by the community of atomic and molecu-
lar scientists who emphasized the active manifes-
tations of quantum interference effects, and proposed
that branching ratios in photochemical reactions

Figure 1 (a) Interference effects in the Young’s double slit

experiment; (b) illustration of the general concept of coherence

control via multiple quantum mechanical pathways; (c) inter-

ference of single- and two-photon transitions connecting the same

valence and conduction band states in a semiconductor.
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might be controlled through laser-induced interfer-
ence processes. The use of phase as a control
parameter also represents a novel horizon of appli-
cations for the laser since most previous applications
had involved only amplitude (intensity).

Of course, just as the ‘visibility’ of the screen
pattern for a classical Young’s double slit interfero-
meter is governed by the coherence properties of the
two slit source, the evolution of a quantum system
reflects the coherence properties of the perturbations,
and the degree to which one can exercise phase
control via external perturbations is also influenced
by the interaction of the system of interest with a
reservoir – essentially any other degrees of freedom
in the system – which can cause decoherence and
reduce the effectiveness of the ‘matter interferom-
eter’. Since the influence of a reservoir will generally
increase with the complexity of a system, one might
think that coherence control can only be effectively
achieved in simple atomic and molecular systems.
Indeed, some of the earliest suggestions for coherence
control of a system involved using interference
between single and three photon absorption pro-
cesses, connecting the same initial and final states
with photons of frequency 3v and v; respectively,
and controlling the population of excited states in
atomic or diatomic systems. However, it has been
difficult to extend this ‘two color’ paradigm to more
complex molecular systems. Since the reservoir leads
to decoherence of the system overall, shorter and
shorter pulses must be used to overcome decoherence
effects. However, short pulses possess a large
bandwidth with the result that, for complex systems,
selectivity of the final state can be lost. One must
therefore consider using interference between multi-
ple pathways in order to control the system, as
dictated by the details of the unperturbed Hamil-
tonian of the system.

For a polyatomic molecule or a solid, the complete
Hamiltonian is virtually impossible to determine
exactly and it is therefore equally difficult to prescribe
the optimal spectral (amplitude and phase) content of
the pulses that should be used for control purposes.
An alternative approach has therefore emerged, in
which one foregoes knowledge of the eigenstates of
the Hamiltonian and details of the different possible
interfering transition paths in order to achieve control
of the end state of a system. This branch of coherence
control has come to be known as optimal control. In
optimal control one employs an optical source for
which one can (ideally) have complete control over
the spectral and phase properties. One then uses a
feedback process in which experiments are carried
out, the effectiveness of achieving a certain result is
determined, and the pulse characteristics are then

altered to obtain a new result. A key component is the
use of an algorithm to select the new pulse properties
as part of the feedback system. In this approach the
molecule teaches the external control system what it
‘requires’ for a certain result to be optimally achieved.
While the ‘best’ pulse properties may not directly
reveal details of the multiple interference process
required to achieve the optimal result, this technique
can nonetheless be used to gain some insight into the
properties of the unperturbed Hamiltonian and,
regardless of such understanding, achieve a desirable
result. It has been used to control chemical reaction
rates involving several polyatomic molecules, with
considerable enhancement in achieving a certain
product relative to what can be done using simple
thermodynamics.

Coherence Control in Semiconductors

Since coherence control of chemical reactions invol-
ving large molecules has represented a significant
challenge, it was generally felt that ultrafast deco-
herence processes would also make control in solids,
in general, and semiconductors, in particular, diffi-
cult. Early efforts therefore focused on atomic-like
situations in which the electrons are bound and
associated with discrete states and long coherence
times. In semiconductors, the obvious choice is the
excitonic system, defect states, or discrete states
offered by quantum wells. Population control of
excitons and directional ionization of electrons from
quantum wells has been clearly demonstrated, similar
to related population control of and directional
ionization from atoms. Other manifestations of
coherence control of semiconductors include control
of electron–phonon interactions and intersub-band
transitions in quantum wells.

Among the different types of coherence control in
semiconductors is the remarkable result that it is
possible to coherently control the properties of free
electrons associated with continuum states. Although
optimal control might be used for some of these
processes, we have achieved clear illustrations of
control phenomena based on the use of harmonically
related beams and interference of single- and two-
photon absorption processes connecting the conti-
nuum valence and conduction band states as gener-
ically illustrated in Figure 1c. Details of the various
processes observed can be found elsewhere. Of
course, the momentum relaxation time of electrons
or holes in continuum states is typically of the order
of 100 fs at room temperature, but this time is
sufficiently long that it can permit phase-controlled
processes. Indeed, with respect to conventional
carrier transport, this ‘long time’ lapse is responsible

COHERENT CONTROL / Applications in Semiconductors 139



for the typically high electrical mobilities in crystal-
line semiconductors such as Si and GaAs. In essence, a
crystalline semiconductor with translational sym-
metry has crystal momentum as a good quantum
number, and selection rules for scattering prevent the
momentum relaxation time from being prohibitively
small. Since electrons or holes in any continuum state
can participate in such control processes, one need
not be concerned about pulsewidth or bandwidth,
unless the pulses were to be so short that carriers of
both positive and negative effective mass were
generated within one band.

Coherent Control of Electrical Current Using
Two Color Beams

We now illustrate the basic principles that describe
how the interference process involving valence and
conduction band states can be used to control
properties of a bulk semiconductor. We do so in the
case of using one or two beams to generate and
control carrier population, electrical current, and spin
current. In pointing out the underlying ideas behind
coherence control of semiconductors, we will skip or
suppress many of the mathematical details which are
required for a full understanding but which might
obscure the essential physics. In particular we
consider how phase-related optical beams with
frequencies v and 2v interact with a direct gap
semiconductor such that "v , Eg , 2"v where Eg is
the electronic bandgap. For simplicity we consider
exciting electrons from a single valence band via
single-photon absorption at 2v and two-photon
absorption at v: As is well known, within an
independent particle approximation, the states of
electrons and holes in semiconductors can be labeled
by their vector crystal momentum k; the energy of
states near the conduction or valence bandedges
varies quadratically with lkl: For one-photon absorp-
tion the transition amplitude can be derived using a
perturbation Hamiltonian of the form H ¼ e=mc
A2v · p where A2v is the vector potential associated
with the light field and p is the momentum operator.
The transition amplitude is therefore of the form

a2v / E2veif2vpcv ½4�

where pcv is the interband matrix element of p along
the field ðE2vÞ direction; for illustration purposes the
field is taken to be linearly polarized. The overall
transition rate between two particular states of the
same k can be expressed as W1 / a2vða2vÞp /

I2vlpcvl
2 where I2v is the intensity of the beam.

This rate is independent of the phase of the light
beam as well as the sign of k. Hence the absorption

of light via single-photon transitions generally
populates states of equal and opposite momentum
with equal probability or, equivalently, establishes a
standing electron wave with zero crystal momen-
tum. This is not surprising since photons possess
very little momentum and, in the approximation of
a uniform electric field, do not give any momentum
to an excited electron. The particular states that are
excited depends on the light polarization and crystal
orientation. However, the main point is that while
single-photon absorption can lead to anisotropic
filling of electron states, the distribution in momen-
tum space is not polar (dependent on sign of k).
Similar considerations apply to the excited holes,
but to avoid repetition we will focus on the
electrons only.

For two-photon absorption involving the v pho-
tons and connecting states similar to those connected
with single-photon absorption, one must employ the
2nd order perturbation theory using the Hamiltonian
H ¼ e=mcAv · p: For two-photon absorption there is
a transition from the valence band to an (energy
nonallowed) intermediate state followed by a tran-
sition from the intermediate state to the final state. To
determine the total transition rate one must sum over
all possible intermediate states. For semiconductors,
by far the dominant intermediate state is the final
state itself, so that the associated transition amplitude
has the form

av / ðEveifvpcvÞðE
2veifvpccÞ / ðEvÞ2e2ifvpcv"k ½5�

where the matrix element pcc is simply the momen-
tum of the conduction band state ð"kÞ along the
direction of the field. Note that unlike an atomic
system, pcc is nonzero, since Bloch states in a
crystalline solid do not possess inversion symmetry.
If two-photon absorption acts alone, the overall
transition rate between two particular k states would
be W2 / ðIvÞ2lpcvl

2k2: As with single-photon absorp-
tion, because this transition rate is independent of the
sign of k; two-photon absorption leads to production
of electrons with no net momentum.

When both single- and two-photon transitions are
present simultaneously, the transition amplitude is
the sum of the transition amplitudes expressed in
eqn [3]. The overall transition rate is then found using
eqn [1] and yields W ¼ W1 þ W2 þ Int where the
interference term Int is given by

Int / E2vEvEv sinðf2v 2 2fvÞk ½6�

Note, however, that the interference effect depends on
the sign of k and hence can be constructive for one
part of the conduction band but destructive for other
parts of that band, depending on the value of the
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relative phase, Df ¼ f2v 2 2fv: In principle one can
largely eliminate transitions with þk and enhance
those with 2k. This effectively generates a net
momentum for electrons or holes and hence, at least
temporarily, leads to an electrical current in the
absence of any external bias. The net momentum of
the carriers, which is absent in the individual
processes, must come from the lattice. Because the
carriers are created with net momentum during the
pulses one has a form of current injection that can be
written as

dJ=dt / E2vEvEv sinðDfÞ ½7�

where J is the current density. This type of current
injection is allowed in both centrosymmetric and
noncentrosymmetric materials. The physics and
concepts behind the quantum interference leading to
this form of current injection are analogous with the
Young’s double slit experiment. Note as well that if
this ‘interferometer’ is balanced (single- and two-
photon transition rates are similar), then it is possible
to control the overall transition rate with great
contrast. Roughly speaking, one balances the two
arms of the ‘effective interferometer’ involved in the
interference process, one ‘arm’ corresponding to the
one-photon process and the other to the two-photon
process. As an example, let’s consider the excitation
of GaAs, which has a room-temperature bandgap of
1.42 eV (equivalent to 870 nm). For excitation of
GaAs using 1550 and 775 nm light under balanced
conditions, the electron cloud is injected with a speed
close to 500 km s21. Under ‘balanced’ conditions,
nearly all the electrons are moving in the same
direction. Assuming that the irradiance of the
1550 nm beam is 100 MW cm22, while that of the
second harmonic beam is only 15 kW cm22 (satisfy-
ing the ‘balance’ condition), with Gaussian pulse
widths of 100 fs, one obtains a surprisingly large peak
current of about 1 kA cm22 for a carrier density of
only 1014 cm23 if scattering effects are ignored. When
scattering is taken into account, the value of the peak
current is reduced and the transient current decays on
a time-scale of the momentum relaxation time.
Figure 2a shows an experimental setup which can
be used to demonstrate coherence control of electrical
current using the above parameters. Figure 2a shows
the region between a pair of electrodes on GaAs being
illuminated by a train of harmonically related pulses.
Figure 2b illustrates how the steady-state experimen-
tal voltage across the capacitor changes as the phase
parameter Df is varied. Transient electrical currents,
generated though incident femtosecond optical
pulses, have also been detected through the emission
of the associated Terahertz radiation.

The current injection via coherence control and
conventional cases (i.e., under a DC bias) differs with
respect to their evolution. The current injected via
coherent control has an onset determined by the rise
time of the optical pulses. In the case of normal
current production, existing carriers are accelerated
by an electric field, and the momentum distribution is
never far from isotropic. For a carrier density of
1014 cm23 a DC field ,80 kV cm21 is required to
produce a current density of 1 kA cm22. In GaAs,
with an electron mobility of 8000 cm2 V21 s21 this
current would occur about 1/2 ps after the field is
‘instantaneously’ turned on. This illustrates that the
coherently controlled phenomenon efficiently and
quickly produces a larger current than can be
achieved with the redirecting of statistically distri-
buted electrons.

A more detailed analysis must take into account the
actual light polarization, crystal symmetry, crystal
face, and orientation relative to the optical polariz-
ation. For given optical intensities of the two beams,

Figure 2 (a) Experimental setup to measure steady-state

voltage (V) across a pair of electrodes on GaAs with the

intervening region illuminated by phased radiation at v and 2v;

(b) induced voltage across a pair of electrodes on a GaAs

semiconductor as a function of the phase parameter associated

with two harmonically related incident beams.
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the maximum electrical current injection in the case
of GaAs occurs for linearly polarized beams both
oriented along the (111) or equivalent direction.
However, large currents can also be observed with the
light beams polarized along other high symmetry
directions.

Coherent Control of Carrier Density, Spin
Population, and Spin Current Using Two
Color Beams

The processes described above do not exhaust the
coherent control effects that can be observed in bulk
semiconductors using harmonic beams. Indeed, for
noncentrosymmetric materials, certain light polariz-
ations and crystal orientations allow one to coher-
ently control the total carrier generation rate with or
without generating an electrical current. In the case of
the cubic material GaAs, provided the v beam has
electric field components along two of the three
principal crystal axes, with the 2v beam having a
component along the third direction, one can
coherently control the total carrier density. However,
the overall degree of control here is determined by
how ‘noncentrosymmetric’ the material is.

The spin degrees of freedom of a semiconductor
can also be controlled using two color beams. Due
to the spin–orbit interaction, the upper valence
bands of a typical semiconductor have certain
spin characteristics. To date, optical manipulation
of electron spin has been largely based on the fact that
partially spin-polarized carriers can be injected in a
semiconductor via one-photon absorption of circu-
larly polarized light from these upper valence bands.
In such carrier injection – where in fact two-photon
absorption could be used as well – spins with no net
velocity are injected, and then are typically dragged

by a bias voltage to produce a spin-polarized current.
However, given the protocols discussed above it
should not come as a surprise that the two color
coherence scheme, when used with certain light
polarizations, can coherently control the spin polar-
ization, making it dependent on Df: Furthermore, for
certain polarization combinations it is also possible to
generate a spin current with or without an electrical
current. Given the excitement surrounding the field of
spintronics, where the goal is the use of the spin
degree of freedom for data storage and processing, the
control of quantities involving the intrinsic angular
momentum of the electron is of particular interest.

Various polarization and crystal geometries can be
examined for generating spin currents with or with-
out electrical current. For example, with reference to
Figure 3a, for both beams propagating in the z
ðnormalÞ direction of a crystal and possessing the
same circular polarization, an electrical current can
be injected in the ðxyÞ plane, at an angle from the
crystallographic x direction dependent on the relative
phase parameter, Df; this current is spin-polarized in
the z direction. As well, the injected carriers have a ^z
component of their velocity, as many with one
component as with the other; but those going in one
direction are preferentially spin-polarized in one
direction in the ðxyÞ plane, while those in the other
direction are preferentially spin-polarized in the
opposite direction. This is an example of a spin
current in the absence of an electrical current.

Such a pure spin current that is perhaps more
striking is observable with the two beams cross
linearly polarized, for example with the fundamental
beam in the x direction and the second harmonic
beam in the y direction as shown in Figure 3b. Then
there is no net spin injection; the average spin in any

Figure 3 (a) Excitation of a semiconductor by co-circularly polarized v and 2v pulses. Arrows indicate that a spin polarized electrical

current is generated in the x – y plane in a direction dependent on Df while a pure spin current is generated in the beam propagation ðzÞ

direction. (b) Excitation of a semiconductor by orthogonally, linearly polarized v and 2v pulses. Arrows indicate that a spin polarized

electrical current is generated in the direction of the fundamental beam polarization as well as along the beam propagation ðzÞ direction.
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direction is zero. And for a vanishing phase parameter
Df there is no net electrical current injection. Yet, for
example, the electrons injected with a þx velocity
component will have one spin polarization with
respect to the z direction, while those injected with
a 2x component to their velocity will have the
opposite spin polarization with respect to the z
direction.

The examples given above are the spin current
analog of the two-color electrical current injection
discussed above. There should also be the possibility
of injecting a spin current with a single beam into
crystals lacking center-of-inversion symmetry.

The simple analysis presented above relies on
simple quantum mechanical ideas and calculations
using essentially nothing more than Fermi’s Golden
Rule. Yet the process involves a mixing of two
frequencies, and can therefore be thought of as a
nonlinear optical effect. Indeed, one of the key ideas
to emerge from the theoretical study of such
phenomena is that an interpretation of coherence
control effects alternate to that provided by the simple
quantum interference picture that is provided by the
usual susceptibilities of nonlinear optics. These
susceptibilities are, of course, based on quantum
mechanics, but the macroscopic viewpoint allows for
the identification and classification of the effects in
terms of 2nd order nonlinear optical effects, 3rd order
optical effects, etc. Indeed, one can generalize many
of the processes we have discussed above to a
hierarchy of frequency mixing effects or high-order
nonlinear processes involving multiple beams with
frequency nv;mv; pv… with n;m; p being integers.
Many of theses schemes require high intensity of one
or more of the beams, but can occur in a simple
semiconductor.

Coherent Control of Electrical Current Using
Single Color Beams

It is also possible to generate coherence control effects
using beams at a single frequency ðvÞ; if one focuses
on the two orthogonal components (e.g., x and y)
polarization states and uses a noncentrosymmetric
semiconductor of reduced symmetry such as a
strained cubic semiconductor or a wurtzite material
such as CdS or CdSe. In this case, interference
between absorption pathways associated with the
orthogonal components can lead to electrical current
injection given by

dJ=dt / EvEv sinðfx
v 2 f y

vÞ ½8�

Since in this process current injection is linear in
the beam’s intensity, the high intensities necessary
for two-photon absorption are not necessary.

Nonetheless, the efficacy of this process is limited by
the fact that it relies on the breaking of center-of-
inversion symmetry of the underlying crystal. It is also
clear that the maximum current occurs for circularly
polarized light and that right and left circularly
polarized light lead to a difference in sign of the
current injection. Finally, for this particular single
beam scheme, when circularly polarized light is used
the electrical current is partially spin polarized.

Conclusions

Through the phase of optical pulses it is possible to
control electrical and spin currents, as well as carrier
density, in bulk semiconductors on a time-scale that is
limited only by the rise time of the optical pulse and
the intrinsic response of the semiconductor. A few
optically based processes that allow one to achieve
these types of control have been illustrated here.
Although at one level one can understand these
processes in terms of quantum mechanical interfer-
ence effects, at a macroscopic level one can under-
stand these control phenomena as manifestations of
nonlinear optical phenomena. For fundamental as
well as applied reasons, our discussion has focused on
coherence control effects using the continuum states
in bulk semiconductors, although related effects can
also occur in quantum dot, quantum well, and
superlattice semiconductors. Applications of these
control effects will undoubtedly exploit the all-optical
nature of the process, including the speed at which the
effects can be turned on or off. The turn-off effects,
although not discussed extensively here, are related
to transport phenomena as well as momentum
scattering and related dephasing processes.
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Introduction

Conventional optical communication systems are
based on the intensity modulation (IM) of an optical
carrier by an electrical data signal and direct
detection (DD) of the received light. The simplest
scheme employs on/off keying (OOK), whereby
turning on or off, an optical source transmits a binary
1 or 0. The signal light is transmitted down an optical
fiber and at the receiver is detected by a photo-
detector, as shown in Figure 1. The resulting
photocurrent is then processed to determine if a 1
or 0 was received. In the ideal case, where a
monochromatic light source is used and where no
receiver noise (detector dark current and thermal
noise) is present, the probability of error is deter-
mined by the quantum nature (shot noise) of the
received light. In this case, the number of photons/bit
required (sensitivity) at the receiver, to achieve a bit-
error-rate (BER) of 1029, is 10. This is called the
quantum-limit. In practical receivers without an
optical preamplifier, operating in the 1.3 mm and
1.55 mm optical fiber communication windows, the
actual sensitivity is typically 10–30 dB less than the
theoretical sensitivity. This is due to receiver noise, in
particular thermal noise. This means that the actual
sensitivity is between 100 to 10 000 photons/bit. The
capacity of IM/DD fiber links can be increased
using wavelength division multiplexing (WDM). At
the receiver the desired channel is selected using a
narrowband optical filter. Some advanced commer-
cial IM/DD systems utilize dense WDM with 50 GHz
spacing and single-channel bit rates as high as
40 Gb/s. Indeed, IM/DD systems with terabit
(1012 bit/s) capacity are now possible.

Compared to IM/DD systems, coherent optical
communication systems have greater sensitivity and
selectivity. In the context of coherent lightwave
systems, the term coherent refers to any technique
employing nonlinear mixing between two optical
waves on a photodetector, as shown in Figure 2.
Typically, one of these is an information-bearing
signal and the other is a locally generated wave (local
oscillator). The result of this heterodyne process is a
modulation of the photodetector photocurrent at a
frequency equal to the difference between the signal
and local oscillator frequencies. This intermediate

frequency (IF) electronic signal contains the infor-
mation in the form of amplitude, frequency, or phase
that was present in the original optical signal. The IF
signal is filtered and demodulated to retrieve the
transmitted information. An automatic frequency
control circuit is required to keep the local-oscillator
frequency stable.

It is possible for the information signal to contain a
number of subcarriers (typically at microwave
frequencies), each of which can be modulated by a
separate data channel. It is a simple matter to select
the desired channel at the receiver by employing
electronic heterodyning and low pass filtering, as
shown in Figure 3. In IM/DD systems, channel
selection can only be carried out using narrowband
optical filters.

Coherent optical communications utilize tech-
niques that were first investigated in radio communi-
cations. Most of the basic research work on coherent
optical communications was carried out in the 1980s
and early 1990s, and was primarily motivated by the
need for longer fiber links using no repeaters.
Improving receiver sensitivity using coherent tech-
niques made it possible to increase fiber link spans. In
the mid-1990s, reliable optical fiber amplifiers
became available. This made it possible to construct
fiber links using optical amplifiers spaced at appro-
priate intervals to compensate for fiber and other
transmission losses.

The sensitivity of an IM/DD receiver can be greatly
improved by the use of an optical preamplifier. Indeed
the improvement is so marked that coherent tech-
niques are not a viable alternative to IM/DD in the
vast majority of commercial optical communication
systems due to their complexity and higher cost.
Moreover, because semiconductor lasers with very
precise wavelengths and narrowband optical filters
can be fabricated, the selectivity advantage of
coherent optical communications has become less
important. This has meant that the research work
currently being carried out on coherent optical
communications is very limited, and in particular,
very few field trials have been carried out since the
early 1990s.

We will review the basic principles underlying
coherent optical communications, modulation
schemes, detection schemes, and coherent receiver
sensitivity. The effects of phase noise and polarization
on coherent receiver performance will be outlined.
A brief summary of pertinent experimental results
will also be presented.
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Basic Principles

In coherent detection, a low-level optical signal field
Es is combined with a much larger power optical
signal field ELO from a local oscillator laser. Es and
ELO can be written as

EsðtÞ ¼
ffiffiffiffiffi
2Ps

p
cos½2p fst þ fsðtÞ� ½1�

ELOðtÞ ¼
ffiffiffiffiffiffiffi
2PLO

p
cos½2p fLOt þ fLOðtÞ� ½2�

where Ps, fs, and fs are the signal power, optical
frequency, and phase (including phase noise), respect-
ively. PLO, fLO, and fLO are the equivalent quantities
for the local oscillator. For ideal coherent detection,
the polarization states of the signal and local
oscillator must be equal. If this is the case, the

photocurrent is given by

idðtÞ ¼ R½EsðtÞ þ ELOðtÞ�
2 ½3�

where R is the detector responsivity. Because the
detector cannot respond to optical frequencies, we
have

idðtÞ ¼ R{Ps þ PLO þ 2
ffiffiffiffiffiffiffiffi
PsPLO

p
� cos½2p fIFt þ fsðtÞ2 fLOðtÞ�} ½4�

The IF signal is centered at frequency fIF ¼ fs 2 fLO:

In homodyne detection fs ¼ fLO and the homodyne
signal is centered at baseband. In heterodyne detec-
tion fs – fLO and the signal generated by the
photodetector is centered around fIF (typically three
to six times the bit rate). The IF photocurrent is
proportional to

ffiffiffi
Ps

p
, rather than Ps as is the case in

Figure 1 IM/DD optical receiver.

Figure 2 Basic coherent optical receiver. AFC: automatic frequency control.

Figure 3 Coherent detection and processing of a subcarrier modulated signal lightwave. The power spectrum of the detected signal is

shown: (a) after IF filtering; (b) after multiplication by the IF oscillator; (c) after multiplication with the subcarrier oscillator (in this case

channel 1’s carrier frequency); and (d) after low pass filtering prior to demodulation and data detection. LPF: lowpass filter.
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direct detection, and is effectively amplified by a
factor proportional to

ffiffiffiffiffiffi
PLO

p
: If PLO is large enough,

the signal power can be raised above the receiver
noise, thereby leading to a greater sensitivity than
possible with conventional IM/DD receivers using
p–i–n or avalanche photodiodes. Theoretically it
is possible to reach shot noise limited receiver
sensitivity although this is not possible in practice.
Homodyne optical receivers usually require less
bandwidth and are more sensitive than heterodyne
receivers but require that the local oscillator is phase
locked to the information signal. This requires an
optical phase locked loop (OPLL), which is very
difficult to design.

Modulation Schemes

The three principal modulation schemes used in
coherent optical communications; amplitude shift
keying (ASK), frequency shift keying (FSK) and phase
shift keying (PSK), are shown in Figure 4. ASK
modulation is essentially the same as the OOK
scheme used in IM/DD systems. The optical signal
is given by

EsðtÞ ¼ 2aðtÞ
ffiffiffiffiffi
2Ps

p
cos½2pfst þ fsðtÞ� ½5�

where aðtÞ ¼ 0 or 1 for transmission of a 0 or 1,
respectively. Ps is the average signal power, assuming
that it is equally likely that a 0 or 1 is transmitted.
ASK modulation can be achieved by modu-
lating the output of a semiconductor laser using an

external modulator. The most common type is based
on LiNbO3 waveguides in a Mach–Zehnder inter-
ferometer configuration.

In FSK modulation, the optical frequency of the
signal lightwave is changed slightly by the digital data
stream. In binary FSK, the optical signal is given by

EsðtÞ ¼
ffiffiffiffiffi
2Ps

p
cos½2p ð fs þ aðtÞDf Þt þ fsðtÞ� ½6�

where aðtÞ ¼ 21 or 1 for transmission of a 0 or 1,
respectively. The choice of the frequency deviation
Df depends on the available bandwidth, the bit rate
BT and the demodulation scheme used in the receiver.
The modulation index m is given by

m ¼
2Df

BT

½7�

The minimum value of m that produces orthogonality
(for independent detection of the 0s and 1s) is 0.5. If
m ¼ 0:5, the signal is referred to as minimum FSK
(MFSK). When m $ 2, the signal is referred to as
wide-deviation FSK, and when m , 2, as narrow-
deviation FSK. Wide-deviation FSK receivers are
more resilient to phase noise than narrow-deviation
FSK receivers. FSK modulation can be achieved using
LiNbO3 external modulators, acoustic optic modu-
lators and distributed feedback semiconductor lasers.
The phase of the lightwave does not change between
bit transitions.

In PSK modulation, the digital data stream changes
the phase of the signal lightwave. In binary PSK the
optical signal is given by

EsðtÞ ¼
ffiffiffiffiffi
2Ps

p
cos½2p fst þ aðtÞuþ

p

2
þ fsðtÞ� ½8�

where aðtÞ ¼ 21 or 1 for transmission of a 0 or 1,
respectively. The phase shift between a 0 and 1 is
uþ p=2: Most PSK schemes use u ¼ p=2: PSK
modulation can be achieved by using an external
phase modulator or a multiple quantum well electro-
absorption modulator.

Detection Schemes

There are two classes of demodulation schemes:
synchronous and asynchronous. The former exploits
the frequency and phase of the carrier signal to
perform the detection. The latter only uses the
envelope of the carrier to perform the detection. In
the following we review the principal demodulation
schemes.

PSK Homodyne Detection

In an ideal PSK homodyne receiver, shown in Figure 5,
the signal light and local oscillator have identical

Figure 4 Modulation schemes for coherent optical communi-

cations: (a) ASK; (b) FSK; and (c) PSK.
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optical frequency and phase. If the resulting baseband
information signal is positive, then a 1 has been
received. If the baseband information signal is
negative, then a 0 bit has been received. This scheme
has the highest theoretical sensitivity but requires an
OPLL and is also highly sensitive to phase noise.

ASK Homodyne Detection

An ideal ASK homodyne receiver is identical to an
ideal PSK homodyne receiver. Because the baseband
information signal is either zero (0 bit) or nonzero
(1 bit), the receiver sensitivity is 3 dB less than the
PSK homodyne receiver.

PSK Heterodyne Synchronous Detection

Figure 6 shows an ideal PSK synchronous heterodyne
receiver. The IF signal is filtered by a bandpass filter,
multiplied by the phase locked reference oscillator to
move the signal to baseband, low pass filtered and
sent to a decision circuit that decides if the received

bit is a 0 or 1. The receiver requires synchronization
of the reference oscillator with the IF signal. This is
not easy to achieve in practice because of the large
amount of semiconductor laser phase noise.

ASK Heterodyne Synchronous Detection

This scheme is basically the same as the PSK
heterodyne detection and is similarly difficult to
design.

FSK Heterodyne Synchronous Detection

This scheme is shown in Figure 7 for a binary FSK
signal consisting of two possible frequencies f1 ¼

fs 2 Df and f2 ¼ fs þ Df : There are two separate
branches in which correlation with the two possible
IF signals at f1 and f2 is performed. The two resulting
signals are subtracted from each other and a decision
taken on the sign of the difference. Because of the
requirement for two electrical phase locked loops, the
scheme is not very practical.

Figure 5 PSK homodyne receiver.

Figure 7 FSK heterodyne synchronous receiver.

Figure 6 PSK synchronous heterodyne receiver. BPF: bandpass filter.
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ASK Heterodyne Envelope Detection

In this scheme, shown in Figure 8, the IF signal is
envelope detected to produce a baseband signal
proportional to the original data signal. The output
of the envelope detector is relatively insensitive to
laser phase noise.

FSK Heterodyne Dual-Filter Detection

In this scheme, shown in Figure 9, two envelope
detectors are used to demodulate the two possible IF
signals at f1 and f2 and a decision taken based on the
outputs. The scheme is tolerant to phase noise and
can achieve high sensitivity. However, it needs high-
bandwidth receiver electronics because a large
frequency deviation is required.

FSK Heterodyne Single-Filter Detection

This scheme omits one branch of the FSK heterodyne
dual-filter receiver and performs a decision in the
same way as for the ASK heterodyne envelope
detection. Because half the power of the detected
signal is not used, the sensitivity of the scheme is 3 dB
worse than the dual-filter scheme.

CPFSK Heterodyne Differential Detection

This scheme, shown in Figure 10, uses the continuous
phase (CP) characteristic of an FSK signal, i.e., there
is no phase discontinuity at bit transition times. After
bandpass filtering, the IF photocurrent is

iIFðtÞ ¼ A cos{2p½ðfIF þ aðtÞDf Þ�t} ½9�

where A ¼ R
ffiffiffiffiffiffiffiffi
PsPLO

p
: The output from the delay-line

demodulator, after low pass filtering to remove the
double IF frequency term, is

xðtÞ ¼
A2

2
cos{2p½fIF þ aðtÞDf �t} ½10�

The function of the delay-line demodulator is to act
as a frequency discriminator. We require that xðtÞ is
a maximum when aðtÞ ¼ 1 and a minimum when
aðtÞ ¼ 21: This is the case if the following relations
are satisfied:

2p ðfIF þ Df Þt ¼ 2pk ½11�

2p ðfIF 2 Df Þt ¼ ð2k 2 1Þp; k an integer

Figure 8 ASK heterodyne envelope receiver.

Figure 9 FSK heterodyne dual-filter receiver.

Figure 10 CPFSK heterodyne differential detection receiver.
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Hence, we require that

Dft ¼
1

4
½12�

fIFt ¼ k 2
1

4

� �
; k integer

In terms of the modulation index we have

t ¼
1

2mBT

½13�

The above equation shows that it is possible to
decrease the value of t required by increasing m,
thereby reducing the sensitivity of the receiver to
phase noise. The minimum value of m possible is 0.5.
This scheme can operate with a smaller modulation
index compared to the dual-filter and single-filter
schemes for a given bit rate, thereby relaxing the
bandwidth requirements of the receiver electronics.

DPSK Heterodyne Differential Detection

In differential phase shift key (DPSK) modulation, a 0
is sent by changing the phase of the carrier by p with
respect to the previous signal. A 1 is sent by not
changing the phase. The receiver configuration is
identical to the CPFSK heterodyne differential detec-
tion receiver, except that the time delay t is equal to
the inverse of the data rate. Compared to other PSK
detection schemes, DPSK differential detection is
relatively simple to implement and is relatively
immune to phase noise.

Coherent Receiver Sensitivity

The signal-to-noise ratio gc of an ideal PSK homo-
dyne receiver, in the shot-noise limit, is given by

gc ¼
2RPs

eBc

½14�

where Bc is the receiver bandwidth. The detector
responsivity is given by

R ¼
he

hfs

½15�

where h is the detector quantum efficiency (#1). The
average signal power Ps ¼ NshfsBT, where Ns is the
average number of photons per bit. If it is assumed
that Bc ¼ BT, then

gc ¼ 2hNs ½16�

The actual detected number of photons per bit
NR ¼ hNs, so

gc ¼ 2NR ½17�

If the noise is assumed to have a Gaussian distri-
bution, then the bit error rate (BER) is given by

BER ¼
1

2
erfc

ffiffiffiffiffiffi
2NR

p� �
½18�

where erfc is the complementary error function;
erfcðxÞ < e2x2

=ðx
ffiffi
p

p
Þ for x . 5: The receiver sensi-

tivity for a BER ¼ 1029 is 9 photons/bit.
BER expressions and sensitivity for the demodula-

tion schemes discussed above are listed in Table 1.
The sensitivity versus NR is plotted for some of the
demodulation schemes in Figure 11. The received
signal power required for a given BER is proportional
to BT: This dependency is shown in Figure 12 for
some of the demodulation schemes.

Table 1 Shot-noise limited BER expressions and sensitivity for

coherent demodulation schemes

Modulation scheme BER Sensitivity

(photons/bit)

Homodyne

PSK 1
2 erfc

ffiffiffiffiffiffi
2NR

p� �
9

ASK 1
2 erfc

ffiffiffiffi
NR

p� �
18 (peak 36)

Synchronous heterodyne

PSK 1
2 erfc

ffiffiffiffi
NR

p� �
18

ASK 1
2 erfc

 ffiffiffiffiffi
NR

2

r !
36 (peak 72)

FSK 1
2 erfc

 ffiffiffiffiffi
NR

2

r !
36

Asynchronous heterodyne

ASK (envelope) 1
2 exp



2
NR

2

�
40 (peak 80)

FSK (dual-filter) 1
2 exp



2
NR

2

�
40

FSK (single-filter) 1
2 exp



2
NR

4

�
80

Differential detection

CPFSK 1
2 exp

�
2NR



20

DPSK 1
2 exp

�
2NR



20

Figure 11 Shot-noise limited BER versus number of received

photons/bit for various demodulation schemes: (a) PSK homo-

dyne; (b) synchronous PSK; (c) synchronous FSK; (d) ASK

envelope; (e) FSK dual-filter; and (f) CPFSK and DPSK.
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Phase Noise

A major influence on the sensitivity possible with
practical coherent receivers is laser phase noise,
which is responsible for laser linewidth (3 dB
bandwidth of the laser power spectrum). The effect
of phase noise on system performance depends on the
modulation and demodulation scheme used. In
general, the effects of phase noise are more severe in
homodyne and synchronous heterodyne schemes
than in asynchronous schemes. If DnIF is the beat
linewidth (without modulation present) between the
signal and local oscillator lasers, the normalized beat
linewidth Dn is defined as

Dn ¼
DnIF

BT

½19�

where DnIF is the IF phase noise bandwidth.
Semiconductor lasers usually have a Lorentzian
spectrum in which case DnIF is equal to the sum of
the signal and local-oscillator laser linewidths. The
requirements placed on Dn become less severe as the
bit rate increases. Table 2 compares the Dn require-
ment for a 1 dB power penalty at a BER of 1029 for

some of the principal modulation/demodulation
schemes.

PSK Homodyne Detection – Phase Locked Loop
Schemes

Practical homodyne receivers require an OPLL to
lock the local-oscillator frequency and phase to that
of the signal lightwave. There are a number of OPLL
schemes possible for PSK homodyne detection,
including the balanced PLL, Costas-type PLL and
the decision-driven PLL.

The balanced PLL scheme, shown in Figure 13,
requires that the PSK signal uses a phase shift of less
than p between a 0 and 1, EsðtÞ and ELOðtÞ can be
written as

EsðtÞ ¼
ffiffiffiffiffi
2Ps

p
cos

�
2pf0t þ aðtÞuþ fN;sðtÞ þ

p

2

�
½20�

ELOðtÞ ¼
ffiffiffiffiffiffiffi
2PLO

p
cos½2pf0t þ fN;LOðtÞ� ½21�

where f0 is the common signal and local oscillator
optical frequency and fN;sðtÞ and fN;LOðtÞ are the
signal and local oscillator phase noise, respectively.
When u – p=2, EsðtÞ contains an unmodulated carrier
component (residual carrier) in quadrature with the
information-bearing signal. EsðtÞ and ELOðtÞ are
combined by an optical 1808 hybrid. The output
optical signals from the p-hybrid are given by

E1ðtÞ ¼
1ffiffi
2

p ½EsðtÞ þ ELOðtÞ� ½22�

E2ðtÞ ¼
1ffiffi
2

p ½EsðtÞ2 ELOðtÞ� ½23�

The voltage at the output of the summing circuit is
given by

vLðtÞ ¼ 2RRL

ffiffiffiffiffiffiffiffi
PsPLO

p �
aðtÞsin u cos½feðtÞ�

þ cos u sin½feðtÞ�
�

½24�

where the photodetectors have the same responsivity
and load resistance RL: The phase error is given by

feðtÞ ¼ fN;sðtÞ2 fN;LOðtÞ2 fcðtÞ ½25�

fcðtÞ is the controlled phase determined by the
control signal vcðtÞ at the output of the loop filter.
vL contains two terms; an information-bearing signal
proportional to sin u, which is processed by the data
detection circuit, and a phase error signal pro-
portional to cos u used by the PLL for locking. The
power penalty, due to the residual carrier trans-
mission, is 10 log10ð1=sin

2 uÞ dB.
This scheme is not practical because the Dn

needed for a power penalty of ,1 dB is typically less
than 1025. This would require thatDnIF , 10 kHz for

Figure 12 Required signal power versus bit rate for a

BER ¼ 1029 for various shot-noise limited demodulation

schemes: (a) PSK homodyne; (b) ASK envelope; and (c)

CPFSK. The signal wavelength is 1550 nm and the detector is

assumed to have unity quantum efficiency.

Table 2 Required normalized beat linewidth at 1 dB power

penalty for a BER ¼ 1029 for various modulation/demodulation

schemes

Modulation scheme Dn (%)

Homodyne PSK 6 £ 1024 (balanced loop)

0.01 (decision-driven loop)

Synchronous

heterodyne

PSK 0.2–0.5

Asynchronous PSK 0.3–0.7

heterodyne ASK (envelope) 3

FSK (dual-filter) 10–20

Differential CPFSK 0.33 (m ¼ 0.5)

detection 0.66 (m ¼ 1.0)

DPSK 0.33
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a data rate of 1 Gb/s. The narrow signal and local-
oscillator linewidths required are only achievable with
external cavity semiconductor lasers.

The Costas-type and decision-driven PLLs also
utilize p-hybrids and two photodetectors but as they
have full suppression of the carrier ðu ¼ p=2Þ, non-
linear processing of the detected signals is required to
produce a phase error signal that can be used by the
PLL for locking. In the decision-driven PLL, shown in
Figure 14, the signal from one of the photodetector
outputs is sent to a decision circuit and the output of
the circuit is multiplied by the signal from the second
photodetector. The mixer output is sent back to the
local oscillator laser for phase locking. The Dn

required for a power penalty of ,1 dB is typically
less than 2 £ 1024: This is superior to both the
balanced PLL and Costas-type PLL receivers.

Heterodyne Phase Locking

In practical synchronous heterodyne receivers phase
locking is performed in the electronic domain
utilizing techniques from radio engineering. In the
PSK case, electronic analogs of the OPLL schemes
used in homodyne detection can be used. Synchro-
nous heterodyne schemes have better immunity to
phase noise than the homodyne schemes.

Asynchronous Systems

Asynchronous receivers do not require optical or
electronic phase locking. This means that they are less

sensitive to phase noise than synchronous receivers.
They do have some sensitivity to phase noise because
IF filtering leads to phase-to-amplitude noise
conversion.

Differential Detection

Differential detection receivers have sensitivities to
phase noise between synchronous and asynchronous
receivers because, while they do not require phase
locking, they use phase information in the received
signal.

Phase-Diversity Receivers

Asynchronous heterodyne receivers are relatively
insensitive to phase noise but require a much higher
receiver bandwidth for a given bit rate. Homodyne
receivers only require a receiver bandwidth equal to
the detected signal bandwidth but require an OPLL,
which is difficult to implement. The phase diversity
receiver, shown in Figure 15, is an asynchronous
homodyne scheme, which does not require the use of
an OPLL and has a bandwidth approximately equal
to synchronous homodyne detection. This is at the
expense of increased receiver complexity and reduced
sensitivity compared to synchronous homodyne
detection. The phase-diversity scheme can be
used with ASK, DPSK, and CPFSK modulation.
ASK modulation uses an squarer circuit for the
demodulator component, while DPSK and CPFSK
modulation use a delay line and mixer.

Figure 13 PSK homodyne balanced PLL receiver.

Figure 14 PSK decision-driven PLL.
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In the case of ASK modulation, the outputs of the
N-port hybrid can be written as

EkðtÞ¼
1ffiffiffi
N

p

�
aðtÞ

ffiffiffiffiffi
2Ps

p
cos

�
2pfstþfsðtÞþ

2pk

N

�

þ
ffiffiffiffiffiffiffi
2PLO

p
cos½2pfLOtþfLOðtÞ�

�
;

k¼1;2;…;N; N$3 ½26�

For N¼2; the phase term is p=2 for k¼2: The voltage
input to the k-th demodulator (squarer), after the dc
terms have been removed by the blocking capacitor, is
given by

vkðtÞ¼ aðtÞ
RRL

N
2
ffiffiffiffiffiffiffiffi
PsPLO

p
cos

�
2pðfs 2 fLOÞ

þfsðtÞ2fLOðtÞþ
2pk

N

�
½27�

These voltages are then squared and added to give an
output voltage

vLðtÞ¼a



RRL

N

�2

4PsPLOaðtÞ
XN
k¼1

8<
:1þcos

"
4p

�



fs2fLO

�
tþ2fsðtÞ22fLOðtÞþ

4pk

N

#9=
; ½28�

where a is the squarer parameter. The lowpass filter at
the summing circuit output effectively integrates vLðtÞ
over a bit period. If 2ðfs2fLOÞpBT and the difference
between the signal and local oscillator phase noise is
small within a bit period, then the input voltage to the
decision circuit is

vDðtÞ¼a
ðRRLÞ

2

N
4PsPLOaðtÞ ½29�

which is proportional to the original data signal.
In shot-noise limited operation, the receiver sensi-
tivity is 3 dB worse than the ASK homodyne case.

The scheme is very tolerant of laser phase noise. The
Dn for a power penalty of ,1 dB is of the same order
as for ASK heterodyne envelope detection.

Polarization

The mixing efficiency between the signal and local-
oscillator lightwaves is a maximum when their
polarization states are identical. In practice the
polarization state of the signal arriving at the receiver
is unknown and changes slowly with time. This
means that the IF photocurrent can change with time
and in the worst case, when the polarization states of
the signal and local-oscillator are orthogonal, the IF
photocurrent will be zero. There are a number of
possible solutions to this problem.

1. Polarization maintaining (PM) fiber can be used in
the optical link to keep the signal polarization
from changing. It is then a simple matter to adjust
the local-oscillator polarization to achieve opti-
mum mixing. However, the losses associated with
PM fiber are greater than for conventional single-
mode (SM) fiber. In addition most installed fiber is
SM fiber.

2. An active polarization controller, such as a fiber
coil using bending-induced birefringence, can be
used to ensure that the local-oscillator polariz-
ation tracks the signal polarization.

3. A polarization scrambler can be used to scramble
the polarization of the transmitted signal at a
speed greater than the bit rate. The sensitivity
degradation due to the polarization scrambling is
3 dB compared to a receiver with perfect polariz-
ation matching. However, this technique is only
feasible at low bit rates.

4. The most general technique is to use a polariz-
ation-diversity receiver, as shown in Figure 16.
In this scheme, the signal light and local-oscillator

Figure 15 Multiport phase-diversity receiver. PD: photodetector.
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are split into orthogonally polarized lightwaves by
a polarization beamsplitter. The orthogonal com-
ponents of the signal and local-oscillator are
separately demodulated and combined. The
resulting decision signal is polarization indepen-
dent. The demodulator used depends on the
modulation format.

Comparisons Between the Principal
Demodulation Schemes

General comparisons between the demodulation
schemes discussed above are given in Table 3. FSK
modulation is relatively simple to achieve. FSK
demodulators have good receiver sensitivity and low
immunity to phase noise. PSK modulation is also
easy to achieve and gives good receiver sensitivity.
ASK modulation has no real merit compared to FSK
or PSK.

In general, homodyne schemes have the best
theoretical sensitivity but require optical phase lock-
ing and are very sensitive to phase noise. Phase
diversity receivers are a good alternative to homo-
dyne receivers, in that they do not require an OPLL.
Asynchronous heterodyne receivers have similar
sensitivities to synchronous receivers but are much
less complex. However, they require an IF bandwidth
much greater than the data rate.

Differential detection schemes have good receiver
sensitivity, do not require wide bandwidth IF circuits

and have moderate immunity to phase noise. The
advantage of CPFSK over DPSK is that the immunity
to phase noise can be increased by increasing the FSK
modulation index.

Polarization diversity receivers can be used with
any modulation/demodulation scheme and offer the
most general approach to overcoming polarization
effects.

System Experiments

Most coherent communication system experiments
date from the 1980s and early 1990s and were based
on the technology available at that time. This
restricted the bit rates possible to typically ,4 Gb/s.
Some coherent systems experimental results obtained
around this time are listed in Table 4. All of the

Table 3 General comparisons between various modulation/demodulation schemes. The sensitivity penalty is relative to ideal

homodyne PSK detection

Modulation/demodulation scheme Sensitivity penalty (dB) Immunity to phase noise IF bandwidth/bit rate Complexity

Homodyne PSK 0 Very poor 1 Requires an OPLL

Synchronous

heterodyne PSK

3 Poor 3–6 Requires electronic

phase locking

Asynchronous

heterodyne FSK

(dual-filter)

6.5 Excellent 3–6 High bandwidth IF

circuits and two

envelope detectors

required

Differential detection

CPFSK

3.5 Moderate <2 Relatively simple

DPSK 3.5 Moderate <2 Relatively simple

Figure 16 Polarization-diversity receiver.

Table 4 Coherent systems experiments. The penalty is with

respect to the theoretical sensitivity

Receiver Bit rate

(Mb/s)

Sensitivity (dBm) Penalty

(dB)

dBm Photons/bit

ASK 400 247.2 365 9.7

FSK (dual-filter) 680 239.1 1600 16

CPFSK (m ¼ 0.5) 1000 237 1500 18.6

differential

detection

4000 231.3 1445 18.6

DPSK 400 253.3 45.1 3.5

2000 239.0 480 13.8
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listed experimental trials used lasers (usually external
cavity lasers) with negligible phase noise in the
1550 nm region. It can be seen that the measured
sensitivities deteriorate at higher bit rates. This is
attributable to the nonuniform response and band-
width limitations of the modulator, photodetector,
and demodulator. There is no doubt that the
performance could be improved by the use of current
optoelectronic technologies.

Conclusion

Coherent optical communication systems offer the
potential for increased sensitivity and selectivity
compared to conventional IM/DD systems. However,
coherent optical receivers are more complex and have
more stringent design parameters compared to IM/DD
receivers. Moreover, advances in optoelectronic com-
ponent design and fabrication along with the advent of
reliable optical amplifiers has meant that coherent
systems are not a viable alternative to IM/DD systems
in the vast majority of optical communication systems.
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Introduction

Optical spectroscopy is a method that allows one
to determine atomic and molecular transition

frequencies, as well as relaxation rates in atomic
and molecular vapors. The transition frequencies
serve as ‘fingerprints’ that can be used to identify and
classify atoms and molecules. Optical spectroscopic
methods fall into two broad categories, continuous
wave (cw) or stationary spectroscopy and time-
dependent or transient spectroscopy. In cw spectro-
scopy, the absorption or emission line shapes are
measured as a function of the frequency of a probe
field. On the basis of theoretical line shape formulas,
it is then possible to extract the relevant transition
frequencies and relaxation rates from the line shapes.
In transient optical spectroscopy, pulsed optical
fields are used to create atomic state populations or
coherences between atomic states. Following the
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excitation, the time-evolution of the atoms is mon-
itored, from which transition frequencies and relax-
ation rates can be obtained.

The earliest coherent transient effects were
observed with atomic nuclear spins in about 1950
by H C Torrey, who discovered transient spin
nutation, and by E L Hahn who detected spin echoes
and free induction decay (FID). The optical analogs of
these and other nuclear magnetic resonance (NMR)
effects have now been detected using either optical
pulses or techniques involving Stark or laser fre-
quency switching.

In this brief introduction to coherent optical
transients, several illustrative examples of coherent
transient phenomena are reviewed. The optical Bloch
equations are derived and coupled to Maxwell’s
Equations. The Maxwell–Bloch formalism is used to
analyze free precession decay, photon echoes, stimu-
lated photon echoes, and optical Ramsey fringes.
Experimental results are presented along with the
relevant theoretical calculations. In addition, coher-
ent transient phenomena involving quantized matter
waves are discussed. Although the examples con-
sidered in this chapter are fairly simple, it should be
appreciated that sophisticated coherent transient
techniques are routinely applied as a probe of
complex structures such as liquids and solids or as a
probe of single atoms and molecules.

Optical Bloch Equations

Many of the important features of coherent optical
transients can be illustrated by considering the
interaction of a radiation field with a two-level
atom. The lower state l1l has energy 2"v0=2 and
upper state l2l has energy "v0=2: For the moment, the
atom is assumed to be fixed at R ¼ 0 and all
relaxation processes are neglected. The incident
electric field is

EðR ¼ 0; tÞ ¼
1

2
1½EðtÞe2ivt þ EðtÞeivt� ½1�

where EðtÞ is the field amplitude, 1 is the field
polarization and v is the carrier frequency. The time
dependence of EðtÞ allows one to consider pulses
having arbitrary shape. A time-dependent phase for
the field could have been included, allowing one to
consider the effect of arbitrary frequency ‘chirps,’ but
such effects are not included in the present discussion.
It is convenient to expand the atomic state wave
function in a field interaction representation as

lcðtÞl ¼ c1ðtÞe
ivt=2l1lþ c2ðtÞe

2ivt=2l2l ½2�

The atom-field interaction potential is

VðR; tÞ ¼ 2m · EðR; tÞ ½3�

where m is a dipole moment operator. When eqn [2] is
substituted into Schrödinger’s equation and rapidly
varying terms are neglected (rotating-wave approxi-
mation), one finds that the state amplitudes evolve
according to

i"
dc

dt
¼ ~Hc; ~H ¼ ð"=2Þ

0
@ 2d0 V0ðtÞ

V0ðtÞ d0

1
A ½4�

where c is a vector having components ðc1; c2Þ

d0 ¼ v0 2 v ½5�

is an atom-field detuning

V0ðtÞ ¼ 2
mEðtÞ

"
¼ 2

m

"

ffiffiffiffiffiffiffiffi
2SðtÞ

10c

s
½6�

is a Rabi frequency, m ¼ k1lm·1l2l ¼ k2lm·1l1l is a
dipole moment matrix element, 10 is the permittivity
of free space, and SðtÞ is the time-averaged Poynting
vector of the field. Equation [4] can be solved
numerically for arbitrary pulse envelopes.

Expectation values of physical observables are
conveniently expressed in terms of density matrix
elements defined by

rij ¼ cic
p
j ½7�

which obey equations of motion

_r11 ¼ 2iV0ðtÞðr21 2 r12Þ
�
2

_r22 ¼ iV0ðtÞðr21 2 r12Þ
�
2

_r12 ¼ 2iV0ðtÞðr22 2 r11Þ
�
2 þ id0r12

_r21 ¼ iV0ðtÞðr22 2 r11Þ
�
2 2 id0r21

½8�

An alternative set of equations in terms of real
variables can be obtained if one defines new
parameters

u ¼ r12 þ r21; r12 ¼ ðu þ ivÞ
�
2

v ¼ iðr21 2 r12Þ; r21 ¼ ðu 2 ivÞ
�
2

w ¼ r22 2 r11; r22 ¼ ðm þ wÞ
�
2

m ¼ r11 þ r22; r11 ¼ ðm 2 wÞ
�
2

½9�

which obey

_u ¼ 2d0v

_v ¼ d0u 2V0ðtÞw

_w ¼ V0ðtÞv

_m ¼ 0

½10�
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The last of these equations reflects the fact that r11 þ

r22 ¼ 1; while the first three can be rewritten as

_U ¼ VðtÞ £ U ½11�

where the Bloch vector U has components ðu; v;wÞ

and the pseudofield vector VðtÞ has components
[V0ðtÞ; 0, d0].

Equations [8] or [10] constitute the optical Bloch
equations without decay. The vector U has unit
magnitude and traces out a path on the Bloch sphere
as it precesses about the pseudofield vector. The
component w is the population difference of the two
atomic states, while u and v are related to the
quadrature components of the atomic polarization
(see below).

Equations [8] and [10] can be generalized to
include relaxation. A simplified relaxation scheme
that has a wide range of applicability is one in which
state 2 decays spontaneously to state 1 with rate g2;

while the relaxation of the coherence r12 is charac-
terized by a complex decay parameter G12; resulting
from phase-changing collisions with a background
gas. When such processes are included in eqn [8], they
are modified as

_r11 ¼ 2iV0ðtÞðr21 2 r12Þ=2 þ g2r22 ½12a�

_r22 ¼ iV0ðtÞðr21 2 r12Þ=2 2 g2r22 ½12b�

_r12 ¼ 2iV0ðtÞðr22 2 r11Þ=2 2 gr12 þ idr12 ½12c�

_r21 ¼ iV0ðtÞðr22 2 r11Þ=2 2 gr21 2 idr21 ½12d�

where g ¼ g2=2 þ ReðG12Þ and the detuning d ¼ d0 2

ImðG12Þ is modified to include the collisional shift.
With the addition of decay, the length of the Bloch
vector is no longer conserved. The quantity g2 is
referred to as the longitudinal relaxation rate. More-
over, one usually refers to T1 ¼ g21

2 as the longitudi-
nal relaxation time and T2 ¼ g21 as the transverse
relaxation time. In the case of purely radiative
broadening, g2 ¼ 2g and T1 ¼ T2=2:

Maxwell–Bloch Equations

As a result of atom-field interactions, it is assumed
that a polarization is created in the medium of the
form

PðR; tÞ ¼
1

2
1
�
PðZ; tÞei½kZ2vt� þ PpðZ; tÞe2i½kZ2vt�	

½13�

which gives rise to a signal electric field of the form

EsðR; tÞ ¼
1

2
1
�
EsðZ; tÞei½kZ2vt� þ Ep

s ðZ; tÞe2i½kZ2vt�	
½14�

The z-axis has been chosen in the direction of k:
It follows from Maxwell’s equations that the quasi-
steady-state field amplitude is related to the
polarization by

›EsðZ; tÞ

›Z
¼

ik

210

PðZ; tÞ ½15�

To arrive at eqn [15], it is necessary to assume that
transverse field variations can be neglected, that the
phase matching condition k ¼ v=c is met, and that
the complex field amplitudes PðZ; tÞ and EsðZ; tÞ
vary slowly in space compared with eikZ and
slowly in time compared with eivt:

The polarization PðR; tÞ; defined as the average
dipole moment per unit volume, is given by the
expression

PðR; tÞ ¼N
h
m21kr12ðZ; tÞle2i½kZ2vt�

þ m12kr21ðZ; tÞlei½kZ2vt�
i

½16�

where N is the atomic density and r12ðZ; tÞ and
r21ðZ; tÞ are single-particle density matrix elements
that depend on the atomic properties of the medium.
As such, eqn [16] provides the link between
Maxwell’s equations and the optical Bloch equations.
The k l brackets in eqn [16] indicate that there may be
additional averages that must be carried out.
For example, in a vapor, there is a distribution of
atomic velocities that must be summed over, while, in
a solid, there may be an inhomogeneous distribution
of atomic frequencies owing to local strains in the
media. By combining eqns [9], [13], [15] and [16],
and using the fact that m ¼ m12·1 ¼ m21·1; one
arrives at

›EsðZ; tÞ

›Z
¼

ikN m

10

kr21ðZ; tÞl

¼
ikN m

210

kuðZ; tÞ2 ivðZ; tÞl ½17�

which, together with eqn [12], constitute the Max-
well–Bloch equations. From eqn [17], it is clearly
seen that the coherence kr21ðZ; tÞl drives the signal
field. If kr21ðZ; tÞl is independent of Z; the inten-
sity of radiation exiting a sample of length L is
proportional to

IðL; tÞ ¼
kN mL

10

2lkr21ðtÞll
2

½18�
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Alternatively, the outgoing field can be heterodyned
with a reference field to extract the field amplitude
rather than the field intensity.

Coherent Transient Signals

The Maxwell–Bloch equations can be used to
describe the evolution of coherent transient signals.
In a typical experiment, one applies one or more
‘short’ radiation pulses to an atomic sample and
monitors the radiation field emitted by the atoms
following the pulses. A ‘short’ pulse, is one satisfying

ldlt; kut;gt; g2tp 1 ½19�

where t is the pulse duration. Conditions [19] allow
one to neglect any effects of detuning (including
Doppler shifts or other types of inhomogeneous
broadening) or relaxation during the pulse’s action.
The evolution of the atomic density matrix during
each pulse is determined solely by the pulse area
defined by

u ¼
ð1

21
V0ðtÞdt ½20�

In terms of density matrix elements in a standard
interaction representation defined by

rI
12 ¼ r12e2i½kZþdt�

; rI
21 ¼ r21ei½kZþdt�

;

rI
22 ¼ r22; rI

11 ¼ r11

the change in density matrix elements for an
interaction occurring at time Tj is given by

where 7 superscripts refer to times just before and
after the pulse

FðTjÞ ¼ k · RðTjÞ þ dTj

RðTjÞ ¼ R 2 vðt 2 TjÞ

uj is the pulse area, and v is the atomic velocity.
Between pulses, or following the last pulse, the atoms
evolve freely in the absence of any applied fields.

The density matrix elements evolve as

_rI
11 ¼ g2r

I
22; _rI

22 ¼ 2g2r
I
22;

_rI
12 ¼ 2grI

12; _rI
21 ¼ 2grI

21

½22�

A coherent transient signal is constructed by
piecing together field interaction zones and free
evolution periods. There are many different types of
coherent transient signals. A few illustrative examples
are given below.

Free Polarization Decay

Free polarization decay (FPD), also referred to as
optical FID, is the optical analog of free induction
decay (FID) in NMR. This transient follows prep-
aration of the atomic sample by any of three methods:
(1) an optical pulse resonant with the atomic transi-
tion; (2) a Stark pulse that switches the transition
frequency of a molecule (atom) into resonance with
an incident cw laser beam; or (3) an electronic pulse
that switches the frequency of a cw laser into
coincidence with the molecular (atomic) transition
frequency. In methods (2) and (3), the FPD emission
propagates coherently in the forward direction along
with the cw laser beam, automatically generating a
heterodyne beat signal at a detector that can be orders
of magnitude larger than the FPD signal. The FPD
field intensity itself exiting the sample is equal to

IðL; tÞ ¼

 
kN mL

10

!2

lkr21ðtÞll
2

¼

 
kN mL

210

sin u

!2�����
ð

dvW0ðvÞe
2½g2iðdþk·vÞ�t

�����
2

½23�

For a Maxwellian velocity distribution

W0ðvÞ ¼
1

ðpu2Þ3=2
e2ðv=uÞ2 ½24�

where u is the most probable atomic speed, one finds

IðL; tÞ ¼

 
kN mL

210

sin u

!2

e22gte2ðkutÞ2=2 ½25�
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If ku q g; the signal decays mainly owing to
inhomogeneous broadening, as shown in Figure 1.
Owing to different Doppler shifts for atoms having
different velocities, the optical dipoles created by the
pulse lose their relative phase in a time of order Tp

2 ¼

2=ku: The FPD signal can be used to measure Tp
2;

which can be viewed as an inhomogeneous, transverse
relaxation time. At room temperature ku=g is typically
of order of 100.

When FPD signals are observed using laser
frequency switching, method 3 above, the cw field
can modify the molecular velocity distribution,
exciting only those atoms having k · v ¼ 2d^ g 0;

where g 0 is a power broadened homogeneous width.
In the linear field regime, the FPD signal again decays
on a time scale of order ðkuÞ21; since the velocity
distribution is unchanged to first order in the field
amplitude. When one considers nonlinear inter-
actions with the field, however, the cw field excites
a narrow velocity subclass that is no longer subject to
inhomogeneous broadening. These atoms give rise to
a contribution to the FPD signal that decays with rate
T21

2 ¼ ðgþ g 0Þ. Thus by using nonlinear atom-field
interactions, one can extract homogeneous decay
rates in situations where there is large inhomo-
geneous broadening. The price one pays is that only
a small percentage of the atoms (those having
velocities for which the applied field is resonant)
contribute to the signal.

A FPD signal obtained on the D2 transition in Cs is
shown in Figure 2, where Tp

2 ¼ 1:4 ns. Oscillations in
the signal originate from ground state hyperfine
splitting. Figure 3 represents a FPD signal obtained
in NH2D at 10.6 mm using the method of Stark
switching with cw state preparation. The oscillations
are the heterodyne beat signal while the slowly
varying increase in the signal is the result of optical
nutation of molecules switched into resonance by the

Stark pulse. The FPD signal manifests itself as a
reduction of the amplitude of the oscillation with
time. This amplitude decays with the (power-broa-
dened) homogeneous decay rate g 0:

Photon Echo

Although the FPD signal produced by short excitation
pulses decays in a time of order ðkuÞ21; the coherence
of individual atoms decays in a much longer time, T2:

Figure 2 Optical free precession decay in Cs using an

excitation pulse having 20 ns duration. Reproduced with

permission from Lehmitz H and Harde H (1986) In: Prior Y, Ben-

Reuven A and Rosenbluh M (eds) Methods of Laser Spec-

troscopy, pp. 109–112. New York: Plenum.

Figure 3 Optical free precession in NH2D using the Stark

switching technique. Reproduced with permission from Brewer

RG and Shoemaker RL (1972) Optical free induction decay.

Physical Review A 6: 2001. Copyright (1972) by the American

Physical Society.

Figure 1 Pulse sequence and signal intensity for free

precession decay. In this and subsequent figures, time is

measured in units of 2=ku:
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The question arises as to whether it is possible to
bring all the atomic dipoles back into phase so they
can radiate a coherent signal. The photon echo
accomplishes this goal, although it has very little to
do with either photons or echoes. The pulse sequence
and echo signal are shown in Figure 4. The first pulse
creates a phased array of dipoles, which begin to
dephase owing to inhomogeneous broadening. At
time T21 the second pulse provides a nonlinear
interaction that couples r12 and r21: As a result of
the second pulse, the dipoles begin a rephasing
process that is completed at time t ¼ 2T21: The
‘echo’ appears at this time. The echo intensity exiting
the sample is

IðL; tÞ ¼

 
kN mL

10

!2

lkr21ðtÞll
2

¼

 
kN mL

210

sin u1sin2ðu2=2Þ

!2

£ e24gT21e2k2u2ðt22T21Þ
2=2 ½26�

If the echo intensity is measured as a function of
T21; one can extract the homogeneous decay rate g ¼

T21
21 : It is interesting to note that the echo intensity

near t ¼ 2T21 mirrors the FPD intensity immediately
following the first pulse. For experimental reasons, it
is often convenient to use a different propagation
vector for the second pulse. If k1 and k2 are
propagation vectors of the first and second pulses,
the echo signal is in the direction k ¼ 2k2 2 k1;

provided lk2 2 k1l=k1 p 1:
The echo signal is sensitive only to r21ðtÞ and r12ðtÞ

in the entire time interval of interest. Any interaction
that results in a degradation of the dephasing–
rephasing process for these density matrix elements
leads to a decrease in the echo intensity. As such, echo
signals can serve as a probe of transverse relaxation.

Transverse relaxation generally falls into two broad
categories. First, there are dephasing processes which
produce an exponential damping of the coherences
and contribute to g: Second there is spectral diffusion;
in a vapor, spectral diffusion is produced by velocity-
changing collisions that change the effective field
frequency seen by the atoms owing to the Doppler
effect. Such terms enter the optical Bloch equations as
integral terms, transforming the equations into
differentio-integral equations. In general, the phase-
changing and velocity-changing aspects of collisions
are entangled; however, if the collisional interaction is
state-independent, as it is for some molecular
transitions, then collisions are purely velocity-chan-
ging in nature, leading to an echo that decays
exponentially as T3

21 for early times and T21 for
later times. For electronic transitions, collisions are
mainly phase-changing in nature, but there is a
velocity-changing contribution that persists in the
forward diffractive scattering cone. Photon echo
techniques are sufficiently sensitive to measure the
relaxation caused by such diffractive scattering.

The photon echo was first observed by NA Kurnit
and co-workers, using a pulsed ruby laser (Figure 5).
In Stark switching experiments, the photon echo
follows two Stark pulses as shown in Figure 6. The
effects of velocity-changing collisions on the photon
echo signal in a CH3F molecular vapor is represented
in Figure 7. The signal exhibits exponential decay
varying as T3

21 for early times and T21 for later times.
A theoretical interpretation of the observed echo
decay permits a determination of the binary collision
parameters for CH3F; namely, the characteristic
velocity jump Durms ¼ 200 cm s21 and the cross

section of s ¼ 580 �A2:

Figure 4 Pulse sequence and signal intensity for the photon

echo.

Figure 5 A photon echo signal from ruby. Time increases to the

right with a scale of 100 ns/division. The pulse on the right is the

echo signal, while the first two pulses are the (attenuated) input

pulses. Reprinted with permission from Kurnit NA, Abella ID and

Hartmann SR (1964) Observation of a photon echo. Physical

Review Letters 13: 567. Copyright (1964) by the American

Physical Society.
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Stimulated Photon Echo

In contrast to conventional photon echoes, stimulated
photon echoes can be used to simultaneously measure
both transverse and longitudinal relaxation times.
Stimulated photon echoes have become an important
diagnostic probe of relaxation in condensed matter
systems as well as atomic vapors. The pulse sequence
is shown in Figure 8 and consists of three pulses,
having areas u1; u2; u3; and equal propagation vectors
k: The time interval between the first two pulses is
T21 q Tp

2 and pulse 3 occurs at time t ¼ T21 þ T:

The maximum echo amplitude is given by

IðL; teÞ ¼
1

2

 
kN mL

210

sin u1 sin u2 sin u3

!2

	 e22g2Te24gT21 ½27�

and occurs when te 2 ðT21 þ TÞ ¼ T21: The optimal
pulse sequence consists of three p=2 pulses.

If slightly different k vectors are chosen such that
k1 ¼ k3 < k2 the echo intensity varies as

e22g2Te24gT21e2lk12k2l
2u2ðTþ2T21Þ

2=2

By varying the angle between k1and k2; one can
determine the Doppler width ku: By monitoring the
echo signal as a function of T21ðTÞ; one obtains
information on the transverse (longitudinal)
relaxation.

The situation changes dramatically if there is an
additional ground state level (level 0) to which the
excited state can decay. In that case, the system is
‘open’ since population can leave the ‘two-level’
subsystem. The total population of the 1–2 state
subsystem is no longer conserved, requiring an
additional decay rate to account for relaxation. Let
us suppose that all states decay with rate Gt as a result
of their finite time in the laser beams. Moreover, let
G2;1 and G2;0 be the decay rates of level 2 to levels 1
and 0, respectively. Assuming that g2T q 1; one finds
that the factor e22g2T in eqn [27] must be replaced by�
G2;0=ðG2;1 þ G2;0Þ

�2e22GtT : If G2;0 – 0; there is a long-
lived component in the ground state population that
contributes to the echo signal. One can exploit this
feature of open systems to study spectral diffusion or
velocity-changing collisions with very high sensitivity.
Echoes can occur for time separations T much greater
than the excited state lifetime. The creation of such
long-lived stimulated photon echoes can be attributed
to the fact that, in open systems, a portion of the
velocity modulation created by the first two pulses in
the ground state remains following spontaneous
decay from the excited state.

The stimulated photon echo observed on the D1

transition in sodium is shown in Figure 9. This is

Figure 7 Decay of the photon echo signal in 13CH3F as a

function of pulse separation. Reprinted with permission from

Schmidt J, Berman PR and Brewer RG (1973) Coherent transient

study of velocity-changing collisions. Physical Review Letters

31: 1103. Copyright (1973) by the American Physical Society.

Figure 6 A photon echo signal in 13CH3F using the Stark

switching method. The third pulse in trace (a) is the echo

heterodyne beat signal. This signal is preceded by ‘nutation’

transient signals following each of the two Stark pulses shown in

trace (b). Reprinted with permission from Brewer RG and

Shoemaker RL (1971) Photo echo and optical nutation in

molecules. Physical Review Letters 27: 631. Copyright (1971)

by the American Physical Society.

Figure 8 Pulse sequence and signal intensity for the stimulated

photon echo.
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an ‘open’ system, owing to ground state hyperfine
structure. For the data shown, T is 17 times the 16
ns lifetime of the excited state. The first three
pulses represent light scattered from the three input
pulses and the fourth pulse is the echo. The echo
appears at t ¼ T þ 2T21:

Optical Ramsey Fringes

We have seen that coherent transients can be used to
measure relaxation rates. With a slight modification
of the stimulated photon echo geometry, it is also
possible to use coherent transient signals to measure
transition frequencies. If one chooses k3 in the 2k1

direction instead of the k1 direction, it is possible to
generate a phase matched signal in the

k ¼ k1 2 k2 þ k3 ¼ 2k2

direction. To simplify matters, it is assumed that
k1 < k2 ¼ 2k and terms of order lk1 2 k2lu £

ðT þ 2T21Þ are neglected.
The averaged density matrix element in the vicinity

of the echo is

kr21ðtÞl ¼ ði=8Þ sin u1 sin u2 sin u3e2g2Te22gT21

£ eid½ðt2T212TÞþT21�e2k2u2lðt2T212TÞ2T21l
2
=4

½28�

An echo is formed at time te ¼ T þ 2T21; just as for
the stimulated photon echo, but there is an
additional phase factor, given by e2idT21 when t ¼
te; that is absent for the nearly collinear geometry.
This phase factor is the optical analog of the phase
factor that is responsible for the generation of
Ramsey fringes in the microwave domain. The
phase factor can be measured directly by heterodyn-
ing the signal field with a reference field or,
indirectly, by converting the off-diagonal density
matrix element into a population by the addition of a
fourth pulse in the k3 direction at time t ¼ T þ 2T21:

In either case, the signal varies as cosð2dT21Þ:

The central fringe, corresponding to d ¼ 0 can be
isolated using one of two methods. If the experiment
is carried out using an atomic beam rather than
atoms in a cell, T21 ¼ L=u0; will be different for
atoms having different u0 (L ¼ spatial separation of
the first two pulses and u0 is the longitudinal velocity
of the atoms). On averaging over a distribution of
u0; the fringe having d ¼ 0 will have the maximum
amplitude. Experiments of this type allow one to
measure optical frequencies with accuracy of order
T21

21 . For experiments using temporally-separated
pulses acting on atoms in a cell, it is necessary to
take data as a function of d for several values of T21;

and then average the data over T21: It might seem
remarkable that narrow pulses having large band-
widths can be used to measure optical frequencies
with arbitrary accuracy as T21 is increased. Of
course, it is the total duration of the pulse sequence
rather than the duration of a single pulse that is the
relevant time parameter. For the optical coherence,
T21 is the appropriate time parameter (during the
interval T; it is population rather than coherence
that contributes to the signal). The price one pays by

using large T21 is a signal that decays as e24gT21 :

Figure 10 illustrates an optical Ramsey fringe
signal on the 657 nm intercombination line in Ca.
Four-field zones were used. The most probable
value of T21 was about 1025 s for an effusive beam
having a most probable longitudinal speed equal to
800 ms21; giving a central fringe width of order
60 kHz.

Figure 10 An optical Ramsey fringe signal on the 657 nm

intercombination line in Ca. Four field zones were used. The solid

and dotted lines represent runs with the directions of the laser field

reversed, to investigate phase errors in the signals. Reprinted

from Ito N, Ishikawa J and Moringa A (1994) Evaluation of the

optical phase shift in a Ca Ramsey fringe stabilized optical

frequency standard by means of laser-beam reversal. Optics

Communications 109: 414, with permission from Elsevier.

Figure 9 Stimulated photon echo observed on the D1 transition

in sodium. Reprinted with permission from Mossberg T, Flusberg

A, Kachru R and Hartmann SR (1979) Total scattering cross

section for Na on He measured by stimulated photon echoes.

Physical Review Letters 42: 1665. Copyright (1979) by the

American Physical Society.
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Atom Interferometry

Matter wave atom interferometers rely on the wave
nature of the center-of-mass motion for their oper-
ation. Such interferometers illustrate some interesting
features of coherent optical transients not found in
NMR. As an example, one can consider the response
of a cold atomic ensemble to two, off-resonant
standing-wave optical pulses separated in time by T:

The electric field amplitude of pulse jð j ¼ 1;2Þ is
given by EjðZ; tÞ ¼ 1EjðtÞcosðkZÞcosðvtÞ: The net
effect of the field is to produce a spatially-modulated,
ac Stark or light shift of the ground state energy. As a
result, pulse j modifies the ground state amplitude by
the phase factor exp½iuj cosð2kZÞ�: In other words,
the standing wave field acts as a phase grating for the
atoms. The phase factor can be interpreted in terms of
momentum exchange between the two traveling wave
components of the standing wave field. Owing to the
fields’ interaction with the atoms, all even integral
multiples of 2"k can be exchanged by the fields,
imparting impulsive momenta of 2n"k (n is a positive
or negative integer) to the atoms. For an atom having
momentum P and mass M, the frequency change
associated with this momentum change is

EP;P^2n"kẐ=" ¼

 
P2

2M
2

lP ^ 2n"kẐl2

2M

!�
"

¼ 7
2nPZk

M
2 v2nk ½29�

where

vk ¼
"k 2

2M

There are two contributions to the frequency eqn
[29]. The first part is independent of " and represents
a classical Doppler shift, while the second part is
proportional to " and represents a quantum, matter-
wave effect. The quantum contribution will become
important for times of order v21

2nk: As with the echoes
described previously, the Doppler effect results in a
dephasing and rephasing of the optical response.
However, in contrast to the previous echoes, the
ground state density is no longer constant for times
t . v21

2nk; when matter wave effects begin to play a
role. At such times the phase grating created by the
pulses can be transformed into amplitude gratings of
the atomic density.

Long interaction times are possible, limited only by
the time the atoms spend in the field. As such, atom
interferometers offer exciting new possibilities for
precision measurements of rotation rates, fundamen-
tal constants such as "; gravitational acceleration, and
gravitational gradients. Moreover, one can take
advantage of the nonlinear atom-field interaction to

create atomic density patterns having period l=2n
from a standing wave optical field having wavelength
l: In this manner one has the possibility to construct
atom interferometers and atom structures that
operate on the nano-scale (spacings on the order of
tens of nanometers).

Conclusion

Optical coherent transients are now used routinely as
probes of atomic vapors, liquids, and condensed
matter. Sophisticated techniques have been developed
using fast and ultrafast pulses (having duration of 10
to 100 femtoseconds) to probe such systems and
obtain the relevant relaxation rates. The manner in
which optical coherent transients can be used to
extract information on transition frequencies and
relaxation rates in atomic and molecular vapors has
been reviewed. In atomic vapors, optical coherent
transients provide a means for obtaining both
longitudinal and transverse relaxation rates. More-
over, echo experiments serve as an extremely sensitive
probe of velocity changing collisions. Similar tech-
niques are being rediscovered as an important tool in
the analysis of cold atomic vapors and Bose–Einstein
condensates. Only the most basic optical coherent
transient phenomena have been described in this
chapter. More elaborate, multi-pulse excitation
schemes are joining established methods in attempts
to understand the complex decay dynamics that one
encounters in many branches of physics, chemistry
and biology.
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List of Units and Nomenclature

EðR; tÞ Electric field vector
EðtÞ Electric field amplitude
EsðZ; tÞ Complex signal electric field amplitude
IðL; tÞ Signal intensity exiting the sample
k Field propagation vector
L Sample length
N Atomic density
P Center-of-mass momentum
PðR; tÞ Polarization vector
PðZ; tÞ Complex polarization field amplitude
T21;T Time interval between pulses
u Most probable atomic speed
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ðu; v;wÞ Elements of Bloch vector
UðtÞ Bloch vector
v Atomic velocity
W0ðvÞ Atomic velocity distribution
g Transverse relaxation rate
g2 Excited state decay rate or longitudinal

relaxation rate
d Atom-field detuning
u Pulse area
m Dipole moment matrix element
rI

ij Density matrix element in ‘normal’
interaction representation

rijðZ; tÞ Density matrix element in a field
interaction representation

t Pulse durations
v Field frequency
vk Recoil frequency
v0 Atomic transition frequency
VðtÞ Generalized Rabi frequency
VðtÞ Pseudofield vector
V0ðtÞ Rabi frequency

See also

Interferometry: Gravity Wave Detection; Overview.
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Introduction

Electromagnetic irradiation of matter generates a
coherent superposition of the excited quantum states.
The attribute ‘coherent’ relates to the fact that the
material excitations originally have a well defined
phase dependence which is imposed by the phase of
the excitation source, often a laser in the optical
regime. Macroscopically, the generated superposition
state can be described as an optical polarization
which is determined by the transition amplitudes
between the participating quantum states.

The optical polarization is a typical non-equili-
brium quantity that decays to zero when a system

relaxes to its equilibrium state. Coherent effects are
therefore only observable in a certain time window
after pulsed photo-excitation, or in the presence of a
continuous-wave (cw) beam. As coherent transients
one usually refers to phenomena that can be observed
during or shortly after pulsed laser excitation and
critically depend on the presence of the induced
optical polarization.

Many materials such as atoms, molecules, metals,
insulators, semiconductors including bulk crystals,
heterostructures, and surfaces, as well as organic and
biological structures are studied using coherent
optical spectroscopy. Depending on the particular
system, the states participating in the optical
transitions, the interactions among them, and the
resulting time-scale for the decay of the induced
polarization may be very different. As a result, the
time window during which coherent effects are
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observable can be as long as seconds for certain
atomic transitions, or it may be as short as a few
femtoseconds (10215s), e.g., for metals, surfaces, or
highly excited semiconductors.

Coherent spectroscopy and the analysis of coherent
transients has provided valuable information on the
nature and dynamics of the optical excitations. Often
it is possible to learn about the interaction processes
among the photoexcitations and to follow the
temporal evolution of higher-order transitions
which are only accessible if the system is in a
non-equilibrium state.

The conceptually simplest experiment which one
may use to observe coherent transients is to time
resolve the transmission or reflection induced by a
single laser pulse. However, much richer information
can be obtained if one excites the system with several
pulses. A pulse sequence with well-controlled delay
times makes it possible to study the dynamical
evolution of the photo-excitations, not only by time
resolving the signal, but also by varying the delay.
Prominent examples of such experiments are pump-
probe measurements, which usually are performed
with two incident pulses, or four-wave mixing, for
which one may use two or three incident pulses.

Besides the microscopic interaction processes, the
outcome of an experiment is determined by the
quantum mechanical selection rules for the transi-
tions and by the symmetries of the system under
investigation. For example, if one wants to investigate
coherent optical properties of surface states one often
relies on phenomena, such as second-harmonic or
sum-frequency generation, which give no signal in
perfect systems with inversion symmetry. Due to the
broken translational invariance, such experiments are
therefore sensitive only to the dynamics of surface
and/or interface excitations.

In this article the basic principles of coherent
transients are presented and several examples are
presented. The basic theoretical description and its
generalization for the case of semiconductors are
introduced.

Basic Principles

In the absence of free charges and currents, Maxwell’s
equations show that the electromagnetic field inter-
acts with matter via the optical polarization.
This polarization P, or more precisely its second
derivative with respect to time ð›2=›t2ÞP, appears as a
source term in the wave equation for the electric
field E. Consequently, if the system is optically thin
such that propagation effects within the sample can
be ignored and if measurements are performed in
the far field region, i.e., at distances exceeding the

characteristic optical wavelength l; the emitted
electric field resulting from the polarization is
proportional to its second time derivative,
E/ð›2=›t2ÞP. Thus the measurement of the emitted
field dynamics yields information about the temporal
evolution of the optical material polarization.

Microscopically the polarization is determined by
the transition amplitudes between the different states
of the system. These may be the discrete states of
atoms or molecules, or the microscopic valence and
conduction band states in a dielectric medium, such
as a semiconductor. In any case, the macro-
scopic polarization P is computed by summing over
all microscopic transitions pcv via P ¼

P
c;v ðmcvpcv þ

c:c:Þ; where mcv is the dipole matrix element which
determines the strength of the transitions between the
states v and c, and c:c: denotes the complex conjugate.
If 1c and 1v are the energies of these states, their
dynamic quantum mechanical evolution is described
by the phase factors e2i1ct=" and e2i1vt="; respectively.
Therefore, each pcv is evolving in time according to
e2ið1c21vÞt=": Assuming that we start at t ¼ 0
with pcvðt ¼ 0Þ ¼ pcv;0; which may be induced by a
short optical pulse, we have for the optical polariza-
tion PðtÞ ¼

P
c;v ðmcvpcv;0e2ið1c21vÞt=" þ c:c:Þ: Thus PðtÞ

is given by a summation over microscopic transitions
which all oscillate with frequencies proportional to
the energy differences between the involved states.
Hence, the optical polarization is clearly a coherent
quantity which is characterized by amplitude and
phase. Furthermore, the microscopic contributions to
PðtÞ add up coherently. Depending on the phase
relationships, one may obtain either constructive
superposition, interference phenomena like quantum
beats, or destructive interference leading to a decay
(dephasing) of the macroscopic polarization.

Optical Bloch Equations

The dynamics of photo-excited systems can be
conveniently described by a set of equations, the
optical Bloch equations, named after Felix Bloch
(1905–1983) who first formulated such equations to
analyze the spin dynamics in nuclear magnetic
resonance. For the simple case of a two-level model,
the Bloch equations can be written as

i"
›

›t
p ¼ D1p þ E·mI ½1�

i"
›

›t
I ¼ 2E·mðp 2 ppÞ ½2�

Here, D1 is the energy difference and I the
inversion, i.e., the occupation difference between
upper and lower state. The field E couples the
polarization to the product of the Rabi energy E·m
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and the inversion I. In the absence of the driving
field, i.e., E ; 0; eqn [1] describes the free oscil-
lation of p discussed above.

The inversion is determined by the combined
action of the Rabi energy and the transition p. The
total occupation N, i.e., the sum of the occupations of
the lower and the upper states, remains unchanged
during the optical excitation since light does not
create or destroy electrons; it only transfers them
between different states. If N is initially normalized
to 1, then I can vary between 21 and 1. I ¼ 21
corresponds to the ground state of the system, where
only the lower state is occupied. In the opposite
extreme, i.e., for I ¼ 1; the occupation of the upper
state is 1 and the lower state is completely depleted.

One can show that eqns [1]–[2] contain another
conservation law. Introducing P ¼ p þ pp ¼ 2Re½p�
and J ¼ iðp 2 ppÞ ¼ 22Im½p�; which are real quan-
tities and often named polarization and polarization
current, respectively, one finds that the relation

P2 þ J 2 þ I2 ¼ 1 ½3�

is fulfilled. Thus the coupled coherent dynamics of the
transition and the inversion can be described on a unit
sphere, the so-called Bloch sphere. The three terms
P; J ; and I can be used to define a three-dimensional
Bloch vector S ¼ ðP; J ; IÞ: With these definitions, one
can reformulate eqns [1]–[2] as

›

›t
S ¼ V £ S ½4�

with V ¼ ð22m·E;0;D1Þ=" and £ denoting the
vector product.

The structure of eqn [4] is mathematically identical
to the equations describing either the angular
momentum dynamics in the presence of a torque or
the spin dynamics in a magnetic field. Therefore, the
vector S is often called pseudospin. Moreover, many
effects which can be observed in magnetic resonance
experiments, e.g., free decay, quantum beats, echoes,
etc. have their counterparts in photo-excited optical
systems.

The vector product on the right-hand side of
eqn [4] shows that S is changed by V in a direction
perpendicular to S and V: For vanishing field the
torque V has only a z-component. In this case the
z-component of S, i.e., the inversion, remains
constant, whereas the x- and y-components, i.e., the
polarization and the polarization current, oscillate
with the frequency D1=" on the Bloch sphere
around V:

Semiconductor Bloch Equations

If one wants to analyze optical excitations in crystal-
lized solids, i.e., in systems which are characterized by

a periodic arrangement of atoms, one has to include
the continuous dispersion (bandstructure) into the
description. In translationally invariant, i.e., ordered
systems, this can be done by including the crystal
momentum "k as an index to the quantities
which describe the optical excitation of the material,
e.g., p and I in eqns [1]–[2]. Hence, one has to
consider a separate two-level system for each crystal
momentum "k: As long as all other interactions are
disregarded, the bandstructure simply introduces a
summation over the uncoupled contributions from
the different k states, leading to inhomogeneous
broadening due to the presence of a range of
transition frequencies D1ðkÞ

�
":

For any realistic description of optical processes in
solids, it is essential to go beyond the simple picture of
non-interacting states and to treat the interactions
among the elementary material excitations, e.g., the
Coulomb interaction between the electrons and the
coupling to additional degrees of freedom, such as
lattice vibrations (electron–phonon interaction) or
other bath-like subsystems. If crystals are not ideally
periodic, imperfections, which can often be described
as a disorder potential, need to be considered as well.

All these effects can be treated by proper extensions
of the optical Bloch equations introduced above. For
semiconductors the resulting generalized equations
are known as semiconductor Bloch equations, where
the microscopic interactions are included at a certain
level of approximation. For a two-band model of
a semiconductor, these equations can be written
schematically as

i"
›

›t
pk ¼ D1kpk þVkðn

c
k 2 nv

kÞ þ i"
›

›t
pklcorr ½5�

i"
›

›t
nc

k ¼ ðVp
kpk 2Vkpp

kÞ þ i"
›

›t
nc

klcorr ½6�

i"
›

›t
nv

k ¼ 2ðVp
kpk 2Vkpp

kÞ þ i"
›

›t
nv

klcorr ½7�

Here pk is the microscopic polarization and nc
k and

nv
k are the electron populations in the conduction

and valence bands (c and v), respectively. Due to the
Coulomb interaction and possibly further processes,
the transition energy D1k and the Rabi energy Vk

both depend on the excitation state of the system,
i.e., they are functions of the time-dependent
polarizations and populations. This leads, in par-
ticular, to a coupling among the excitations for all
different values of the crystals momentum "k:
Consequently, in the presence of interactions, the
optical excitations can no longer be described as
independent two-level systems but have to be treated
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as a coupled many-body system. A prominent and
important example in this context is the appearance
of strong exciton resonances which, as a conse-
quence of the Coulomb interaction, show up in the
absorption spectra of semiconductors energetically
below the fundamental bandgap.

The interaction effects lead to significant mathe-
matical complications since they induce couplings
between all the different quantum states in a system
and introduce an infinite hierarchy of equations for
the microscopic correlation functions. The terms
given explicitly in eqns [5]–[7] arise in a treatment
of the Coulomb interaction on the Hartree-Fock
level. Whereas this level is sufficient to describe
excitonic resonances, there are many additional
effects, e.g., excitation-induced dephasing due to
Coulomb scattering and significant contributions
from higher-order correlations, like excitonic popu-
lations and biexcitonic resonances, which make it
necessary to treat many-body correlation effects that
are beyond the Hartree-Fock level. These contri-
butions are formally included by the terms denoted as
lcorr in eqns [5]–[7]. The systematic truncation of the
many-body hierarchy and the analysis of controlled
approximations is the basic problem in the micro-
scopic theory of optical processes in condensed
matter systems.

Examples

Radiative Decay

The emitted field originating from the non-equili-
brium coherent polarization of a photo-excited
system can be monitored by measuring the trans-
mission and the reflection as function of time. If only
a single isolated transition is excited, the dynamic
evolution of the polarization and therefore of the
transmission and reflection is governed by radiative
decay. This decay is a consequence of the coupling of
the optical transition to the light field described by the
combination of Maxwell- and Bloch-equations.
Radiative decay simply means that the optical
polarization is converted into a light field on a
characteristic time scale 2Trad: Here, Trad is the
population decay time, often also denoted as T1-
time. This radiative decay is a fundamental process
which limits the time on which coherent effects are
observable for any photo-excited system. Due to
other mechanisms, however, the non-equilibrium
polarization often vanishes considerably faster.

The value of Trad is determined by the dipole
matrix element and the frequency of the transition,
i.e., T21

rad / lml2Dv; with Dv ¼ D1=": The temporal
evolution of the polarization and the emitted field are

proportional to e2iDvt2t=ð2TradÞ: Usually one measures
the intensity of a field, i.e., its squared modulus,
which evolves as e2t=Trad and thus simply shows an
exponential decay, the so-called free-induction decay
(see Figure 1). Trad can be very long for transitions
with small matrix elements. For semiconductor
quantum wells, however, it is in the order of only
10 ps, as the result of the strong light-matter
interaction.

The time constant on which the optical polari-
zation decays is often called T2: In the case where this
decay is dominated by radiative processes, we thus
have T2 ¼ 2Trad:

Superradiance

The phenomenon of superradiance can be discussed
considering an ensemble of N two-level systems which
are localized at certain positions Ri: In this case

Figure 1 A two-level system is excited by a short optical pulse at

t ¼ 0: Due to radiative decay (inset) and possibly other dephasing

mechanisms, the polarization decays exponentially as function of

time with the time constant T2; the dephasing time. The intensity of

the optical field which is emitted as a result of this decay is

proportional to the squared modulus of the polarization, which falls

off with the time constant T2=2: The decay of the squared modulus

of the polarization is shown in (a) on a linear scale and in

(b) on a logarithmic scale. The dephasing time was chosen to be

T2 ¼ 10 ps which models the radiative decay of the exciton

transition of a semiconductor quantum well.

166 COHERENT TRANSIENTS / Foundations of Coherent Transients in Semiconductors



Maxwell’s equations introduce a coupling among all
these resonances since the field emitted from any
specific resonance interacts with all other resonances
and interferes with their emitted fields. As a result, this
system is characterized by N eigenmodes originating
from the radiatively coupled optical resonances.

A very spectacular situation arises if one considers
N identical two-level systems regularly arranged with
a spacing that equals an integer multiple of l=2; where
l is the wavelength of the system’s resonance, i.e.,
l ¼ c=Dv; where c is the speed of light in the
considered material (see Figure 2a). In this case all
emitted fields interfere constructively and the system
behaves effectively like a single two-level system with
a matrix element increased by

ffiffiffi
N

p
: Consequently, the

radiative decay rate is increased by N and the
polarization of the coupled system decays N-times
faster than that of an isolated system (see Figure 2b).
This effect is called superradiance.

It is possible to observe superradiant coupling
effects, e.g., in suitably designed semiconductor
heterostructures. Figure 2c compares the measured
time-resolved reflection from a single quantum well
(dashed line) with that of a Bragg structure, i.e., a
multiple quantum-well structure which consists of
10 individual wells that are separated by l=2 (solid
line), where l is the wavelength of the exciton
resonance. For times greater than about 2 ps the
direct reflection of the exciting pulse has decayed
sufficiently and one is left with the exponential decay
of the remaining signal. Figure 2c shows that this
decay is much more rapid for the Bragg structure
than for the single quantum well, due to super-
radiance introduced by the radiative coupling among
the quantum wells.

Destructive Interference

As the next example we now consider a distribution
of two-level systems which have slightly different
transition frequencies characterized by the distri-
bution function gðDv2 �vÞ of the transition frequen-
cies which is peaked at the mean value �v and has a
spectral width of dv (see Figure 3a). Ignoring the
radiative coupling among the resonances, the optical
polarization of the total system evolves after exci-
tation with a short laser pulse at t ¼ 0 proportional toÐ

dv gðDv2 �vÞe2iDvt / ~gðtÞe2i �vt; where ~gðtÞ denotes
the Fourier transform of the frequency distribution
function. ~gðtÞ and thus the optical polarization decays
on a time-scale which is inversely proportional to
the spectral width of the distribution function dv:

Thus the destructive interference of many different
transition frequencies results in a rapid decay of the
polarization (see Figure 3b).

Figure 2 (a) N identical two-level systems are depicted which

are regularly arranged with a spacing that equals an integer

multiple of l=2; where l is the wavelength of the system’s

resonance. Due to their coupling via Maxwell’s equations all fields

emitted from the two-level systems interfere constructively and

the coupled system behaves effectively like a single two-level

system with an optical matrix element increased by
ffiffiffi
N

p
: (b) The

temporal decay of the squared modulus of the polarization is

shown on a logarithmic scale. The radiative decay rate is

proportional to N and thus the polarization of the coupled system

decays N-times faster than that of an isolated system. This effect

is called superradiance. (c) Measured time-resolved reflection of a

semiconductor single quantum well (dashed line) and a N ¼ 10

Bragg structure, i.e., a multi quantum well where the individual

wells are separated by l=2 (solid line), on a logarithmic scale.

[Part (c) is reproduced with permission from Haas S, Stroucken T,

Hübner M, et al. (1998) Intensity dependence of superradiant

emission from radiatively coupled excitons in multiple-quantum-

well Bragg structures. Physical Review B 57: 14860. Copyright

(1998) by the American Physical Society].
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In the spectral domain this rapid decay shows up as
inhomogeneous broadening. Depending on the sys-
tem under investigation, there are many different
sources for such an inhomogeneous broadening.
One example is the Doppler broadening in
atomic gases or disorder effects such as well-width
fluctuations in semiconductor quantum wells or
lattice imperfections in crystals.

In the nonlinear optical regime it is, under certain
circumstances, possible to reverse the destructive
interference of inhomogeneously broadened coherent
polarizations. For example, in four-wave mixing, a
second pulse may lead to a rephasing of the
contributions with different frequencies, which
results in the photon echo (see discussion below).

Quantum Beats

The occurrence of quantum beats can be understood
most easily in a system where the total optical

polarization can be attributed to a finite number of
optical transitions. Let us assume for simplicity that
all these transitions have the same matrix element.
In this case, after excitation with a short laser pulse at
t ¼ 0 the optical polarization of the total system
evolves proportional to

P
i e2iDvit: The finite number

of frequencies results in a temporal modulation with
time periods 2p=ðDvi 2 DvjÞ of the squared modulus
of the polarization which is proportional to the
emitted field intensity. For the case of two frequencies
the squared modulus of the polarization is pro-
portional to ½1 þ cosððDv1 2 Dv2ÞtÞ�; i.e., due to the
interference of two contributions the polarization
varies between a maximum and zero (see Figure 4b).

In the linear optical regime it is impossible to
distinguish whether the optical transitions are

Figure 3 (a) An ensemble of two-level systems is shown where

the resonance frequencies are randomly distributed according to

a Gaussian distribution function of width dv around an average

value. (b) The temporal dynamics of the squared modulus of the

polarization of ensembles of two-level systems after excitation

with a short optical pulse at t ¼ 0 is shown on a linear scale. Since

the dephasing time is set to infinity, i.e., T2 !1; the polarization of

an ensemble of identical two-level system (dv ¼ 0) does not

decay. However, for a finite width of the distribution, dv . 0; the

individual polarizations of the ensemble oscillate with different

frequencies and, therefore, due to destructive interference the

polarization of the ensemble decays as function of time. Since the

Fourier transform of a frequency-domain Gaussian is a Gaussian

in the time domain, the dashed, dotted, and dashed dotted line

have a Gaussian shape with a temporal width which is inversely

proportional to dv:

Figure 4 (a) Two optical resonances with frequency difference

Dv1 2 Dv2 may be realized by either a three-level system or by

two uncoupled two-level systems. After impulsive excitation with

an optical pulse the linear polarization of both types of systems

show a modulation of the squared modulus of the polarization with

the time period 2p=(Dv1 2 Dv2). For the intrinsically coupled

three-level system these modulations are called quantum beats,

whereas for an interference of uncoupled systems they are named

polarization interferences. Using nonlinear optical techniques,

e.g., four-wave mixing and pump probe, it is possible to distinguish

quantum beats and polarization interferences since coupled and

uncoupled systems have different optical nonlinearities. (b) The

temporal dynamics of the squared modulus of the polarization is

shown for systems with two resonances and frequency difference

Dv1 2 Dv2; neglecting dephasing, i.e., setting T2 !1: After

excitation with a short optical pulse at t ¼ 0 the squared modulus

of the polarization is periodically modulated with a time period

2p=(Dv1 2 Dv2).
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uncoupled or coupled. As shown in Figure 4, the two
uncoupled two-level systems give the same linear
polarization as a three-level systems where the two
transitions share a common state. It is, however,

possible to decide about the nature of the underlying
transitions if one performs nonlinear optical spec-
troscopy. This is due to the fact that the so-called
quantum beats, i.e., the temporal modulations of the
polarization of an intrinsically coupled system, show
a different temporal evolution as the so-called
polarization interferences, i.e., the temporal modu-
lations of the polarization of uncoupled systems. The
former ones are also much more stable in the presence
of inhomogeneous broadening than the latter ones.

In semiconductor heterostructures, quantum-beat
spectroscopy has been widely used to investigate the
temporal dynamics of excitonic resonances. Also the
coupling among different optical resonances has been
explored in pump-probe and four-wave-mixing
measurements.

Coherent Control

In the coherent regime the polarization induced by a
first laser pulse can be modified by a second, delayed
pulse. For example, the first short laser pulse incident
at t ¼ 0 induces a polarization proportional to e2iDvt

and a second pulse arriving at t ¼ t . 0 induces
a polarization proportional to e2iwe2iDvðt2tÞ:

Thus for t $ t the total polarization is given by
e2iDvtð1 þ e2iDwÞ with Dw ¼ w2 Dvt: If Dw is an
integer multiple of 2p; the polarizations of both
pulses interfere constructively and the amplitude of
the resulting polarization is doubled as compared to a
single pulse. If, on the other hand, Dw is an odd
multiple of p; the polarizations of both pulses
interfere destructively and the resulting polarization
vanishes after the action of both pulses. Thus by

Figure 5 (a) Two Gaussian laser pulses separated by the time

delay t can lead to interferences. As shown by the thick solid line

in the inset, the spectral intensity of a single pulse is a Gaussian

with a maximum at the central frequency of the pulse. The width of

this Gaussian is inversely proportional to the duration of the pulse.

The spectral intensity of the field consisting of both pulses shows

interference fringes, i.e., is modulated with a spectral period that is

inversely proportional to t: As shown by the thin solid and the

dotted lines in the inset, the phase of the interference fringes

depends on the phase difference Dw between the two pulses.

Whereas for Dw ¼ 0 the spectral intensity has a maximum at the

central frequency, it vanishes at this position for Dw ¼ p: (b) The

temporal dynamics of the squared modulus of the polarization is

shown for a two-level system excited by a pair of short laser

pulses neglecting dephasing, i.e., setting T2 !1: The first pulse

excites at t ¼ 0 an optical polarization with a squared modulus

normalized to 1. The second pulse, which has the same intensity

as the first one, also excites an optical polarization at t ¼ 2 ps: For

t . 2 ps the total polarization is given by the sum of the

polarizations induced by the two pulses. Due to interference, the

squared modulus of the total polarization depends sensitively on

the phase difference Dw between the two pulses. For constructive

interference the squared modulus of the total polarization after the

second pulse is four times bigger than that after the first pulse,

whereas it vanishes for destructive interference. One may achieve

all values in between these extremes by using phase differences

Dw which are no multiples of p: It is thus shown that the second

pulse can be used to coherently control the polarization induced

by the first pulse.

Figure 6 Transient optical nonlinearities can be investigated by

exciting the system with two time delayed optical pulses. The

pump pulse (Ep ) puts the system in an excited state and the test

(probe) pulse (Et ) is used to measure its dynamics. The dynamic

nonlinear optical response may be measured in the transmitted or

reflected directions of the pump and test pulses, i.e., ^kp and ^kt ;

respectively. In a pump-probe experiment one often investigates

the change of the test absorption induced by the pump pulse, by

measuring the absorption in the direction kt with and without Ep :

One may also measure the dynamic nonlinear optical response in

scattering directions like 2kp 2 kt and 2kt 2 kp as indicated by the

dashed lines. This is what is done in a four-wave-mixing or

photon-echo experiment.

COHERENT TRANSIENTS / Foundations of Coherent Transients in Semiconductors 169



varying the phase difference of the two pulses it is
possible to coherently enhance or destroy the optical
polarization (see Figure 5b).

One can easily understand the coherent control in
the frequency domain by considering the overlap
between the absorption of the system and the pulse
spectrum. For excitation with two pulses that are
temporally delayed by t; the spectrum of the
excitation shows interference fringes with a spectral
oscillation period that is inversely proportional to t:

The positions of the maxima and the minima of the
fringes depend on the phase difference between
the two pulses. For constructive interference,
the excitation spectrum is at a maximum at the
resonance of the system, whereas for destructive
interference the excitation spectrum vanishes at the
resonance of the system (see Figure 5a).

Coherent control techniques have been applied to
molecules and solids to control the dynamical
evolution of electronic wavepackets and also the
coupling to nuclear degrees of freedom. In this
context, it is sometimes possible to steer certain
chemical reactions into a preferred direction by
using sequences of laser pulses which can be chirped,
i.e., have a time-dependent frequency. Furthermore,
in semiconductors and heterostructures, coherent
control has been used to optically inject electronic
currents on an ultrafast time-scale.

Transient Absorption Changes

In a typical pump-probe experiment one excites the
system with a pump pulse (Ep) and probes its
dynamics with a weak test pulse (Et) (see Figure 6).
With such experiments one often measures the
differential absorption DaðvÞ which is defined as

Figure 7 (a) Absorption spectra of a two-level system. The solid

line shows the linear optical absorption spectrum as measured by a

weak test pulse. It corresponds to a Lorentzian line that is centered

at the transition frequency Dv; which has been set to zero. The

width of the line is inversely proportional to the dephasing time T2:

In the presence of a pump pulse which resonantly excited the two-

level system, the absorption monitored by the test pulse is reduced

in amplitude, i.e., bleached, since the pump puts the system in an

excited state (dashed line). In the optical Stark effect the frequency

of the pump is nonresonant with the transition frequency. If the

pump is tuned below (above) the transition frequency, the

absorption is shifted to higher (lower) frequencies, i.e., shifted to

the blue (red) part of the spectrum, see dotted (dashed-dotted) line.

(b) The differential absorption obtained by taking the difference

between the absorption in the presence of the pump and the

absorption without pump. The dashed line shows the purely

negative bleaching obtained using a resonant pump. The dotted

and the dashed-dotted lines correspond to the dispersive shape of

the blue and red shift obtained when pumping below and above the

resonance, respectively. (c) Measured differential absorption

spectra of a semiconductor quantum well which is pumped off

resonantly 4:5 meV below the 1s heavy-hole exciton resonance.

The four lines correspond to different polarization directions of the

pump and probe pulses as indicated. [Part (c) is reproduced with

permission from Sieh C, Meier T, Jahnke F, et al. (1999) Coulomb

memory signatures in the excitonic optical Stark effect. Physical

Review Letters 82: 3112. Copyright (1999) by the American

Physical Society.]

170 COHERENT TRANSIENTS / Foundations of Coherent Transients in Semiconductors



the difference between the probe absorption in the
presence of the pump apump onðvÞ and the probe
absorption without the pump apump offðvÞ:

For resonant pumping and for a situation where the
pump precedes the test (positive time delays t . 0),
the absorption change is usually negative in the
vicinity of the resonance frequency Dv; indicating
the effect of absorption bleaching (see Figure 7a,b).
There may be positive contributions spectrally around
the original absorption line due to resonance broad-
ening and, at other spectral positions, due to excited
state absorption, i.e., optical transitions to energeti-
cally higher states which are only possible if the system
is in an excited state. The bleaching and the positive
contributions are generally present in coherent, and
also in incoherent situations, where the polarization
vanishes but occupations in excited states are present.

For detuned pumping, the resonance may be shifted
by the light field as for example, in the optical Stark
effect. Depending on the excitation configuration
and the system, this transient shift may be to higher
(blue shift) or lower energies (red shift)
(see Figure 7a,b). With increasing pump-probe time
delay the system gradually returns to its unexcited
state and the absorption changes disappear.

As an illustration we show in Figure 7c experi-
mentally measured differential absorption spectra of
a semiconductor quantum well which is pumped
spectrally below the exciton resonance. For a two-
level system one would expect a blue shift of the
absorption, i.e., a dispersive shape of the differential
absorption with positive contributions above and
negative contributions below the resonance frequ-
ency. This is indeed observed for most polarization
directions of the pump and probe pulses. However, if
both pulses are oppositely circularly polarized, the
experiment shows a resonance shift in the reverse
direction, i.e., a red shift. For the explanation of this
behavior one has to consider the optical selection
rules of the quantum well system. One finds that the
signal should actually vanish for oppositely circularly

Figure 8 (a) Differential absorption spectra are shown for

resonant pumping of a two-level system for various time delays t

between the pump and the test pulse. When the pump precedes

the test, i.e., t , 0; the differential absorption exhibits spectral

oscillations with a period which is inversely proportional to the time

delay. When t approaches zero, these spectral oscillations vanish

and the differential absorption develops into purely negative

bleaching. (b) Measured differential transmission spectra of a

multi quantum well for different negative time delays as indicated.

[Part (b) is reproduced with permission from Sokoloff JK, Joffre M,

Fluegel B, et al. (1988) Transient oscillations in the vicinity of

excitons and in the band of semiconductors. Physics Review B 38:

7615. Copyright (1988) by the American Physical Society.]
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polarized pulses, as long as many-body correlations
are neglected. Thus in this case the entire signal is due
to many-body correlations and it is their dynamics
which gives rise to the appearance of the red shift.

Spectral Oscillations

For negative time delays t , 0; i.e., if the test pulse
precedes the pump, the absorption change DaðvÞ is
characterized by spectral oscillations around Dv

which vanish as t approaches zero (see Figure 8a).
The spectral period of the oscillations decreases with
increasing ltl: Figure 8b shows measured differential
transmission spectra of a multiple quantum-well
structure for different negative time delays. As with
the differential absorption, also the differential
transmission spectra are dominated by spectral
oscillations around the exciton resonance whose
period and amplitude decrease with increasing ltl:

The physical origin of the coherent oscillations is
the pump-induced perturbation of the free-induction
decay of the polarization generated by the probe
pulse. This perturbation is delayed by the time t at
which the pump arrives. The temporal shift of the
induced polarization changes in the time domain
leads to oscillations in the spectral domain, since the
Fourier transformation translates a delay in one
domain into a phase factor in the conjugate domain.

Photon Echo

In the nonlinear optical regime one may (partially)
reverse the destructive interference of a coherent,
inhomogeneously broadened polarization. For
example, in four-wave mixing, which is often per-
formed with two incident pulses, one measures the
emitted field in a background-free scattering direction
(see Figure 5). The first short laser pulse excites all
transitions at t ¼ 0: As a result of the inhomogeneous
broadening the polarization decays due to destructive
interference (see Figure 3). The second pulse arriving
at t ¼ t . 0 is able to conjugate the phases
(eiw ! e2iw) of the individual polarizations of the
inhomogeneously broadened system. The subsequent
unperturbed dynamical evolution of the polarizations
leads to a measurable macroscopic signal at t ¼ 2t:
This photon echo occurs since at this point in time all
individual polarizations are in phase and add up
constructively (see Figure 9a). Since this rephasing
process leading to the echo is only possible as long as
the individual polarizations remain coherent, one can
analyze the loss of coherence (dephasing) by measur-
ing the decay of the photon echo with increasing
time delay.

Echo experiments are frequently performed using
more complicated geometries, e.g., more than

Figure 9 (a) The intensity dynamics as measured in a four-

wave-mixing experiment on an ensemble of inhomogeneously

broadened two-level systems for various time delays t of the two

incident pulses. The first pulse excites the system at t ¼ 0: In

the time period 0 , t , t the individual polarizations of the

inhomogeneously broadened system oscillate with their respective

frequencies and due to destructive interference the total

polarization decays, cp. Figure 3. The second pulse arriving at

t ¼ t leads to a partial rephasing of the individual polarizations.

Due to phase conjugation all individual polarizations are in phase at

t ¼ 2t which results in a macroscopic measurable signal, the

photon echo. Due to dephasing processes the magnitude of

the photon echo decays with increasing t; see solid, dashed,

dotted and dashed-dotted lines. Describing the dephasing via a

T2 time corresponds to an exponential decay as indicated by the

thin dotted line. By measuring the decay of the echo with increasing

t; one thus gets experimental information on the dephasing of the

optical polarization. (b) Time-resolved four-wave-mixing signal

measured on an inhomogeneously broadened exciton resonance

of a semiconductor quantum well structure for different time delays

as indicated. The origin of the time axis starts at the arrival of the

second pulse, i.e., for a non-interacting system the maximum of the

echo is expected at t ¼ t:The insets show the corresponding time-

integrated four-wave-mixing signal and the linear absorption. [Part

(b) is reproduced with permission from Jahnke F, Koch M, Meier T,

et al. (1994) Simultaneous influence of disorder and Coulomb

interaction on photon echoes in semiconductors. Physics Review B

50: 8114. Copyright (1994) by the American Physical Society.]
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two laser pulses. Further echo phenomena can also
be observed as the result of the coupling of the photo-
excitationtonucleardegreesoffreedomandalsodue to
spatial motion of the electrons, i.e., electronic currents.

Time-resolved four-wave-mixing signal, measured
on an inhomogeneously broadened exciton resonance
of a semiconductor quantum well structure for
different time delays, is presented in Figure 9b.
Compared to Figure 9a, the origin of the time
axis starts at the arrival of the second pulse, i.e., for
a non-interacting system the maximum of the echo is
expected at t ¼ t: Due to the inhomogeneous
broadening the maximum of the signal is shifting
to longer times with increasing delay. Further details of
the experimental results, in particular, the exact
position of the maximum and the width of the
signal, cannot be explained on the basis of non-
interacting two-level systems, but require the
analysis of many-body effects in the presence of
inhomogeneous broadening.

See also

Coherent Control: Applications in Semiconductors;
Experimental; Theory. Spectroscopy: Nonlinear Laser
Spectroscopy.
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Introduction

Linear optical spectroscopy, using the techniques of
absorption, transmission, reflection and light scatter-
ing, has provided invaluable information about the
electronic and vibrational properties of atoms,
molecules, and solids. Optical techniques also possess
some additional unique strengths: the ability to

1. generate nonequilibrium distributions functions of
electrons, holes, excitons, phonons, etc. in solids;

2. determine the distribution functions by optical
spectroscopy;

3. determine the nonequilibrium distribution func-
tions on femtosecond timescales;

4. determine femtosecond dynamics of carrier and
exciton transport and tunneling; and

5. investigate interactions between various elemen-
tary excitations as well as many-body processes in
semiconductors.

Researchers have exploited these unique strengths
to gain fundamental new insights into nonequili-
brium, nonlinear, and transport physics of semicon-
ductors and their nanostructures over the past four
decades.

A major focus of these efforts has been devo-
ted to understanding how a semiconductor in
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thermodynamic equilibrium, excited by an ultrashort
optical pulse, returns to the state of thermodynamic
equilibrium. Four distinct regimes can be identified:

(a) the coherent regime in which a well-defined phase
relationship exists between the excitation created
by the optical pulse and the electromagnetic
(optical) field creating it;

(b) the nonthermal regime in which the coherence
(well-defined phase relationships) has been
destroyed by various collision and interference
processes but the distribution function of exci-
tations is nonthermal (i.e., cannot be described by
a Maxwell–Boltzmann distribution or its quan-
tum (degenerate) counterparts);

(c) the hot carrier regime in which the distributions
for various excitations are thermal, but with
different characteristic temperatures for different
excitations and thermal bath; and

(d) the isothermal regime in which the excitations
and the thermal bath are at the same temperature
but there is an excess of excitation (e.g., electron–
hole pairs) compared to thermodynamic
equilibrium.

Various physical processes take the semiconductor
from one regime to the next, and provide information
not only about the fundamental physics of semicon-
ductors but also about the physics and ultimate
performance limits of electronic, optoelectronic, and
photonic devices.

In addition to coherent and relaxation dynamics,
ultrafast studies of semiconductors provide new
insights into tunneling and transport of carriers, and
demonstrate novel quantum mechanical phenomena
and coherent control in semiconductors.

The techniques used for such studies have also
advanced considerably over the last four decades.
Ultrafast lasers with pulse widths corresponding to
only a few optical cycles (1 optical cycle <2.7 fs at
800 nm) have been developed. The response of the
semiconductor to an ultrafast pulse, or a multiple of
phase-locked pulses, can be investigated by measur-
ing the dynamics of light emitted by the semiconduc-
tor using a streak camera (sub-ps time resolution) or a
nonlinear technique such as luminescence up-conver-
sion (time resolution determined by the laser pulse
width for an appropriate nonlinear crystal). The
response of the semiconductor can also be investi-
gated using a number of two or three beam pump-
probe techniques such as transmission, reflection,
light scattering or four-wave mixing (FWM). Both the
amplitude and the phase of the emitted radiation or
the probe can be measured by phase-sensitive
techniques such as spectral interferometry. The lateral

transport of excitation can be investigated by using
time-resolved spatial imaging and the vertical trans-
port and tunneling of carriers can be investigated
using the technique of ‘optical markers’. Electro-optic
sampling can be used for transmission/reflection
studies or for measuring THz response of semicon-
ductors. More details on these techniques, and indeed
many topics discussed in this brief article, can be
found in the Further Reading.

Coherent Dynamics

The coherent response of atoms and molecules is
generally analyzed for an ensemble of independent
(noninteracting) two-level systems. The statistical
properties of the ensemble are described in terms of
the density matrix operator whose diagonal com-
ponents relate to population of the eigenstates and
off-diagonal components relate to coherence of the
superposition state. The time evolution of the density
matrix is governed by the Liouville variant of the
Schrödinger equation i" _r ¼ ½H; r� where the system
Hamiltonian H ¼ H0 þ Hint þ HR is the sum of the
unperturbed, interaction (between the radiation field
and the two-level system), and relaxation Hamilto-
nians, respectively. Using a number of different
assumptions and approximations, this equation of
motion is transformed into the optical Bloch
equations (OBE), which are then used to predict the
coherent response of the system, often using iterative
procedures, and analyze experimental results.

Semiconductors are considerably more complex.
Coulomb interaction profoundly modifies the
response of semiconductors, not only in the linear
regime (e.g., strong exciton resonance in the absorp-
tion spectrum) but also in the coherent and nonlinear
regime. The influence of Coulomb interaction may be
introduced by renormalizing the electron and hole
energies (i.e., introducing excitons), and by renorma-
lizing the field–matter interaction strength by intro-
ducing a renormalized Rabi frequency. These changes
and the relaxation time approximation for the
relaxation Hamiltonian lead to an analog of the
optical Bloch equations, the semiconductor Bloch
equations which have been very successful in analyz-
ing the coherent response of semiconductors.

In spite of this success, it must be stressed that the
relaxation time approximation, and the Boltzmann
kinetic approach on which it is based, are not valid
under all conditions. The Boltzmann kinetic app-
roach is based on the assumption that the duration of
the collision is much shorter than the interval between
the collisions; i.e., the collisions are instantaneous.
In the non-Markovian regime where these assump-
tions are not valid, each collision does not strictly
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conserve the energy and momentum and the quantum
kinetic approach becomes more appropriate. This is
true for photo-excited semiconductors as well as for
the quantum transport regime in semiconductors.
Also, semiconductor Bloch equations have been
further extended by including four-particle corre-
lations. Finally, the most general approach to the
description of the nonequilibrium and coherent
response of semiconductors following excitation by
an ultrashort laser pulse is based on nonequilibrium
Green’s functions.

Experimental studies on the coherent response of
semiconductors can be broadly divided into three
categories:

1. investigation of novel aspects of coherent response
not found in other simpler systems such as atoms;

2. investigation of how the initial coherence is lost, to
gain insights into dephasing and decoherence
processes; and

3. coherent control of processes in semiconductors
using phase-locked pulses.

Numerous elegant studies have been reported. This
section presents some observations on the trends in
this field.

Historically, the initial experiments focused on the
decay of the coherent response (time-integrated FWM
as a function of delays between the pulses), analyzed
them in terms of the independent two-level model,
and obtained very useful information about various
collision processes and rates (exciton–exciton, exci-
ton–carrier, carrier–carrier, exciton–phonon, etc.). It
was soon realized, however, that the noninteracting
two-level model is not appropriate for semiconduc-
tors because of the strong influence of Coulomb
interactions. Elegant techniques were then developed
to explore the nature of coherent response of semi-
conductors. These included investigation of time-
and spectrally resolved coherent response, and of
both the amplitude and phase of the response to
complement intensity measurements. These studies
provided fundamental new insights into the nature of
semiconductors and many-body processes and inter-
actions in semiconductors. Many of these obser-
vations were well explained by the semiconductor
Bloch equations. When lasers with ,10 fs pulse
widths became laboratory tools, the dynamics was
explored on a time-scale much shorter than the
characteristic phonon oscillation period (<115 fs for
GaAs longitudinal optical phonons), the plasma
frequency (<150 fs for a carrier density of
5 £ 1017 cm23), and the typical electron–phonon
collision interval (<200 fs in GaAs). Some remark-
able features of quantum kinetics, such as reversal of

the electron–phonon collision, memory effects, and
energy nonconservation, were demonstrated. More
recent experiments have demonstrated the influence
of four-particle correlations on coherent nonlinear
response of semiconductors such as GaAs in the
presence of a strong magnetic field.

The ability to generate phase-locked pulses with
controllably variable separation between them pro-
vides an exciting opportunity to manipulate a variety
of excitations and processes within a semiconductor.
If the separation between the two phase-locked pulses
is adjusted to be less than the dephasing time of the
system under investigation, then the amplitudes of the
excitations produced by the two phase-locked pulses
can interfere either constructively or destructively
depending on the relative phase of the carrier waves
in the two pulses. The nature of interference changes
as the second pulse is delayed over an optical period.
A number of elegant experiments have demonstrated
coherent control of exciton population, spin orien-
tation, resonant emission, and electrical current.
Phase-sensitive detection of the linear or nonlinear
emission provides additional insights into different
aspects of semiconductor physics.

These experimental and theoretical studies of
ultrafast coherent response of semiconductors have
led to fundamental new insights into the physics of
semiconductors and their coherence properties. Dis-
cussion of novel coherent phenomena is given in a
subsequent section. Coherent spectroscopy of semi-
conductors continues to be a vibrant research field.

Incoherent Relaxation Dynamics

The qualitative picture that emerges from investi-
gation of coherent dynamics can be summarized as
follows. Consider a direct gap semiconductor excited
by an ultrashort laser pulse of duration tL (with a
spectral width hDnL) centered at photon energy hnL

larger than the semiconductor bandgap Eg. At the
beginning of the pulse the semiconductor does not
know the pulse duration so that coherent polarization
is created over a spectral region much larger than
hDnL. If there are no phase-destroying events during
the pulse ðdephasing rate1=tD ! 1=tLÞ; then a destruc-
tive interference destroys the coherent polarization
away from hnL with increasing time during the
excitation pulse. Thus, the coherent polarization
exists only over the spectral region hDnL at the end
of the pulse. This coherence will be eventually
destroyed by collisions and the semiconductor will
be left in an incoherent (off-diagonal elements of the
density matrix are 0) nonequilibrium state with
peaked electron and hole population distributions
whose central energies and energy widths are
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determined by hnL, hDnL and Eg, if the energy and
momentum relaxation rates ð1=tE;1=tMÞ are much
smaller than the dephasing rates.

The simplifying assumptions that neatly separate
the excitation, dephasing and relaxation regimes are
obviously not realistic. A combination of all these
(and some other) physical parameters will determine
the state of a realistic system at the end of the exciting
pulse. However, after times , tD following the laser
pulse, the semiconductor can be described in terms
of electron and hole populations whose distribution
functions are not Maxwell–Boltzmann or Fermi–
Direct type, but nonthermal in a large majority of
cases in which the energy and momentum relaxation
rates are much smaller than the dephasing rates.
This section discusses the dynamics of this incoherent
state.

Extensive theoretical work has been devoted to
quantitatively understand these initial athermal
distributions and their further temporal evolution.
These include Monte Carlo simulations based on the
Boltzmann kinetic equation approach (typically
appropriate for time-scales longer than ,100 fs, the
carrier–phonon interaction time) as well as the
quantum kinetic approach (for times typically less
than ,100 fs) discussed above. We present below
some observations on this vast field of research.

Nonthermal Regime

A large number of physical processes determines the
evolution of the nonthermal electron and hole
populations generated by the optical pulse. These
include electron–electron, hole–hole, and electron–
hole collisions, including plasma effects if the density
is high enough, intervalley scattering in the conduc-
tion band and intervalence band scattering in valence
bands, intersub-band scattering in quantum wells,
electron–phonon, and hole–phonon scattering pro-
cesses. The complexity of the problem is evident
when one considers that many of these processes
occur on the same time-scale. Of these myriad
processes, only carrier–phonon interactions and
electron–hole recombinations (generally much
slower) can alter the total energy in electronic
systems. Under typical experimental conditions, the
redistribution of energy takes place before substantial
transfer of energy to the phonon system. Thus, the
nonthermal distributions first become thermal distri-
butions with the same total energy. Investigation of
the dynamics of how the nonthermal distribution
evolves into a thermal distribution provides valuable
information about the nature of various scattering
processes (other than carrier–phonon scattering)
described above.

This discussion of separating the processes that
conserve energy in the electronic system and those
that transfer energy to other systems is obviously too
simplistic and depends strongly on the nature of the
problem one is considering. The challenge for the
experimentalist is to devise experiments that can
isolate these phenomena so each can be studied
separately. If the laser energy is such that
hnL 2 Eg , "vLO, the optical phonon energy, then
majority of the photo-excited electrons and holes do
not have sufficient energy to emit an optical phonon,
the fastest of the carrier–phonon interaction pro-
cesses. The initial nonthermal distribution is then
modified primarily by processes other than phonon
scattering and can be studied experimentally
without the strong influence of the carrier–phonon
interactions. Such experiments have indeed been
performed both in bulk and quantum well semicon-
ductors. These experiments have exhibited spectral
hole burning in the pump-probe transmission spectra
and thus demonstrated that the initial carrier
distributions are indeed nonthermal and evolve to
thermal distributions. Such experiments have pro-
vided quantitative information about various car-
rier–carrier scattering rates as a function of carrier
density. In addition, experiments with hnL 2 Eg .

"vLO and hnL 2 Eg . intervalley separation have
provided valuable information about intravalley as
well as intervalley electron–phonon scattering rates.
Experiments have been performed in a variety of
different semiconductors, including bulk semicon-
ductors and undoped and modulation-doped
quantum wells. The latter provide insights into
intersub-band scattering processes and quantitative
information about the rates.

These measurements have shown that under typical
experimental conditions, the initial nonthermal dis-
tribution evolves into a thermal distribution in times
, or ,1 ps. However, the characteristic tempera-
tures of the thermal distributions can be different for
electrons and holes. Furthermore, different phonons
may also have different characteristic temperatures,
and may even be nonthermal even when the
electronic distributions are thermal. This is the hot
carrier regime that is discussed in the next subsection.

Hot Carrier Regime

The hot carriers, with characteristic temperatures Tc

(Te and Th for electrons and holes, respectively), have
high energy tails in the distribution functions that
extend several kTc higher than the respective Fermi
energies. Some of these carriers have sufficient energy
to emit an optical phonon. Since the carrier–optical
phonon interaction rates and the phonon energies are
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rather large, this may be the most effective energy loss
mechanism in many cases even though the number of
such carriers is rather small. The emitted optical
phonons have relatively small wavevectors and
nonequilibrium populations larger than expected for
the lattice temperature. These optical phonons are
often referred to as hot phonons although none-
quilibrium phonons may be a better term since they
probably have nonthermal distributions. The
dynamics of hot phonons will be discussed in the
next subsection, but we mention here that in case of a
large population of hot phonons, one must consider
not only phonon emission but also phonon absorp-
tion. Acoustic phonons come into the picture at lower
temperatures when the fraction of carriers that can
emit optical phonons is extremely small or negligible,
and also in the case of quantum wells with sub-band
energy separation smaller than optical phonons.

The dynamics of hot carriers have been studied
extensively to obtain a deeper understanding of
carrier–phonon interactions and to obtain quantita-
tive measures of the carrier–phonon interaction rates.
Time resolved luminescence and pump-probe trans-
mission spectroscopy are the primary tools used for
such studies. For semiconductors like GaAs, the
results indicate that polar optical phonon scattering
(longitudinal optical phonons) dominates for elec-
trons whereas polar and nonpolar optical phonon
scattering contribute for holes. Electron–hole scatter-
ing is sufficiently strong in most cases to maintain a
common electron and hole temperature for times
.,1 ps. Since many of these experiments are
performed at relatively high densities, they provide
important information about many-body effects such
as screening. Comparison of bulk and quasi-two-
dimensional semiconductors (quantum wells) has
been a subject of considerable interest. The consensus
appears to be that, in spite of significant differences in
the nature of electronic states and phonons, similar
processes with similar scattering rates dominate both
types of semiconductors. These studies reveal that
the energy loss rates are influenced by many factors
such as the Pauli exclusion principle, degenerate
(Fermi–Dirac) statistics, hot phonons, and screening
and many-body aspects.

Hot carrier distribution can be generated not only
by photo-excitation, but also by applying an electric
field to a semiconductor. Although the process of
creating the hot distributions is different, the pro-
cesses by which such hot carriers cool to the lattice
temperature are the same in two cases. Therefore,
understanding obtained through one technique can
be applied to the other case. In particular, the physical
insights obtained from the optical excitation case can
be extremely valuable for many electronic devices

that operate at high electric fields, thus in the regime
of hot carriers. Another important aspect is that
electrons and holes can be investigated separately by
using different doping. Furthermore, the energy loss
rates can be determined quantitatively because the
energy transferred from the electric field to the
electrons or holes can be accurately determined by
electrical measurements.

Isothermal Regime

Following the processes discussed above, the exci-
tations in the semiconductor reach equilibrium with
each other and the thermal bath. Recombination
processes then return the semiconductor to its
thermodynamic equilibrium. Radiative recombina-
tion typically occurs over a longer time-scale but
there are some notable exceptions such as radiative
recombination of excitons in quantum wells occur-
ring on picosecond time-scales.

Hot Phonons

As discussed above, a large population of non-
equilibrium optical phonons is created if a large
density of hot carriers has sufficient energy to emit
optical phonons. Understanding the dynamics of
these nonequilibrium optical phonons is of intrinsic
interest.

At low lattice temperatures, the equilibrium
population of optical phonons is insignificant. The
optical phonons created as a result of photo-
excitation occupy a relatively narrow region of wave-
vector (k) space near k ¼ 0 (,1% of the Brillouin
zone). This nonequilibrium phonon distribution can
spread over a larger k-space by various processes, or
anharmonically decay into multiple large-wavevector
acoustic phonons. These acoustic phonons then
scatter or decay into small-wavevector, low-energy
acoustic phonons that are eventually thermalized.

Pump-probe Raman scattering provides the best
means of investigating the dynamics of nonequili-
brium optical phonons. Such studies, for bulk and
quantum well semiconductors, have provided invalu-
able information about femtosecond dynamics of
phonons. In particular, they have provided the rate at
which the nonequilibrium phonons decay. However,
this information is for one very small value of the
phonon wavevector so the phonon distribution
function within the optical phonon branch is not
investigated. The large-wavevector acoustic phonons
are even less accessible to experimental techniques.
Measurements of thermal phonon propagation pro-
vide some information on this subject. Finally, the
nature of phonons is considerably more complex in

COHERENT TRANSIENTS / Ultrafast Studies of Semiconductors 177



quantum wells, and some interesting results have
been obtained on the dynamics of these phonons.

Tunneling and Transport Dynamics

Ultrafast studies have also made important contri-
butions to tunneling and transport dynamics in
semiconductors. Time-dependent imaging of the
luminescing region of a sample excited by an
ultrashort pulse provides information about spatial
transport of carriers. Such a technique was used, for
example, to demonstrate negative absolute mobility
of electrons in p-modulation-doped quantum wells.
The availability of near-field microscopes enhances
the resolution of such techniques to measure lateral
transport to the subwavelength case.

A different technique of ‘optical markers’ has been
developed to investigate the dynamics of transport
and tunneling in a direction perpendicular to the
surface (vertical transport). This technique relies
heavily on fabrication of semiconductor nanostruc-
tures with desired properties. The basic idea is to
fabricate a sample in which different spatial regions
have different spectral signatures. Thus if the carriers
are created in one spatial region and are transported
to another spatial region under the influence of an
applied electric field, diffusion, or other processes,
the transmission, reflection, and/or luminescence
spectra of the sample change dynamically as the
carriers are transported.

This technique has provided new insights into the
physics of transport and tunneling. Investigation of
perpendicular transport in graded-gap superlattices
showed remarkable time-dependent changes in the
spectra, and analysis of the results provided new
insight into transport in a semiconductor of inter-
mediate disorder. Dynamics of carrier capture in
quantum wells from the barriers provided infor-
mation not only about the fundamentals of capture
dynamics, but also about how such dynamics affects
the performance of semiconductor lasers with quan-
tum well active regions.

The technique of optical markers has been applied
successfully to investigate tunneling between the two
quantum wells in an a-DQW (asymmetric double
quantum well) structure in which two quantum wells
of different widths (and hence different energy levels)
are separated by a barrier. The separation between the
energy levels of the system can be varied by applying
an electric field perpendicular to the wells. In the
absence of resonance between any energy levels, the
wavefunction for a given energy level is localized in
one well or the other. In this nonresonant case, it is
possible to generate carriers in a selected quantum
well by proper optical excitation. Dynamics of

transfer of carriers to the other quantum well by
tunneling can then be determined by measuring
dynamic changes in the spectra. Such measurements
have provided much insight into the nature and rates
of tunneling, and demonstrated phonon resonances.
Resonant tunneling, i.e., tunneling when two elec-
tronic levels are in resonance and are split due to
strong coupling, has also been investigated exten-
sively for both electrons and holes. One interesting
insight obtained from such studies is that tunneling
and relaxation must be considered in a unified
framework, and not as sequential events, to explain
the observations.

Novel Coherent Phenomena

Ultrafast spectroscopy of semiconductors has pro-
vided valuable insights into many other areas. We
conclude this article by discussing some examples of
how such techniques have demonstrated novel
physical phenomena.

The first example once again considers an a-DQW
biased in such a way that the lowest electron energy
level in the wide quantum well is brought into
resonance with the first excited electron level in the
narrow quantum well. The corresponding hole
energy levels are not in resonance. By choosing
the optical excitation photon energy appropriately,
the hole level is excited only in the wide well and the
resonant electronic levels are excited in a linear
superposition state such that the electrons at t ¼ 0
also occupy only the wide quantum well. Since the
two electron eigenstates have slightly different ener-
gies, their temporal evolutions are different with the
result that the electron wavepacket oscillates back
and forth between the two quantum wells in the
absence of damping. The period of oscillation is
determined by the splitting between the two resonant
levels and can be controlled by an external electric
field. Coherent oscillations of electronic wave-
packets have indeed been experimentally observed
by using the coherent nonlinear technique of four-
wave mixing. Semiconductor quantum wells provide
an excellent flexible system for such investigations.

Another example is the observation of Bloch
oscillations in semiconductor superlattices. In 1928
Bloch demonstrated theoretically that an electron
wavepacket composed of a superposition of states
from a single energy band in a solid undergoes a
periodic oscillation in energy and momentum space
under certain conditions. An experimental demon-
stration of Bloch oscillations became possible only
recently by applying ultrafast optical techniques to
semiconductor superlattices. The large period of a
superlattice (compared to the atomic period in a
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solid) makes it possible to satisfy the assumptions
underlying Bloch’s prediction. The experimental
demonstration of Bloch oscillations was also per-
formed using four-wave mixing techniques. This
provides another prime example of the power of
ultrafast optical studies.

Summary

Ultrafast spectroscopy of semiconductors and their
nanostructures is an exciting field of research that has
provided fundamental insights into important physi-
cal processes in semiconductors. This article has
attempted to convey the breadth of this field and the
diversity of physical processes addressed by this field.
Many exciting developments in the field have been
omitted out of necessity. The author hopes that this
brief article inspires the readers to explore some of the
Further Reading.
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The human visual system is capable of detecting a
small part of the electromagnetic spectrum which is
called light. The visible region has a typical wave-
length range of about 380–780 nm. Under optimal
conditions the range is 360–830 nm. The most
important point is that color is a perception. It is
how human beings perceive the visual part of the
electromagnetic spectrum. The color of an object
perceived depends on the physical characteristics of
the radiation illuminating the object, spectral scatter-
ing and reflectivity of the object, physiology of the
eye, photochemistry of the sensors in the retina, the

complex data processing that takes place in the visual
system, and the psychology of color perception. In
this review, we present an overview of color in nature
and the world. Initially, color and wavelength is
presented, then the human visual system and color
perception. Then we go on to discuss measuring color
and colorimetry and then color in nature, followed by
a brief account of color in art and holography and the
structural colors in nature.

Color and Wavelength (Spectral and
Nonspectral Colors)

The ingenious yet simple experiments performed by
Isaac Newton in the year 1666 and his ideas presented
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in his famous treatise ‘Opticks’, are the foundations of
our understanding of color and color perception.
Based on his experiments, Newton showed that
different regions of the visible spectrum are perceived
as different colors and the solar radiation (white light)
consists of spectral colors violet, blue, cyan, green,
yellow, orange, and red. Thus, natural day light is
quite colorful though we perceive it as colorless.
Table 1 gives approximate wavelength ranges of the
spectral colors. Superposition of all the spectral colors
results in a perception of white.

Colors can be produced in a number of ways:

1. Gas discharges emit characteristic radiation in the
visible region. For example, neon discharge is red
in color, argon discharge blue, sodium discharge
yellow, helium-neon laser gives red radiation and
argon ion laser blue-green radiation. A variety of
fluorescent lamps are available and they provide
continuous spectral power distribution with
characteristic lines of mercury in the blue-green
region. Gas-filled sodium and fluorescent lamps
offer long life and high efficiency and are popular
for indoor and outdoor lighting.

2. Transition metal (Cr, Mn, Fe, Co, Ni, Cu)
compounds or transition metal impurities are
responsible for the colors of the minerals, paints,
gems, and pigments. They involve inorganic
compounds of transition metal or rare earth ions
with unpaired d or f orbitals. About 1% chro-
mium sesquioxide (Cr2O3) in colorless aluminum
oxide results in beautiful red ruby, a gemstone.
The Cr3þ impurity in pure beryllium aluminum
silicate gives a beautiful emerald green resulting in
sapphire, another gemstone. Transition metal
impurities are added to glass in the molten state
to prepare colored glass. For example, adding
Cr3þ gives green, Mn3þ purple, Fe3þ pale yellow,
Co3þ reddish blue, Ni2þ brown, and Cu2þ green-
ish blue color.

3. Color in Organic Compounds – Most natural and
synthetic dyes and biological (vegetable and
animal origin) colorants are complicated organic

molecules. They absorb light, exciting molecular
orbitals. The dyes are used for food coloration,
clothing, photographic, and sensitizer purposes.

4. Colors of metals, semiconductor materials and
color centers – The colors of these materials are
caused by the electronic transitions involving the
energy bands.

Diode lasers emit radiation corresponding to
the bandgap of the semiconductor materials used
for their fabrication. They are inexpensive, com-
pact, and can be operated using dry cell batteries.
They are extensively used in compact disks,
barcode readers, and optical communications.

Light emitting diodes (LED) are also prepared
using semiconductor materials and they emit
radiation corresponding to the bandgap of the
semiconductor materials used for their fabrica-
tion. LEDs are available in a variety of colors, red
(GaAsP), orange (AlInGaP), yellow (InGaAs),
green (CdSSe), blue (CdZnS) and are widely used
in clocks, toys, tuners, displays, electronic bill-
boards, and appliances.

Color centers may be produced by irradiating
some alkali halides and glass materials with
electromagnetic radiation (gamma rays, X-rays,
ultraviolet, and visible radiation) or with charged
or uncharged particles (electrons, protons, neu-
trons). The irradiation produces an electron hole
pair and the electron is trapped forming an
electron center. The electron or hole, or both,
form a color center absorbing part of the visible
radiation. The color centers can be reversed by
heating to high temperatures.

5. Optical Phenomenon lead to spectacular colors in
nature and in biological materials. Scattering of
light by the atmosphere is responsible for colors
of the sky, beautiful sunsets and sunrise, twilight,
blue moon, and urban glows. Dispersion and
polarization cause rainbows and halos. Interfer-
ence gives rise to the beautiful colors of thin films
on water, foam, bubbles, and some biological
colors (butterflies). Diffraction is responsible for
the colors of liquid crystals, coronae, color of
gems (opal), color of animals (sea mouse), the
colors of butterfly (Morpho rhetenor), and
diffraction gratings.

The Human Visual System and Color
Perception

Photoreceptors in the Eye: Rods and Cones

As light enters the eye, the cornea and the eye lens
focus the image on the retina. The retina has two
kinds of photoreceptors: rods and cones so named

Table 1 Approximate wavelength ranges of different spectral

colors

Color Wavelength range (nm)

Violet 380–435

Blue 435–500

Cyan 500–520

Green 520–565

Yellow 565–597

Orange 597–625

Red 625–780
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because of their shapes. Typically, there are about 7
million cones and 110–125 million rods. Cones are
activated during photopic (daylight) conditions and
the rods during scotopic (night) conditions. Cones are
responsible for color perception whereas rods can
perceive only white and gray shades. Cones are predo-
minantly located near the fovea, the central region of
the retina. When light falls on the rods and the cones,
the photosensitive material in them, namely rho-
dopsin, is activated, generating an electrical signal
which is further processed in the visual system and
transmitted to the visual cortex. Considerable data
processing takes place within the retina.

Color Perception

Subjective nature of color
Color is a perception and is subjective. There is no
way one can define color in an absolute or quantitat-
ive means, even though it can be precisely character-
ized by the spectral power distribution (SPD) of the
radiation. For monochromatic light of different
wavelengths we see the spectral colors detailed in
Table 1. In general, the SPD of light from an object is
complex and to predict the exact color of such a
spectrum is quite difficult. However, in the following
we discuss some simple color schemes.

Additive color mixing
Newton’s experiments demonstrated that using the
three primary color light sources, blue, green, and red
and by varying their relative intensities, one can
generate most of the colors by additive color mixing.
Additive color mixing is employed in stage lighting,
and large screen color television projection systems. If
we are concerned only with the hue and ignore satur-
ation and brightness, the superposition of colored
light beams of equal brightness on a white screen
gives the following simple additive color scheme:

Green þ Red ) Yellow

Blue þ Red ) Magenta

Blue þ Green ) Cyan

Blue þ Green þ Red ) White

Subtractive color mixing
When white light passes through, say, a red filter, the
radiation corresponding to the red radiation is
transmitted and all other parts of the visible spectrum
are absorbed. If we insert more red filters the
brightness of the light transmitted becomes less
though the hue is likely to be more saturated. If you
insert red and blue filters together in a white beam,
you will see no light transmitted because the red filter

blocks the entire spectrum except the radiation
corresponding to red color which in turn is blocked
by the blue filter.

Subtractive color scheme is also applicable when
paints of various colors are mixed together. The
subtractive primary colors are magenta, yellow, and
cyan. The artists often call them red, yellow, and blue.
By appropriately mixing the primary colored paints
one can, in principle, generate most of the colors.

How many colors can we differentiate?
If we do a simple experiment beginning from the
lowest wavelength of the visible spectrum, say
380 nm, and gradually move to the long wavelength
end of the visible spectrum, one can differentiate
about 150 spectral colors. For each spectral color
there will be a number of colors that vary in
brightness and saturation. Additionally, we can have
additive mixtures of these spectral colors, which in
turn have variations in brightness and saturation. It is
estimated that under optimal conditions we can
differentiate as many as 7 to10 million different
colors and shades.

Temporal Response of the Human Visual System

Positive afterimages
The visual system responds to changes in the
stimulation in time. However, the response of the
visual system is both delayed and persists for some
time after the stimulation is off. Because of the
persistence of vision, one would see positive after-
images. The afterimages last about 1/20 s under
normal conditions but are shorter at high light
conditions. A rapid succession of images show results
in a perception of continuous motion which is the
basis for movies and TV.

Close your eyes for about five minutes so that any
after images of the objects you have seen before are
cleared. Open your eyes to see a bright colored object
and then close your eyes again; you will see positive
afterimages of the object in its original colors. Even
though the positive afterimage at the initial stages will
be of the same colors as the original, they gradually
change color showing that different cones recover at
different rates.

Negative afterimages
If you stare at a color picture intensely for about a
minute and look at a white background, such as a
sheet of white paper, you will see the complementary
colors of the picture. The image of the object falls on
a particular part of the retina and if we look at a
green colored object, the cones that are more
sensitive to the mid-wavelength region are activated
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and are likely to be saturated. If you look at a bright
sheet of white paper immediately, the cones that are
sensitive to the middle wavelength region are
inactivated since they need some time to replenish
the active chemical whereas the cones that have
maximum sensitivity for the low and high wave-
lengths are active, therefore you will see the object in
complementary colors. Yellow will be seen after
looking at blue image, cyan after looking at red
image and vice versa.

Spatial Resolution of the Human Visual System

Lateral inhibition (color constancy)
By and large the perceived color of an object is
independent of the nature of the illuminating white
light source. The color of the object does not change
markedly under different white light sources of
illumination. For example, we see basically the
same color of the object in the daytime in the light
of the blue sky or under an incandescent light source
even though the spectral power distributions of these
sources are different and the intensity of light reach-
ing the eye in both cases is also drastically different.
The color constancy is a result of chromatic lateral
inhibition. The human visual system has a remark-
able way of comparing the signals from the object and
manipulating them with the signals generated from
the surroundings and picking up the correct color
independent of the illuminating source. The color
constancy and simultaneous lightness contrast are
due to lateral inhibition. Lateral inhibition was
exploited by a number of artists to provide certain
visual effects that would not have been possible
otherwise. For example, Georges Seurat in his famous
painting ‘La Poseuse en Profil’ improved the light
intensity contrast in different regions of his painting
by employing edge enhancement effects resulting
from lateral inhibition. Victor Vasarely’s art work
‘Arcturus’ demonstrates the visual effects of lateral
inhibition in different colors.

Spatial assimilation
The color of a region assimilates the color of the
neighboring region, thus changing the perception of
its color. Closely spaced colors, when viewed from a
distance, tend to mix partitively and are not seen as
distinct colors but as a uniform color due to additive
color mixing. Georges Seurat in his painting ‘Sunday
Afternoon on the Island of La Grande Jatte’, uses
thousands of tiny dots of different colors to produce a
variety of color sensations, a technique which is
known as pointillism. The visual effects of spatial
assimilation were clearly demonstrated by Richard

Anuszkiewicz in his painting ‘All Things Do Live in
the Three’.

Color Perception Models

Thomas Young, in 1801, postulated that there are
three types of sensors thus proposing trichromacy to
explain the three attributes of color perception: hue,
saturation, and brightness. Data on microspectro-
photometry of excised retinas, reflection densitome-
try of normal eyes, and psychophysical studies of
different observers confirm the existence of three
types of cones. As shown in Figure 1, the three types
of cones have different responsivities to light.
The cones that have maximum responsivity in the
short wavelength region are often refereed as S-cones,
the cones that have maximum in the intermediate
wavelength range as I-cones, and the cones that have
maximum in the long wavelength region as L-cones.

The three response curves have considerable
overlap. The overlap of the response curves and the
complex data processing that takes place in the visual
system enable us to differentiate as many as 150
spectral colors and about seven to ten million
different colors and shades. An important conse-
quence of the existence of only three types of color
sensors is that different spectral power distributions
can produce identical stimuli resulting in the percep-
tion of the same color. Such spectral power distri-
butions are called metamers.

The neural impulses generated by the cones are
processed through a complex cross-linking of bipolar
cells, horizontal cells, amacrine cells, and commu-
nicated to ganglion cells leading to the optic chiasmas
through the optic nerve. Information gathered by
about 100 million photoreceptors, after considerable
processing, is transmitted by about a million ganglion
cells.

Figure 1 Relative spectral absorption of the three types of

cones. S; I; and L respectively stand for the cones that have

maximum responsivity for the short, intermediate, and long

wavelength regions.
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The zone theory of color vision assumes two
separate zones where the signals are sequentially
processed. In the first zone the signals are generated
by the cones and in the second zone, the signals are
processed to generate one achromatic and two
opponent chromatic signals. Possibly other zones
exist where the signals generated in the first and the
second zones are further processed and communi-
cated to the visual cortex where they are processed
and interpreted based on the temporal and spatial
response and comparisons with the information
already available in the memory.

Measuring Color and Colorimetry

Since color is a human perception, how do we
measure color? Colorimetry is based on the human
visual system and how different observers perceive
color. Though, the spectral power distribution of light
is helpful for characterizing spectral hues, it is very
difficult to infer the color from the spectral power
distribution.

The three attributes of color perception are hue,
saturation, and brightness. Hue is the color such as
red, green, and blue. Saturation refers to the purity of
the color. A color is said to be more saturated if the
whiteness in the color is less and vice versa. Brightness
is related to the intensity of light. For the sun at
sunrise the hue is red, saturated, and low brightness.
About half an hour after sunrise, the hue is yellow,
less saturated, and higher brightness. Though a
variety of color schemes are available in the literature,
in the following we discuss the Munsell system and
the C.I.E. diagram only.

Munsell Color System

Albert Munsell, a painter and art teacher, devised a
color atlas in 1905 by arranging different colors in an
ordered three-dimensional space. He used the three
color attributes hue, chroma, and value correspond-
ing to hue, saturation, and brightness. In this system
there are 10 basic hues, each of which is divided into
10 equal gradations, resulting in 100 equally spaced
hues. Each hue has a chart with a number of small
chips arranged in rows and columns. Under daylight
illumination, the chips in any column are supposed to
have colors of equal chroma and the chips in any row
are supposed to be of equal brightness. The brightness
increases from the bottom of the chart to the top in
steps that are perceptually equal. The saturation of
the color increases from the inside edge to the outside
edge of the chart in steps that are also perceptually
equal. Each chip is identified by hue, value/chroma. In
the Munsell scale, black is given a value of 0 and

white 10, and the nine grays are uniformly placed in
between. Though the Munsell system has gone
through many revisions, typically it has a total of
about 1450 chips. The Munsell color scheme, though
subjective in nature, is widely used because of its
simplicity and ease.

The Commission Internationale de l’Echlairage
(C.I.E.) Diagram

Even though the visible light reaching the eye has a
very complex SPD, color perception is mostly
dependent on the signals generated by the three
different types of cones. However, we do not know
precisely the absorption and sensitivity of the cones
and therefore are not in a position to calculate the
signal strengths generated by the three different
cones. Additionally, the response of the cones is
specific to the individual. Therefore, the C.I.E. system
is based on the average response of a large sample of
normal observers. The C.I.E. system employs three
color matching functions �xðlÞ; �yðlÞ; and �zðlÞ
(Figure 2), based on the psychological observations
of a large number of standard observers to calculate
the ‘tristimulus values’ X, Y, and Z defined as

X ¼ c
ð

SðlÞ �xðlÞdl ½1�

Y ¼ c
ð

SðlÞ�yðlÞdl ½2�

Z ¼ c
ð

SðlÞ�zðlÞdl ½3�

Here, l is the wavelength, SðlÞ the spectral power
distribution, and c is the normalization constant. The
integration is carried out over the visible region,
normally 380 to 780 nm. The system is based on the
assumption of additivity and linearity. The sum of the
tristimulus values ðX þ Y þ ZÞ is normalized to 1. We
choose yðlÞ so that the Y tristimulus value is
proportional to the luminance which is a quantitative
measure of the intensity of light leaving the surface.
We further calculate x and y which are called
chromaticity coordinates:

x ¼
X

ðX þ Y þ ZÞ
½4�

y ¼
Y

ðX þ Y þ ZÞ
½5�

The psychological color is then specified by the
coordinates ðY;x; yÞ: Relationship between colors is
usually displayed by plotting the x and y values on
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a two-dimensional Cartesian Coordinate system
with z as an implicit parameter ðz ¼ 1 2 x 2 yÞ
which is known as the C.I.E. chromaticity diagram
(Figure 3). In this plot, the monochromatic hues are
on the perimeter of a horseshoe shaped curve and is
called spectrum locus. A straight line joining the
ends of the spectrum is called the line of purples.
Every chromaticity is represented by means of two
coordinates ðx; yÞ in the chromaticity diagram. The
point corresponding to x ¼ 1=3 and y ¼ 1=3 (also
z ¼ 1=3) is the point of ‘equal energy’ and represents
achromatic point. The complementary colors are on
the opposite sides of the achromatic point. Com-
plementary wavelength of a color is obtained by
drawing a line from the color through the achro-
matic point to the perimeter on the other side.

Continuum (white) sources

A perfect white source is the one that has constant
SPD over the entire visible region. Such a source
will not distort the color of the objects they
illuminate. A number of sources in general are
considered as white sources; they include incandes-
cent lamps, day skylight, a variety of fluorescent
lamps, etc. It should be noted that the SPD of these
sources is not constant and varies with the source.

Typical SPDs of commonly used light sources are
given in Figure 4.

Color temperature
The thermal radiation emitted by a black body has a
characteristic SPD which depends solely on its
temperature. The wavelength l of the peak of this
distribution is inversely proportional to its absolute
temperature. As the absolute temperature of the
blackbody increases, the peak shifts towards shorter
wavelengths (blue region) and also the width of the
distribution decreases. Since the peak of the black
body radiation is dependent on the absolute tempera-
ture, the color of the blackbody can be approximately
defined by its temperature.

The color temperature of a body is that tempera-
ture at which the SPD of the body best matches with
that of the blackbody radiation at that temperature.
The concept of color temperature is often used to
characterize the sources. Low color temperature
sources have a reddish tinge and high color
temperature sources tend to be slightly bluish. For
example, the color temperature of red looking star
Antares is about 5000 K and that of the bluish white
looking Sirius is about 11 000 K. One should note
that the color temperature of a body is different from
its actual temperature. The fluorescent lamps have a

Figure 2 Color-matching functions �x (l), �y (l), and �z (l) of the C.I.E. 1931 standard observer.
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color temperature range of 5000–7500 K, incandes-
cent lamps about 3000 K, direct sunlight ,4870 K
and overcast skylight has a color temperature of
,7000 K.

The C.I.E. chromaticity diagram along with the
color temperatures of the commonly employed
sources, is shown in Figure 3.

Color in the Nature

As the solar radiation passes through the atmosphere,
it is partly absorbed and partly scattered by the
atmospheric constituents: air, water vapor, and dust
particles. Absorption depends on the molecular
properties of the air molecules, water vapor, and the
dust particles, and is strongly wavelength dependent.
Absorbed energy increases the internal energy of the
molecule finally manifesting itself as thermal energy.
When the sun is at the zenith, the solar radiation
passes through one air mass loosing approximately
32% of its power. The SPD of the solar radiation
above the atmosphere and at the Earth’s surface at air
mass 1 is shown in Figure 5. Scattering and
absorption of the solar radiation by the atmosphere
are responsible for a variety of interesting colorful
views in the nature and they are briefly discussed in
this section.

Atmospheric Colors

1. Colors of the sky. Scattering occurs over most
of the visible part of the electromagnetic
spectrum and is a function of the frequency of

Figure 3 Chromaticity diagram of the C.I.E. 1931 standard observer. The chromaticities of the incandescent sources and their color

temperatures are given inside the curve. A, B, and C are the C.I.E. standard illuminants. The chromaticities of the helium-neon laser

(red, 633 nm) and the argon-ion laser (green 515 nm, blue 488 nm, and indigo, 458 nm) are also shown.

Figure 4 Relative SPDs of commonly used white light sources.
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the radiation. According to Lord Raleigh’s
theory of scattering, the scattering probability
varies inversely as a function of the fourth power
of the wavelength of the radiation. If we consider
the radiation corresponding to blue (400 nm)
and the radiation corresponding to say red
(700 nm), the photons corresponding to blue
radiation are scattered by about 9.4 times that of
photons corresponding to the red radiation.
During noontime, when we look at the sky, not
directly at the sun, the sky looks unsaturated blue
because of the predominant scattering experi-
enced by the high frequency radiation corre-
sponding to blue color. However, it should be
noted that the daytime skylight contains all the
spectral colors of the solar radiation though the
spectral power distribution has changed result-
ing in an increase in the intensity of the high
frequency (blue) radiation. During noontime at
the horizon, the sky looks close to white in color
with a bluish tinge, because the solar radiation
has passed through many air masses. As the
thickness of the atmosphere increases, the
intensity of the blue radiation decreases and
ultimately as the radiation reaches the horizon,
all the spectral colors are scattered about the
same level resulting in white or bluish white sky.

2. Polarization of the solar radiation by the
atmosphere. Light scattered by a molecule is
polarized. The blue skylight is polarized with a

maximum polarization of about 75% to 85% at
908 from the sun.

3. Distant mountains seem bluish in color. When an
artist wishes to paint a distant mountain in
perspective, he/she paints it blue; why? This is
called airlight. The low wavelength part of the
solar radiation is scattered more prominently,
giving it a blue perspective when observed from a
distance. However, it should be mentioned that
the distant mountains may look any color
depending on the scattering and absorption of
the solar radiation sometimes resulting in ‘Purple
Mountain’s majesty.’

4. Sun looks red at the sunrise and sunset. At
sunset as the sun approaches the horizon, the
sun changes its color from dazzling white to
yellow, orange, bright red, and dull red and the
order is reversed at sunrise. At the sunsets and
sunrise, the solar radiation travels through many
airmasses compared to approximately one air-
mass when the sun is at the zenith. Because of
the large mass of air the radiation has to pass
through, first the blue part of the spectrum is
removed and the transmitted green to red
spectral colors give the appearance of yellow.
As this spectrum passes through more airmass,
green is scattered most, leaving spectral yellow,
orange, and red. As the radiation further passes
through air, yellow and orange are also scat-
tered, leaving only red.

Figure 5 Spectral irradiance (kW m22 mm21) of the solar radiation measured above the atmosphere and at the Earth’s surface at sea

level on a clear day and the sun at the zenith.
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5. Twilight. After sunset (dusk), or before the
sunrise (dawn), the sky is illuminated by light
which in turn illuminates the landscape. At
sunsets and sunrise the solar radiation passes
through a large mass of air. At a solar depression
of about 08, most of the blue is lost by scattering,
resulting in a yellow arch and bright sky, and as
the solar depression increases to about 108, the
arch will be reddish and the brightness of the sky
reduced.

6. Alpenglow. Snow-covered mountains glow
orange yellow from the low sun and after the
sunset the same mountains look purple because
of the reflection of the twilight.

7. Twinkling of stars. The stars twinkle. The local
variations in the density of air are responsible for
the twinkling of stars. As the density of air
changes, so does the index of refraction and the
starlight is continually refracted and dispersed.
Twinkling is more prominent when the stars are
on the horizon or on cold clear and windy nights.

8. Mirages. Mirages are refracted images produced
because of the existence of refractive index
gradients in the atmosphere. This results in the
sight of shimmering water on a highway,
inverted view of a car, etc.

9. Aurora Borealis. Aurorae are diffused slowly
moving lights seen at high latitudes. They are
often greenish yellow with different shapes. The
lights in the northern hemisphere are called
‘Aurora Borealis’ and the lights in the southern
hemisphere ‘Aurora Australis.’ They are caused
primarily by the high-energy electrons deflected
by the Earth’s magnetic field towards the Earth’s
magnetic poles interacting with the atmospheric
molecules resulting in molecular excitation and
ionization. When the molecules de-excite, the
characteristic electromagnetic radiation is com-
monly emitted. The commonly seen yellow-green
light is due to the molecular emission of oxygen
at 557 nm.

10. Urban glows. The scattered light from cities
can be observed from space. The metropolitan
Los Angeles can be observed from about 250 km
in space. Extensively used sodium lamps with
strong spectral yellow and blue-green mercury
and fluorescent lights have unique color spectra
of their own.

Colors due to Water and Water Droplets

1. What is the color of pure water? The trans-
mission coefficient of pure water as a function of
wavelength for different thicknesses of water
column is shown in Figure 6. Our perception of

the color of water changes with the thickness of
water. For 1 mm thick water column, all the
wavelengths are transmitted, resulting in the
perception of white; 1 m thick water column
looks unsaturated bluish green. As the thickness
of water increases, the bluish green color will get
more and more saturated. The color of water
perceived by us depends on: (i) light reflected
from the water surface; (ii) the light refracted at
the water surface and diffused and scattered by
the water molecules; and (iii) the refracted light
reaches the bottom and gets reflected, which is
further diffused and scattered and refracted at
the water surface again. What we see is an
additive sum of all these components.

2. Refraction through water–air interface. When
light travels from an optically denser medium to
an optically lighter medium, the light is deviated
away from the normal. This is the reason why the
apparent depth of a fish located in a pond is less
than the true depth and a pencil struck in water
seems to bend. If you are a diver when you look
at the horizon from under water, the hemisphere
seems to be compressed into a circle of diameter
97.28 instead of 1808 which is known as ‘Optical
Manhole.’

3. Glitter. When you look at the reflection of the
sun or the moon in wavy water, you notice a
bright elongated reflected light known as glitter.
It has a brilliant reddish orange color when the
sun is above the horizon. Since the water is wavy,
light reflected by a certain part of the wave at a
certain time has the correct angle of reflection
to reach your eye, which is known as glint.
An ensemble of a large number of glints

Figure 6 Transmission coefficient of water as a function of

wavelength for different thicknesses of water (1 mm, 1 m, and

10 m).
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coming from different waves and different parts
of the waves results in glitter. Since you are
looking at the reflected light, it will be polarized.

4. Sky pools and landpools. The light coming from
a wavy water surface of a lake consists of oval
shaped bright colored patterns that continually
change in shape. This results from the reflection
of skylight by the wavy water. If the waves are
not turbulent the reflected light reaching your eye
continually changes resulting in bright colored
patterns. Landpools are caused by a nearby
sloping landscape and the reflected light pattern
from the landscape.

5. Thin films. Oil floats on water and spreads into
thin films because of its low surface tension.
When viewed in reflected natural white light,
the light reflected from the top surface of the
oil and the light reflected from the interfacial
surface of oil and water interfere to produce
colorful patterns. Brilliant colored patterns are
commonly seen on the roads after rain because
of gasoline on water. Foam ordinarily consists
of bubbles ranging typically 1024 mm to
several mm. Even though each bubble produces
colorful light due to the interference effects,
the light coming out of the foam adds up to
white light.

6. Wet surfaces look darker. A water spot on a
concrete road looks darker. Since concrete is not
porous a thin layer of water sticks to the surface.
At the water surface part of the light incident is
reflected, and a large part is transmitted. The
transmitted light is diffusively scattered, part of
which goes through total internal reflection and
only a small part reaches the eye, making the
surface look darker.

When a fabric is wet it looks darker because
of a slightly different mechanism. The surface of
the fabric gets coated with a thin layer of water
(refractive index ¼ 1.33) which is smaller than
the refractive index of the fabric. When the cloth
is wet more light is transmitted, and less gets
reflected than before. The transmitted light
penetrates the fabric and gets scattered, resulting
in a darker appearance.

7. Rainbows. Water with a refractive index of 1.33
is a dispersive medium. White light consisting of
different wavelengths travel at different speeds in
the medium and emerge at different directions. If
the dispersion is adequate, different spectral
colors can be seen by the naked eye. The dew
covered lawn on a sunny day displays the
spectral colors. If you stand close to the dew
drop without blocking the sun’s radiation
falling on the drop, at some angle one should

see the spectral colors. The primary rainbow is
produced by the water droplets in the atmos-
phere after rain. The radius of the primary
rainbow is about 428 with a width of about 28.
The color of the primary rainbow would be blue
to red from the center of the rainbow. A rainbow
is observed at the antisolar point. The brightness
of the rainbow depends on the ambient sunlight,
the size of the droplets, and whether the sun is
low or high in the sky. The secondary rainbow,
which is fainter, is often seen outside the primary
rainbow at about 518. The secondary rainbow
will have red to blue from the center of the
secondary rainbow. The secondary rainbow is
approximately half as bright as the primary
rainbow. The secondary rainbow is caused by
two total internal reflections within the droplet
whereas the primary rainbow is the result of one
total internal reflection only. Because of the total
internal reflection process, light is about 95%
tangentially polarized in the primary rainbow.

8. Heiligenschein. Heiligenschein or the ‘holy light’
can be seen around the shadow of your head on a
lawn on a sunny morning when dew drops are
present. Usually, the dew drops are held by the
tiny hairs of the grass at some distance from the
blade of the grass. As light falls on the droplet,
the spherical drop converges light at its focus and
if the grass blade is located at that point, the light
gets retroreflected approximately towards the
sun resulting in holy light around your shadow.

9. Coronae. Colored concentric patchy rings seen
around the moon and the sun are called coronae.
They are primarily produced by the water
droplets in the thin clouds. Even though the
water droplets are randomly located, the dif-
fracted light from the droplets has a defined
angle and the superposition of the diffraction
patterns from different water droplets results in
colored ring structures. Coronae can be
easily seen around the full moon viewed through
thin clouds.

10. The Glory. On a foggy day with the sun at your
back, one may see bright colored rings in the
form of arches of about 58 to 108 at the solar
point. The light in the glory is polarized and the
ring structure is produced by reflection of the
solar radiation by the fog.

11. Clouds. Clouds contain suspended water dro-
plets or ice crystals. The size of the droplets
ranges from less than a micrometer to about 100
micrometers (1026 m). When the air is super-
saturated with water vapor, the water condenses
into water droplets, resulting in a definite shape
to the cloud. When the sun’s radiation falls on
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the cloud, the light is scattered by the water
droplets. Even though one would expect that the
scattered light may have some color distribution,
since we look at the scattered light from a very
large number of droplets, the summation of all
the colors results in white. Some clouds look
dark or gray because, either they are in the
shadow of other clouds or they are so thick that
most of the light is absorbed. During sunset and
sunrise, the clouds look bright orange because of
the colored light illuminating them. Even though
all the clouds are basically white, they may
appear colored because of the selective absorp-
tion of certain colors in the atmosphere or due to
the colored background radiation. Often, you see
a silver lining at the edges of a cloud, because at
the edges the density of water is low and when
the sun illuminates it from the back, the
radiation is scattered in the forward direction
quite efficiently, resulting in a bright and shiny
‘silver lining’ to the cloud.

12. Lightning. Lightning is caused by an intense
electrical discharge due to the high potential
differences developed. On a cloudy and rainy
day, as the water droplets grow in size, the falling
drops get distorted to ellipsoidal shape and get
polarized. The top smaller portion becoming
negative and the lower larger part becoming
positive. As the deformation increases, the drop
ultimately breaks and the smaller drops being
negatively charged and the larger ones positively
charged. The wind currents easily lift the buoy-
ant small drops to higher altitudes and the
heavier positively charged droplets fall towards
the Earth. The final result is that the upper region
of the cloud is negatively charged whereas the
lower region of the cloud is positively charged.
The portion of the Earth under the cloud
becomes negatively charged due to induction.
The localized ions in the positively charged cloud
produce a strong electric field which is further
augmented by the induced negative charges on
the Earth below. The strong electric field
ionizes the air molecules setting up a current
discharge to the earth. This discharge is called
stepped leader. Following the stepped leader, the
charges in the upper region of the cloud also
discharge resulting in what is called return
stroke. The sequence of leader and return strokes
occur typically about ten times in a second.
Since the clouds are charged and they are closer
to each other, lightening is more frequent
between the oppositely charged clouds than
cloud and Earth. It is estimated that the lightning
between the clouds is about five times more

frequent compared to the lightening events
between a cloud and the Earth. In this process,
the nitrogen and oxygen molecules in air are
excited and ionized. The flash is produced by the
de-excitation of these molecular species. Since
the temperatures involved are quite high
(30 000 K), the flash has a strong unsaturated
bluish hue. Some hydrogen lines are also
observed in the flash. Hydrogen is produced as
a result of the dissociation of water molecules
during the discharge process.

13. Ice and Halos. Snow reflects most of the light
falling with a reflectivity of about 95%. Snow-
flakes are crystalline and have hexagonal struc-
ture. In nature they occur in assorted sizes and
shapes. As white light falls on them, light may be
simply reflected from their surfaces making them
shining white, which are often called glints. The
light may also pass through the crystalline
material get dispersed and emerge with different
colors, which are known as sparkles.

The halos appear as thin rings around the sun
or the moon. They are produced because of the
minimum deviation of light in snow crystals. The
228 halo is most common and is often seen a
number of times in a year. The halos are circular
and have a faint reddish outer edge and a bluish
white diffused spot at the center. They often look
white because of the superposition of different
colors resulting in a more or less white color.

Color in Art and Holography

Sources of Color

There are two major color sources, dyes and paint
pigments. Dyes are usually dissolved in a solvent. The
dye molecules have selective absorption resulting in
selective transmission. Paint pigments are powdered
and suspended in oil or acrylic. The paint particles
reflect part of the radiation falling on them, selec-
tively absorb part of the radiation and transmit the
balance. Lakes are made of translucent materials such
as tiny grains of alumina soaked in a dye of
appropriate color.

In the case of water colors and printer’s inks, part
of the light incident is reflected from the surface and
the remaining transmitted which is selectively
absorbed by the dye. The transmitted light reflected
by the paper, passes through the dye again and
emerges. Each transmission produces color by sub-
tractive color scheme and the emerging light is mixed
partitively by the observer.

In the case of paints, the color depends on the size
and concentration of the pigment particles and the
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medium in which they are suspended. Part of the light
incident on the artwork gets reflected at the surface
and the remaining selectively absorbed and trans-
mitted which in turn is further reflected and
transmitted by other pigment particles each time
following a subtractive color scheme. The light
reaching the canvas gets reflected and passes through
the medium and emerges. Again, all the emerging
beams are partitively mixed by the observer.

Holograms may be broadly categorized as trans-
mission and reflection holograms. Both transmission
and reflection (volume) holograms are prepared by
producing the interference pattern of the reference
and object laser beams. Transmission holograms can
be viewed in the presence of the reference laser beam
that was employed for its preparation. Spectacular
three-dimensional colored images are reconstructed
by the reflection holograms depending on the angle of
incidence of the white light and the direction of
observation. Embossed holograms are popular for
advertising, security applications (credit cards), dis-
play, and banknotes. Some studios prepare three-
dimensional holographic portraits that can be viewed
in natural light. In the future, three-dimensional
videos and even holographic three-dimensional
movies may be a reality.

Structural Colors in Nature

Nanoscale Photonic Lattices

Newton observed that iridescence (change in color
with the direction of observation) is caused by optical
interference. The colors are produced by the inter-
ference or the light diffracting characteristics of the
microstructures and not by the selective reflection or
absorption of light, as in the case of pigments.
Photonic band structures consist of periodic arrange-
ment of dielectric materials even though they are
transparent, have a bandgap resulting in inhibition of
certain wavelengths. Light with frequencies in the
gaps between the bands get reflected resulting in the
specific color.

The structural colors of light can be seen in the
animal world and minerals. For example, opal, a
sedimentary gem does not have crystalline structure,
but consists of tiny spheres of silica packed together.
The diffraction of light through these structures
results in spectacular colors determined by the size
of the spheres and their periodicity. The spines of the
sea mouse Aphrodite are covered with natural
photonic structures that produce iridescence resulting
in brilliant colors depending on the direction of the
incident light and the direction of observation.

In the case of the butterfly, Morpho rhetenor, the
metallic blue color is produced by the periodic
structure of its wings. Its wings have layers of scales,
each of about 200 mm long and 80 mm wide and
about 1300 thin parallel structures per mm which
form a diffraction grating.

The bird feathers viewed through an optical
microscope show the structural components which
are responsible for their coloration. The structural
details of the peacock’s eye pattern employing the
scanning electron microscopy show photonic struc-
tures on peacock barbules. Barbules are the strap like
branches on the peacock feathers. The four principal
colors on the peacock feathers blue, green, yellow,
and brown were identified wth the specific structures.
The interference between the light reflected from the
front surface to that reflected from the back was
shown to be responsible for the brown color in the
peacock’s eye. The photonic structure of the green
barbule has a periodic structure of melanin cylinders
with a spacing of about 150 nm whereas the blue
barbule has a periodic structure of 140 nm, and
yellow barbules have a periodicity of 165 nm.

See also

Dispersion Management. Holography, Techniques:
Color Holography. Photon Picture of Light. Polari-
zation: Introduction. Scattering: Scattering Theory.
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Introduction

The growth in the fiber optic communications and
optoelectronics industries has led to the development
and commercialization of many types of optical
components. Fiber sensor devices and systems are a
major user of such technologies. This has resulted in
the development of commercial fiber sensors that can
compete with conventional sensors. Fiber sensors
are capable of measuring a wide variety of stimuli
including: mechanical (displacement, velocity, accel-
eration, strain, pressure); temperature; electro-
magnetic (electric field, magnetic field, current);
radiation (X-ray, nuclear); chemical composition;
flow and turbulence in liquids; and biomedical.
The main advantages of fiber sensors are that they
are low cost, compact and lightweight, robust,
passive, immune to electromagnetic interference,
and highly sensitive.

Fiber sensors can be grouped into two basic classes:
intrinsic and extrinsic. In an intrinsic fiber sensor the
sensing is carried out by the optical fiber itself. In an
extrinsic sensor the fiber is simply used to carry light
to and from an external optical device where the

sensing takes place. Point fiber sensors are localized to
discrete regions; quasi-distributed sensors utilize
point sensors at various locations along a fiber and
distributed sensors are capable of sensing over the
entire length of fiber.

A basic fiber sensor system, as shown in Figure 1,
consists of a light source, fiber sensor, optical detector,
and signal processing electronics. A measurand
causes some change (intensity, phase, polarization,
spectrum, etc.) in the light propagating through the
sensor. This change is detected and processed to give
an output signal proportional to the measurand.
A large part of fiber sensor research concerns the
development of fiber sensors sensitive to particular
measurands and appropriate signal processing
techniques. We describe some of the most important
fiber sensors and also consider quasi-distributed
and distributed sensing, including the use of multi-
plexing techniques.

Figure 1 Basic fiber sensor system.



Intensity-Based Fiber Sensors

The intensity modulation (IM) of light is a simple
method for optical sensing. There are several
mechanisms that can produce a measurand-induced
change in the optical intensity propagated by an
optical fiber. Perhaps the simplest type of IM fiber
sensor is the microbend sensor shown in Figure 2.
The sensor consists of two grooved plates between
which passes an optical fiber. The upper plate can
move in response to pressure. When the fiber is bent
sufficiently, light escapes into the fiber cladding and
is lost. The greater the pressure on the plates the
more loss occurs.

Coupling-based fiber sensors are useful for
measurement of displacement or dynamic pressure.
Transmission and reflective configurations are poss-
ible as shown in Figure 3. The transmission coupling-
based sensor consists of two fibers with a small gap
between them. The amount of light coupled to the
second fiber depends on the fiber acceptance angles
and the distance between the fibers. One of the fibers
can move in response to vibration or pressure thereby
changing the distance between the fibers and hence
the coupling loss. The reflection-based sensor oper-
ates in a similar fashion, where light is reflected from
a flexible diaphragm back into a collecting fiber. The
reflected light intensity changes as the diaphragm is
flexed. Once the coupling relationship between the
input fiber, diaphragm and collecting fiber is known,

intensity changes can be related to the applied
displacement or pressure.

Evanescent wave fiber sensors exploit the fact that
some of the energy in the guided mode of an optical
fiber penetrates a short distance from the core into the
cladding. The penetration of light energy into the
cladding is called the evanescent wave. It is possible to
design a sensor where energy is absorbed from the
evanescent wave in the presence of certain chemicals
as shown in Figure 4. This is achieved by stripping the
cladding from a section of the fiber and using a light
source having a wavelength that can be absorbed by
the chemical that is to be detected. The resulting
change in light intensity is a measure of the chemical
concentration. Measurements can also be performed
in a similar fashion by replacing the cladding with a
material such as an organic dye whose optical
properties can be changed by the chemical under
investigation. Evanescent wave fiber sensors have
found many applications in the biomedical field, such
as blood component meters for detection of choles-
terol and uric acid concentrations in blood.

A linear position sensor based on time division
multiplexing is shown in Figure 5. It uses a square-
wave modulated light source, optical delay loops and
an encoded card. The delay loops separate the return
signal from the encoded card by a time that is greater
than the pulse duration. The encoded return signal
can be decoded to determine the card position and
velocity.

Interferometric Sensors

Interferometric fiber sensors operate on the principle
of interference between two or more light beams to
convert phase differences to intensity changes. Com-
mon configurations used include Michelson, Mach–
Zehnder, and Sagnac interferometers, polarimetric
systems, grating and etalon-based interferometers
and ring resonators. Interferometric fiber sensors
have extremely high sensitivity and are able to resolve
path differences of the order of 1026 of the light

Figure 3 (a) Transmission and (b) reflective coupling-based

fiber sensors.

Figure 2 Microbend fiber sensor. The transducer moves in

response to pressure and in doing so changes the bending radius

of the fiber and thereby the fiber loss.

Figure 4 Evanescent wave fiber chemical sensor.
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source wavelength. To realize high sensitivity, spec-
trally pure light sources such as semiconductor lasers
must be used. In addition, single mode fibers and
components are used to maintain the spatial coher-
ence of the light beams. Factors that affect the
performance of interferometric sensors include the
optical source phase noise and the polarization states
of the interfering light beams.

In two-beam interferometric sensors, such as the
Michelson interferometric strain sensor shown in
Figure 6, one of the light beams travels through a fiber
where its phase can be modulated by the measurand.
The two reflected beams recombine on a detector, the
output of which is of the form 1 þ V cos f as shown in
Figure 7. f is the relative phase shift between the
return beams and V the interferometer visibility.
Compensating techniques must be used to ensure
that the interferometer sensitivity is maximized.
Active techniques involve the insertion of an active
device, such as a fiber stretcher, in one of the
interferometer arms to control the mean phase
difference between the beams. Passive schemes have
the advantage in that no active components are
required, but usually involve complex signal proces-
sing schemes such as active homodyne or synthetic
heterodyne demodulation. The sensitivity of the fiber
to the measurand can be further improved through the
use of specialized coatings.

Compact interferometric sensors can be con-
structed using intrinsic or extrinsic Fabry–Perot
type configurations, the most common of which are
shown in Figure 8. If the Fabry–Perot cavity
reflectivities are p1; then it can be considered to be
a two-beam interferometer.

Polarimetric fiber sensors relate changes induced
in the polarization state of light to the measurand.

Figure 5 Linear position sensor using time division multiplexing.

Figure 6 Michelson interferometric strain sensor. Part of the signal arm is embedded in a material, such as concrete (in civil

engineering structures) or carbon composite (used in the aerospace industry).

Figure 7 Two-beam interferometer transfer function. The

sensitivity is maximized when the mean phase difference between

the detected light beams is an odd integer multiple of p=2: When

this is the case the interferometer is said to be operating in

quadrature.
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These sensors usually use high birefringence (Hi-Bi)
fiber. The phase difference between the two orthog-
onally polarized modes of Hi-Bi fiber is given by

f ¼ Dbl ½1�

where Db is the fiber (linear) birefringence and l the
fiber length. Both Db and l can be changed by the
measurand. A polarimetric strain sensor using Hi-Bi
fiber embedded in carbon fiber composite, is shown in
Figure 9. Light from a linearly polarized He–Ne laser
is launched into the Hi-Bi fiber, through a half-
waveplate and lens. The waveplate is used to rotate
the light plane of polarization so that it is at 458 to the
principal axes of the fiber. This ensures that half of the
input light power is coupled to each of the fast and
slow modes of the Hi-Bi fiber. The output light
from the Hi-Bi fiber is passed through a polarization
beamsplitter. The beamsplitter separates the light into
two orthogonally polarized beams, which are then
detected. The output from each of the detectors is
given by V1 ¼ I0 sin2f and V2 ¼ I0 cos2f; respect-
ively, where I0 is the input light intensity. The state of
polarization (SOP) of the output light from the Hi-Bi

fiber is given by

SOP ¼
V1 2 V2

V1 þ V2

¼ cos2fþ sin2f ½2�

It is a simple matter to calculate the SOP, from which
f can be determined. The form of eqn [2] is very
similar to the two-beam interferometer transfer
function, shown in Figure 7.

A polarimetric electric current sensor based on the
Faraday effect is shown in Figure 10. The Faraday
effect provides a rotation of the light’s polarization
state when a magnetic field is parallel to the optical
path in glass. If an optical fiber is closed around a
current-carrying conductor, the Faraday rotation is
directly proportional to the current. By detecting the
polarization rotation of light in the fiber, the current
can be measured.

Linearly polarized light is equivalent to a combi-
nation of equal intensity right and left circularly
polarized components. The linear state of polariz-
ation of the polarized laser light rotates in the
presence of a magnetic field because the field produces

Figure 8 Interferometric fiber Fabry–Perot configurations.

Figure 9 Polarimetric strain sensor system.
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circular birefringence in the fiber. This means that
right and left circularly polarized light will travel at
different speeds and accumulate a relative phase
difference given by

f ¼ VBl ½3�

where V is the Verdet constant (rad Tesla21 m21) of
the glass, B the magnetic field flux density (Tesla), and
l the length of the fiber exposed to the magnetic field.
In the polarimetric current sensor, the polarization
rotation is converted to an intensity change by the
output polarizer. The output to the detector is
proportional to 1 þ sinð2fÞ; from which f and the
current can be determined.

The linear birefringence of conventional silica
fiber is much greater than its circular birefringence.
To make a practical current sensor, the linear
birefringence must be removed from the fiber and
this can be achieved by annealing the fiber. Annealing
involves raising the temperature of the fiber, during
manufacture, to a temperature above the strain point
for a short period of time and slowly cooling back to
room temperature. This reduces stresses in the glass,
which are the principal cause of linear birefringence,
and also cause physical and chemical changes to the
glass. Waveguide-induced birefringence cannot be
removed by annealing, but can be significantly
reduced by twisting the fiber.

White light – or more accurately low-coherence –
interferometry utilizes broadband sources such as
LEDs and multimode lasers in interferometric
measurements. Optical path differences (OPDs) are
observed through changes in the interferometric
fringe pattern. A processing interferometer is required
in addition to the sensing interferometer to extract the
fringe information.

The processing of white light interferometry signals
relies on two principal techniques. The first technique
involves scanning the OPD of the processing inter-
ferometer to determine regions of optical path
balance. The second technique involves determi-
nation of the optical spectrum using an optical

spectrum analyzer. The resulting fringe pattern fringe
spacing is then related to the OPD of the sensing
interferometer.

An example of the optical path scanning technique
is shown in Figure 11a. The sensing interferometer is
designed such that its OPD is much greater than the
coherence length of the light source, so at its output
no interference fringes are observed. The output of
the sensing interferometer is fed to the processing
interferometer. The OPD of the processing interfe-
rometer is scanned using a piezoelectric fiber stretcher
driven by a suitable scanning voltage. As the
processing interferometer is scanned, interference
fringes are observed at two distinct points as shown
in Figure 11b. The first set of fringes occurs when the
OPD of the processing interferometer is within the
coherence length of the optical source (close to zero).
The second set of fringes occurs when the OPDs in the
two interferometers are equal. The OPD in the
sensing interferometer can be determined by measur-
ing the OPD in the processing interferometer between
the two positions of maximum visibility in the output
signal from the detector. This, in turn, can be related
to OPD changes due to the action of the measurand,
in this case strain.

Sagnac interferometric sensors can be used to
create highly sensitive gyroscopes that can be used
to sense angular velocity (e.g., in aircraft navigation
systems). It is based on the principle that the
application of force (e.g., centrifugal force) will alter
the wavelength of light as it travels around a coil of
optical fiber. A basic open-loop fiber gyroscope is
shown in Figure 12. The broadband source (e.g.,
superluminescent diode) is split into two counter
propagating light beams traveling in the clockwise
and anticlockwise directions. The polarizer is used to
ensure the reciprocity of the counter propagating
waves. The inherent nonlinear response of the
gyroscope can be overcome by using a phase
modulator and signal processing techniques. In
the ideal case the detector output is proportional to
1 þ cos fs: The Sagnac phase shift fs between the

Figure 10 Polarimetric electric current sensor system.
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two returning beams is given by

fs ¼
8pANV

cl0

½4�

A is the area enclosed by a single loop of the fiber, N
the number of turns, V the component of the angular
velocity perpendicular to the plane of the loop, l0 the
free-space wavelength of the optical source, and c the
speed of light in a vacuum. Sensitivities greater than

1028 rad/s and dynamic ranges in excess of 40 dB
have been achieved with open-loop fiber gyroscopes.
More advanced gyroscopes can greatly improve on
this performance.

Fiber Grating Sensors

Many types of fiber gratings can be used in sensing
applications including Bragg, long-period, and

Figure 11 Low-coherence interferometric sensor. (a) Schematic diagram. (b) Output of the scanned processing interferometer.

Figure 12 Basic open-loop fiber gyroscope.
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chirped gratings. Because fiber gratings are small and
have a narrow wavelength response, they can be used
for both point and quasi-distributed sensing. They
can be embedded in composite materials for smart
structure monitoring and also in civil engineering
structures such as bridges.

Fiber Bragg gratings (FBGs) are the most popular
type of grating sensor. A typical FBG consists of a
short section (typically a few mm) of single-mode
fiber with a periodic modulation (typically 100s of
nm) of the core refractive index. The index modu-
lation causes light in the forward propagating core
mode to be coupled into the backward core mode.
This causes the FBG to act as a highly wavelength-
selective rejection filter. The wavelength of peak
reflectivity is the Bragg wavelength lB ¼ 2neffL;

where neff is the effective refractive index of the
guided mode in the fiber and L the index modulation
period. Both neff and L can be changed by an external
measurand, resulting in a shift in lB:

The basic principle of FBG sensors is the measure-
ment of an induced shift in the wavelength of an
optical source due to a measurand, such as strain or
temperature. A basic reflective FBG sensor system is
shown in Figure 13. A broadband light source is used
to interrogate the grating, from which a narrowband
slice is reflected. The peak wavelength of the reflected
spectrum can be compared to lB; from which strain
or temperature can be inferred. The shift in the Bragg
wavelength DlB with applied microstrain Dðm1Þ and
change in temperature DT; for silica fiber is given

approximately by

DlB

lB

< 0:78 £ 1026Dðm1Þ þ 6:67 £ 1026DT ½5�

A wavelength resolution of ,1 pm is required (at
1.3 mm) to resolve a temperature change of 0.1 8C or
a strain change of 1m1: The response of the grating to
strain can be improved through the use of specialized
coatings. Polyimide coatings are commonly used as
an efficient strain transducer for gratings embedded in
composite materials. Because thermal effects in
materials are usually very slow, it is relatively easy
to measure dynamic strain (.1 Hz). However,
in structural monitoring it can be necessary to
distinguish between wavelength shifts due to static
strain and those due to temperature. One technique is
to use two collocated gratings whose response to
strain and temperature is significantly different. In
addition to strain and temperature measurement,
grating sensors have also been used to measure flow,
vibration, electromagnetic fields and chemical effects.

An example of quasi-distributed strain sensing,
using a wavelength division multiplexed array of
FBGs, is shown in Figure 14. Each FBG in the array
has a unique Bragg wavelength. The return light from
the FBG array is passed through a tunable narrow-
band Fabry–Perot filter. As the filter is tuned, the
wavelengths returned by the individual FBGs can be
analyzed and the strain present at each grating
determined.

FBGs can be used as narrowband reflectors for
creating fiber laser sensors, capable of measuring
temperature, static strain, and very high-resolution
dynamic strain. The basic form of an FBG laser sensor
system shown in Figure 15 consists of a doped fiber
section between two identical FBGs. The doped fiber
is optically pumped to provide gain and thereby
enable lasing to occur. Single-mode or multi-mode
lasing is possible depending on the cavity length.
In single-mode operation the FBG laser linewidth
can be much smaller than the linewidth of diode
lasers. This means that FBG laser sensors have
greater sensitivities compared to passive FBG sensors.Figure 13 Basic reflective FBG sensor system.

Figure 14 Quasi-distributed strain sensing using a wavelength division multiplexed array of FBGs.
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When the cavity is subject to weak dynamic strain,
the laser output is frequency modulated. This
frequency modulation can be detected by using
interferometric techniques. The main advantage of
the FBG laser sensor over direct interferometry is that
it is possible to obtain comparable strain sensitivities
using a much shorter length of fiber.

Long-period fiber gratings (LPFGs) are attracting
much interest for use in sensing applications. They
are more sensitive to measurands than FBGs and
easier to manufacture. A typical LPFG has a length
of tens of mm with a grating period of 100s of mm.
Its operation is different to an FBG in that coupling
occurs between the forward propagating core mode
and co-propagating cladding modes. The high
attenuation of the cladding modes results in a series
of minima occurring in the transmission spectrum of
the fiber. This means that the spectral response is
strongly influenced by the optical properties of the
cladding and surrounding medium. This can be
exploited for chemical sensing as shown in Figure 16,
where a broadband source is used to interrogate an
LPFG. The wavelength shifts of the output spectrum

minima can be used to determine the concentration
of particular chemicals in the substance surrounding
the grating. The longest wavelength attenuation
bands are the most sensitive to the refractive index
of the substance surrounding the grating. This is
because higher order cladding modes extend a
greater distance into the external medium. LPFGs
can also be used as strain, temperature, refractive
index, bend, and load sensors.

Fiber Laser Doppler Velocimeter

Laser Doppler velocimetry (LDV) is a technique used
for measuring velocity, especially offluid flows. A fiber
LDV system and associated scattering geometry is
shown in Figure 17. In LDV two coherent laser beams
intersect in a small measurement volume where they
can interfere. The light reflected by a seed particle
passing through the measurement volume is modu-
lated at a frequency proportional to the spatial
frequency (Doppler difference frequency Df ) of the
interference fringes and the component of its velocity

Figure 16 Detail of LPFG sensor.

Figure 15 FBG laser sensor with interferometric detection.
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normal to the interference fringes. Df is given by

Df ¼
2nV cos b

l0

sinðu=2Þ ½6�

where n is the fluid refractive index, V the particle
velocity and l0 the laser free-space wavelength. The
output of the detector is processed to extract Df and
therefore V cos b: Df is independent of the scattered
light direction so collection of the scattered light using
a lens increases the system sensitivity. The form of
eqn [6] indicates that the direction of flow cannot
be ascertained. The simplest technique to resolve this
ambiguity is to apply a frequency shift Dfs to one of
the input beams. This can be achieved by the use
of a piezoelectric frequency shifter. The frequency
shift causes a phase shift to appear between the
two beams. The phase shift increases linearly with
time. This results in a fringe pattern of spacing s;which
moves with constant velocity Vf ¼ sDfs: In this case

the measured Df will be less than or greater than Dfs;

depending on whether the particle is moving with or
against the fringe motion. There will then be an
unambiguous detectable range of velocities from
zero to Vf :

Luminescence-Based Fiber Sensors

Luminescence-based fiber sensors are usually based
on fluorescence or amplified spontaneous emission
occurring in rare earth materials. They can be used in
many applications such as chemical, humidity, and
temperature sensing. It is possible to connect a fiber to
luminescent material or to introduce luminescent
dopants into the fiber. An example of the latter, used
to detect chemical concentration is shown in
Figure 18. A laser pulse causes the doped section of
the fiber to luminesce at a longer wavelength than the

Figure 17 Fiber Doppler velocimeter and scattering geometry.

Figure 18 Chemical sensor based on fluorescence in doped optical fiber.
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laser. The luminescence intensity I(t) at the detector
has an exponential decay profile given by

IðtÞ ¼ I0 expð2ðk1 þ k2CÞtÞ ½7�

where I0 is the initial luminescence intensity, t time,
k1; k2 constants, and C the chemical concentration.
The luminescence time constant 1=ðk1 þ k2CÞ can be
determined by comparing the luminescence intensity
at various times after excitation by the laser pulse,
from which C can be determined. The use of time
division multiplexing allows quasi-distributed
measurement of chemical concentration. The use of
plastic optical fiber for luminescence-based sensors is
attracting much interest.

Distributed Fiber Sensing

We have seen that both point and quasi-distributed
sensing are possible using fiber sensors. Distributed
sensing can be achieved through the use of linear or
nonlinear backscattering or forward scattering
techniques. In linear backscattering systems, light
backscattered from a pulse propagating in an optical
fiber is time resolved and analyzed to obtain the
spatial distribution of the measurand field, e.g.,
polarization optical time domain reflectometry ana-
lyzes the polarization state of backscattered light to
determine the spatial distribution of electromagnetic
fields. Nonlinear backscattering schemes use effects
such as Raman or Brillouin scattering. An important
example of the former is the anti-Stokes Raman
thermometry system shown in Figure 19. A light pulse
is transmitted down the sensing fiber. Spontaneous
Raman scattering causes Stokes and anti-Stokes
photons to be generated along the fiber. Some of
these photons travel back along the fiber to a
fast detector. The intensity of the Stokes line is

temperature independent. The anti-Stokes line inten-
sity is a function of temperature. The ratio of the two
intensities provides a very accurate measurement
of temperature. The measurement location is deter-
mined by timing of the laser pulse.

See also

Environmental Measurements: Laser Detection of
Atmospheric Gases. Fiber Gratings. Interferometry:
Overview; Phase Measurement Interferometry; White
Light Interferometry. Optical Materials: Smart Optical
Materials.
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Figure 19 Anti-Stokes Raman thermometry system.
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Heterodyning, also known as frequency mixing, is a
frequency translation process. Heterodyning has its
root in radio engineering. The principle of hetero-
dyning was discovered in the late 1910s by radio
engineers experimenting with radio vacuum tubes.
Russian cellist and electronic engineer Leon There-
min invented the so-called Thereminvox, which was
one of the earliest electronic musical instruments that
generates an audio signal by combining two different
radio signals. American electrical engineer Edwin
Armstrong invented the so-called super-heterodyne
receiver. The receiver shifts the spectrum of the
modulated signal, that is, the frequency contents of
the modulated signal, so as to demodulate the audio
information from it. Commercial amplitude modu-
lation (AM) broadcast receivers nowadays are super-
heterodyne type. After illustrating the basic principle
of heterodyning by some simple mathematics, we will
discuss some examples on how the principle of
heterodyning is used in radio and in optics.

For a simple case, when signals of two different
frequencies are heterodyned or mixed, the resulting
signal produces two new frequencies, the sum
and difference of the two original frequencies.
Figure 1 illustrates how signals of two frequencies
are mixed or heterodyned to produce two new
frequencies, v1 þ v2 and v1 2 v2; by simply multi-
plying the two signals cosðv1t þ u1Þ and cosðv2tÞ;
where v1 and v2 are radian frequencies of the two

signals and u1 is the phase angle between the two
signals. Note that when the frequencies of the two
signals to be heterodyned are the same, i.e., v1 ¼ v2;

the phase information of cosðv1t þ u1Þ can be
extracted to get cosu1 if we use an electronic lowpass
filter (LPF) to filter out the term cosð2v1t þ u1Þ: This
is shown in Figure 2. Heterodyning is often referred
to as homodyning for the mixing of two signals of the
same frequency.

For a general case of heterodyning, we can have a
signal represented by sðtÞ with its spectrum SðvÞ;
which is given by the Fourier transform of sðtÞ; and
when it is multiplied by cosðv2tÞ; the resulting
spectrum is frequency-shifted to new locations in
the frequency domain as:

F {sðtÞ cosðv2tÞ} ¼
1

2
Sðv2 v2Þ þ

1

2
Sðvþ v2Þ ½1�

where F {sðtÞ} ¼ SðvÞ and F {·} denotes the Fourier
transform of the quantity being bracketed. The
spectrum of sðtÞcosðv2tÞ; along with the spectrum of
sðtÞ; is illustrated in Figure 3. It is clear that
multiplying sðtÞ with cosðv2tÞ is a process of hetero-
dyning, as we have translated the spectrum of the
signal sðtÞ: This process is known as modulation in
communication systems.

In order to appreciate the process of heterodyning
let us now consider, for example, heterodyning in
radio. In particular, we consider AM. While the
frequency content of an audio signal (from 0 to
around 3.5 kHz) is suitable to be transmitted over a
pair of wires or coaxial cables, it is, however, difficult
to be transmitted in air. By impressing the audio
information onto a higher frequency, say 550 kHz, as
one of the broadcast bands in AM radio, i.e., by

Figure 1 Heterodyning of two sinusoidal signals.

Figure 2 Heterodyning becomes homodyning when the two

frequencies to be mixed are the same: homodyning allows the

extraction of the phase information of the signal.

Figure 3 Spectrum of s(t) and s(t)cos(v2t). It is clear that

spectrum of s(t) has been translated to new locations upon

multiplying a sinusoidal signal.
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modulating the audio signal, the resulting modulated
signal can now be transmitted using antennas of
reasonable dimensions. In order to recover (demodu-
late) the audio signal from the modulated signal, the
modulated signal is first received by an antenna in a
radio receiver, multiplied by the so-called local
oscillator with the same frequency as the signal used
to modulate the audio signal, then followed by a
lowpass filter to eventually obtain the audio infor-
mation back. The situation is illustrated in Figure 4.
We shall now describe the process mathematically
with reference to Figure 4.

We denote sðtÞ as the audio signal. After multiply-
ing by cosðvctÞ; which is usually called a carrier in
radio in the modulation stage, where vc is the
radian frequency of the carrier. The modulated signal
sðtÞcosðvctÞ: is transmitted via an antenna. When the
modulated signal is received in the demodulation
stage, the modulated signal is then multiplied by
the local oscillator of signal waveform cosðvctÞ:
The output of the multiplier is given by

sðtÞ cosðvctÞ cosðvctÞ ¼ sðtÞ 1
2 ½1 þ cosð2vctÞ� ½2�

Note that the two signals in the demodulation stage,
sðtÞcosðvctÞ and cosðvctÞ; are heterodyned to produce
two new frequencies, the sum vc þ vc ¼ 2vc to give
the term cosð2vctÞ and the difference vc 2 vc ¼ 0 to
give the term cosð0Þ ¼ 1: Since the two frequencies to
be multiplied in the demodulation stage are the same,
this is homodyning as explained above. Now by
performing lowpass filtering (LPF), we can recover
our original audio information sðtÞ: Note that if the
frequency of the local oscillator in the demodulation
stage within the receiver is higher than the frequency
of the carrier used in the modulation stage, hetero-
dyning in the receiver is referred to as super-
heterodyning, which most receivers nowadays use
for amplitude modulation. In general, we have two

heterodyning processes in the radio system just
described, one in the modulation stage and the
other in the demodulation stage. However, it is
unusual to speak of heterodyning in the modulation
stage, and so we just refer to the process in the
demodulation stage as ‘heterodyne detection.’

In summary, heterodyne detection can extract the
information from a modulated signal and can also
extract the phase information of a signal if homo-
dyning is used. We shall see, in the next section, how
optical heterodyne detection is employed.

Optical information is usually carried by coherent
light such as a laser. Let cpðx; yÞ be a complex
amplitude of the light field, which may physically
represent a component of the electric field. We further
assume that the light field is oscillating at temporal
frequency v0:Therefore, we can write the light field as
cp expð iv0tÞ: By taking the real part of cp expð iv0tÞ;
i.e., Re½cp expð iv0tÞ�; we recover the usual physical
real quantity. For a simple example, if we let cp ¼

A expð2ik0zÞ; where A is some constant and k0

is the wavenumber of the light, Re½cp expð iv0tÞ� ¼
Re½Aexpð2ik0zÞexpðiv0tÞ�¼Acosðv0t2k0zÞ; which
is a plane wave propagating along the positive z
direction in free space. To detect light energy, we use a
photodetector (PD), as shown in Figure 5. Assuming a
plane wave for simplicity, as cp¼A; we have also
taken z¼0 at the surface of the photodetector. As the
photodetector responds to intensity, i.e., lcpl

2
; which

gives the current, i, as output by spatially integrating
the intensity:

i/
ð

S
lcp expðiv0tÞl2dxdy¼A2S ½3�

where S is the surface area of the photodetector. We
can see that the photodetector current is proportional
to the intensity, A2; of the incident light. Hence the
output current varies according to the intensity of the

Figure 5 Optical direction detection or optical incoherent

detection.

Figure 4 Radio link: heterodyning in the demodulation stage is

often known as heterodyne detection.
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optical signal intensity. This mode of photodetection is
called direct detection or incoherent detection in
optics.

Let us now consider the heterodyning of two plane
waves on the surface of the photodetector. We assume
an information-carrying plane wave, also called
the signal plane wave, As exp{ i½ðv0 þ vsÞt þ sðtÞ� 	

expð2ik0x sinfÞ}; and a reference plane wave,
Ar expð iv0tÞ; or called a local oscillator in radio.
The situation is shown in Figure 6.

Note that the frequency of the signal plane wave is
vs higher than that of the reference signal, and it is
inclined at an angle f with respect to the reference
plane wave, which is normal incident to the photo-
detector. Also, the information content sðtÞ is in the
phase of the signal wave. In the situation shown in
Figure 6, we see that the two plane waves are
interfered on the surface of the photodetector, giving
the total light field ct; given by

ct ¼ Ar expðiv0tÞ þ As exp{i½ðv0 þ vsÞt þ sðtÞ�}

£ expð2ik0x sinfÞ ½4�

Again, the photodetector responds to intensity, giving
the current

i /
ð

S
lctl

2dxdy

¼
ða

2a

ða

2a
½A2

r þ A2
s þ 2ArAs cosðvst þ sðtÞ

2 k0x sinfÞ�dxdy ½5�

where we have assumed that the photodetector
has a 2a £ 2a square area. The current can be
evaluated to be:

iðtÞ/2aðA2
r þA2

s Þþ4ArAs
sinðk0asinfÞ

k0 sinf
cosðvstþsðtÞÞ

½6�

The current output has two parts: the DC current and
the AC current. The AC current at frequency vs is
commonly known as the heterodyne current.

Note that the information content sðtÞ originally
embedded in the phase of the signal plane wave has
now been preserved and transferred to the phase of the
heterodyne current. The above process is called
optical heterodyning. In optical communications, it
is often referred to as optical coherent detection. In
contrast, if the reference plane wave has not been used
for the detection, we have the incoherent detection.
The information content carried by the signal plane
wave would be lost, as it is evident that for Ar ¼0; the
above equation gives only a DC current at a value
proportional to the intensity of the plane wave, A2

s :

Let us now consider some of the practical issues
encountered in coherent detection. Again, the AC
part of the current given by the above equation is the
heterodyne current ihetðtÞ; given by

ihetðtÞ / ArAs
sinðk0a sinfÞ

k0sinf
cosðvst þ sðtÞÞ ½7�

We see that since the two plane waves propagate in
slightly different directions, the heterodyne current
output is degraded by a factor of

sinðk0a sinfÞ

k0sinf
¼ asincðk0a sinfÞ

where sincðxÞ ¼ sinðxÞ=x: For small angles, i.e.,
sinf < f; the current amplitude falls off as
sincðk0afÞ: Hence, the heterodyne current is at a
maximum when the angular separation between the
signal plane wave and the reference plane wave is
zero, i.e., the two plane waves are propagating exactly
in the same direction. The current will go to zero when
k0af ¼ p; orf ¼ l0=2a;where l0 is the wavelength of
the laser light. To see how critical it is for the anglef to
be aligned in order to have any heterodyne output, we
assume the size of the photodetector 2a ¼ 1 cm and
the laser used is red, i.e., l0 < 0:6 mm; f is calculated
to be about 2:3 £ 1023 degrees. Hence to be able to
work with coherent detection, we need to have precise
optomechanical mounts for angular rotation.

Finally we describe a famous application of hetero-
dyning in optics – holography. As we have seen, the
mixing of two light fields with different temporal
frequencies will produce heterodyne current at the
output of the photodetector. But we can record the two
spatial light fields of the same temporal frequency with
photographic films instead of using electrical devices.
Photographic films respond to light intensity as well.
We discuss holographic recording of a point source
object as a simple example. Figure 7 shows a colli-
mated laser split into two plane waves and recombined
by the use of two mirrors (M) and two beamsplitters
(BS). One plane wave is used to illuminate the pinhole
aperture (our point source object), and the otherFigure 6 Optical heterodyne detection.
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illuminates the recording film directly. The plane wave
that is scattered by the point source object, which is
located z0 away from the film, generates a diverging
spherical wave. This diverging wave is known as an
object wave in holography. The object wave arising
from the point source object on the film is given by,
according to Fresnel diffraction:

c0 ¼ A0 expð2ik0z0Þ
ik0

2pz0

	 exp
�
2 ik0ðx

2 þ yÞ2=2z0

�
expð iv0tÞ ½8�

This object wave is a spherical wave, where A0 is the
amplitude of the spherical wave.

The plane wave that directly illuminates the
photographic plate is known as a reference wave,
cr: For the reference plane wave, we assume that
the plane wave has the same phase with the point
source object at a distance z0 away from the film.
Its field distribution on the film is, therefore, cr ¼

Ar expð2ik0z0Þ expðiv0tÞ; where Ar is the amplitude
of the plane wave. The film now records the
interference of the reference wave and the object
wave, i.e., what is recorded on the film as a 2D
pattern is given by tðx; yÞ / lcr þ c0l

2
: The resulting

recorded 2D pattern, tðx; yÞ; is called the hologram of
the object. This kind of recording is known as
holographic recording, distinct from a photographic

recording in which the reference wave does not exist
and hence only the object wave is recorded. Now:

tðx;yÞ / lcr þc0l
2

¼

�����Ar expð2ik0z0Þexpð iv0tÞ þA0 expð2ik0z0Þ

	
ik0

2pz0

exp½2ik0ðx
2 þ yÞ2=2z0� expð iv0tÞ

�����
2

¼ AþB sin

(
k0

2z0

½ðx2 þ yÞ2=2z0�

)
½9�

where A and B are some inessential constants. Note
that the result of recording two spatial light fields of
the same temporal frequency preserves the phase
information (noticeably the depth parameter z0) of
the object wave. This is considered optical homodyn-
ing as it is clear from the result shown in Figure 2.

The intensity distribution being recorded on the
film, upon being developed, will have transmittance
given by the above equation. This expression is called
the Fresnel zone plate, which is the hologram of a
point source object and we shall call it the point-
object hologram. Figure 8 shows the hologram for a
particular value of z0 and k0: The importance of
this phase-preserving recording is that when we

Figure 7 Holographic recording of a point source object.
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illuminate the hologram with a plane wave, called the
reconstruction wave, a point object is reconstructed
at the same location of the original point source
object if we look towards the hologram as shown in
Figure 9, that is the point source is reconstructed at a
distance z0 from the hologram as if it were at the same
distance away from the recording film. For an
arbitrary 3D object, we can imagine the object as a
collection of points, and therefore, we can see that we
have a collection of Fresnel zone plates on the holo-
gram. Upon reconstruction, such as the illumination
of the hologram by a plane wave, the observer would
see a 3D virtual object behind a hologram.

As a final example, we discuss a state-of-the-art
holographic recording technique called optical scan-
ning holography, which employs the use of optical
heterodyning and electronic homodyning to achieve
real-time holographic recording without the use of
films. We will take the holographic recording of a
point object as an example. Suppose we superimpose a
plane wave and a spherical wave of different temporal
frequencies and use the resulting intensity pattern as

an optical scanning beam to raster scan a point object
located z0 away from the point source that generates
the spherical wave. The situation is shown in
Figure 10. Point C is the point source that generates
the spherical wave (shown with dashed lines) on the
pinhole object, our point object. This point source,
for example, can be generated by a focusing lens.
The solid parallel rays represent the plane wave. The
interference of the two waves generates a Fresnel zone
plate type pattern on the pinhole object:

Isðx; y; z0; tÞ

¼

�����Ar expð2ik0z0Þ expð iv0tÞ þ A0 expð2ik0z0Þ
ik0

2p z0

	 exp½2ik0ðx
2 þ yÞ2=2z0� exp½ iðv0 þVÞt�

�����
2

¼ 1 þ

 
1

l0z0

!2

þ
1

l0z0

sin
	

p

l0z0

ðx2 þ y2Þ2Vt


½10�

assuming Ar ¼ A0 ¼ 1 for simplicity. Note that the
plane wave is at temporal frequency v0; and the
spherical wave is at temporal frequency v0 þV: The
expression Isðx; y; z0; tÞ is a temporally modulated
Fresnel zone plate and is known as the time-dependent
Fresnel zone plate (TDFZP). If we freeze time, say at
t ¼ t0; we have the Fresnel zone plate pattern on the
pinhole object as shown in Figure 10. However, if we
let the time run in the above expression, physically we
will have running zones that would be moving away
from the center of the pattern. These running zones
are the result of optical heterodyning of the plane
wave and the spherical wave of different temporal
frequencies. It is this TDFZP that is used to raster scan
a 3D object to obtain holographic information of the
scanned object and such technique is called optical
scanning holography.

Upon scanning by the TDFZP, the photodetector,
captures all the transmitted light and delivers a
current, which consists of a heterodyne current at

Figure 9 Reconstruction of a point-object hologram.

Figure 8 Point-object hologram.
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frequency V. After electronic bandpass filtering (BPF)
at V, the heterodyne current is homodyned electro-
nically by cosðVtÞ and lowpass filtered (LPF) to extract
the phase information of the current. When this final
scanned and processed current is display in a 2D dis-
play, as shown in Figure 10, we have the Fresnel zone
plate, which is the hologram of the pinhole object, on
the display. We can photograph this 2D display to
obtain a transparency and have it illuminated by a
plane wave to have the reconstruction as shown in
Figure 9, or, since the hologram is now in electronic
form, we can store it in a PC and reconstruct it
digitally. When holographic reconstruction is per-
formed digitally, we have so-called digital holography.

See also

Diffraction: Fresnel Diffraction. Holography, Tech-
niques: Digital Holography.
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Introduction

The spectacular development of imaging sensors,
communication, and internet infrastructure has
immensely facilitated the creation, processing, and
distribution of electronic digital images. One non-
trivial aspect of the digital image is its complete

application dependence. The image may be created
using a number of different acquisition methods and
sensors. It is then processed in different ways,
depending upon myriad of digital imaging appli-
cations. Consequently, the effectiveness of a useful
electronic image processing engine may involve
development of robust pre-processing techniques,
different types of goal-directed processing such as
detection, recognition, identification, classification,
tracking, reconstruction and/or registration, as well
as post-processing algorithms for different appli-
cation areas such as multimedia, biomedical, astro-
nomical, defense, consumer, industrial, etc. A
notional schematic of this electronic image
processing cycle is shown in Figure 1. Note that

Figure 10 Optical scanning holography (use of optical heterodyning and electronic homodyning to record holographic information

upon scanning the object in two dimensions).

206 DETECTION / Image Post-Processing and Electronic Distribution



while the goal-directed techniques may be different,
based on problems at hand, the pre- and post-
processing techniques and tools are very similar.
Thus, most of the common image pre-processing
techniques are also applicable for image post-proces-
sing purposes.

Electronic image post-processing techniques
involve three broad domains such as: (i) spatial;
(ii) frequency; and (iii) time-frequency. Each of these
domain techniques may be grouped into different
types of processing such as: (i) spatial domain
technique to include filtering, spatial processing
such as histogram modification, morphological pro-
cessing, texture processing, etc.; (ii) frequency
domain technique to include filter; and (iii) time-
frequency domain technique to include short-time
Fourier transform, wavelet, and Wigner-ville
transforms.

On the other hand, it is useful to identify the typical
lifecycle of a digital image from the distribution
perspective as shown in Figure 2. The image may be
created using a number of different acquisition
methods and sensors as mentioned above. The
processing block next combines all different types of

processing, as mentioned in Figure 1. The image may
then be transmitted over the internet or it can leave
the digital world to go to the print world. It may then
go through wear/tear, subsequently being scanned
back to digital domain again. After some processing,
it may again be distributed over the internet.

Consequently, the image may be copied legally
or fraudulently, processed, and used by a user.
Further, the threats and vulnerabilities of the
internet have also increased proportionately. The
rapid development and availability of high-end
computers, printers, and scanners has made the
tools of counterfeiting easily accessible and more
affordable. With these products, one may counter-
feit digital images, which are easy to distribute and
modify. As a result, copyright ownership poses a
formidable challenge to image post-processing and
distribution.

In the subsequent sections, we briefly review
relevant background in image post-processing and
distribution techniques. We also present a few
representative application examples of image post-
processing and copyright protection in image
distribution.

Figure 1 Notional schematic of electronic image processing.

Figure 2 Typical lifecycle of a digital image distribution cycle.
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Techniques in Image Post-Processing

Image Formation

We begin by describing the image formation tech-
nique briefly. Consider that a three-dimensional (3D)
object or scene is imaged onto a 2D imaging plane by
means of a recording system such as a camera.
If the image formation process is linear, the recorded
image may be modeled as the output of the system
shown in Figure 3, which is given mathematically by

gðx; yÞ ¼ s

�ð1

21

ð1

21
hðx; y; s; tÞf ðs; tÞds dt

�

þ nðx; yÞ ½1�

where gðx; yÞ denotes the recorded output image, and
f ðx; yÞ is the ideal electronic image. The function
hðx; y; s; tÞ is the 2D impulse response or the point-
spread function (PSF) of the image formation system.
The PSF determines the radiant energy distribution in
the image plane due to a point source located in the
object plane. Usually the PSF is normalized such that

�ð1

21

ð1

21
hðx; y; s; tÞds dt

�
¼ 1 ½2�

The noise contribution nðx; yÞ is shown as an
additive random process that is statistically uncorre-
lated with the image. This is a simplification because
noises such as film-grain noise and the noise caused by
photon statistics, which often corrupt images, are not
uncorrelated with the input. This simplification
nonetheless leads to reasonable and useful results.
One of the primary goals of image pre-processing
(and post-processing as well) is to devise techniques
that reduce this additive random noise.

The PSF is a function of only the argument
differences x 2 s and y 2 t for stationary image and
object fields. Thus, it is possible to envision an image
formation system that is space invariant; hence the
PSF is independent of position. In this case, we may
rewrite the superposition integral in eqn [1] into a

more familiar convolution integral as follows:

gðx; yÞ ¼

�ð1

21

ð1

21
hðx 2 s; y 2 tÞf ðs; tÞds dt

�

þ nðx; yÞ ½3�

Equivalently, eqn [3] is written as

gðx; yÞ ¼ {hðx; yÞpf ðx; yÞ} þ nðx; yÞ ½4�

where ( p ) is used to denote 2D convolution.
Converting from a continuous image f ðx; yÞ to its
discrete representation f ði; jÞ requires the process
of sampling. In the ideal sampling system, f ðx; yÞ is
multiplied by an ideal 2D impulse train given as

f ði; jÞ¼
Xþ1

m¼21

Xþ1

m¼21

f ðmX0;nY0Þdðx2mX0;y2Y0Þ ½5�

where X0 and Y0 are the sampling distances or
intervals, dðp;p Þ is the ideal impulse function. Note
that the square sampling implies that X0¼Y0:

Sampling with an impulse function corresponds to
sampling with an infinitesimally small point. If one is
interested in image processing, one should choose a
sampling density based upon the classical Nyquist
sampling theory. Thus, in discrete domain implemen-
tation, eqns [3] and [4] are expressed as

gði; jÞ¼

( X
;ðk;lÞ

hði; j;k;lÞf ðk;lÞ

)
þnði; jÞ; 0# i; j#N21

½6�

and,

gði; jÞ¼s

( X
;ðk;lÞ

hði2k; j2 lÞf ðk;lÞ

)
þnði; jÞ ½7�

Thus, we may rewrite eqn [6] in discrete domain as
follows:

gði; jÞ¼hði; jÞpf ði; jÞþnði; jÞ ½8�

where ðpÞ represents convolution operation. Equation
[8] also describes the spatial domain filtering
wherein hðx;y;s;tÞ may be considered as the spatial
domain filter mask. The discrete Fourier transform
may be used to yield the frequency domain model as
follows:

Gðu;vÞ¼Hðu;vÞFðu;vÞþNðu;vÞ ½9�

where G, H, F, and N are corresponding Fourier
transforms and u and v are the dummy variables. In
eqn [9], Hðu;vÞ is again the frequency domain filter.Figure 3 Model for image formation and recording.
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We discuss the frequency domain filtering concept
further, later in this article.

Spatial Domain Processing

The image pixel domain operations are frequently
described as the spatial domain processing. These
techniques are important for image pre- as well as
post-processing operations. We describe two repre-
sentative spatial domain processing techniques such
as histogram processing and fractal processing for
texture analysis below.

Histogram processing
One of the important issues in post-processing is
image enhancement. Distortions in image may be
introduced due to different noise factors, relative
motion between a camera and the object, a camera
that is out of focus, or atmospheric turbulence. Noise
may be due to thermal measurement errors, recording
medium, transmission medium, or digitization pro-
cess. The histogram processing operation is one of the
simplest techniques for enhancing the distorted image
for certain type of noises. Histogram equalization is
a contrast enhancement technique with the objective
to obtain a new enhanced image with a uniform
histogram. This can be achieved by using the
normalized cumulative histogram as the gray scale
mapping function. Histogram modeling is usually
introduced using continuous domain functions. Con-
sider that the images of interest contain continuous
intensity levels in the interval [0,1] and that the
transformation function t which maps an input image
f ðx; yÞ onto an output image wðx; yÞ is continuous
within this interval. We assume that the transfer
function, Kf ¼ t ðKwÞ; is single-valued and mono-
tonically increasing such that it is possible to define
the inverse law Kw ¼ t21ðKfÞ: An example of such a
transfer function is illustrated in Figure 4. All pixels in
the input image, with densities in the interval Df to
Df þ dDf, are mapped using the transfer function
Kf ¼ tðKwÞ, such that they assume an output pixel
density value in the interval from Dw to Dw þ dDw:

Consider that if the histogram h is regarded as a
continuous probability density function p, describing
the distribution of the intensity levels, then we obtain:

pwðwÞ ¼ pfðDfÞ=dðDfÞ ½10�

where

Df ¼ duðf Þ=df ½11�

In the case of histogram equalization, the output
probability densities are all an equal fraction of the
maximum number of intensity levels in the input
image, thus generating a uniform intensity distri-
bution. Sometimes it is desirable to control the shape

of the output histogram in order to enhance certain
intensity levels in an image. This can be accomplished
by the histogram specialization operator which maps
a given intensity distribution into a desired distri-
bution using a histogram equalized image as an
intermediate stage.

Fractals for Texture Analysis

The fractal aspect of an image has successfully been
exploited for image texture analysis. The fractal
concept developed by Mandelbrot, who coined the
term fractal from the Latin ‘fractus’, provides a useful
tool to explain a variety of naturally occurring
phenomena. A fractal is an irregular geometric object
with an infinite nesting of structure at all scales.
Fractal objects can be found everywhere in nature
such as coastlines, fern trees, snowflakes, clouds,
mountains, and bacteria. Some of the most important
properties of fractals are self-similarity, chaos, and
noninteger fractal dimension (FD). The FD of an
object can be correlated with the object properties.
Object textures in images are candidates for charac-
terization using fractal analysis because of their
highly complex structure. The fractal theory devel-
oped by Mandelbrot is based, in part, on the work of
mathematicians Hausdorff and Besicovitch. The
Hausdorff–Besicovitch dimension, DH, is defined as:

DH ¼ lim
1!0þ

ln N

ln 1=r
½12�

where N is the number of elements of box size r
required to form a cover of the object. The FD can be
defined as the exponent of the number of self-similar
pieces (N) with magnification factor ð1=rÞ into which
a figure may be broken. The FD is a noninteger

Figure 4 A histogram transformation function.
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value in contrast to objects that lie strictly in
Euclidean space. The equation for FD is as follows:

FD ¼
ln ðnumber of self-similar piecesÞ

ln ðmagnification factorÞ

¼
ln N

lnð1=rÞ
½13�

Frequency Domain Image Filtering

Ignoring noise contribution, we may obtain the basic
filtering expression using eqns [7] and [8] as follows:

f ði; jÞ ¼ I
21½Gðu; vÞ=Hðu; vÞ� ½14�

where I21 is the inverse Fourier transform and
½1=Hðu; vÞ� is the inverse frequency domain filter.
The key importance of this result is that, instead of
performing a convolution as shown in eqn [7] to
obtain the output of the system, we obtain the inverse
of the Fourier transform of the impulse response
hðx; y; s; tÞ and the output image gðx; yÞ; multiply
them and then take the inverse Fourier transform
of the product to obtain f ðx; yÞ: This is the basis for all
the filtering as well as other types of image post-
processing such as image reconstruction works. The
filter function in eqn [9] may have different forms and
shapes based on different types of functions such as
uniform, Gaussian, lowpass, highpass, etc. While
these are all linear filters, there are examples of
nonlinear filters such as median, mean, etc. that are
equally applicable for image post-processing.

Time-Frequency Domain Processing

One of the fundamental aspects of early image
representation is the notion of scale. An inherent
property of objects in the world and details in image
is that they only exist as meaningful entities over
certain ranges of scale. Consequently, a multiscale
representation is of crucial importance if one aims at
describing the structure of the world, or more
specially the structure of projections of the three-
dimensional world onto two-dimensional electronic
images. The multiscale image post-processing may be
facilitated by the wavelet (WT) computation.

A wavelet is, by definition, an amplitude-varying
short waveform with a finite bandwidth. Naturally,
wavelets are more effective than the sinusoids of
Fourier analysis for matching and reconstructing
signal features. In wavelet transformation and inver-
sion, all transient or periodic data features can be
detected and reconstructed by stretching or contract-
ing a single wavelet to generate the matching building
blocks. Consequently, wavelet analysis provides

many flexible and effective ways to post-process
images that surpass classical techniques – making
it very attractive for data analysis, and modeling.
The continuous WT is defined as

Fða;bÞ ¼ lal21=2
ðW

2W
xðtÞC

�
t 2 b

a

�
dt ½15�

where a and b are scaling and translation factors and
CðtÞ is the mother wavelet. The WT may be viewed as
a multiresolution analysis with shifted and scaled
versions of the mother wavelet. Corresponding WT
coefficients cm;n are

cm;n ¼ la0l
2m=2

ð
xðtÞCð½a2m

0 t 2 nb0�Þdt ½16�

The reconstruction of the signal is achieved using the
admissibility condition,

Ð
CðtÞdt ¼ 0; as follows:

xðtÞ ¼ c
ðð

a.0

�
Fða; bÞ

Ca; bðtÞ

a

�
da db ½17�

where c is a constant. For compact dyadic wavelets,
binary scaling and dyadic translation of the mother
wavelet form the basis functions. A dyadic translation
is a shift by the amount n=2m that is an integer
multiple of the binary scale factor and of the width of
the wavelet as well. The discrete WT (DWT) is the
natural choice for digital implementation of WT. The
DWT basis and ‘sub-band coding’ process for
discretization of a and b are identified. The iterative
bandpass filter that finally leads to the wavelet is
given as

Cm; nðxÞ ¼ 2m=2Cð22mx 2 nÞ ½18�

The above eqn [18] forms the basis for ‘sub-band’
implementation for multiresolution analysis (MRA)
of wavelet processing.

Image Post-Processing Examples

Some of the important application areas for elec-
tronic image post-processing involve the following:

(i) Biomedical image analysis and object detection;
(ii) Image compression for transmission and distri-

bution;
(iii) Satellite image processing and noise removal;
(iv) IR/SAR/detection and clutter removal; and
(v) Image classification and machine vision.

In this article, we provide examples of some of
these image-post-processing applications.
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Example I: Spatial Domain Processing:
Image Post-Processing in Biomedical Image

The mega voltage X-ray images are the X-ray images
taken using high voltage X-radiations. These images
are often characterized by low resolution, low
contrast, and blur. The importance of mega voltage
X-ray images arises in the context of radiation therapy
for cancer treatment wherein the mega voltage
X-radiation is used as a therapeutic agent. Figure 5
shows such mega voltage X-ray images, also known as
an electronic portable digital (EPID) image with a very
low level of detail. Figure 5a shows poor dynamic
range. In order to improve the contrast of this image,
without affecting the structure (i.e., geometry) of the
information contained therein, we can apply the
histogram equalization operation discussed in
eqn [10]. Figure 5b presents the result of the histogram
image enhancement post-processing process. The low
level of detail in the bony anatomy is easily visible in
Figure 5b.

Example II: Frequency Domain Processing:
Image Post-Processing in Biomedical
Tissue Detection

In medical imaging, texture is a fundamental charac-
teristic that can be exploited to analyze tissues and
pathologies in a biomedical image. The image
texture is often characterized by the random nature
of the objects such as tissues and body structures,
noise, imaging modality, imaging limitations, and a
variety of measurement parameters affecting the
image acquisition process. Extensive research suggests
that the fractal analysis may be combined with MRA
techniques to post-process the texture content of an
image in general and tumor detection in particular. In
addition, the stochastic fractal Brownian motion
(fBm) is well suited to describe texture and tumor
characteristics since fBm offers an elegant integration
of fractal and multiresolution analysis.

The fBm is a part of the set of 1=f processes,
corresponding to a generalization of the ordinary
Brownian motion BHðsÞ: It is a nonstationary
zero-mean Gaussian random function, defined as

BHðtÞ2 BHðsÞ ¼
1

GðH þ 0:5Þ

�

(ð0

21
½ðt 2 sÞH20:5 2 sH20:5�dBðsÞ

þ
ð1

0
ðt 2 sÞH20:5dBðsÞ

)
; BHð0Þ ¼ 0 ½19�

where the Hurst coefficient H, restricted to
0 , H , 1; is the parameter that characterizes
fBm; t and s correspond to different observation
times of the process BH, and G to the Euler’s
Gamma function. From the frequency domain
perspective, it is known that some of the most
frequently seen structures in fractal geometry,
generally known as 1/f processes, show a power
spectrum satisfying the power law relationship:

SðvÞ /
k

lvlg
½20�

where v corresponds to the spatial frequency, and
g ¼ 2H þ 1: The observations of stationarity and
self-similarity of fBm suggest that the use of time-
frequency signal decomposition techniques, such as
MRA, are well suited for the analysis of fractal
signals. Thus, the fBm analysis framework, along
with eqn [13], may be successfully exploited to
estimate H, and hence, FD as follows:

FD ¼ DE þ 1 2 H ½21�

Figure 5 (a) Original EPID image; and (b) Histogram enhanced image.
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where DE is the Euclidean dimension that contains
the fBm (i.e., the position of each point of the
process is described with the vector x ¼

ðx1;…;xEÞÞ:

We exploit the wavelet MRA combined with
complementary signal processing techniques such
as time-frequency descriptions and parameter esti-
mation of stochastic signals in fBm framework for
tumor detection in CT images. We demonstrate an
example of image post-processing for tumor
segmentation. We test our models to estimate FD
in brain MR images as shown in Figures 6a and b,
respectively. The images are scanned pixel-by-pixel
with a sliding window that defines the subimage
for analysis. Pre-processing, such as median filter-
ing, is used to remove noise from the original
images.

The results for the spectral analyses of CT image
are shown in Figure 7. The results suggest that the

FD values do not depend on the mother wavelet
used. The window size that offers the best results is
the 16 £ 16 pixels, while better discrimination
between low and high H values is obtained using
biorthogonal wavelet. To improve tumor detection
performance of the spectral technique, we apply
post-processing filters on the results in Figures 8a
and b, respectively. In Figure 8, for an example, we
show the filtered fractal analysis results corre-
sponding to a 16 £ 16 pixels window with
Daubechies 4. It is possible to obtain an even
better description of the location and shape of the
tumor after applying a two-dimensional post-
processing filter to the matrices derived from the
variance estimation algorithms with biorthogonal
1.5 wavelet and an 8 £ 8 pixels window, respect-
ively. The results are shown in Figure 9 and are
similar for both averaging and Gaussian filters
as well.

Example III: Time-Frequency Domain Filtering:
Image Post-Processing in Noise Reduction
(De-Noising)

This section discusses an example of image post-
processing in image noise removal (or de-noising)
using a scale-frequency technique such as wavelets.
The wavelet transform has been proved to be very
successful in reducing noise (de-noising) in an image.
We recently propose a new family of wavelets namely
Joint Harmonic Wavelet Transform (JHWT) that
offers better speckle noise reduction for image post-
processing. Unlike wavelets generated by discrete
dilation functions, as shown in eqn [18], whose shape
cannot be expressed in functional form, JHWT has a
simple structure, which can be written, in the

Figure 6 Biomedical images used to test the proposed

algorithms.

Figure 7 MR-Fractal analysis using spectral method (a) and (b) correspond to a 16 £ 16 analyzing window for Daubechies 4 and

biorthogonal 1.5 wavelets, respectively.
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frequency domain:

WðvÞ ¼
ð1

21
wðxÞexpð2ivxÞdx;

¼

8<
:1 for 2p # v , 4p

0 elsewhere
½22�

Now, at level j; we let gðxÞ ¼ wð2 jxÞ and shift it by
k=2 j to obtain the harmonic wavelet as:

gðx 2 k=2 jÞ ¼ {exp{i4p ð2 jx 2 kÞ}

2 exp{i2p ð2 jx 2 kÞ}}


i2p ð2 jx 2 kÞ

½23�

where integers j and k define the scale and translation
of the wavelet wðxÞ; respectively on the x-axis.

Now consider a real function f ðtÞ is represented
by the sequence fr of length ðn 2 1Þ; where r ¼ 0
to 2n 2 1: To obtain JHWT coefficients, we take FFT
of fr such that,

lF2 jþsl
2
¼ð1=n2Þ

Xn21

k¼0

la2 jþkl
2expð2i4psk=nÞ;

where r¼0 to n21 and s¼0 to n21

½24�

where j denotes the level of the wavelet, k is the
translation, m and n are adjacent levels of wavelets
with n¼2 j; and s¼m2n: The JHWT in eqn [24]
offers all the properties and advantages of standard
discrete wavelet transform. Putting n¼2 j and m¼

sþn; eqn [24] yields all the JHWT coefficients from

Figure 8 Post-processing results using: (a) 5 £ 5 Gaussian filtering with s ¼ 1 and (b) 3 £ 3 averaging filter.

Figure 9 Post-processing on the fractal analysis results of Figure 8 for (a) 5 £ 5 Gaussian filtering with s ¼ 1; and (b) 3 £ 3 averaging

filtering.
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the Fourier coefficients asXN21

j¼0

lF2 jþ4l
2
¼ la0l

2
þ
Xn22

j¼0

ð1=2 jÞ

�
X2 j21

k¼0

�
la2 jþkl

2
þ laN22j2kl

2
�
þðaN=2Þ

2

¼ð1=NÞ
XN21

r¼0

f 2
r ½25�

Unlike conventional correlation techniques, the
perfect octave band limited characteristics of
JHWT eliminate the necessity of any multiplication.
We show an example of image de-noising in Figure 10
using JHWT.

Image Post-processing, Transmission,
and Distribution

One of the areas wherein image post-processing plays
a vital role is in image transmission. A significant
problem for any digital library is the network
bandwidth required to transmit large digital images.
The bandwidth consumption depends on the number
of images used by a single user, and with the number
of users requesting the services of the library. The
popularity of database browsers such as Gopher and
Mosaic has serious implications for image trans-
mission and distribution. There has been active
research in innovative new compression schemes
and transmission protocols that reduce bandwidth
requirements for many users along with software
servers and visualization. Further, compression of
digital image and video data plays an important role
in reducing the transmission and distribution cost for
visual communication.

One of the requirements for effective image
transmission and distribution is reduced data size
for faster speed. Image compression schemes are
often used for image data reduction. Most of the
successful image compression schemes exploit
subdividing the image into blocks for increased

compression. However, this subdivision of image
renders a blocky effect on the compressed image.
There has been intense research in removing the
blocky effect on the compressed image. To achieve
high bit rate reduction while maintaining the
best possible perceptual quality, post-processing
techniques provide one attractive solution. There
has been a significant amount of work done in post-
processing of compressed image/video. Some of them
are developed from the image enhancement point of
view while others are from image restoration. In the
case of image restoration, the post-processing is consi-
dered as a reconstruction problem. Image enhance-
ment methods are performed based on the local
contents of the decoded image as discussed above.

The image post-processing algorithms are, gener-
ally, very effective in removing blocking artifacts.
A straightforward approach to remove blocking
artifacts is to apply lowpass filtering to the region,
where artifacts occur. Consequently, the filter must be
adapted to the block boundaries, i.e., the image
partition. Further, if high frequency details such as
edges and texture are to be preserved, then lowpass
filter coefficients should be selected appropriately in
regions where such details occur. Therefore, adaptive
image post-processing such as spatial filtering
methods may be applied to deal with this problem.
In low-bit-rate image and video compression and
distribution systems, high frequency transformed
coefficients are often lost due to aggressive quantiza-
tion or uneven error protection schemes. However,
with the block-based encoding and transmission
methods, the amount of high frequency texture loss
is uneven between adjacent blocks. Thus, it is possible
to exploit this texture-level correlation between
adjacent image blocks to reconstruct the lost texture.

A relevant problem of robust transmission and
distribution of compressed electronic images involves
unreliable networks. The pre- and post-processing of
the image data may play a vital role in addressing this
problem. With the rapid growth of mobile wireless

Figure 10 (a) Noisy image; (b) de-noised image with JHWT-filtering; and (c) de-noised image with WP-filtering.
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communication systems, wireless multimedia has
recently undergone enormous development. How-
ever, to design an efficient multimedia communi-
cation system over wireless channels, there still exist
many challenges due to severe wireless channel
conditions, special characteristics of the compressed
multimedia data, and resource limitation, such as
power supply. Since multimedia data, such as an
image, contain redundancy, to efficiently utilize
limited resources, source compression may be necess-
ary. Further, as mentioned above, the ease of image
creation, processing, transmission, and distribution
has also magnified the associated counterfeiting
problems. We discuss the relevant issues of image
distribution in the following sections.

Techniques in Image Distribution

The spectacular development of imaging sensors,
communication, and internet infrastructure has also
made the counterfeiting tools easily accessible and
more affordable. In addition, the threats and vulner-
abilities of the internet have also increased manyfold.
All of these together pose a formidable challenge to
the secure distribution and post-processing of images.

Requirements of Secure Digital Image Distribution

In light of the above-mentioned vulnerabilities of
image distribution channels and processes, below are
a few requirements of secure image distribution:

. Data Integrity and Authentication: Digital image is
easy to tamper with. Powerful publicly available
image processing software packages such as Adobe
Photoshop or PaintShop Pro make digital forgeries
a reality. Integrity of the image content and
authentication of the source and destination of
the image distribution are, therefore, of utmost
importance.

. Digital Forensic Analysis: Consider a litigation
involving a medical image that is used for diagnosis
and treatment of a disease, as shown in the post-
processing example in Figures 7 or 8 above.
Integrity of the image again is vital for the proper
forensic analysis.

. Copyright Protection: Digital copyright protection
has become an essential issue to keep the healthy
growth of the internet and to protect the rights of
on-line content providers. This is something that a
textual notice alone cannot do, because it can so
easily be forged. An adversary can steal an image,
use an image processing program to replace the
existing copyright notice with a different notice and
then claim to own the copyright himself. This re-
quirement has resulted in a generalized digital rights

management initiative that involves copyright
protection technologies, policies, and legal issues.

. Transaction Tracking/Fingerprinting: In the con-
tinuous (re)distribution of digital images through
internet and other digital media (CD, camera, etc.),
it is important to track the distribution points to
track possible illegal distribution of images.

Next, we will discuss how the digital watermarking
technology can help enforce these security
requirements.

Example of secure image distribution: digital
watermarking
Digital watermarking is the process of embedding a
digital code (watermark) into a digital content like
image, audio, or video. The embedded information,
sometimes called a watermark, is dependent on the
security requirements mentioned above. For example,
if it is copyright application, the embedded infor-
mation could be the copyright notice. Figure 11 shows
a block diagram of the digital watermarking process.

Consider that we want to embed a message M in an
image, fo, also known as the original image. For the
sake of brevity, we drop the indices representing the
pixel coordinates. The message is first encoded using
source coding and optionally with the help of error
correction and detection coding, represented in
Figure 11 as eðMÞ such that

Wm ¼ eðMÞ ½26�

The encoded message Wm is then combined with
the key-based reference pattern Wk, in addition to the
scaling factor a, to result in Wa which is the signal
that is actually added to the original image, given as

Wa ¼ aðfoÞ½WM^WK� ½27�

Note that the scaling coefficientamay be a constant or
image dependent or derived from a model of image
perceptual quality. When the scaling factor a is
dependent on the original image, we can have
informed embedding which may result in more
perceptually adaptive watermarking. The operation
involving Wm and Wk is the modulation part, which is
dependent on the actual watermarking algorithm
used. As an example, in a typical spread-spectrum
based watermarking, this operation is usually an
exclusive NOR (XNOR) operation. The final oper-
ation is an additive or multiplicative embedding of Wa

with the original image. We show a simple additive
watermarking process as

fw ¼ fo þ Wa ½28�
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The result of this process is the watermarked image
fw which may actually need some clipping and
clamping operations to have the image pixel values
in the desired range.

The detector, as shown in Figure 11, does the
inverse operations of the embedder. If the original
image is known, as in the case of nonblind
watermarking, it is first subtracted from the water-
marked image. Blind watermarking detector, on
the other hand, uses some filtering with a goal to
estimate and subtract the original image com-
ponent. The result of filtering is then passed to the
decoder, which collects the message bits with
the help of the shared key, and finally gets back
the decoded message M0:

Figure 12 shows the original image, water-
marked image, and the difference image using a
spread-spectrum based watermarking algorithm,
respectively. The enhanced difference image rep-
resents a noise-like image, wherein the scaling
coefficient a is clearly dependent on the original
image. As evident from Figure 12b, the hidden
message is imperceptible as well as the change in
the original image. The imperceptibility is one of the
primary criteria of digital watermarking.

There are other criteria such as unobtrusiveness,
capacity, robustness, security, and detectability.
Thus, digital watermarking is a multidimensional
problem, which attempts to make a trade-off
among a number of different criteria. The inserted

Figure 12 (a) Original image, (b) watermarked image, and (c) the difference image.

Figure 11 A simple watermarking process: embedder and detector.
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watermark should not be obtrusive to the intended
use of the original image. Because the water-
marking process does not increase the size of the
original image, it may be desirable to add as much
information as possible. However, generally speak-
ing, the more information one adds, the more
severe will be the impact on the perceptual quality
of the image. From the detection point of view,
watermark should be robust enough to tolerate a
range of image post-processing and degradation. In
addition, the embedded watermark should also be
secure enough so that it may not be removed from
the watermarked image. Finally, detectability of the
embedded watermark is an important criterion that
places some constraints on the embedding
algorithm.

In order to fully appreciate the use of watermarking
for image distribution, it is instructive to look at
different classes of watermark, which is delineated in
Figure 13.

For an example, depending on the robustness
criterion of watermarking, they can be classified
into three categories such as robust, fragile, and semi-
fragile. Note that while the robustness of watermark
is important, it is not always equally desirable in all
applications. Let us take the authentication as an
example. If you, as the owner of a digital image, embed

some authentication information into the image
using watermarking, you might want to see the auth-
entication fail, when some one steals your image. This
is an example of nonrobust watermark, where the
fragility of the embedded watermark is required to
detect any forging done on the digital image.

Now, consider how watermark provides the
security requirements for secure image distribution.
In particular, we look into the authentication of
watermark. Figure 14 shows the use of watermark
for image authentication, which has some simi-
larities with the cryptographic authentication using
digital signature. However, there are potential
benefits to using watermarks in content authentica-
tion and verification. Unlike cryptography, water-
marking offers both in-storage and in-transit
authentication. Watermarking is also faster com-
pared to encryption, which is very important in
internet-based image distribution. By comparing a
watermark against a known reference, it may be
possible to infer not just that an alteration occurred
but what, when and where changes have occurred.
As shown in Figure 14, first we identify some
features from the image and then we compute
the digital signature, which is then embedded
into the image. The detector takes a test image,
computes the signature and extracts the embedded

Figure 13 Watermark classifications.
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signature, and then compares the two. If they match,
the image is authenticated. If they do not match,
then the image may have gone through some
forging/tampering effects and the algorithm may
optionally detect the tamper area as well.

One of the limitations of the watermarking
approach in secure image distribution is that the
technology is not yet widely deployed, and nor is the
protocol satisfactorily standardized. Other major
limitation is that the watermarking process cannot
be made sufficiently robust to arbitrary types of
different attacks. In reality, therefore, the hybrid
combination of cryptography and watermarking is
expected to improve the secure distribution of images
across the unreliable internet.

Concluding Remarks

In this chapter, we discussed the principles of image
post-processing and distribution. We showed a few
representative examples for post-processing and
distribution. We also explained the relevant issues
in image distribution and present digital water-
marking as one of the solutions for secure image
distribution.
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Introduction

For more than 50 years silicon has been the
semiconductor on which the enormous progress of
microelectronics is based. Since silicon is also an
excellent detector for electromagnetic radiation, in
particular in the visible spectrum between 400 and
700 nm, the advances in semiconductor technology
have directly influenced the progress of solid-state
image sensing. Once the relentlessly shrinking
dimensions of transistors have reached a critical
minimum limit, it has become economically feas-
ible to co-integrate analog and digital circuitry
with each light-sensitive pixel. This capability is at
the heart of the technological revolution called
smart pixel arrays.

The first section relates how the shrinkage of
minimum feature size on silicon chips paralleled
the reduction of solid-state pixel geometry, as a
function of time. This development ceased once the
pixel size reached the optical diffraction limit,
which marked the birth of the field of smart pixel
arrays. In the second section, the basic function-
ality and the most important physical limitations of
conventional pixels and photosensors are given.
The third section deals with opto-electronic func-
tionality that is preferred today, of smart pixel
arrays; in particular, the capability of spatio-
temporal demodulation is very much in demand.
In the fourth section, some of the most useful
modular building blocks for smart pixel arrays are
presented, together with a few key applications. An
outlook on photonic systems-on-chip (SoC) is given
in the fifth section, with a discussion of single-chip
machine vision systems (so-called seeing chips),
organic semiconductors for even higher levels of
integration of photonic microsystems, and smart
pixel arrays that are sensitive to physical par-
ameters other than electromagnetic radiation.

Silicon Technology for Image Sensing

Long before it was realized that silicon would be the
material on which modern semiconductor industry
and the information technology revolution is
based, in 1940 Russell Ohl discovered that silicon

is an excellent detector of electromagnetic radiation.
In particular, silicon is an excellent detector for light
in the visible and near infrared part of the spectrum,
for wavelengths between 400 and 1,000 nm. This is
very fortunate because it allows designers of image
sensors to profit directly from the amazing progress of
silicon technology. Since the 1970s, the minimum
feature size on silicon chips showed a reliable
exponential reduction of about 10% per year, as
illustrated in Figure 1. This is a direct consequence of
the observation by Intel’s Gordon Moore, sometimes
called ‘Moore’s law’, that the number of transistors
per integrated circuit doubles about every two years.
The evolution of minimum feature size is paralleled
by the evolution of minimum pixel size of solid-state
image sensor, as illustrated in Figure 2. Once the pixel
size reached a record low value of 2.4 mm in the year
1996, no further reduction in pixel size seemed
desirable, because the optical diffraction limit was
essentially reached.

The combination of technological availability of
smaller and smaller electronic components and pixel
size that demanded no further reduction, inspired
researchers to provide each pixel with an increasing
amount of electronic functionality, all of which is
available simultaneously for massively parallel infor-
mation processing. This represents the heart of the
smart pixel array revolution; pixels that not only
sense the incident electromagnetic radiation but
that are capable of pre-processing the acquired
information in a relevant fashion.

Figure 1 Evolution of minimum feature size (DRAM half-pitch)

in state-of-the-art silicon technology, showing an exponential

reduction for the past 30 years, which is expected to continue for

at least another decade.
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Basic Functionality and Physical
Limitations of Conventional Solid-
State Photosensors

The prime task of a pixel is the detection of incident
electromagnetic radiation. The detection process
consists of six basic steps:

1. The incident photon impinges on the surface of
the image sensor, and it has to reach the bulk of
the semiconductor.

2. In the bulk of the semiconductor the photon has to
interact with the semiconductor, converting its
energy into a number of electron–hole pairs.

3. The photogenerated charge carriers must be
transported to the sensor surface.

4. At the surface, the photogenerated charge needs
to be collected and accumulated in the storage
part of the pixel.

5. The accumulated photocharge must be trans-
ferred to the input of an electronic circuit capable
of detecting this charge.

6. The charge detection circuit converts photocharge
into a corresponding voltage, exhibiting a mono-
tonous (but not necessarily linear) transfer
function.

Since the interaction length of electromagnetic
radiation in silicon is in the tens of micrometers for
incident photon energies between 1 eV and 10 keV
(corresponding to a wavelength range of about 0.1 to
1,000 nm), silicon is an excellent detector for this
large spectral range. This is illustrated for the visible
and near infrared spectral range in Figure 3, showing
the absolute external quantum efficiency of a pixel

realized with an industry standard silicon process.
In the visible spectral range, absolute external
quantum efficiencies close to 100% can be reached,
even with standard silicon processes for the micro-
electronics industry that were not optimized for
photosensing applications.

Photocharge transport to the surface of the
semiconductor is mainly provided by diffusion,
i.e. random thermal motion of the charge carriers
that exhibit a velocity of about 105 m/s in silicon
at room temperature. The mean distance L traveled
by a diffusing charge carrier during time t is
given by

L ¼
ffiffiffiffi
Dt

p
½1�

with the diffusivity D, which has a value of around
40 cm2/s for electrons in low-doped silicon at room
temperature.

Once the photocharge carriers are close to the
surface of the semiconductor, they are transported by
drift in an electric field E, exhibiting a linear
dependence of the transport distance L with time t:

L ¼ mEt ½2�

with the mobility m which has a value of around
1300 cm2/Vs for electrons in low-doped silicon at
room temperature.

There are two basic principles for creating the
electric field with which the photocharge carriers
are transported to their storage site within the
pixel. A photodiode consists of a semiconductor
junction between a p-doped and an n-doped
region, as illustrated in Figure 4. Such a photo-
diode also represents a capacitance on which
photocharge can be accumulated and stored.
Photodiodes are used as photosensors in one

Figure 2 Evolution of minimum pixel pitch in CCD image

sensors, tracking the exponential reduction of minimum feature

size shown in Figure 1, until a lower limit was reached in 1997,

imposed by optical diffraction. Since then, no smaller pixel pitches

have been described in the literature; this is indicated graphically

with the hatched ‘diffraction limit’ line.

Figure 3 External quantum efficiency of a photosensor realized

with an industry standard CMOS process, showing quantum

efficiencies above 50% in the whole visible spectral region.
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popular type of image sensor, so-called APS (active
pixel sensor) or CMOS (complementary metal
oxide semiconductor) imagers.

An alternative to a photodiode is an MOS (metal
oxide semiconductor) capacitor, consisting of a
transparent electrode that covers an insulating layer
on top of semiconducting material, as illustrated in
Figure 5. An MOS capacitor is the basic element of a
charge coupled device (CCD), the other widespread
type of image sensor.

The charge transfer between photodiodes and
photodetector circuits is based on electrical con-
duction, occurring essentially with the speed of
light. In CCDs, the charge transfer is effectuated
with clocks, and excellent charge transfer efficien-
cies can be observed at clock frequencies of several
tens of MHz.

The major limitation in semiconductor photosen-
sors is the last element in the line, i.e. the electronic
charge detection circuit. In Figure 6, a so-called
source follower is illustrated, which is by far the most
frequently used photocharge detection circuit. Its
performance is limited by the thermal (Johnson) noise
in the channel of the first field effect transistor (FET).
This corresponds to a statistical uncertainty with
which an amount of photocharge can be measured at
the gate of the FET. The input referred charge noise

variance sQ is given approximately by

sQ ø C2 4kTB

g
½3�

where C is the effective capacitance seen by the
gate of the FET, k is Boltzmann’s constant, T is the
absolute temperature, B is the effective bandwidth
at the FET’s channel, and g is the transconductance
of the FET.

Desired Optoelectronic Functionality
in Smart Pixel Arrays

From the previous section it becomes clear that even
conventional pixel and photosensors can be improved
in several desirable respects:

. The spectral response can be improved in the
ultraviolet (50–400 nm), or it can be expanded
significantly into the X-ray region (below 0.1 nm)
and into the infrared region (above 1,000 nm).

. The speed of the photosensors can be increased by
replacing diffusion based photocharge transfer
mechanisms with the directed, more efficient drift
in electric fields. This is true for the vertical as well
as for the lateral charge transport direction.

. The sensitivity of the electronic charge detection
process can be improved in two ways. It can be
achieved by decreasing the effective detection
capacitance C at the input of the charge
detection circuit, as can easily be seen from
eqn [3]. An alternative is to make use of a
physical charge amplification process (i.e. ava-
lanche multiplication in a high electric field),
that has low intrinsic noise.

Figure 4 Cross-section of a photodiode, consisting of an n-

doped region in a p-doped substrate. The substrate is contacted

using a heavily p-doped diffusion S, and the n-region is contacted

using a heavily n-doped diffusion D. The space–charge region is

illustrated as hatched area at the pn-junction.

Figure 5 Cross-section of an MOS capacitance, the basic

element of a CCD image sensor. On top of a p-substrate a thin

transparent insulator O and a transparent electrode E are

fabricated. The substrate is contacted with a heavily p-doped

diffusion S, and the electrode E is contacted with the gate contact

G. The hatched area illustrates the space–charge region under

the electrode.

Figure 6 Schematic diagram of a photosensor’s output diffusion

OD connected to a reset transistor R and a source follower

transistor SF, the most widely used charge detection circuit for

image sensors and smart pixel arrays. The photocharge is stored

on the effective capacitance C at the gate of transistor SF, which is

read out using a row select transistor RS, connecting the source

follower to the readout column Col.
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. A derivative improvement that is desired is the
increase of the dynamic range D=R of the complete
detection process, as defined, for example, by

D=R ¼ 1010 log
Q2

max

sQ

½4�

where Qmax denotes the maximum (or saturation)
charge and sQ is the total charge noise variance of
the electronic detection circuit.

In addition to the above described improvements
of conventional pixel functionality, a huge demand
exists for the capability to measure the parameters
of modulated electromagnetic signals, i.e. to
demodulate such signals. This demand is related
to the large number of very powerful electronic
and opto-electronic measurement principles,
capable of improving the sensitivity of the
measurement process significantly by employing
modulated signals, either in the temporal or in
the spatial domain. For this reason, smart pixel
arrays are sought that offer this combination of
photodetection and demodulation.

Modular Building Blocks for Smart
Pixel Arrays

Towards the end of the last century, a large body
of literature has been created, addressing various
approaches for the realization of one of the above
described desired opto-electronic functionalities.
The result is a powerful ‘toolbox’ of modular
building blocks for custom smart pixel arrays, with
which optimized solutions for optical measurement
problems and practical applications can be
constructed.

High-Sensitivity Charge Detection

From the noise formula (eqn [3]) two possibilities for
the improvement of the sensitivity of image sensors
can be deduced: A first approach is the reduction of
the capacitance value. An excellent example for this is
the invention of the ‘double gate’ FET, in which the
charge to be measured is not placed on a gate
electrode at the surface but resides in the semicon-
ductor bulk. In this way the effective capacitance of
the pixel can be reduced by at least one order of
magnitude compared to conventional pixels. The
resulting capacitance of less than 1 fF leads to a
readout noise of about one electron at room
temperature and for a readout bandwidth of several
MHz. Unfortunately the small capacitance allows
the storage of only around ten thousand electrons.

For such small charge packets, quantum noise is still
relevant, leading to significantly degraded image
quality, even when the images are taken under
favorable lighting conditions.

A second approach to high-sensitivity photosensing
exploits the dependence of the charge detection
variance on the measurement bandwidth, as indicated
in eqn [3]. One method for exploiting this consists of
reading out the image sensor at a significantly reduced
bandwidth of a few 10 kHz. At the same time, the
image sensor is cooled to temperatures of around
2100 8C. This becomes necessary because readout at
such slow speeds increases the time, to read one
complete image, to many minutes, requiring a
substantial reduction of the dark current. Instead of
working at low readout bandwidths, it is also possible
to read out the same information repeatedly and non-
destructively at high speed, and to average many
measurements of the same amount of photocharge.
Both methods have been shown to lead to readout
noise levels of about one electron; on the other hand,
both approaches require very long times for the
acquisition of complete images.

This problem can be resolved by exploiting the
massive parallelism that smart pixel arrays offer: low-
bandwidth techniques can be employed without
losing effective readout speed. Pixels and columns
are read out with low-bandwidth amplifiers that are
all active simultaneously, and only the final off-chip
readout amplifier needs to operate at a large
bandwidth. In practice, this approach has been used
successfully in single-chip digital cameras with
Megapixel resolution, exhibiting a readout noise of
only a very few electrons.

A completely different approach is based on the use
of a physical amplification mechanism with low
intrinsic noise, before detecting the amplified charge
packets with a conventional electronic circuit; the
avalanche multiplication effect in high electric fields is
very well suited to this approach. Each pixel is
supplied with its own combination of stabilized
avalanche multiplier and conventional charge detec-
tion circuit. This approach has been used for the
realization of a fully integrated 2D array of single
photon detectors that can be fabricated with industry
standard CMOS processes. Similar performance is
obtained with the Impactrone series of high-
sensitivity CCD image sensors offered by Texas
Instruments Inc., making use of a single multistage
avalanche multiplier at the output of the image
sensor. For both high-sensitivity smart pixel arrays,
single-photoelectron performance is reported at room
temperature and at readout frequencies of several
MHz, as required for video applications.
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Photosensing with Improved Dynamic Range

Conventional solid-state image sensors and cameras
usually have a very limited dynamic range, as defined
in eqn [4]. Typical values are between 40 and 80 dB,
rarely exceeding four orders of magnitude. In
natural scenes, however, much higher D=R values
can be encountered. To cope with this, the human eye
is capable of spanning a dynamic range of more
than 150 dB. This realization has spurred the inven-
tion of several methods with which the D=R of smart
pixel arrays can be increased.

One approach consists of acquiring several
images of the same scene with different exposure
times, with the subsequent combination into one
high-dynamic-range composite picture. D=R values
exceeding 120 dB have been obtained with such
multi-exposure methods. Fast-moving objects, how-
ever, will have relocated from one exposure to the
next, resulting in false, blurred representations of
these objects in the composite picture.

This can be overcome using nonlinear response
characteristics similar to the ones found in natural
vision. Impinging light produces a photocurrent
that is highly linear with the incident light
intensity. Because the voltage across the photodiode
is logarithmically dependent on the photocurrent,
a logarithmic voltage-illumination response is
obtained, with a D=R exceeding 120 dB. Such
logarithmic pixels are well-suited for applications
providing high illumination levels but they suffer
from excessive noise and slow response speed at
low light levels.

This disadvantage led to the development of
linear-logarithmic pixels, exhibiting a high-sensi-
tivity linear response at low light levels, and a
gradual changeover to logarithmic response once a
certain, programmable light level is reached. The
design principle is illustrated in Figure 7. An
otherwise conventional CMOS/APS pixel is sup-
plied with a device that exhibits logarithmic
voltage–current response, such as a diode. As
long as the cathode is at a higher voltage than
the anode, no current flows across the diode, and
the pixel response is linear. Once the photocurrent
has lowered the cathode voltage below the anode
voltage, the pixel response becomes logarithmic, as
described above. The D=R of such a linear-
logarithmic pixel reaches unprecedented high
values; almost 200 dB have already been obtained
in practice. Because of the simplicity and robust-
ness of this principle, such linear-logarithmic smart
pixel arrays have found their way into commercial
sensor and camera products that are available
commercially, as illustrated in Figure 8. A circuit

board and a light bulb are imaged in linear mode
(Figure 8a), showing highly saturated areas, and in
linear-logarithmic mode (Figure 8b), in which even
the light bulb’s filament can clearly be seen.

Extension of the Spectral Sensitivity Range

The spectral sensitivity of silicon is essentially
restricted to the spectral wavelength range between
0.1 and 1,100 nm. With a suitable choice of materials
that cover the silicon sensor’s surface, this sensitive
wavelength range can be extended. For high-energy
radiation, scintillator materials are employed, capable
of converting incident high-energy photons into a
proportional number of visible photons. Scintillators
render smart image sensors particularly sensitive in
the UV (300–400 nm), deep UV (below 300 nm),
X-ray (0.002–1 nm), and gamma ray (below
0.002 nm) spectral region. Typically, the scintillator
materials are fabricated as platelets that are glued on
the surface of the produced CMOS/CCD image
sensor.

The extension of the sensitive spectral range to
the infrared can be achieved with semiconductor
materials with smaller energy bandgaps than
silicon. Examples include Ge, SiGe, SiC, PtSi,
IrSi, InAs, InGaAs, or InGaAsP. Typically, these
materials are deposited on the produced
CMOS/CCD image sensor in an ultra-high vacuum
environment. An alternative is the use of bump-
bonding, with which the CMOS/CCD image sensor
can be connected to a small-bandgap material chip
at each pixel site. With these technologies, silicon-
based smart pixel arrays become sensitive to
wavelengths of several microns.

Figure 7 Schematic diagram of a high-dynamic-range pixel,

consisting of a conventional APS/CMOS pixel, as illustrated in

Figure 6, in combination with a shunt diode SD. The photocurrent

lowers the voltage at the gate of transistor SF continuously. Below

a certain value of this voltage, the diode starts to become forward

biased, leading to a linear-logarithmic illumination response, with

a dynamic range that can be as high as 200 dB.
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High-Speed Image Sensing

Increasing the speed of the photosensing process
necessitates improvements in two key areas. Photo-
charges need to be collected and transported faster,
and the acquired information must be read out faster.

A comparison of eqns [1] and [2] immediately
reveals that the replacement of diffusion by drift
transport provides the desired speed improvement. In
the vertical direction, the electric field of photodiodes
or MOS capacitances reaches more deeply into the
semiconductor bulk if lower doping levels of the
substrate are used or the bias voltage is increased.
Improving the lateral transport speed is more difficult.
A highly successful approach in so-called drift-field
pixels is illustrated in Figure 9. On top of a thin (a few
tens of nanometers) transparent insulator, a highly
resistive layer – often of polysilicon – is placed. When
a voltage difference is applied at the two ends, a
small current flows across the resistive layer, inducing
a linear potential variation at the semiconductor
surface. A simple calculation shows that very small
transit times for photocharges can be obtained in this
way. Assuming a (quite large) pixel size of 25 mm and
a voltage difference of 5 V, the maximum transit time
of photoelectrons that have to move from one end of
the pixel to the other, is less than 1 ns. This is more
than two orders of magnitude faster than can be
achieved with diffusion transport.

Smart pixel arrays provide a simple solution to the
problem of speeding up the readout of the acquired
picture information; a large degree of parallelism.
This is illustrated with the architecture of a split-field
high-speed image sensor, shown schematically in
Figure 10. The photosensitive area is split into two

parts, so that the column amplifiers of one half have
time to settle to their proper voltages, while the
columns of the other half are being read out. No time
is lost, therefore, when another row of the image is
selected for readout. A large number of output
amplifiers are provided for highly parallel readout
of the image data, each with a typical readout rate of
40–100 MHz. In this way, sustainable pixel rates of
several GHz can be achieved in practice.

Static Spatial Demodulation

The spatially varying geometry of the photosensitive
part of a pixel can be used for the static spatial

Figure 9 Cross-section of a drift field pixel, exploiting the lateral

drift field at the semiconductor–oxide interface. The correspond-

ing sloped potential distribution FðxÞ is created with a highly

resistive transparent electrode E on top of a thin transparent

insulator O; this conductor has two contacts C1 and C2 at its ends,

to which a voltage difference is applied. Depending on the sign of

the slope, the photoelectrons are collected either in diffusion D1 or

D2. The hatched area indicates the space-charge region.

Figure 8 Images of a scene with high dynamic range, taken with an image sensor exhibiting linear illumination response (a) and linear-

logarithmic illumination response (b). A similar pixel architecture as illustrated in Figure 7 is employed. (Courtesy of Photonfocus AG,

Lachen, Switzerland.)
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demodulation of an impinging light field. When a
one-dimensional intensity distribution pðxÞ is incident
on a photodiode with spatially varying width wðxÞ
between the limits a and b, as illustrated in Figure 11,
an output signal r is produced:

r ¼
ðb

a
pðxÞwðxÞdx ½5�

By shaping the photodiode appropriately, any type
of parametrized linear transform can be realized, as
illustrated by the photomicrograph in Figure 12. In
this practical example, four photodiodes are shaped
sinusoidally and cosinusoidally, weighted with a
slowly varying windowing function. Their signals
are used for determining the Fourier coefficients

(the sine and cosine transform) of an incident light
distribution for a fixed spatial frequency. This is
employed, for example, in cost-effective optical
encoders, capable of measuring linear displacement
with an accuracy below 50 nm.

Dynamic Spatial Convolution

Many image-processing tasks require the convolution
of the pixel data Pi; j at the position ði; jÞ in an image
with a two-dimensional convolution kernel wk;l:

Rk;l ¼
XN

i¼2N

XN
j¼2N

Pi; jwk2i;l2j ½6�

Instead of employing a purely geometrical
solution, as described in the previous section, an
alternate approach is found when interpreting
the convolution eqn [6] in the following way.
The resulting image R is obtained by displacing the
original image P laterally by an amount ðk;lÞ; by
multiplying the shifted pixel values with the
corresponding weight wk;l; and by adding up all
these products.

The lateral displacement is realized with a CCD
structure, implementing the 2D lateral movement of
the acquired image charge packets, the multipli-
cations with the convolution kernel values are
realized by using various exposure times for each
lateral shift position, proportional to the corre-
sponding weight value, and the summation is just
the natural charge accumulation of CCD structures.
The problem of negative weights is solved by
separately determining the positive and negative
parts of the weight function, each stored separately
in the pixel, and by calculating the difference of the
two values during readout, either on-chip or off-
chip. In this way, such convolution image sensors

Figure 11 Illustration of a one-dimensional intensity distribution

pðxÞ of light which is incident on a shaped photodiode with

position-dependent width w ðxÞ, between the two boundaries a

and b.

Figure 10 Block diagram of a high-speed image sensor, making

use of the large amount of parallelism possible in smart pixel

arrays. The light-sensitive area is split into two fields whose rows

can be addressed independently with two separate row address

generators RG. In this way, one row of one field can be selected

and the corresponding column amplifiers CA can reach

equilibrium, while the columns of the other field are being read

out using several parallel output amplifiers OA.

Figure 12 Photomicrograph of two photodiode pairs that are

shaped as spatial sine and cosine functions, weighted with a

slowly varying windowing function. The four photosignals can be

employed to determine the phase and amplitude of a one-

dimensional intensity signal that has the same spatial frequency

as the sine and cosine. In practice, the accuracy of the phase

determination is as high as 0.1% of the spatial wavelength. The

width of the photomicrograph corresponds to about 1 mm in

reality.
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can be used for the determination of complete,
programmable, real-time image convolutions, with
arbitrary kernels that are fully under the dynamic
control of digital logic or microprocessors. Practical
experience with such convolution imagers shows
that the convolution results exhibit inaccuracies of
less than 1%.

Temporal Demodulation

In many relevant optical measurement techniques,
temporally modulated light fields are employed.
For this reason, smart pixel arrays are desired,
providing synchronous demodulation of these signals.
An electromagnetic signal SðtÞ that is harmonic as a
function of time with given frequency v, having
unknown modulation amplitude A, offset B and phase
delay w, is described by

SðtÞ ¼ A sinðvt þ wÞ þ B ½7�

The three unknowns A, B and w can be measured if
three or more sampling points are sampled synchro-
nously per period in so-called ‘lock-in’ pixels. An
example of a lock-in pixel employing the drift-field
transport principle with four accumulation taps, is
illustrated in Figure 13. Demodulation frequencies of
several tens of MHz have already been demonstrated
in practice.

The most important application of such synchro-
nous demodulation pixels is in optical time-of-flight
range cameras. Such a camera incorporates a light

source, usually an array of infrared or visible LEDs,
that is modulated at a few tens of MHz. The
modulated light is reflected diffusely by the various
objects, and the camera’s lens images it onto a lock-in
image sensor. Each of its pixels carries out synchro-
nous sampling/accumulation of photocharges. At the
end of the exposure time, the accumulated photo-
charge samples are read out, and the three modu-
lation parameters of the reflected light are determined
for each pixel. The phase shift is a direct measure of
the local distance. It has been shown that for a wide
range of operating conditions, the distance resolution
of such optical range cameras is already limited just
by the photo shot noise. A typical result of such a
depth image is shown in Figure 14.

Photonic Systems-on-chip

The microelectronics revolution is based on the key
notion of integration. More functionality integrated
monolithically on the same chip leads to faster,
smaller, better performing, and cheaper products.
The same is true for smart pixel arrays, for which
progress through integration is attained in several
respects.

Figure 13 Schematic top view of a lock-in pixel based on the

lateral drift-field approach illustrated in Figure 9. A square

electrode is fabricated with a highly resistive transparent material

on top of a thin insulator. The electrode contacts C1 to C4 are

employed to create a ‘reeling’ potential distribution that rotates

with the modulation frequency of the incident light that requires

synchronous demodulation, so that the photocharges are

collected at diffusions D1 to D4, respectively, at the appropriate

time during each period.

Figure 14 Example of a distance picture (a person) out of a 3D

range image sequence, taken with an optical time-of-flight

distance camera making use of lock-in pixels. Depending on the

available light level, the background illumination and the

modulation frequency, such solid-state range cameras can

have a resolution of a few mm.
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Seeing Chips

Already, in the mid-1980s, researchers were excited
about the possibility of integrating local signal
processing capabilities in each pixel, implementing
some functions of biological vision systems. It was
envisioned that an increasing amount of bio-inspired
functionality would lead to smart image sensors,
exhibiting a primitive sense of vision. The idea of a
‘seeing chip’, with the capability to interpret a scene,
was born.

Unfortunately, even today, our understanding of
the enormously successful biological vision systems
has not yet reached a mature enough state allowing us
to implement signal processing functions that
approximate any ‘image understanding’. Published
algorithms are still incapable of interpreting a scene
and ‘perceiving’ its contents. Obviously, no set of
vision algorithms is yet known with which seeing
chips could be realized. Although progress is slower
than envisioned, single-chip machine vision systems
of growing complexity and increasing functionality
are being developed.

Organic Semiconductors for Monolithic Photonic
Microsystems

The realization that organic materials with conjugated
double bonds, in particular noncrystalline polymers,
are direct bandgap semiconductors, has recently led to
a flurry of R&D activities in the domain of organic
photonics. Organic light-emitting diodes (OLEDs),
color displays, lighting panels, photodiodes, image
sensors, photovoltaic cells, RF transponders, and tags,
and several other organic photonic devices have not
only been demonstrated but many are already
commercially available. The special appeal of organic
semiconductors stems from their potential for mono-
lithic, low-cost integration of complete, large-area
photonic microsystems, even on thin, flexible sub-
strates. In Figure 15, such a monolithic photonic
microsystem is illustrated schematically, combining a
photovoltaic power supply, a photonic detector
subsystem, analog and digital signal processing, as
well as bidirectional optical communications with the
outside world, possibly including also an on-chip
display. The photonic detector subsystem typically
consists of a light source, a light guiding structure that
is sensitized – for example chemically – and a
photodetector/image sensor subsection. In such a
monolithic photonic microsystem, the term ‘smart
pixel array’ obtains a much broader meaning, opening
up a huge number of practical applications in
essentially all domains of our daily and professional
lives. This domain of organic semiconductors for

integrated photonic microsystems is still largely
unexplored, and it is offering exciting opportunities
for research and product development.

Smart Pixel Arrays Beyond Electromagnetic Field
Imaging

The sensing capabilities of smart pixel arrays are not
restricted to electromagnetic radiation; this technol-
ogy can also be used for the acquisition of other two-
or three-dimensional physical fields. As an example,
electrostatic imaging can be used for the temporally
and spatially resolved acquisition of surface potential
distributions in living cells. Electrostatic potential
values of several hundred mV can be acquired with a
precision of 1 mV and a temporal resolution below 1
millisecond. Other acquisition modalities include
magnetostatic field imaging, for example by employ-
ing the Hall effect, or imaging of local electrostatic
charge or current density distributions.

Summary

The relentless advances of semiconductor technology
make it possible to integrate an increasing amount
of photosensitive, analog, and digital functionality
in the same smart pixel and on the same smart
pixel array. Unusual photosensor devices can
be fabricated with commercially available

Figure 15 Schematic block diagram of a monolithically

integrated photonic microsystem, that is expected to be produ-

cable in the near future with organic semiconductors. All opto-

electronic devices are fabricated on the same planar surface:

photovoltaic power supplies (PV); analog and digital signal

processing (ASP and DSP); photodetectors (PD); photoemitters

(PE) – used for bidirectional communication or as parts of a

photonic detector subsystem – a light guiding structure (LG) that

can be sensitized for specific sensing applications, and a display

subsystem (DS).
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semiconductor processes, implementing innovative
designs and layouts, as well as novel electronic
circuits, with which the physical limits of photosen-
sing and photocharge processing may be reached.
Novel opto-electronic microsystems can be devel-
oped, based on application-specific smart pixel
arrays, either by realizing known optical measure-
ment techniques more efficiently or by implementing
new techniques, whose realization requires the
availability of nonconventional image sensing
functionality.

Already, smart pixel arrays are opening up a large
number of new opportunities in photonics research
and product development. The continuously increas-
ing levels of integration lead to new forms of system-
on-chip solutions for a wide range of practical
applications. Smart pixel arrays can perform at the
basic limits imposed by physics, and they have
become indispensable tools in almost any type of
research laboratory and any field of science and
engineering.

List of Units and Nomenclature

Bandwidth B s21

Boltzmann’s constant k J/K
Capacitance C F
Charge Q C
Charge carrier mobility m m2/(V s)
Charge noise variance sQ C2

Diffusivity D m2/s
Distance L m
Dynamic range D=R dB
Field effect transistor

transconductance
g A/V

Integrated power measured
with shaped photodiode

r W

Intensity of electromagnetic
wave

S;A;B W/m2

One-dimensional light
intensity distribution

pðxÞ W/m2

One-dimensional width
distribution

wðxÞ m

Phase delay w –

Pixel value at position
(i, j) in an image

Pi; j;Ri; j –

Temperature T K
Temporal frequency v s21

Time t s
Two-dimensional

convolution kernel
wk;l –

See also

Electromagnetically Induced Transparency. Photonic
Crystals: Photonic Crystal Lasers, Cavities and Wave-
guides. Semiconductor Materials: Group IV Semicon-
ductors, Si/SiGe.
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Introduction

The classic textbook example of a diffraction
grating is a periodic arrangement of parallel
opaque wires: if a plane wave is incident upon
such a structure, it is divided into a multitude of
plane waves propagating in well-defined directions.
In particular, the dramatic wavelength-dependence
of these directions has attracted great interest ever
since the potential of diffraction gratings in
spectroscopy was realized in the late 1700s.
Today spectroscopy is only one, though important,
application of diffraction gratings. Gratings of
many different forms belong to the basic building
blocks in modern wave-optics-based design of
optical elements and systems.

Grating Equations

Some examples of the wide variety of possible grating
structures are illustrated in Figure 1, which shows the
profiles of some commonly encountered diffraction
gratings that are invariant in the y direction. These
are known as linear gratings. Each grating may be of
reflection type (the refractive index nIII is complex) or
of transmission type (nIII is real). In all cases n1 and n2

can both be real or one of them can be complex. Here
we assume that the incident field is a plane wave with
wave vector k in the x–z plane; more general
illumination waves can be represented as super-
positions of plane waves.

Figure 1a illustrates a binary grating: in the
modulated region 0 , z , H the refractive index
alternates between n1 and n2; changing from one

value to another at certain transition points within
the period d. The structure in Figure 1b represents a
sinusoidal surface-relief grating as an example of
smooth grating profiles. Finally, Figure 1c shows a
triangular grating profile.

The periodicity of a grating, illuminated by a plane
wave, usually leads to the appearance of a set of
reflected and transmitted plane waves (diffraction
orders of the grating) that propagate in directions
determined by the grating period d, the illumination
wavelength l; and the refractive indices nI and nIII

(see Figure 2a). These directions are obtained from
the transmission grating equation:

nIII sin um ¼ nI sin uþ ml=d ½1�

where m is the index of the diffraction order and
um is its propagation angle. For reflected orders
(superscript r) one simply replaces nIII by nI in
eqn [1].

Obviously only a limited number of orders satisfy
the condition luml , p=2 and thereby represent
conventional propagating plane waves. Higher, so-
called evanescent orders are inhomogeneous waves
that propagate along the grating surface and decay
exponentially in the z direction. However,
they cannot be ignored in grating analysis, as we
shall see.

In the case of a biperiodic grating with a period
dx £ dy the propagation direction of the incident
beam is defined by two angles u and f illustrated in
Figure 2b. The grating equations now read as:

nIII sin umn cos fmn ¼ nI sin u cos fþ m l=dx ½2�

nIII sin umn sin fmn ¼ nI sin u sin fþ nl=dy; ½3�

where umn and fmn define the propagation direc-
tions of the diffraction order with indices m and n.
For reflected orders nIII is again replaced by nI:

These expressions apply also to the special case of
linear gratings (limit dy !1) illuminated by a plane
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wave not propagating in the x–z plane (conical
incidence).

Some two-dimensionally periodic gratings are
illustrated in Figure 3. The structure illustrated in
Figure 3a is an extension of a binary grating to the
biperiodic geometry: here a single two-dimensional
feature is placed within the grating period but, of
course, more features with different outlines could be
included as well. Moreover, each period could
contain a continuous ‘mountain-range’ or consist
of a ‘New-York’-style pixel structure. Figure 3b

illustrates a structure consisting of an array of
rectangular-shaped holes pierced in a flat screen,
while Figure 3c defines an array of isolated particles
on a flat substrate. If the grid or the particles are
metallic, surrounded by dielectrics from all sides, one
speaks of inductive and capacitive structures, respect-
ively: in the former case relatively free-flowing
currents are induced in the metallic grid structure,
but in the latter case the isolated metal particles
become polarized (and therefore capacitive) when
illuminated by an electromagnetic field.

Figure 2 Diffraction by gratings. (a) Linear grating; (b) definitions of direction angles in the case of a biperiodic grating.

Figure 1 Examples of linear gratings. (a) Binary grating; (b) sinusoidal grating; (c) triangular grating. Here d is the grating period,

H is the thickness of the modulated region, u is the angle of incidence, and n denotes refractive index.
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Grating Theory

Gratings equations provide exact knowledge of the
propagation directions of the diffraction orders, but
they give no information about the distribution of
light among different orders. To obtain such
information, one must in general solve Maxwell’s
equations exactly (rigorous diffraction theory), but
within certain limits simpler methods are available.
In all cases, however, the transmitted and reflected
fields are represented as superpositions of plane
waves that propagate in the directions allowed by
the grating equations (these are known as Rayleigh
expansions).

The most popular method for rigorous grating
analysis is the Fourier Modal Method (FMM),
though many alternative analysis methods exist. To
understand the principle of FMM, consider first
binary gratings. The field inside the modulated region
0 , z , H is represented as a superposition of
waveguide modes, determined by imagining that
the modulated region would extend from x ¼ 21

to x ¼ 1: With given transition points the electric
permittivity, its inverse, and the electric field inside
the grating, can be represented in the form of Fourier
series and one ends up with a matrix eigenvalue
problem with finite dimensions when the matrices are
truncated. A numerical solution of this problem
provides a set of orthogonal modes that can
propagate in the structure with certain propagation
constants. The relative weights of the modes are then
determined by applying the electromagnetic bound-
ary conditions at the planes z ¼ 0 and z ¼ H to match
the modal expansions inside the grating with the

plane-wave (Rayleigh) expansions of the fields in the
homogeneous materials on both sides of the grating.
This matching procedure, which is numerically
implemented by solving a set of simultaneous linear
equations, yields the complex amplitudes of the
electric and magnetic field components associated
with the reflected and transmitted diffraction orders
of the grating.

Of main interest are the diffraction efficiencies, hm

(or hmn for biperiodic gratings) of the orders, which
tell the distribution of energy between different
propagating orders. In electromagnetic theory the
diffraction efficiency is defined as the z-component of
the time-averaged Poynting vector associated with the
particular order, divided by that of the incident plane
wave.

Gratings with z-dependent surface profiles can be
handled similarly if they are ‘sliced’ into a sufficient
number of layers, in each of which the grating is
modeled as a binary structure. The electromagnetic
boundary conditions are applied at each slice
boundary and the approach models the real continu-
ous structure with arbitrary degree of accuracy when
the number of the slices is increased; in practice it is
usually sufficient to use approximately 20–30 slices
for sufficiently accurate modeling of any continuous
grating profile by FMM.

The main problem with rigorous techniques such
as FMM is bad scaling. If, in the case of 1D
modulated (or y-invariant) gratings, the period is
increased by a factor of two, the computation time
required to solve the eigenvalue problem is increased
by a factor of around eight. Thus we have a d3 type

Figure 3 Examples of biperiodic gratings. (a) General binary grating; (b) inductive structure; (c) capacitive structure.
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scaling law. The situation is much worse for bi-
periodic gratings, for which the exponent is
around six. Thus no foreseeable developments in
computer technology will solve the problem, and
approximate analysis methods have to be sought.
A multitude of such methods are under active
development, but in this context we discuss the
simplest example only.

If d q l and the grating profile does not contain
wavelength-scale features, one can describe the effects
of a grating on the incident field merely by consider-
ing it as a complex-amplitude-modulating object,
which imposes a position-dependent phase shift and
amplitude transmission (or reflection) coefficient
on the incident field. This model is known as the
thin-element approximation (TEA).

At normal incidence the plane-wave expansion of
any scalar field component U immediately behind the
grating (at z ¼ H) takes the form:

Uðx; y;HÞ ¼
X1

m¼21

X1
n¼21

Tmn

£ exp½i2pðmx=dx þ ny=dyÞ� ½4�

where

Tmn ¼
1

dxdy

ðdx

0

ðdy

0
Uðx; y;HÞ

£ exp½2i2pðmx=dx þ ny=dyÞ�dx dy ½5�

are the complex amplitudes of the transmitted
diffraction orders. In TEA the field at z ¼ H may be
connected to the field at z ¼ 0 (a unit-amplitude plane
wave is assumed here) by optical path integration
along a straight line though the modulated region of
the grating:

Uðx; y;HÞ ¼
ðH

0
exp

�
i
2p

l
n̂ðx; y; zÞ

�
dz ½6�

where n̂ðx; y; zÞ ¼ nðx; y; zÞ þ ikðx; y; zÞ is the complex
refractive-index distribution in the region 0 , z , H:

With TEA the diffraction efficiencies can be calcu-
lated from a simple formula:

hmn ¼ lTmnl
2

½7�

which, however, ignores Fresnel reflections.
Equations [5]–[7] allow one to obtain closed-form

expressions for the diffraction efficiencies hmn in
many grating geometries. For example, a y-
invariant triangular profile with H ¼ l=lnI 2 nIIIl
gives h21 ¼ 100% if n1 ¼ nIII; n2 ¼ nI; and u ¼ 0:
For a Q-level stair-step-quantized version of this

grating we obtain:

hm ¼ sin c2ð1=QÞ ½8�

where sin cx ¼ sinðpxÞ=ðpxÞ: It should be noted,
however, that these results are valid only for gratings
with d q l; even if they are corrected by Fresnel
transmission losses at the interface between the two
media.

Fabrication of Gratings

Gratings can be manufactured in a number of
different ways, perhaps the simplest being to plot an
equidistant array of straight black and white lines and
to reduce the scale of the pattern photographically.
This method can be readily adapted to the generation
of more complex grating structures and diffractive
elements, but it is not suitable for the production of
high-quality gratings required in, for example,
spectroscopy.

Ruling engines represent the traditional way of
making gratings with periods of the order of the
wavelength of light, especially for spectroscopic
applications. These are machines equipped with a
triangularly shaped diamond ruling edge and an
interferometrically controlled two-dimensional
mechanical translation stage that moves the sub-
strate with respect to the ruling edge. Triangular-
profile gratings of high quality can be produced
with such machines, but the fabrication process is
slow and the cost of the manufactured gratings is
therefore high. In addition, even with real-time
interferometric control of the ruling-edge position,
it is impossible to avoid small local errors in the
grating geometry. Such errors are particularly
harmful if they are periodic since, according to
the grating equation, these errors will generate
spurious spectral lines known as ghosts. Such lines
generated by the grating ‘super-period’ are weak
but they may be confused with real spectral lines in
the source spectrum. If the ruling errors are
random, they result in ‘pedestal-type’ background
noise. While such errors do not introduce ghosts,
they nevertheless reduce the visibility of weak
original spectral lines.

The introduction of lasers in the early 1960s made
it possible to form stable and high-contrast inter-
ference patterns over a sufficient time-scale to allow
the exposure of photographic films and other
photosensitive materials such as polymeric photo-
resists. This interferometric technique offers a direct
method for the fabrication of large diffraction
gratings without appreciable periodic errors. With
this technique it is possible to make highly regular
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gratings for spectroscopy, but it does not permit easy
generation of arbitrarily shaped grating structures.
The two intersecting plane waves can also be
generated with a linear grating using diffraction
orders m ¼ þ1 and m ¼ 21; suppressing the zero
order by appropriate design of the grating profile and
choosing the period in such a way that all higher
transmitted orders are evanescent. This so-called
phase mask technique is suitable, for example, for
the exposure of Bragg gratings in fibers.

To generate arbitrary gratings one usually employs
lithographic techniques. Some of the possible pro-
cesses are illustrated in Figure 4. The exposure can be
performed with scanning photon, electron, or ion
beams, etc. The process starts with substrate prep-
aration, i.e., coating it with a beam-sensitive layer
known as resist, and in the case of electron beam
exposure with a thin conductive layer to prevent
charging. Following the exposure the resist is devel-
oped chemically, and in this process either the

exposed or nonexposed parts of the resist are
dissolved (depending on whether the resist is of
positive or negative type), leading to a surface-relief
profile. Several alternative fabrication steps may
follow the development, depending on the desired
grating type. If a high-contrast resist is used, a slightly
‘undercut’ profile as illustrated in Figure 4c is
obtained. This can be coated with a metal layer and
the resist can be ‘lifted off’ chemically. Thus a binary
metallic grating is formed. To produce a binary
dielectric profile one bombards the substrate with
ions either purely mechanically (ion beam milling) or
with chemical assistance (reactive ion etching), and
finally the residual metal is dissolved.

Alternatively, the particle beam dose can be varied
with position to obtain an analog profile in the resist
after development. This resist profile can be trans-
formed into the substrate by proportional etching,
which leads to an analog dielectric surface-relief
structure (see Figure 4f). This profile can be made

Figure 4 Lithographic processes for grating fabrication. (a) Substrate after preparation for electron beam exposure; (b) exposure by a

scanning electron beam; (c) slightly undercut profile in hight-contrast resist after development, under metal film evaporation; (d) analog

resist profile after variable-dose exposure and resist development; (e) finished binary metallic grating after resist lift-off; (f) transfer of the

analog surface-relief profile into the substrate by proportional etching; (g) etching of a binary profile into the substrate with a metal mask;

(h) growth of a metal film on an analog surface profile.
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Figure 5 Spectral diffraction efficiency curves of spectroscopic gratings in TE polarization. (a) Binary; (b) sinusoidal; and (c) triangular

reflection gratings illuminated at Bragg angle. Solid lines: d ¼ l0: Dashed lines: d ¼ 2l0:

Figure 6 A scanning electron micrograph of a part of a diffractive lens.
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reflective by depositing a thin metal film on top of it.
If large-scale fabrication of identical gratings is the
goal, a thick (,100 mm) metal layer (for example
nickel) can be grown on the surface by electroplating.
After separation from the substrate, the electroplated
metal film, which is a negative of the original profile,
can be used as a stamp in replicating the original
profile in plastics using methods such as hot emboss-
ing, ultraviolet radiation curing, and injection
molding. In particular, the latter method provides
the key to high-volume and low-cost production
of various types of diffraction gratings and
other grating-based diffractive structures in the
industrial scale.

Some Grating Applications

We now proceed to describe a collection of repre-
sentative grating applications. More exhaustive
coverage of grating applications can be found in the
Further Reading section at the end of this article.

Spectroscopic Gratings

The purpose of a spectroscopic grating is to divide the
incident light into a spectrum, i.e., to direct different
frequency components of the incident beam into
different directions given by the grating (eqn [1]).
When the grating period is reduced, the angular
dispersion ›um=›l; and therefore the resolution of the
spectrograph, increases.

In the numerical examples presented in Figure 5 we
assume a reflection grating in a Littrow mount, i.e.,
u r

m ¼ 2u: This mount is common in spectroscopy; it
obviously requires that the grating is rotated when the
spectrum is scanned. We see from eqn [1] that in the
Littrow mount:

sin u ¼
ml

2d
½9�

By inserting this result back into eqn [1] and
differentiating we obtain a quantitative measure for
dispersion in the Littrow mount:

›um

›l
¼ 2

m

2d cos u
½10�

We consider TE polarization (electric field is
linearly polarized in the y-direction) and order m ¼

21; optimize H to give maximum efficiency at
l0 ¼ 550 nm, and plot the diffraction efficiency h21

over the visible wavelength range for two values of
the grating period, d ¼ l0 and d ¼ 2l0: Rigorous
diffraction theory is used with nI ¼ n2 ¼ 1; and the

metal is assumed to be aluminum (n1 and nIII are
complex-valued).

In Figure 5a binary gratings with one groove (width
d=2) per period is considered. Parametric optimiz-
ation gives H ¼ 422 nm if d ¼ 1l; and H ¼ 168 nm
if d ¼ 2l: Figure 5b illustrates the results for
sinusoidal gratings with H ¼ 345 nm if d ¼ 1l; and

Figure 8 Surface-relief profiles of (a) continuous and (b) binary

1 ! 8 beamsplitter gratings.

Figure 7 Diffraction efficiency versus wavelength for triangular

transmission gratings illuminated at normal incidence. Solid lines:

TE polarization. Dashed lines: TM polarization.
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H ¼ 520 nm if d ¼ 2l: Finally, triangular gratings
with H ¼ 431 nm if d ¼ 1l; and H ¼ 316 nm if
d ¼ 2l; are considered. The triangular grating profile
is seen to be the best choice in general.

Diffractive Lenses

Diffractive lenses are gratings with locally
varying period and groove orientation. Figure 6
illustrates the central part of a diffractive microlens
fabricated by lithographic methods. It is seen to
consist of concentric zones with radially decreasing
width.

The phase transmission function of an ideal
diffractive focusing lens can be obtained by a simple
optical path calculation, and is given by

fðrÞ ¼
2p

l0

ðf 2
ffiffiffiffiffiffiffiffiffi
f 2 þ r2

q
Þ < 2

p

l0f
r2 ½11�

where f is the focal length, r is the radial distance from
the optical axis, and the approximate expression is

valid in the paraxial region r p f : Here l0 is the
design wavelength, which determines the modulation
depth of the locally blazed grating profile:

H ¼
l0

nðl0Þ2 1
½12�

and nðl0Þ is the refractive index of the dielectric
material at l ¼ l0:

The zone boundaries rn are defined by the
condition fðrnÞ ¼ 22pn; and therefore we obtain
from eqn [11]:

rn ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2nfl0 þ ðnl0Þ

2
q

<
ffiffiffiffiffiffiffiffi
2nfl0

q
½13�

Obviously, when the numerical aperture of the lens
is large, the zone width in the outer regions of the
lens is reduced to values of the order of l: Figure 7
illustrates the local diffraction efficiency in different
part of a diffractive lens: we use the order m ¼ 21
of a locally triangular diffraction grating of the

Figure 10 Diffraction pattern produced by a binary beamsplitter

grating grating when (a) d ¼ 200l and (b) d ¼ 50l:

Figure 9 Diffraction pattern produced by a continuous-profile

beamsplitter grating when (a) d ¼ 200l and (b) d ¼ 50l:
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type shown in Figure 1c with u ¼ 0; assuming that
nI ¼ n2 ¼ 1:5 (fused silica) and n1 ¼ nIII ¼ 1: The
efficiency h21 is calculated as a function of l using
rigorous diffraction theory for both TE and TM
polarization (the electric vector points in the
groove direction in the TE case and is perpendicu-
lar to it in the TM case). It is seen that the local
efficiency of the lens becomes poor in regions
where the local grating period is small, and thus
diffractive lenses operate best in the paraxial region
(it is, however, possible to obtain improved non-
paraxial performance by optimizing the local
grating profile).

A factor that limits the use of diffractive lenses with
polychromatic light is their large chromatic aberra-
tion: in the paraxial limit the focal length depends on
the wavelength according to the formula:

f ðlÞ ¼
l0

l
f ½14�

However, since the dispersion of a grating has an
opposite sign compared to the diffraction of a prism, a
weak positive diffractive lens can be combined with
a relatively strong positive refractive lens to form a
single-element achromatic lens. Such a hybrid lens is

substantially thinner and lighter than a conventional
all-refractive achromatic lens made of crown and flint
glasses.

Beam Splitter Gratings

Multiple beamsplitters, also known as array illumi-
nators, are gratings with sophisticated periodic
structure that are capable of transforming an incident
plane wave into a set of diffraction orders with a
specified distribution of diffraction efficiencies. Most
often one wishes to obtain a one- or two-dimensional
array of diffracted plane waves with equal efficiency.
This goal can be achieved by appropriate design of
the grating profile, which may be of binary, multi-
level, or continuous form.

Figure 8 illustrates binary and continuous grating
profiles capable of dividing one incident plane wave
into eight diffracted plane waves (central odd-
numbered orders of the grating) with equal efficiency
in view of TEA. Figure 9 shows the distribution of
energy among the different diffraction orders in and
around the array produced by the continuous profile,
evaluated by rigorous theory for two different grating
periods, while Figure 10 gives corresponding results
for the binary grating.

Figure 11 Scanning electron micrograph of a sophisticated beamsplitter grating.
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The fraction of incident energy that ends up in the
desired eight orders is 72% for the binary grating and
96% for the continuous grating according to TEA,
making the latter more attractive from a theoretical
viewpoint. However, the continuous profile is more
difficult to fabricate accurately than the binary one,
especially for small values of the ratio d=l: Moreover,
the array uniformity produced by the continuous
profile degrades faster than that of the binary profile
when the period is reduced.

An example of the structure of a biperiodic grating
that is capable of forming a large, shaped array of
diffraction orders with equal efficiency is presented in
Figure 11. Figure 12 shows the far-field diffraction
pattern produced by this element: the shape of
Finland with the location of the town of Joensuu
highlighted by placing the zero diffraction order on
the appropriate position on the map (the apparent
nonuniformity in the array is mostly due to the finite
resolution of the CCD detector).

Inductive Grid Filters

As a final example we consider a scaled-down version
of a device well known from the door of a microwave
oven: one can see in through the holes pierced in the

metallic screen in the oven door, but the microwaves
are trapped inside because their wavelengths are large
in comparison with the dimensions of the holes.
Another example of these inductive grid filters is found
in large radio telescope mirrors for centimeter-scale

Figure 13 Zero order spectral transmission (solid line) and

reflection (dashed line) of an aluminium inductive grid filter with

400 nm period.

Figure 12 The far-field diffraction pattern produced by the grating in Figure 11.
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wavelengths, which are wide-grid structures rather
than smoothly curved metal surfaces.

Figure 13 illustrates the spectral transmission
and reflection curves of an inductive grid filter of
the type illustrated in Figure 3b. We assume that
dx ¼ dy ¼ d ¼ 400 nm, cx ¼ cy ¼ c ¼ 310 nm, H ¼

500 nm, and that the grid is a self-supporting
structure (nI ¼ nIII ¼ 1) made of aluminum. Only
the zero reflected and transmitted orders propagate
when l . d; but other orders (with rather low
efficiency) appear for smaller wavelengths. We see
that the filter reflects infrared radiation effectively,
but transmits a substantial part of radiation at visible
and shorter wavelength regions.

List of Units and Nomenclature

Complex field amplitude U
Diffraction angles [rad] u;f

Diffraction efficiency h

Focal length [m] f, f0

Grating period [m] d
Grating thickness [m] H
Number of quantization levels Q
Phase function [rad] fðrÞ
Refractive index n
Wavelength [m] l;l0

Wave vector [m21] k

See also

Fiber Gratings.
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Introduction

Geometrical optics does a reasonable job of describ-
ing the propagation of light in free space unless that
light encounters an obstacle. Geometrical optics
predicts that the obstacle would cast a sharp shadow.
On one side of the shadow’s edge would be a bright
uniform light distribution, due to the incident light,
and on the other side there would be darkness. Close
examination of an actual shadow edge reveals,
however, dark fringes in the bright region and bright
fringes in the dark region. This departure from the

predictions of geometrical optics was given the name
diffraction by Grimaldi.

There is no substantive difference between dif-
fraction and interference. The separation between
the two subjects is historical in origin and is retained
for pedagogical reasons. Since diffraction and
interference are actually the same physical process,
we expect the observation of diffraction to be a
strong function of the coherence of the illumination.
With incoherent sources, geometrical optics is
usually all that is needed to predict the performance
of an optical system and diffraction can be ignored
except at dimensions on the scale of a wavelength.
With light sources having a large degree of spatial
coherence, it is impossible to neglect diffraction in
any analysis.
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Even though diffraction produced by most com-
mon light sources and objects is a small effect, it is
possible to observe diffraction without special equip-
ment. By viewing a light source through a slit formed
by two fingers that are nearly touching, fringes can be
observed. Diffraction is used by photographers and
television cameramen to provide artistic highlights in
an image containing small light sources. They
accomplish this by placing a screen in front of the
camera lens. Light from point sources in the field of
view is diffracted by the screen and produces ‘stars’ in
the image. A third place where diffraction effects are
easily observed is when a mercury or sodium street-
light, a few hundred meters away, is viewed through a
sheer curtain.

Fresnel originally developed an approximate
scalar theory based on Huygens’ principle which
states that:

Each point on a wavefront can be treated as a source of
a spherical wavelet called a secondary wavelet or a
Huygens’ wavelet. The envelope of these wavelets, at
some later time, is constructed by finding the tangent to
the wavelets. The envelope is assumed to be the new
position of the wavefront.

Rather than simply using the wavelets to construct
an envelope, Fresnel’s scalar theory assumes that the
Huygens’ wavelets interfere to produce a new
wavefront (see Diffraction: Fresnel Diffraction).

A rigorous diffraction theory is based on Max-
well’s equations and uses the boundary conditions
associated with the obstacle to calculate a field
scattered by the obstacle. The origins of this
scattered field are currents induced in the obstacle
by the incident field. The scattered field is allowed to
interfere with the incident field to produce a
resultant diffracted field. The application of the
rigorous theory is very difficult and for most
problems an approximate scalar theory developed
by Kirchhoff and Sommerfeld is used.

Kirchhoff Theory of Diffraction

Kirchhoff’s theory was based on the elastic theory of
light but can be reformulated into a vector theory.
Here we will limit our discussion to the scalar
formulation. Given an incident wave, w; we wish
to calculate the optical wave at point P0, in
Figure 1, located at r0, in terms of the wave’s
value on a surface, S, that we construct about the
observation point.

To obtain a solution to the wave equation at the
point, P0, we select as a Green’s function the one
proposed by Kirchhoff (Box 1), a unit amplitude

spherical wave, expanding about the point at r0,
denoted by C, and then apply Green’s theorem (see
Box 2). We will run into boundary condition
problems as we proceed with the derivation of the
solution. Sommerfeld removed the problems by
assuming a slightly more complex Green’s function
(see Box 1). We will limit our discussion to the
Kirchhoff Green’s function.

Green’s theorem requires that there be no sources
(singularities) inside the surface S but our Green’s
function [1] is based on a source at r0: We eliminate
the source by constructing a small spherical surface
S1, of radius 1; about r0, excluding the singularity at
r0 from the volume of interest, shown in gray in
Figure 1. The surface integration that must be
performed in Green’s theorem is over the surface
S0 ¼ S þ S1.

Within the volume enclosed by S0, the Green’s
function, C, and the incident wave, w; satisfy the
scalar Helmholtz equation so that the volume integral
can be written asððð

V

ðC7
2w2w72

CÞdn¼2
ððð

V

ðCwk2
2wCk2Þdn

½7�

The right side of [7] is identically equal to zero. This
fact allows us to use [6] to produce a simplified
statement of Green’s theorem:

ðð
S0

�
C
›w

›n
2w

›C

›n

�
ds¼ 0 ½8�

Figure 1 Region of integration for solution of Kirchhoff’s

diffraction integral. Reprinted with permission from Guenther RD

(1990) Modern Optics. New York: John Wiley & Sons.
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Box 2

Green’s Theorem

To calculate the complex amplitude, ~EðrÞ; of a wave at an observation point defined by the vector r, we
need to use a mathematical relation known as Green’s Theorem. Green’s theorem states that, if w and C

are two scalar functions that are well behaved, then

ðð
S

ðw7C·n̂ 2C7w·n̂Þds ¼
ððð

V

ðw72
C2C7

2wÞdn ½4�

The vector identities

7C·n̂ ¼
›C

›n
7w·n̂ ¼

›w

›n
½5�

allow Green’s theorem to be written as

ðð
S

�
w
›C

›n
2C

›w

›n

�
ds ¼

ððð
V

½w72C2C72w�dn ½6�

This equation is the prime foundation of scalar diffraction theory but only the proper choice of C, w and
the surface, S, allows direct application to the diffraction problem.

Box 1

Green’s Function

1. Kirchhoff Green’s function: Assume that the wave, C, is due to a single point source at r0. At an
observation point, r1, the Green’s function is given by

Cðr1Þ ¼
e2 ik·r01

r01

; ½1�

where r01 ¼ lr01l ¼ lr1 2 r0l is the distance from the source of the Green’s function, at r0, to the
observation position, at r1.

2. Sommerfeld Green’s function: Assume that there are two point sources, one at P0 and one at P0
0

(see Figure 2 where the source, P0
0, is positioned to be the mirror image of the source at P0 on the

opposite side of the screen, thus

r01 ¼ r 0
01 cosðn̂; r01Þ ¼ 2cosðn̂; r 0

01Þ ½2�

A Green’s function that could be used is

C0 ¼
e2 ik·r01

r01

2
e2 ik·r 0

01

r 0
01

½3a�

or

C0 ¼
e2 ik·r01

r01

þ
e2 ik·r 0

01

r 0
01

½3b�
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Because the integral over the combined surfaces, S
and S1, is equal to zero, the integral over the surface S
must equal the negative of the integral over the
surface, S1:

2
ðð
S1

�
C
›w

›n
2w

›C

›n

�
ds¼

ðð
S

�
C
›w

›n
2w

›C

›n

�
ds ½9�

To perform the surface integrals, we must evaluate
the Green’s function on the surface, S0. We therefore
select r1, the vector defining the observation point,
to be on either of the two surfaces that make up S0.
The derivative, ›C=›n; to be evaluated is

›C

›n
¼

›C

›r

›r

›n

¼

 
2 ik

e2ik·r01

r01

2
e2ik·r01

r2
01

!
cosðn;r01Þ ½10�

where cosðn̂;r01Þ is the cosine of the angle between
the outward normal n̂ and the vector r01, the
vector between points P0 and P1. (Note from
Figure 1 that the outward normal on S1 is inward,
toward P0, while the normal on S is outward,
away from P0.)

For example if r1 were on S1, then

cosðn; r01Þ ¼ 21; ½11�

›Cðr1Þ

›n
¼

�
1

1
þ ik

�
e2 ik1

1
; ½12�

where 1 is the radius of the small sphere we
constructed around the point at P0.

We now use [10] to rewrite the two integrals in [9].
The integral over the surface S1 isðð

S1

�
C

›w

›n
2 w

›C

›n

�
ds

¼
ðð
S1

"
›w

›n

e2 ik1

1
2 w

e2 ik1

1

�
1

1
þ ik

�#

� 12 sin u du df ½13�

while the integral over the surface S is

ðð
S

"
e2 ik·r01

r01

›w

›n
2 w

›

›n

 
e2 ik·r01

r01

!#
r2 sin u du df

½14�

The omitted volume contained within the surface S1
is allowed to shrink to zero by taking the limit as
1! 0: Equation [14] will not be affected by taking
the limit. The first and last terms of the right side
of [13] go to zero as 1! 0 because they contain
1e2 ik1: The second term in [13] contains e2 ik1

which goes to 1 as 1! 0: Therefore, in the limit as
1! 0; [9] becomes

wðr0Þ ¼
1

4p

ðð
S

"
e2 ik·r01

r01

›w

›n
2 w

›

›n

 
e2 ik·r01

r01

!#
ds

½15�

which is sometimes called the integral theorem of
Kirchhoff. By carefully selecting the surface of
integration in [15], we can calculate the diffraction
field observed at P0 produced by an aperture in an
infinite opaque screen.

Assume that a source at P2 in Figure 3 produces
a spherical wave that is incident on an infinite,
opaque screen from the left. To find the field at P0 in
Figure 3, we apply [15] to the surface S1 þ S2 þ S,
where S1 is a plane surface adjacent to the screen, S is
that portion of S1 in the aperture and S2 is a large
spherical surface, of radius R, centered on P0, see
Figure 3. The first question to address is how to
calculate the contribution from S2 or better yet
how do we show we can ignore contributions from
S2. As R increases, C and w will decrease as 1=R:

However, the area of integration increases as R2 so
the 1=R fall-off is not a sufficient reason for neglecting
the contribution of the integration over S2.

On the surface S2, the Green’s function and its
derivative are

C ¼
e2 ikR

R
½16�

Figure 2 Geometry for the Sommerfeld Green’s function.

Reprinted with permission from Guenther RD (1990) Modern

Optics. New York: John Wiley & Sons.
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›C

›n
¼

�
2ik 2

1

R

�
e2 ikR

R
< 2ikC ½17�

where the approximate equality is for large R. Thus,
the integral over S2 for large R is

ðð
S2

�
C

›w

›n
þ wðikCÞ

�
ds

¼
ðð
S2

C

�
›w

›n
þ ikw

�
R2 sin u du df ½18�

The quantity RC ¼ e2 ik·R is finite as R !1 so for the
integral to vanish, we must have

lim
R!1

R

�
›w

›n
þ ikw

�
¼ 0 ½19�

This requirement is called the Sommerfeld radiation
condition and is satisfied if w! 0 as fast as 1=R (for
example, a spherical wave). Since the illumination of
the screen will be a spherical wave, or at least a linear
combination of spherical waves, we should expect the
integral over S2 to make no contribution (it is exactly
zero).

Another way to insure that surface S2 makes no
contribution is to assume that the light turns on at
time t0: At a later time, t; when we desire to know the
field at P0, the radius of S2 is R . c ðt 2 t0Þ which
physically means that the light has not had time to

reach S2. In this situation, there can be no contri-
bution from S2. This is not a perfect solution because
when the wave is of finite duration it can no longer be
considered monochromatic.

We should expect the major contribution in the
integral over S1 to come from the portion of the
surface in the aperture, S. We make the following
assumptions about the incident wave, w (these
assumptions are known as St. Venaut’s hypothesis
or Kirchhoff’s boundary conditions)

1. We assume that, in the aperture, w and ›w=›n have
the values they would have if the screen were not
in place.

2. On the portion of S1 not in the aperture, w and
›w=›n are identically zero.

The Kirchhoff boundary conditions allow the
screen to be neglected, reducing the problem to an
integration only over the aperture. It is surprising that
the assumptions about the contribution of the surface
S2 and the screen yield very accurate results (as long
as polarization is not important, the aperture is large
with respect to the wavelength, and we don’t get too
close to the aperture).

Mathematically the Kirchhoff boundary conditions
are incorrect. The two Kirchhoff boundary conditions
imply that the field is zero everywhere behind the
screen, except in the aperture, which makes C and
›C=›n discontinuous on the boundary of the aperture.
Another problem with the boundary conditions is

Figure 3 Integration surface for diffraction calculation. P2 is the source and P0 is the point where the field is to be calculated. Reprinted

with permission from Guenther RD (1990) Modern Optics. New York: John Wiley & Sons.
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that C and ›C=›n are known only if the problem has
already been solved.

The Sommerfeld Green’s functions will remove the
inconsistencies of the Kirchhoff theory. If we use the
Green’s function [3a] then C vanishes in the aperture
while ›C=›n can assume the value required by
Kirchhoff’s boundary conditions. If we use the
Green’s functions [3b] then the converse holds, i.e.
›C=›n is zero in the aperture. This improved Green’s
function makes the problem harder with little gain in
accuracy so we will retain the Kirchhoff formalism.

As a result of the above discussion, the surface
integral [15] is only performed over the surface, S, in
the aperture. The evaluation of the Green’s function
on this surface can be simplified by noting that
normally r01 @ l; i.e., k @ 1=r01; thus on S,

›C

›n
¼ cosðn; r01Þ

 
2ik 2

1

r01

!
e2 ik·r01

r01

< 2ik cosðn̂; r01Þ
e2 ik·r01

r01

½20�

Substituting this approximate evaluation of the
derivative into [15] yields

wðr0Þ ¼
1

4p

ðð
S

e2 ik·r01

r01

�
›w

›n
þ ikw cosðn̂; r01Þ

�
ds

½21�

The source of the incident wave is a point source
located at P2, with a position vector, r2, measured
with respect to the coordinate system and a distance
lr21l away from P1, a point in the aperture
(see Figure 3). The incident wave is therefore
a spherical wave of the form

wðr21Þ ¼ A
e2 ik·r21

r21

½22�

which fills the aperture. Here also we will assume that
r21 .. l so that the derivative of the incident wave
assumes the same form as [20]. Then [21] can be
written

wðr0Þ ¼
iA

l

ðð
S

e2 ik·ðr21þr01Þ

r21r01

�

�
cosðn̂; r01Þ2 cosðn̂; r21Þ

2

�
ds ½23�

This relationship is called the Fresnel–Kirchhoff
diffraction formula. It is symmetric with respect to
r01 and r21, making the problem identical when the
source and measurement point are interchanged.

A physical understanding of [23] can be obtained if
it is rewritten as

wðr0Þ ¼
ðð
S

Fðr21Þ
e2 ik·r01

r01

ds ½24�

The field at P0 is due to the sum of an infinite number
of secondary Huygens sources in the aperture S.
The secondary sources are point sources radiating
spherical waves of the form

Fðr21Þ
e2 ik·r01

r01

½25�

with amplitude Fðr21Þ; defined by

Fðr21Þ ¼
i

l

"
A

e2 ik·r21

r21

#�
cosðn̂; r01Þ2 cosðn̂; r21Þ

2

�
½26�

The imaginary constant, i, causes the wavelets from
each of these secondary sources to be phase shifted
with respect to the incident wave. The obliquity
factor, in the amplitude [26]

1
2 ½cosðn̂; r01Þ2 cosðn̂; r21Þ� ½27�

causes the secondary sources to have a forward
directed radiation pattern.

If we had used the Sommerfeld Green’s function,
the only modification to our result would be a change
in the obliquity factor to cosðn,r01Þ. In our discussions
below we will assume that the angles are all small,
allowing the obliquity factor to be replaced by 1 so
that in the remaining discussion the choice of Green’s
function has no impact.

We will assume the source of light is at infinity,
z1 ¼ 1 in Figure 3, so that the aperture is illuminated
by a plane wave, traveling parallel to the z-axis. With
this assumption

u 0 ¼ cosðn; r21Þ < 21 ½28�

We will also make the paraxial approximation which
assumes that the viewing position is close to the
z-axis, leading to

u ¼ cosðn; r01Þ < 1 ½29�

With these assumptions eqn [24] becomes identical
to the Huygens–Fresnel integral discussed in the
section on Fresnel diffraction:

~Eðr0Þ ¼
i

l

ðð
S

~EiðrÞ

R
e2 ik·R ds ½30�
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The modern interpretation of the Fresnel–Kirch-
hoff (or now in the small-angle approximation, the
Fresnel–Huygens) integral is to view it as a convolu-
tion integral. By considering free space to be a linear
system, the result of propagation can be calculated by
convolving the incident (input) wave with the impulse
response of free space (our Green’s function),

i

l

e2 ik·R

R
½31�

The job of calculating diffraction has only begun
with the derivation of the Fresnel –Kirchhoff
integral. In general, an analytic expression for the
integral cannot be found because of the difficulty of
performing the integration over R. There are two
approximations that will allow us to obtain analytic
expressions of the Fresnel–Kirchhoff integral. In both
approximations, all dimensions are assumed to be
large with respect to the wavelength. In one
approximation, the viewing position is assumed to
be far from the obstruction; the resulting diffraction is
called Fraunhofer diffraction and will be discussed
here. The second approximation, which leads to
Fresnel diffraction, assumes that the observation
point is nearer the obstruction, to be quantified
below. This approximation, which is the more
difficult mathematically, is discussed in the article
on Diffraction: Fresnel Diffraction.

Fraunhofer Approximation

In Fraunhofer diffraction, we require that the source
of light and the observation point, P0, be far from
the aperture so that the incident and diffracted wave

can be approximated by plane waves. A conse-
quence of this requirement is that the entire
waveform passing through the aperture contributes
to the observed diffraction.

The geometry to be used in this derivation is
shown in Figure 4. The wave incident normal to the
aperture, S, is a plane wave and the objective of the
calculation is to find the departure of the trans-
mitted wave from its geometrical optical path. The
calculation will provide the light distribution,
transmitted by the aperture, as a function of the
angle the light is deflected from the incident
direction. We assume that diffraction makes only a
small perturbation on the predictions of geometri-
cal optics. The deflection angles encountered in this
derivation are, therefore, small, as assumed above,
and we will be able to use the paraxial
approximation.

The distance from a point P, in the aperture, to the
observation point P0, of Figure 4, is

R2 ¼ ðx 2 j Þ2 þ ðy 2 hÞ2 þ Z2 ½32�

From Figure 4 we see R0 is the distance from the
center of the screen to the observation point, P0,

R2
0 ¼ j 2 þ h2 þ Z2 ½33�

The difference between these two vectors is

R2
02R2¼ðR02RÞðR0þRÞ

¼j2þh2þZ22Z22ðx222xjþj2Þ

2ðy2
22yhþh2Þ

¼2ðxjþyhÞ2ðx2þy2Þ

½34�

Figure 4 Geometry for Fraunhofer diffraction. Reprinted with permission from Guenther RD (1990) Modern Optics. New York:

John Wiley & Sons.
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The equation for the position of point P in the
aperture can be written in terms of [34]:

r¼R02R¼
R2

02R2

R0þR
;

¼


2ðxjþyhÞ2ðx2þy2Þ

� 1

R0þR
½35�

The reciprocal of ðR0þRÞ can be written as

1

R0þR
¼

1

2R0þR2R0

¼
1

2R0

 
1þ

R2R0

2R0

!21

½36�

Now using [36]

R02R¼

"
xjþyh

R0

2
x2þy2

2R0

#"
12

R02R

2R0

#
21

¼

"
xjþyh

R0

2
x2þy2

2R0

#�
12

r

2R0

�21
½37�

If the diffraction integral [30] is to have a finite
(nonzero) value, then

klR02Rl,,kR0 ½38�

This requirement insures that all the Huygens’s
wavelets, produced over the aperture from the center
out to the position r; will have similar phases and
will interfere to produce a nonzero amplitude at P0.
This requirement results in

1

12
r

2R0

<1 ½39�

From this equation we are tempted to state that the
aperture dimension must be small relative to the
observation distance. However, for the exponent to
provide a finite contribution in the integral, it is kr
that is small, not the aperture dimension, r:

Using the approximation for ðR0 2 RÞ; we obtain
the diffraction integral

~EP ¼
ia e2 ik·R0

lR0

ðð
S

f ðx; yÞe
þ ik

�
xjþyh

R0
2

x2þy2

2R0



dx dy

½40�

The change in the amplitude of the wave due to the
change in R; as we move across the aperture, is
neglected, allowing R in the denominator of the
Huygens–Fresnel integral to be replaced by R0 and
moved outside of the integral. We have introduced the
complex transmission function, f ðx; yÞ; of the aper-
ture to allow a very general aperture to be treated.

If the aperture function described the variation in
absorption of the aperture as a function of position,
as would be produced by a photographic negative,
then f ðx; yÞ would be a real function. If the aperture
function described the variation in transmission of a
biological sample, it might be entirely imaginary.

The argument of the exponent in [40] is

ik

 
xjþ yh

R0

2
x2 þ y2

2R0

!

¼ i2p

 
xjþ yh

lR0

2
x2 þ y2

2lR0

!
½41�

If the observation point, P0, is far from the screen, we
can neglect the second term and treat the phase
variation across the aperture as a linear function of
position. This is equivalent to assuming that the
diffracted wave is a collection of plane waves.
Mathematically, the second term in [41] can be
neglected if

x2 þ y2

2lR0

,, 1 ½42�

This is called the far-field approximation and the
theory yields Fraunhofer diffraction. If the quadratic
term of [41] is on the order of 2p then the fraction is

x2 þ y2

2lR0

< Qð1Þ ½43�

and we must retain the quadratic term and the theory
yields Fresnel diffraction.

We define spatial frequencies in the x and y
direction by

vx ¼
2p

l
sin ux ¼ 2

2pj

lR0

vy ¼
2p

l
sin uy ¼ 2

2ph

lR0

½44�

We define the spatial frequencies with a negative sign
to allow equations involving spatial frequencies to
have the same form as those involving temporal
frequencies. The negative sign is required because vt
and k·r appear in the phase of the wave with opposite
signs and we want the Fourier transform in space and
in time to have the same form.

With the variables defined in [44], the integral
becomes

~EPðvx;vyÞ ¼
ia e2 ik·R0

lR0

ðð
S

f ðx; yÞe2 iðvxxþvyyÞ dx dy

½45�

246 DIFFRACTION / Fraunhofer Diffraction



The result of our derivation is that the Fraunhofer
diffraction field, ~EP; can be calculated by performing
the two-dimensional Fourier transform of the aper-
ture’s transmission function.

Definition of Fourier Transform

In this discussion the function FðvÞ is defined as the
Fourier transform of f ðtÞ:

F {f ðtÞ} ; FðvÞ ;
ð1

21
f ðtÞe2 ivt dt ½46�

The transformation from a temporal to a frequency
representation given by [46] does not destroy
information; thus, the inverse transform can also be
defined

F21{FðvÞ} ¼ f ðtÞ ¼
1

2p

ð1

21
FðvÞeivt dv ½47�

By assuming that the illumination of an aperture
is a plane wave and that the observation position is
in the far field, the diffraction of an aperture is
found to be given by the Fourier transform of
the function describing the amplitude transmission
of the aperture. The amplitude transmission of
the aperture, f ðx; yÞ; may thus be interpreted as the
superposition of mutually coherent plane waves.

Diffraction by a Rectangular Aperture

We will now use Fourier transform theory to calculate
the Fraunhofer diffraction pattern from a rectangular
slit and point out the reciprocal relationship between
the size of the diffraction pattern and the size of the
aperture.

Consider a rectangular aperture with a trans-
mission function given by

f ðx; yÞ ¼

8<
: 1 lxl # x0; lyl # y0

0 all other x and y
½48�

Because the aperture is two-dimensional, we need to
apply a two-dimensional Fourier transform but it is
not difficult because the amplitude transmission
function is separable, in x and y: The diffraction
amplitude distribution from the rectangular slit is
simply one-dimensional transforms carried out
individually for the x and y dimensions:

~EP¼
ia

lR0

e2ik·R0

ðx0

2x0

f ðxÞe2ivxx dx
ðy0

2y0

f ðyÞe2ivyy dy

½49�

Since both f ðxÞ and f ðyÞ are defined as symmetric
functions, we need only calculate the cosine trans-
forms to obtain the diffracted field:

To calculate the Fourier transform defined by [46]
we can rewrite the transform as

FðvÞ ¼
ð1

21
f ðtÞcos vt dt2 i

ð1

21
f ðtÞsin vt dt ½50�

If f ðtÞ is a real, even function then the Fourier
transform can be obtained by simply calculating the
cosine transform:

ð1

21
f ðtÞcos vt dt ½51�

~EP ¼ i
4x0y0a

lR0

e2 ik·R0
sin vxx0

vxx0

sin vyy0

vyy0

½52�

The intensity distribution of the Fraunhofer diffrac-
tion produced by the rectangular aperture is

IP ¼ I0

sin2vxx0

ðvxx0Þ
2

sin2vyy0

ðvyy0Þ
2

½53�

The maximum intensities in the x and y directions
occur at

vxx0 ¼ vyy0 ¼ 0 ½54�

The area of this rectangular aperture is defined
as A ¼ 4x0y0; resulting in an expression for the
maximum intensity of

I0 ¼

"
i4x0y0a e2 ik·R0

lR0

#2

¼
A2a2

l2R2
0

½55�

The minima of [53] occur when vxx0 ¼ np or when
vyy0 ¼ mp: The location of the zeros can be specified
as a dimension in the observation plane or, using the
paraxial approximation, in terms of the angle defined
by [44]

sin ux < ux <
j

R0

¼
nl

2x0

sin uy < uy <
h

R0

¼
ml

2y0

½56�

The dimensions of the diffraction pattern are charac-
terized by the location of the first zero, i.e., when
n ¼ m ¼ 1; and are given by the observation plane
coordinates, j andh:The dimensions of the diffraction
pattern are inversely proportional to the dimensions of
the aperture. As the aperture dimension expands, the
width of the diffraction pattern decreases until, in the
limit of an infinitely wide aperture, the diffraction
pattern becomes a delta function.
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Figure 5 is a theoretical plot of the amplitude of the
diffraction wave from a rectangular slit.

Diffraction from a Circular Aperture

To obtain the diffraction pattern from a circular
aperture we first convert from the rectangular
coordinate system we have used to a cylindrical
coordinate system. The new cylindrical geometry is
shown in Figure 6. At the aperture plane

x ¼ s·cos w y ¼ s·sin w

f ðx; yÞ ¼ f ðs;wÞ dx dy ¼ s ds dw
½57�

At the observation plane

j ¼ r·cos u h ¼ r·sin u ½58�

In the new, cylindrical, coordinate system at the
observation plane, the spatial frequencies are written
as

vx ¼ 2
kj

R0

¼ 2
kr

R0

cos u

vy ¼ 2
kh

R0

¼ 2
kr

R0

sin u

½59�

From Figure 6 we see that the observation point, P,
can be defined in terms of the angle c; where

sin c ¼
r

R0

½60�

This allows an angular representation of the size of
the diffraction pattern if it is desired.

Using [57] and [59], we may write

vxx þ vyy ¼ 2
ksr

R0

ðcos u cos wþ sin u sin wÞ;

¼ 2
ksr

R0

cosðu2 wÞ ½61�

The Huygens–Fresnel integral for Fraunhofer diffrac-
tion can now be written in terms of cylindrical
coordinates:

~EP ¼
ia

lR0

e2 ik·R0

ð a
2

0

ð2p

0
f ðs;wÞe

2 ik
sr
R0

cosðu2wÞ
s ds dw

½62�

We will use this equation to calculate the diffrac-
tion amplitude from a clear aperture of diameter a;
defined by the equation

f ðs;wÞ ¼

8<
: 1 s # a

2 ; all w

0 s . a
2

½63�

The symmetry of this problem is such that

f ðs;wÞ ¼ f ðsÞgðwÞ ¼ f ðsÞ ½64�

F {f ðs;fÞ} ¼ F {f ðsÞ} ¼ FðrÞ ½65�

Figure 5 The amplitude of the wave diffracted by a rectangular slit. This sinc function describes the light wave’s amplitude that would

exist in both the x and y directions. The coordinate would have to be scaled by the dimension of the slit. Reprinted with permission from

Guenther RD (1990) Modern Optics. New York: John Wiley & Sons.
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Fðr; uÞ ¼
ð1

0
f ðsÞs ds

ð2p

0
e2 ir·s cosðw2uÞ dw ½66�

FðrÞ ¼
ð1

0
f ðsÞ s ds

ð2p

0
e2 ir·s cos w dw ½67�

The second integral in [67] belongs to a class of
functions called the Bessel function defined by the
integral

JnðsrÞ ¼
1

2p

ð2p

0
ei½sr sin w2nw�dw ½68�

In [67] the integral corresponds to the n ¼ 0; zero-
order, Bessel function. Using this definition, we can
rewrite [67] as

FðrÞ ¼
ð1

0
f ðsÞJ0ðsrÞs ds ½69�

This transform is called the Fourier–Bessel transform
or the Hankel zero-order transform.

Using these definitions, the transform of the
aperture function, f ðsÞ; is

FðrÞ ¼
ð a

2

0
J0ðsrÞs ds ½70�

We use the identity

xJ1ðxÞ ¼
ðx

0
x J0ðxÞ dx ½71�

to obtain

FðrÞ ¼
a

2r
J1

�
ra

2

�
½72�

We can now write the amplitude of the diffracted
wave as

~EP ¼
ia

l
e2 ik·R0

"
pa

kr
J1

 
kar

2R0

!#
½73�

A plot of the function contained within the bracket of
[73] is given in Figure 7. If we define

u ¼
kar

2R0

½74�

then the spatial distribution of intensity in the
diffraction pattern can be written in a form known
as the Airy formula,

I ¼ I0

�
2J1ðuÞ

u

�2

½75�

where we have defined

I0 ¼

 
aA

lR0

!2

½76�

with A representing the area of the aperture,
A ¼ p ð a

2 Þ
2.

The intensity pattern described by [75] is called the
Airy pattern. The intensity at u ¼ 0 is the same as was
obtained for a rectangular aperture of the same area,
because, in the limit,

lim
u
!0

�
2J1ðuÞ

u

�
¼ 1 ½77�

For the Airy pattern, 84% of the total area is
contained in the disk between the first zeros of [75].
Those zeros occur at u ¼ ^1:22p; which corresponds

Figure 6 Geometry for calculation of Fraunhofer diffraction from a circular aperture. Reprinted with permission from Guenther RD

(1990) Modern Optics. New York: John Wiley & Sons.
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to a radius in the observation plane of

r ¼
1:22

�
lR0

�
a

½78�

91% of the light intensity is contained within the
circle bounded by the second minimum at
u ¼ 2:233p. The intensities in the secondary maxima
of the diffraction pattern of a rectangular aperture
[53] are much larger than the intensities in the
secondary maxima of the Airy pattern of a circular
aperture of equal area. The peak intensities, relative
to the central maximum, of the first three secondary
maxima of a rectangular aperture are 4.7%, 1.6%,
and 0.8%, respectively. For a circular aperture, the
same quantities are 1.7%, 0.04%, and 0.02%,
respectively.

Array Theorem

There is an elegant mathematical technique for
handling diffraction from multiple apertures, called
the array theorem. The theorem is based on the fact
that Fraunhofer diffraction is given by the Fourier
transform of the aperture function and utilizes the
convolution integral.

The convolution of the functions aðtÞ and bðtÞ is
defined as

gðtÞ ¼ aðtÞ^ bðtÞ ¼
ð1

21
aðtÞbðt2 tÞ dt ½79�

The Fourier transform of a convolution of two
functions is the product of the Fourier transforms of

the individual functions:

F
�
aðtÞ^bðtÞ

�
¼F

�ð1

21
aðtÞbðt2 tÞdt

�
¼AðvÞBðvÞ

½80�

We will demonstrate the array theorem for one
dimension, where the functions represent slit
apertures. The results can be extended to two
dimensions in a straightforward way.

Assume that we have a collection of identical
apertures, shown on the right of Figure 8. If one of the
apertures is located at the origin of the aperture plane,
its transmission function is cðxÞ: The transmission
function of an aperture located at a point, xn; can be
written in terms of a generalized aperture function,
cðx 2 aÞ; by the use of the sifting property of the delta
function

cðx 2 xnÞ ¼
ð
cðx 2 aÞdða2 xnÞ da ½81�

The aperture transmission function representing
an array of apertures will be the sum of the

Figure 7 Amplitude of a wave diffracted by a circular aperture. The observed light distribution is constructed by rotating this Bessel

function around the optical axis. Reprinted with permission from Guenther RD (1990) Modern Optics. New York: John Wiley & Sons.

Figure 8 The convolution of an aperture with an array of delta

functions will produce an array of identical apertures, each located

at the position of one of the delta functions. Reprinted with

permission from Guenther RD (1990) Modern Optics. New York:

John Wiley & Sons.
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distributions of the individual apertures, represented
graphically in Figure 8 and mathematically by the
summation

CðxÞ ¼
XN
n¼1

cðx 2 xnÞ ½82�

The Fraunhofer diffraction from this array is
FðvxÞ; the Fourier transform of CðxÞ;

FðvxÞ ¼
ð1

21
CðxÞe2 ivxx dx ½83�

which can be rewritten as

FðvxÞ ¼
XN
n¼1

ð1

21
cðx 2 xnÞe

2 ivxx dx ½84�

We now make use of the fact that cðx 2 xnÞ can be
expressed in terms of a convolution integral. The
Fourier transform of cðx 2 xnÞ is, from the convolu-
tion theorem [80], the product of the Fourier trans-
forms of the individual functions that make up the
convolution:

FðvxÞ ¼
XN
n¼1

F {cðx 2 aÞ}F {dða2 xnÞ}

¼ F {cðx 2 aÞ}
XN
n¼1

F {dða2 xnÞ}

¼ F {cðx 2 aÞ}F

8<
:XN

n¼1

dða2 xnÞ

9=
; ½85�

The first transform in [85] is the diffraction pattern
of the generalized aperture function and the second
transform is the diffraction pattern produced by a set
of point sources with the same spatial distribution as
the array of identical apertures. We will call this
second transform the array function.

To summarize, the array theorem states that the
diffraction pattern of an array of similar apertures is
given by the product of the diffraction pattern from a
single aperture and the diffraction (or interference)
pattern of an identically distributed array of point
sources.

N Rectangular Slits

An array of N identical apertures is called a
diffraction grating in optics. The Fraunhofer diffrac-
tion patterns produced by such an array have two
important properties; a number of very narrow beams
are produced by the array and the beam positions are
a function of the wavelength of illumination of the

apertures and the relative phase of the waves radiated
by each of the apertures.

Because of these properties, arrays of diffracting
apertures have been used in a number of applications.

. At radio frequencies, arrays of dipole antennas
are used to both radiate and receive signals in
both radar and radio astronomy systems.
One advantage offered by diffracting arrays at
radio frequencies is that the beam produced by the
array can be electrically steered by adjusting the
relative phase of the individual dipoles.

. An optical realization of a two-element array of
radiators is Young’s two-slit experiment and a
realization of a two-element array of receivers is
Michelson’s stellar interferometer. Two optical
implementations of arrays, containing more dif-
fracting elements, are diffraction gratings and
holograms. In nature, periodic arrays of diffracting
elements are the origin of the colors observed on
some invertebrates.

. Many solids are naturally arranged in three-
dimensional arrays of atoms or molecules that act
as diffraction gratings when illuminated by X-ray
wavelengths. The resulting Fraunhofer diffraction
patterns are used to analyze the ordered structure
of the solids.

The array theorem can be used to calculate the
diffraction pattern from N rectangular slits, each of
width a and separation d: The aperture function of a
single slit is equal to

cðx; yÞ ¼

8<
: 1 lxl # a

2 ; lyl # y0

0 all other x and y
½86�

The Fraunhofer diffraction pattern of this aperture
has already been calculated and is given by [52]:

F {cðx; yÞ} ¼ K
sin a

a
½87�

where the constant K and the variable a are

K ¼
i2ay0a

lR0

e2 ik·R0
sin vyy0

vyy0

a ¼
ka

2
sin ux ½88�

The array function is

AðxÞ ¼
XN
n¼1

dðx 2 xnÞ where xn ¼ ðn 2 1Þd ½89�
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and its Fourier transform is given by

F {AðxÞ} ¼
sin Nb

sin b
½90�

b ¼
kd

2
sin ux

The Fraunhofer diffraction pattern’s intensity distri-
bution in the x-direction is thus given by

Iu ¼ I0
sin2a
a2|{z}

shape factor

sin2Nb

sin2b|ffl{zffl}
grating factor

½91�

We have combined the variation in intensity in the
y-direction into the constant I0 because we assume
that the intensity variation in the x-direction will
be measured at a constant value of y.

A physical interpretation of [91] views the first
factor as arising from the diffraction associated with
a single slit; it is called the shape factor. The second
factor arises from the interference between light
from different slits; it is called the grating factor.
The fine detail in the spatial light distribution of
the diffraction pattern is described by the grating
factor and arises from the coarse detail in the
diffracting object. The coarse, overall light distri-
bution in the diffraction pattern is described by the
shape factor and arises from the fine detail in the
diffracting object.

Young’s Double Slit

The array theorem makes the analysis of Young’s
two-slit experiment a trivial exercise. This appli-
cation of the array theorem will demonstrate that the
interference between two slits arises naturally from
an application of diffraction theory. The result of this
analysis will support a previous assertion that
interference describes the same physical process as
diffraction and the division of the two subjects is an
arbitrary one.

The intensity of the diffraction pattern from two
slits is obtained from [91] by setting N ¼ 2:

Iu ¼ I0

sin2a

a2
cos2b ½92�

The sinc function describes the energy distribution
of the overall diffraction pattern, while the cosine
function describes the energy distribution created by
interference between the light waves from the
two slits. Physically, a is a measure of the
phase difference between points in one slit and b

is a measure of the phase difference between

similar points in the two slits. Zeros in the
diffraction intensity occur whenever a ¼ np or
whenever b ¼ 1

2 ð2n þ 1Þp: Figure 9 shows the
interference maxima, from the grating factor,
under the central diffraction peak, described by
the shape factor. The number of interference
maxima contained under the central maximum is
given by

2d

a
2 1 ½93�

In Figure 9 three different slit spacings are shown
with the ratio d=a equal to 3, 6, and 9,
respectively.

The Diffraction Grating

In this section we will use the array theorem to derive
the diffraction intensity distribution of a large
number of identical apertures. We will discover that
the positions of the principal maxima are a function
of the illuminating wavelength. This functional
relationship has led to the application of a diffraction
grating to wavelength measurements.

The diffraction grating normally used for wave-
length measurements is not a large number of
diffracting apertures but rather a large number of
reflecting grooves cut in a surface such as gold or
aluminum. The theory to be derived also applies
to these reflection gratings but a modification must
be made to the theory. The shape of the grooves in the
reflection grating can be used to control the fraction
of light diffracted into a principal maximum and we
will examine how to take this into account. A grating
whose groove shape has been controlled to enhance
the energy contained in a particular principal
maximum is called a blazed grating. The use of
special groove shapes is equivalent to the modifi-
cation of the phase of individual elements of an
antenna array at radio frequencies.

The construction of a diffraction grating for use in
an optical device for measuring wavelength was first
suggested by David Rittenhouse, an American
astronomer, in 1785, but the idea was ignored
until Fraunhofer reinvented the concept in 1819.
Fraunhofer’s first gratings were fine wires spaced by
wrapping the wires in the threads of two parallel
screws. He later made gratings by cutting (ruling)
grooves in gold films deposited on the surface of glass.
H.A. Rowland made a number of well designed ruling
machines, which made possible the production of
large-area gratings. Following a suggestion by Lord
Rayleigh, Robert Williams Wood (1868–1955)
developed the capability to control the shape of the
individual grooves.
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If N is allowed to assume values much larger than
2, the appearance of the interference fringes, pre-
dicted by the grating factor, changes from a simple
sinusoidal variation to a set of narrow maxima, called
principal maxima, surrounded by much smaller,
secondary maxima. To calculate the diffraction
pattern we must evaluate [91] when N is a large
number.

Whenever Nb ¼ mp; m ¼ 0; 1;2;…; the numer-
ator of the second factor in [91] will be zero, leading
to an intensity that is zero, Iu ¼ 0: The denominator
of the second factor in [91] is zero when b ¼ lp;
l ¼ 0; 1;2;… If both conditions occur at the same
time, the ratio of m and N is equal to an integer,
m=N ¼ l; and instead of zero intensity, we have an
indeterminate value for the intensity, Iu ¼ 0=0: To find
the actual value for the intensity, we must apply
L’Hospital’s rule

lim
b!lp

sin Nb

sin b
¼ lim

b!lp

N cos Nb

cos b
¼ N ½94�

L’Hospital’s rule predicts that whenever

b ¼ lp ¼
m

N
p ½95�

where l is an integer, a principal maximum in the
intensity will occur with a value given by

IuP ¼ N2I0

sin2a

a2
½96�

Secondary maxima, much weaker than the principal
maxima, occur when

b ¼

�
2m þ 1

2N

�
p m ¼ 1;2;… ½97�

(When m ¼ 0; m=N is an integer, thus the first value
that m can have in [97] is m ¼ 1:Þ The intensity of
each secondary maximum is given by

IuS ¼ I0

sin2a

a2

sin2Nb

sin2b

¼ I0

sin2a

a2

2
6664

sin2

�
2m þ 1

2

�
p

sin2

�
2m þ 1

2N

�
p

3
7775

¼ I0

sin2a

a2

2
64 1

sin

�
2m þ 1

2N

�
p

3
75

2

½98�

Figure 9 The number of interference fringes beneath the main diffraction peak of a Young’s two-slit experiment with rectangular

apertures. Reprinted with permission from Guenther RD (1990) Modern Optics. New York: John Wiley & Sons.
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The quantity ð2m þ 1Þ=2N is a small number for large
values of N; allowing the small angle approximation
to be made:

IuS < I0

sin2a

a2

�
2N

pð2m þ 1Þ

�2

½99�

The ratio of the intensity of a secondary maximum
and a principal maximum is given by

IuS

IuP
¼

"
2

p ð2m þ 1Þ

#2

½100�

The strongest secondary maximum occurs for m ¼ 1
and, for large N; has an intensity that is about 4.5%
of the intensity of the neighboring principal
maximum.

The positions of principal maxima occur at angles
specified by the grating formula.

b ¼
kd sin u

2
¼ lp ¼

m

N
p ½101�

The angular position of the principal maxima (the
diffracted angle ud) is given by the Bragg equation

sin ud ¼
ll

d
½102�

where l is called the grating order. This simple
relationship between the angle and the wavelength
can be used to construct a device to measure
wavelength, the grating spectrometer.

The model we have used to obtain this result is
based on a periodic array of identical apertures. The
transmission function of this array is a periodic
square wave. If, for the moment, we treat the grating
as infinite in size, we discover that the principal
maxima in the diffraction pattern correspond to the
terms of the Fourier series describing a square wave.

The zero order, m ¼ 0; corresponds to the
temporal average of the periodic square wave and
has an intensity proportional to the spatially
averaged transmission of the grating. Because of its
equivalence to the temporal average of a time-
varying signal, the zero-order principal maximum is
often called the dc term.

The first-order principal maximum corresponds to
the fundamental spatial frequency of the grating and
the higher orders correspond to the harmonics of this
frequency.

The dc term provides no information about the
wavelength of the illumination. Information about
the wavelength of the illuminating light can only be
obtained by measuring the angular position of the
first or higher order principal maxima.

Grating Spectrometer

The curves shown in Figure 10 display the separation
of the principal maxima as a function of sin ud: The
angular separation of principal maxima can be
converted to a linear dimension by assuming a
distance, R; from the graing to the observation
plane. In the lower right-hand curve of Figure 10, a
distance of 2 meters was assumed. Grating spec-
trometers are classified by the size in meters of R used
in their design. The larger R; the easier it is to resolve
wavelength differences. For example, a 1 meter
spectrometer is a higher-resolution instrument than
a 1/4 meter spectrometer.

The fact that the grating is finite in size causes each
of the orders to have an angular width that limits the
resolution with which the illuminating wavelength
can be measured. To calculate the resolving power of
the grating, we first determine the angular width of a
principal maximum. This is accomplished by measur-
ing the angular change, of the principal maximum’s
position, when b changes from b ¼ lp ¼ mp=N
to b ¼ ðm þ 1Þp=N; i.e., Db ¼ p=N: Using the
definition of b

b ¼
kd sin ud

2
½103�

Db ¼
pd cos udDu

l

and the angular width is

Du ¼
l

Nd cos ud

½104�

The derivative of the grating formula gives

Dl ¼
d

l
cos udDu ½105�

Du ¼
lDl

d cos ud

Equating this spread in angle to eqn [104] yields

lDl

d cos u
¼

l

Nd cos u
½106�

The resolving power of a grating is therefore

l

Dl
¼ Nl ½107�

The improvement of resolving power with N can be
seen in Figure 10. A grating 2 inches wide and
containing 15 000 grooves per inch would have a
resolving power in second order ðl ¼ 2Þ of 6 £ 104. At
a wavelength of 600 nm this grating could resolve
two waves, differing in wavelength by 0.01 nm.

The diffraction grating is limited by overlapping
orders. If two wavelengths, l and lþ Dl;

have successive orders that are coincident, then
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from eqn [102]

ðl þ 1Þl ¼ lðlþ DlÞ ½108�

The minimum wavelength difference for which this
occurs is defined as the free spectral range of the
diffraction grating

ðDlÞSR ¼
l

l
½109�

Blazed Gratings

We have been discussing amplitude transmission
gratings. Amplitude transmission gratings have little
practical use because they waste light. The light loss is
from a number of sources.

1. Light is diffracted simultaneously into both
positive and negative orders (the positive and
negative frequencies of the Fourier transform).
The negative diffraction orders contain redundant
information and waste light.

2. In an amplitude transmission grating, light is
thrown away because of the opaque portions of
the slit array.

3. The width of an individual aperture leads to a
shape factor for a rectangular aperture

of sinc2a ¼ ðsin2aÞ=a2; which modulates the
grating factor and causes the amplitude of the
orders to rapidly decrease. This can be observed in
Figure 10, where the second order is very weak.
Because of the loss in intensity at higher orders,
only the first few orders ðl ¼ 1; 2 or 3Þ are useful.
The shape factor also causes a decrease in
diffracted light intensity with increasing wave-
length for higher-order principal maxima.

4. The location of the maximum in the diffracted
light, i.e., the angular position for which the
shape factor is a maximum, coincides with the
location of the principal maximum due to
the zero-order interference. This zero-order
maximum is independent of wavelength and is
not of much use.

One solution to the problems created by trans-
mission gratings would be the use of a grating that
modified only the phase of the transmitted wave. Such
gratings would operate using the same physical
processes as a microwave phased array antenna,
where the location of the shape factor’s maximum is
controlled by adding a constant phase shift to each
antenna element. The construction of an optical

Figure 10 Decrease in the width of the principal maxima of a transmission grating with an increasing number of slits. The various

principal maxima are called orders, numbering from zero, at the origin, out to as large as seven in this example. Also shown is the effect

of different ratios, d =a; on the number of visible orders. Reprinted with permission from Guenther RD (1990) Modern Optics. New York:

John Wiley & Sons.
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transmission phase grating with a uniform phase
variation across the aperture of the grating is very
difficult. For this reason, a second approach, based on
the use of reflection gratings, is the practical solution
to the problems listed above.

By tilting the reflecting surface of each groove of a
reflection grating, Figure 11, the position of the shape
factor’s maximum can be controlled. Problems 1, 3,
and 4 are eliminated because the shape factor
maximum is moved from the optical axis out to
some angle with respect to the axis. The use of
reflection gratings also removes Problem 2 because
all of the incident light is reflected by the grating.

Robert Wood, in 1910, developed the technique of
producing grooves of a desired shape in a reflective
grating by shaping the diamond tool used to cut the
grooves. Gratings, with grooves shaped to enhance
their performance at a particular wavelength, are said
to be blazed for that wavelength. The physical
properties on which blazed gratings are based can
be understood by using Figure 11. The groove faces
can be treated as an array of mirror surfaces. The
normal to each of the groove faces makes an angle uB

with the normal to the grating surface. We can
measure the angle of incidence and the angle of
diffraction with respect to the grating normal or with
respect to the groove normal, as shown in Figure 11.
From Figure 11, we can write a relationship between
the angles

ui ¼ wi 2 uB 2ud ¼ 2wd þ uB ½110�

(The sign convention used defines positive angles as
those measured in a counterclockwise rotation from
the normal to the surface. Therefore, uB is a
negative angle.) The blaze angle provides an extra
degree of freedom that will allow independent

adjustment of the angular location of the principal
maxima of the grating factor and the zero-order,
single-aperture, diffraction maximum. To see how
this is accomplished, we must determine, first, the
effect of off-axis illumination of a diffraction
grating.

Off-axis illumination is easy to incorporate into the
equation for the diffraction intensity from an array.
To include the effect of an off-axis source, the phase of
the illuminating wave is modified by changing the
incident illumination from a plane wave of ampli-
tude, E; traveling parallel to the optical axis, to a
plane wave with the same amplitude, traveling at an
angle ui to the optical axis: ~E e2 ikx sin ui : (Because we
are interested only in the effects in a plane normal to
the direction of propagation, we ignore the phase
associated with propagation along the z-direction,
kz cos ui.) The off-axis illumination results in a
modification of the parameter for single-aperture
diffraction from

a ¼
ka

2
sin ud ½111�

to

a ¼
ka

2
ðsin ui þ sin udÞ ½112�

and for multiple aperture interference from

b ¼
kd

2
sin ud ½113�

to

b ¼
kd

2
ðsin ui þ sin udÞ ½114�

The zero-order, single-aperture, diffraction peak
occurs when a ¼ 0: If we measure the angles with
respect to the groove face, this occurs when

a ¼
ka

2
ðsin wi þ sin wdÞ ¼ 0 ½115�

The angles are therefore related by

sin wi ¼ 2sin wd ½116�

wi ¼ 2wd

We see that the single-aperture, diffraction maximum
(the shape factor’s maximum) occurs at the same
angle that reflection from the groove faces occurs. We
can write this result in terms of the angles measured
with respect to the grating normal

ui ¼ 2ðud þ 2uBÞ ½117�

The blaze condition requires the single aperture
diffraction maximum to occur at the lth principal

Figure 11 Geometry for a blazed reflection grating. Reprinted

with permission from Guenther RD (1990) Modern Optics.

New York: John Wiley & Sons.
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maximum, for wavelength lB: At that position

lp ¼
2pd

lB

ðsin ui þ sin udÞ ½118�

llB ¼ 2d sin 1
2 ðui þ udÞcos 1

2 ðui 2 udÞ

For the special geometrical configuration called the
Littrow condition, where ui ¼ ud; we find that [117]
leads to the equation

llB ¼ 2d sin uB ½119�

By adjusting the blaze angle, the single-aperture
diffraction peak can be positioned on any order of
the interference pattern. Typical blaze angles are
between 158 and 308 but gratings are made with
larger blaze angles.

See also

Diffraction: Fresnel Diffraction.
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Fresnel was a civil engineer who pursued optics as a
hobby, after a long day of road construction. Based
on his own very high-quality observations of diffrac-
tion, Fresnel used the wave propagation concept
developed by Christiaan Huygens (1629–1695) to
develop a theoretical explanation of diffraction. We
will use a descriptive approach to obtain the
Huygens–Fresnel integral by assuming an aperture
can be described by N pinholes which act as sources
for Huygens’ wavelets. The interference between
these sources will lead to the Huygens–Fresnel
integral for diffraction.

Huygens’ principle views wavefronts as the pro-
duct of wavelets from various luminous points acting
together. To apply Huygens’ principle to the propa-
gation of light through an aperture of arbitrary shape,
we need to develop a mathematical description of the
field from an array of Huygens’ sources filling the
aperture. We will begin by obtaining the field from a
pinhole that is illuminated by a plane wave,

~Eiðr; tÞ ¼ ~EiðrÞe
ivt

Following the lead of Fresnel, we will use theory of
interference to combine the fields from two pinholes

and then generalize to N pinholes. Finally by letting
the areas of each pinhole approach an infinitesimal
value, we will construct an arbitrary aperture of
infinitesimal pinholes. The result will be the
Huygens–Fresnel integral.

We know that the wave obtained after propagation
through an aperture must be a solution of the wave
equation,

72 ~E ¼ m1
›2 ~E

›t2

We will be interested only in the spatial variation of
the wave so we need only look for solutions of the
Helmholtz equation

ð72 þ k2Þ ~E ¼ 0

The problem is further simplified by replacing this
vector equation with a scalar equation,

ð72 þ k2Þ ~Eðx; y; zÞ ¼ 0

This replacement is proper for those cases where
nE(x,y,z) [where n is a unit vector] is a solution of the
vector Helmholtz equation. In general, we cannot
substitute nE for the electric field E because of
Maxwell’s equation

7·E ¼ 0
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Rather than working with the magnitude of the
electric field, we should use the scalar amplitude of
the vector potential. We will neglect this complication
and assume the scalar, E, is a single component of the
vector field, E. A complete solution would involve a
scalar solution for each component of E.

The pinhole is illuminated by a plane wave, and the
wave that leaves the pinhole will be a spherical wave
which is written in complex notation as

~EðrÞeivt ¼ A
e2 ide2 ik·r

r
eivt

The complex amplitude

~EðrÞ ¼ A
e2 ide2 ik·r

r
½1�

is a solution of the Helmholtz equation. The field at
P0, in Figure 1, from two pinholes: one at P1, located a
distance r01 ¼ lr0 2 r1l from P0, and one at P2,
located a distance r02 ¼ lr0 2 r2l from P0, is a
generalization of Young’s interference. The complex
amplitude is

~Eðr0Þ ¼
A1

r01

e2 ik·r01 þ
A2

r02

e2 ik·r02 ½2�

We have incorporated the phase d1 and d2 into the
constants A1 and A2 to simplify the equations.

The light emitted from the pinholes is due to a
wave, Ei, incident onto the screen from the left. The
units of Ei are per unit area so to obtain the amount of
light passing through the pinholes, we must multiply
Ei by the areas of the pinholes. If Ds1 and Ds2 are the
areas of the two pinholes, respectively, then

A1 / ~Eiðr1ÞDs1 A2 / ~Eiðr2ÞDs2

~Eðr0Þ ¼ C1

~Eiðr1Þ

r01

e2 ik·r01Ds1 þ C2

~Eiðr2Þ

r02

e2 ik·r02Ds2

½3�

where Ci is the constant of proportionality. The
constant will depend on the angle that r0i makes with
the normal to Dsi. This geometrical dependence arises
from the fact that the apparent area of the pinhole
decreases as the observation angle approaches 908.

We can generalize [3] to N pinholes

~Eðr0Þ ¼
XN
j¼1

Cj

~EiðrjÞ

r0j
e2 ik·r0jDsj ½4�

The pinhole’s diameter is assumed to be small
compared to the distances to the viewing position
but large compared to a wavelength. In the limit as
Dsj goes to zero, the pinhole becomes a Huygens
source. By letting N become large, we can fill the
aperture with these infinitesimal Huygens’ sources
and convert the summation to an integral.

It is in this way that we obtain the complex
amplitude, at the point P0, see Figure 2, from a wave
exiting an aperture, S0, by integrating over the area of
the aperture. We replace r0j, in [4], by R, the position
of P1, the infinitesimal Huygens’ source of area, ds,
measured with respect to the observation point, P0.
We also replace rj by r, the position of the infinitesimal
area, ds, with respect to the origin of the coordinate
system. The discrete summation [4] becomes the
integral

~Eðr0Þ ¼
ðð

A
CðrÞ

~EiðrÞ

R
e2 ik·Rds ½5�

This is the Fresnel integral. The variable C(r) depends
upon u, the angle between n, the unit vector normal to
the aperture, and R, shown in Figure 2. We now need
to determine how to treat C(r).

The Obliquity Factor

When using Huygens’ principle, a problem arises
with the spherical wavelet produced by each

Figure 1 Geometry for application of Huygens’ principle to two

pinholes. Reprinted with permission from Guenther RD (1990)

Modern Optics. New York: John Wiley & Sons.

Figure 2 The geometry for calculating the field at P0 using [9].

Reprinted with permission from Guenther RD (1990) Modern

Optics. New York: John Wiley & Sons.
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Huygens’ source. Part of the spherical wavelet
propagates backward and results in an envelope
propagating toward the light source, but such a wave
is not observed in nature. Huygens neglected this
problem. Fresnel required the existence of an
obliquity factor to cancel the backward wavelet but
was unable to derive its functional form. When
Kirchhoff placed the theory of diffraction on a firm
mathematical foundation, the obliquity factor was
generated quite naturally in the derivation. In this
intuitive derivation of the Huygens–Fresnel integral,
we will present an argument for treating the obliquity
factor as a constant at optical wavelengths. We will
then derive the constant value it must be assigned.

The obliquity factor, C(r), in [5], causes the
amplitude per unit area of the transmitted light to
decrease as the viewing angle increases. This is a
result of a decrease in the effective aperture area with
viewing angle. When Kirchhoff applied Green’s
theorem to the scalar diffraction problem, he found
the obliquity factor to have an angular dependence
given by

cosðn̂;RÞ2 cosðn̂; rsÞ

2
½6�

which includes the geometrical effect of the incident
wave arriving at the aperture, at an angle with respect
to the normal to the aperture from a source located at
a position rs, with respect to the aperture. If the source
is at infinity, then the incident wave can be treated as a
plane wave, incident normal to the aperture, and we
may simplify the angular dependence of the obliquity
factor to

1 þ cosu

2

where u! ðn̂;RÞ is the angle between the normal
to the aperture and the vector R. This is the
configuration shown in Figure 2. The obliquity
factor provides an explanation of why it is possible
to ignore the backward-propagating wave that
occurs in application of Huygens’ principle. For
the backward wave, u ¼ p, and the obliquity factor
is zero.

The obliquity factor increases the difficulty of
working with the Fresnel integral and it is to our
benefit to be able to treat it as a constant. We can
neglect the angular contribution of the obliquity
factor by making an assumption about the resolving
power of an optical system operating at visible
wavelengths.

Assume we are attempting to resolve two stars that
produce plane waves at the aperture of a telescope
with an aperture diameter, a. The wavefronts from
the two stars make an angle c with respect to each

other, Figure 3:

tan c < c ¼
Dx

a

The smallest angle, c, that can be measured is
determined by the smallest length, Dx, that can be
measured. We know we can measure a fraction of
wavelength with an interferometer but, without an
interferometer, we can measure a length no smaller
than l, leading to the assumption that Dx $ l. This
reasoning leads to the assumption that the smallest
angle we can measure is

c $
l

a
½7�

The resolution limit established by the above reason-
ing places a limit on the minimum separation that can
be produced at the back focal plane of the telescope.
The minimum distance on the focal plane between the
images of star 1 and 2 is given by

d ¼ fc ½8�

From [7]

d ¼
lf

a

The resolution limit of the telescope can also be
expressed in terms of the cone angle produced when
the incident plane wave is focused on the back focal
plane of the lens. From the geometry of Figure 3, the
cone angle is given by

tanu ¼
a

2f

Figure 3 Telescope resolution. Reprinted with permission from

Guenther RD (1990) Modern Optics. New York: John Wiley &

Sons.
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The separation between the stars 1 and 2 at the
back focal plane of the lens in Figure 3 is thus

d ¼
l

2 tan u
½9�

If we assume that the minimum d is 3l (this is four
times the resolution of a typical photographic film at
visible wavelengths), then the largest obliquity angle
that should be encountered in a visible imaging
system is

tan u ¼
l

2d
¼

l

6l
¼ 1

6 ¼ 0:167

u ¼ 9:58 < 108

yielding a value for cos u ¼ 0:985 and
ð1 þ cos uÞ=2 ¼ 0:992. The obliquity factor has only
changed by 0.8% over the angular variation of 08 to
108. The obliquity factor as a function of angle is
shown in Figure 4 for an incident plane wave. The
obliquity factor undergoes a 10% change when u

varies from 08 to about 408; therefore, the obliquity
factor can safely be treated as a constant in any
optical system that involves angles less than 408.

While we have shown that it is safe to ignore the
variability of C, we still have not assigned a value to
the obliquity factor. To find the proper value for C, we
will compare the result obtained using [5] with the
result predicted by using geometric optics.

We illuminate the aperture S0 in Figure 5 with a
plane wave of amplitude a, traveling parallel to the
z-axis. Geometrical optics (equivalently the propa-
gation of an infinite plane wave) predicts a field at P0,
on the z-axis, a distance z0 from the aperture, given by

~Egeom ¼ ae2 ikz0 ½10�

The area of the infinitesimal at P1 (the Huygens’
source) is

ds ¼ r dr df

Based on our previous argument, the obliquity factor
can be treated as a constant, C, that can be removed
from under the integral. The incident wave is a plane
wave whose value at z ¼ 0 is EðrÞ ¼ a. Using these
parameters, the Fresnel integral [5] can be written as

~Eðz0Þ ¼ Ca
ðð e2 ik·R

R
r dr df ½11�

From the geometry in Figure 5, the distance from the
Huygens source to the observation point is

z2
0 þ r2 ¼ R2

where z0 is a constant equal to the distance from the
observation plane to the aperture plane. The variable
of integration can be written in terms of R:

r dr ¼ R dR

The limits of integration over the aperture extend from
R ¼ z0 to the maximum value of R, R ¼ RMðfÞ.

~Eðz0Þ ¼ Ca
ð2p

0

ðRMðfÞ

z0

e2 ikRdR df ½12�

The integration over R can now be carried out to yield

~Eðz0Þ ¼
Ca
ik e2 ikz0

ð2p

0
df|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Geometrical Optics

2 Ca
ik

ð2p

0
e2 ikRMðfÞdf|fflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflffl}

Diffraction

½13�

The first integration in [13] is easy to perform and
contains the amplitude at the observation point due to
geometric optics. The second term may be interpreted
as interference of the waves diffracted by the boundary
of the aperture. An equivalent statement is that the
second term is the interference of the waves scattered
from the aperture’s boundary, an interpretation of
diffraction that was first suggested by Young.

Figure 4 The obliquity factor as a function of the angle defined

in eqn [6] for an incident plane wave. Reprinted with permission

from Guenther RD (1990) Modern Optics. New York: John Wiley &

Sons.

Figure 5 Geometry for evaluating the constant in the Fresnel

integral. Reprinted with permission from Guenther RD (1990)

Modern Optics. New York: John Wiley & Sons.
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The aperture is irregular in shape, at least on the
scale of a wavelength, thus in general, kRM will vary
over many multiples of 2p as we integrate around the
aperture. For this reason, we should be able to ignore
the second integral in [13] if we confine our attention
to the light distribution on the z-axis. After neglecting
the second term, we are left with only the geometrical
optics component of [13]:

~Eðz0Þ ¼
2pC

ik
ae2 ikz0 ½14�

For [14] to agree with the prediction of geometric
optics [10] the constant C must be equal to

C ¼
ik

2p
¼

i

l
½15�

The Huygens–Fresnel integral can be written, using
the value for C just derived,

~Eðr0Þ ¼
i

l

ðð
S

~EiðrÞ

R
e2 ik·R ds ½16�

The job of calculating diffraction has only begun with
the derivation of the Huygens–Fresnel integral [16].
Rigorous solutions exist for only a few idealized
obstructions. To allow discussion of the general
properties of diffraction, it is necessary to use
approximate solutions. To determine what type
approximations we can make let’s look at the light
propagation path shown in Figure 6.

For the second term in [13] to contribute to the
field at point P0, in Figure 6, the phase of the
exponent that we neglected in [13] must not vary
over 2p when the integration is performed over the
aperture, i.e.,

D ¼ k·ðR1 2 R0
1 þ R2 2 R0

2Þ , 2p

From the geometry of Figure 6, the two paths from
the source, S, to the observation point, P0, are

R1 þ R2 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2

1 þ ðx1 þ bÞ2
q

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2

2 þ ðx2 þ bÞ2
q

R0
1 þ R0

2 ¼

ffiffiffiffiffiffiffiffiffiffi
z2

1 þ x2
1

q
þ

ffiffiffiffiffiffiffiffiffiffi
z2

2 þ x2
2

q
By assuming that the aperture, of width b, is small
compared to the distances z1 and z2, the difference
between these distances, D, can be rewritten as a
binomial expansion of a square root

ffiffiffiffiffiffiffi
1 þ b

p
¼ 1 þ

b

2
2

b2

8
þ … ½17�

thus

D < k
�

x1

z1

þ
x2

z2

�
b þ

k

2

 
1

z1

þ
1

z2

!
b2 þ … ½18�

If we assume that the second term of this
expansion is small, i.e.,

k

2

 
1

z1

þ
1

z2

!
b2 p 2p

b2

2

1

z1

þ
1

z2

, l

we see that the phase of the wavefront in the
aperture is assumed to have a quadratic depen-
dence upon aperture coordinates. Diffraction pre-
dicted by this assumption is called Fresnel
diffraction.

To discover the details of the approximation
consider Figure 7. In the geometry of Figure 7, the
Fresnel integral [16] becomes

~EP0
¼

ia

l

ðð
S

f ðx; yÞ
e2 ik·ðRþR0Þ

RR0
dx dy ½19�

As we mentioned in our discussion of [13] the integral
that adds diffractive effects to the geometrical optics
field is nonzero only when the phase of the integrand
is stationary. For Fresnel diffraction, we can insure
that the phase is nearly constant if R does not differ
appreciably from Z, or R0 from Z0. This is equivalent
to stating that only the wave in the aperture, around a
point in Figure 7 labeled S, called the stationary point,
will contribute to Ep. The stationary point, S, is the
point in the aperture plane where the line, connecting
the source and observation positions, intersects the
plane. Physically, only light propagating over paths
nearly equal to the path predicted by geometrical
optics (obtained from Fermat’s principle) will
contribute to EP0

.

Figure 6 One-dimensional slit used to establish Fresnel

approximations. Reprinted with permission from Guenther RD

(1990) Modern Optics. New York: John Wiley & Sons.
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The geometry of Figure 7 allows the distances R
and R0 to be written as

R2 ¼ ðx 2 j Þ2 þ ðy 2 hÞ2 þ Z2 ½20�

R02 ¼ ðxs 2 xÞ2 þ ðys 2 yÞ2 þ Z02

To solve these expressions for R and R0, we apply the
binomial expansion [17] and retain the first two
terms:

R þ R0 < Z þ Z0 þ

"
ðx 2 jÞ2

2Z
þ

ðxs 2 xÞ2

2Z0

#

þ

"
ðy 2 hÞ2

2Z
þ

ðys 2 yÞ2

2Z0

#
½21�

In the denominator of [19], R is replaced by Z and R0

by Z0. (By making this replacement, we are implicitly
assuming that the amplitudes of the spherical waves
are not modified by the differences in propagation
distances over the area of integration. This is a
reasonable approximation because the two propa-
gation distances are within a few hundred wave-
lengths of each other). In the exponent, we must use
[21], because the phase changes by a large fraction of
a wavelength, as we move from point to point in the
aperture.

If the wave, incident on the aperture, were a plane
wave we can assume R0 ¼ 1 and [19] becomes

~EP0
¼

ia

l

e2 ikZ

Z

ðð
S

f ðx; yÞe2
ik
2Z ½ðx2jÞ2þðy2hÞ2�dx dy

½22�

The physical interpretation of [22] states that when a
plane wave illuminates the obstruction, the field at
point P0 is a spherical wave, originating at the

aperture, a distance Z away from P0:

e2 ikZ

Z

The amplitude and phase of this spherical wave are
modified by the integral containing a quadratic phase
dependent on the obstruction’s spatial coordinates.

By defining three new parameters,

r ¼
ZZ0

Z þ Z0
or

1

r
¼

1

Z
þ

1

Z0
½23a�

x0 ¼
Z0jþ Zxs

Z þ Z0
½23b�

y0 ¼
Z0hþ Zys

Z þ Z0
½23c�

the more general expression for Fresnel diffraction of
a spherical wave can be placed in the same format as
[22]. The newly defined parameters x0 and y0 are the
coordinates, in the aperture plane, of the stationary
point, S. The parameters in [23] can be used to
express, after some manipulation, the spatial depen-
dence of the phase, in the integrand of [19]

R þ R0 ¼ Z þ Z0 þ
ðj2 xsÞ

2 þ ðh2 ysÞ
2

2ðZ þ Z0Þ

þ

"
ðx 2 x0Þ

2 þ ðy 2 y0Þ
2

2r

#

A further simplification to the Fresnel diffraction
integral can be made by obtaining an expression for
the distance, D, between the source and the obser-
vation point:

D ¼ Z þ Z0 þ
ðj2 xsÞ

2 þ ðh2 ysÞ
2

2ðZ þ Z0Þ
½24�

Figure 7 Geometry for Fresnel diffraction. Reprinted with permission from Guenther RD (1990) Modern Optics. New York: John Wiley

& Sons.
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We use this definition of D to also write

1

ZZ0
¼

Z þ Z0

ZZ0

1

Z þ Z0
<

1

rD

Using the parameters we have just defined, we may
rewrite [19] as

~EP0
¼

ia

lrD
e2ikD

ðð
f ðx;yÞe

2
ik
2r

�
ðx2x0Þ

2þðy2y0Þ
2
�
dxdy

½25�

With the use of the variables defined in [23], the
physical significance of the general expression of the
Huygens–Fresnel integral can be understood in an
equivalent fashion as was [22]. At point P0, a
spherical wave

e2ikD

D

originating at the source, a distance D away, is
observed, if no obstruction are present. Because of the
obstruction, the amplitude and phase of the spherical
wave are modified by the integral in [25]. This
correction to the predictions of geometrical optics is
called Fresnel diffraction.

Mathematically, [25] is an application of the
method of stationary phase, a technique developed
in 1887 by Lord Kelvin to calculate the form of a
boat’s wake. The integration is nonzero only in the
region of the critical point we have labeled S.
Physically, the light distribution, at the observation
point, is due to wavelets from the region around S.
The phase variations of light, coming from other
regions in the aperture, are so rapid that the value
of the integral over those spatial coordinates is
zero. The calculation of the integral for Fresnel
diffraction is complicated because, if the obser-
vation point is moved, a new integration around a
different stationary point in the aperture must be
performed.

Rectangular Apertures

If the aperture function, f(x,y), is separable in the
spatial coordinates of the aperture, then we can
rewrite [25] as

~EP0
¼

ia

lrD
e2 ikD

ð1

21
f ðxÞe2 igðxÞdx

ð1

21
f ðyÞe2 igðyÞdy

~EP0
¼ A½CðxÞ2 iSðxÞ�½CðyÞ2 iSðyÞ�

A represents the spherical wave from the source, a
distance D away,

A ¼
ia

2D
e2 ikD

If we treat the aperture function as a simple constant,
C and S are integrals of the form

CðxÞ ¼
ðx2

x1

cos½gðxÞ�dx ½26a�

SðxÞ ¼
ðx2

x1

sin½gðxÞ�dx ½26b�

The integrals, C(x) and S(x), have been evaluated
numerically and are found in tables of Fresnel
integrals. To use the tabulated values for the integrals,
[26] must be written in a general form

CðwÞ ¼
ðw

0
cos

 
pu2

2

!
du ½27�

SðwÞ ¼
ðw

0
sin

 
pu2

2

!
du ½28�

The variable u is an aperture coordinate, measured
relative to the stationary point, S(x0,y0), in units offfiffiffiffiffi

lr

2

r

u ¼

ffiffiffiffiffi
2

lr

s
ðx 2 x0Þ or u ¼

ffiffiffiffiffi
2

lr

s
ðy 2 y0Þ ½29�

The parameter w in [27] and [28] specifies the
location of the aperture edge relative to the stationary
point S. The parameter w is calculated through the
use of [29] with x and y replaced by the coordinates of
the aperture edge.

The Cornu Spiral

The plot of S(w) versus C(w), shown in Figure 8, is
called the Cornu spiral in honor of M. Alfred Cornu
(1841–1902) who was the first to use this plot for
graphical evaluation of the Fresnel integrals.

To use the Cornu spiral, the limits w1 and w2 of the
aperture are located along the arc of the spiral. The
length of the straight line segment drawn from w1 to
w2 gives the magnitude of the integral. For example,
if there were no aperture present, then, for the x-
dimension, w1 ¼ 21 and w2 ¼ 1. The length of the
line segment from the point (21/2,1/2) to (1/2,1/2)
would be the value of EP0

, i.e.,
ffiffi
2

p
. An identical value

is obtained for the y-dimension, so that

~EP0
¼ 2A ¼

ae2 ikD

D
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This is the spherical wave that is expected when no
aperture is present.

As an example of the application of the Fresnel
integrals, assume the diffracting aperture is an
infinitely long straight edge reducing the problem to
one dimension:

f ðx; yÞ ¼

8<
: 1 x $ x1

0 x , x1

9=
;

The value of EP0
in the y-dimension is from above

ffiffi
2

p

since w1 ¼ 21 and w2 ¼ 1. In the x-dimension, the
value of w at the edge is

wx1
¼

ffiffiffiffiffi
2

lr

s
ðx1 2 x0Þ

We will assume that the straight edge blocks the
negative half-plane so that x1 ¼ 0. The straight edge
is treated as an infinitely wide slit with one edge
located at infinity so that w2 ¼ 1 in the upper half-
plane. When the observation point is moved, the
coordinate x0 of S changes and the origin of the
aperture’s coordinate system moves. New values for
the w’s must therefore be calculated for each
observation point.

Figure 9 shows the assumed geometry. A set of
observation points, P1–P5, on the observation screen
are selected. The origin of the coordinate system in
the aperture plane is relocated to a new position
(given by the position of S) when a new observation
point is selected. The value of w1, the position of the
edge with respect to S, must be recalculated for each
observation point. The distance from the origin to

the straight edge, w1, is positive for P1 and P2, zero for
P3, and negative for P4 and P5.

Figure 8 shows the geometrical method used to
calculate the intensity values at each of the obser-
vation points in Figure 9 using the Cornu spiral. The
numbers labeling the straight line segments in Figure 8
are associated with the labels of the observation
points in Figure 9.

To obtain an accurate calculation of Fresnel
diffraction from a straight edge, a table of Fresnel
integrals provides the input to the following equation

IP ¼ I0

�h
1
2 2 Cðw1Þ

i2
þ
h

1
2 2 Sðw1Þ

i2
�

where I0 ¼ 2A2. Table 1, shows the values extracted
from the table of Fresnel integrals to find the relative
intensity at various observation points. The result
obtained by using either method for calculating the
light distribution in the observation plane, due to the
straight edge in Figure 9, is plotted in Figure 10.
The relative intensities at the observation points

Figure 8 Cornu spiral obtained by plotting the values for C(w)

versus S(w) from a table of Fresnel integrals. The numbers

indicated along the arc of the spiral are values of w. The points 1–

5 correspond to observation points shown in Figure 9 and are

used to calculate the light intensity diffracted by a straight edge.

Reprinted with permission from Guenther RD (1990) Modern

Optics. New York: John Wiley & Sons.

Figure 9 A geometrical construct to determine w1 for the

stationary point S associated with five different observation points.

The values of w are then used in Figure 8 to calculate the intensity

of light diffracted around a straight edge. Reprinted with permission

from Guenther RD (1990) Modern Optics. New York: John Wiley &

Sons.

Table 1 Fresnel integrals for straight edge

w1 Cðw1Þ Sðw1Þ IP =I0 Pj

1 0.5 0.5 0

2.0 0.4882 0.3434 0.01

1.5 0.4453 0.6975 0.021 P1

1.0 0.7799 0.4383 0.04

0.5 0.4923 0.0647 0.09 P2

0 0 0 0.25 P3

20.5 20.4923 20.0647 0.65

21.0 20.7799 20.4383 1.26 P4

21.2 20.7154 20.6234 1.37

21.5 20.4453 20.6975 1.16

22.0 20.4882 20.3434 0.84 P5

22.5 20.4574 20.6192 1.08

21 20.5 20.5 1.0
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depicted in Figure 9 are labeled on the diffraction
curve of Figure 10.

Fresnel Zones

Fresnel used a geometrical construction of zones to
evaluate the Huygens–Fresnel integral. The Fresnel
zone is a mathematical construct, serving the role of a
Huygens source in the description of wave propa-
gation. Assume that at time t, a spherical wavefront
from a source at P1 has a radius of R0. To determine
the field at the observation point, P0, due to this
wavefront, a set of concentric spheres of radii, Z;Z þ

ðl=2Þ;Z þ 2ðl=2Þ;…;Z þ jðl=2Þ;… are constructed,
where Z is the distance from the wavefront to the
observation point on the line connecting P1 and P0

(see Figure 11). These spheres divide the wavefront
into a number of zones, z1; z2;…; zj…, called Fresnel
zones, or half-period zones.

We treat each zone as a circular aperture illumi-
nated from the left by a spherical wave of the form

~EjðR
0Þ ¼

Ae2 ik·R0

R0
¼

Ae2 ikR0

R0

R0 is the radius of the spherical wave. The field at P0

due to the jth zone is obtained by using [5]

~EjðP0Þ ¼
A

R0
e2 ik·R0

ðð
zj

CðwÞ
e2 ik·R

R
ds ½30�

For the integration over the jth zone, the surface
element is

ds ¼ R02sinudu df ½31�

The limits of integration extend over the range

Z þ ðj 2 1Þ l2 # R # Z þ j l2

The variable of integration is R; thus, a relationship
between R 0 and R must be found. This is accom-
plished by using the geometrical construction shown
in Figure 12.

A perpendicular is drawn from the point Q on the
spherical wave to the line connecting P1 and P0, in
Figure 12. The distance from the source to the

Figure 10 Light diffracted by a straight edge with its edge

located at w ¼ 0. The points labeled 1–5 were found using the

construction in Figure 9 to obtain w. This was then used in

Figure 8 to find a position on the Cornu spiral. The length of the

lines shown in Figure 8 from the (1/2,1/2) point to the numbered

positions led to the intensities shown. Reprinted with permission

from Guenther RD (1990) Modern Optics. New York: John Wiley &

Sons.

Figure 11 Construction of Fresnel zones observed from a

position P0 on a spherical wave originating from a source at

point P1. Reprinted with permission from Guenther RD (1990)

Modern Optics. New York: John Wiley & Sons.

Figure 12 Geometry for finding the relationship between R and

R 0 yielding eqn [32]. Reprinted with permission from Guenther RD

(1990) Modern Optics. New York: John Wiley & Sons.
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observation point is x1 þ x2 and the distance from the
source to the plane of the zone is the radius of the
incident spherical wave, R0. The distance from P1 to
P0 can be written

x1 þ x2 ¼ R0 þ Z

The distance from the observation point to the zone is

R2 ¼ x2
2 þ y2 ¼ ½ðR0 þ ZÞ2 x1�

2 þ ðR0sinuÞ2

¼ R02 þ ðR0 þ ZÞ2 2 2R0ðR0 þ ZÞ cosu

The derivative of this expression yields

R dR ¼ R0ðR0 þ ZÞ sinu du ½32�

Substituting [32] into [31] gives

ds ¼
R0

R0 þ Z
RdRdf ½33�

The integration over f is accomplished by rotating
the surface element about the P1P0 axis. After
integrating over f between the limits of 0 and 2p,
we obtain

~EjðP0Þ ¼
2pA

R0 þ Z
e2 ik·R0

ðZþ
jl
2

Zþðj21Þ l2

e2 ik·RCðwÞdR ½34�

We assume that R0; Z q l so that the obliquity factor
is a constant over a single zone, i.e., CðwÞ ¼ Cj. The
obliquity factor is not really a constant as we earlier
assumed but rather a very slowly varying parameter
of j, changing by less than two parts in 104 when ‘j’
changes by 500 (for Z ¼ 1 meter and l ¼ 500 nm). In
fact it only changes by 2 parts in 1027 across one
zone. We are safe in applying the assumption that the
obliquity factor is a constant over a zone and this
allows the integral in [34] to be calculated:

~EjðP0Þ ¼
2piCjA

kðR0 þ ZÞ
e2 ikðR0þZÞe2 ikj l2

�
1 2 e2 ik l

2

�
½35�

Using the identity kl ¼ 2p and the definition for the
distance between the source and observation point
[24] modified for this geometry, D ¼ R0 þ Z [35] can
be simplified to

~EjðP0Þ ¼ 2ilð21Þ j CjA

D
e2 ikD ½36�

The physical reasons for the behavior predicted by
[36] are quite easy to understand. The distance from
P0 to a zone changes by only l/2 as we move from
zone to zone and the area of a zone is almost a
constant, independent of the zone number; thus, the

amplitudes of the Huygens’ wavelets from each zone
should be approximately equal. The alternation in
sign, from zone to zone, is due to the phase change of
the light wave from adjacent zones because the
propagation paths for adjacent zones differ by l/2.

To find the total field strength at P0 due to N zones,
the collection of Huygens’ wavelets is added:

EðP0Þ ¼
XN
j¼1

~EjðP0Þ ¼
2ilA

D
e2 ikD

XN
j¼1

ð21Þ jCj ½37�

To evaluate the sum, the elements of the sum are
regrouped and rewritten as

2
XN
j¼1

ð21Þ jCj ¼
C1

2
þ

�
C1

2
2 C2 þ

C3

2

�

þ

�
C3

2
2 C4 þ

C5

2

�
þ …

Because the C’s are very slowly varying functions of j,
even out to 500 zones, we are justified in setting the
quantities in parentheses equal to zero. With this
approximation, the summation can be set equal to
one of two values, depending upon whether there is
an even or odd number of terms in the summation

2
XN
j¼1

ð21Þ jCj ¼

8<
:

1
2 ðC1 þ CNÞ N odd

1
2 ðC1 2 CNÞ N even

9=
;

For very large N, the obliquity factor approaches
zero, CN ! 0, as was demonstrated in Figure 4. Thus,
the theory has led us to the conclusion that the total
field produced by an unobstructed wave is equal to
one half the contribution from the first Fresnel zone,
i.e., E ¼ E1=2. Stating this result in a slightly different
way, we obtain a surprising result – the contribution
from the first Fresnel zone is twice the amplitude of
the unobstructed wave!

The zone construction can be used to analyze the
effect of the obstruction of all or part of a zone. For
example, by constructing a circular aperture with a
diameter equal to the diameter of the first Fresnel
zone, we have just demonstrated that it is possible to
produce an intensity at the point P0 equal to four
times the intensity that would be observed if no
aperture were present. To analyze the effects of a
smaller aperture, we subdivide a half-period zone into
a number of subzones such that there is a constant
phase difference between each subzone. The individ-
ual vectors form a curve know as the vibrational
curve. Figure 13 shows a vibrational curve produced
by the addition of waves from nine subzones of the
first Fresnel zone. The vibrational curve in Figure 13
is an arc with the appearance of a half-circle.
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If the radius of curvature of the arc were calculated,
we would discover that it is a constant, except for the
contribution of the obliquity factor,

r ¼
lR0

R0 þ Z
CðwÞ

Because the obliquity factor for a single zone is a
constant to 2 parts in 1027, the radius of curvature of
the vibration curve can be considered a constant over
a single zone. If we let the number of subzones
approach infinity, the vibrational curve becomes a
semicircle whose chord is equal to the wavelet
produced by zone one, i.e., E1. If we subdivide addi-
tional zones, and add the subzone contributions, we
create other half-circles whose radii decrease at the
same rate as the obliquity factor. The vibrational curve
for the total wave is a spiral, constructed of semicircles
which converges to a point halfway between the first
half-circle, see Figure 14. The length of the vector
from the start to the end of the spiral is E ¼ E1=2, as
we derived above. When this same construction
technique is applied to a rectangular aperture, the
vibrational curve generated is the Cornu spiral.

Circular Aperture

The vector addition technique, described in Figure 13,
can be used to evaluate Fresnel diffraction, at a point
P0, from a circular aperture and yields the intensity
distribution along the axis of symmetry of the circular
aperture. The zone concept will also allow a
qualitative description of the light distribution
normal to this axis.

To develop a quantitative estimate of the intensity
at an observation point on the axis of symmetry of the

circular aperture, we construct a spiral, Figure 14, to
represent the Fresnel zones of a spherical wave
incident on the aperture. The point B on the spiral
shown in Figure 14 corresponds to the portion of the
spherical wave unobstructed by the screen. The
length of the chord, AB, represents the amplitude of
the light wave at the observation point P0. As the
diameter of the aperture increases, B moves along the
spiral, in a counterclockwise fashion, away from
A. The first maximum occurs when B reaches the
point labeled A1 in Figure 14; the aperture has then
uncovered the first Fresnel zone. At this point, the
amplitude is twice what it would be with no
obstruction. Four times the intensity!

If the aperture’s diameter continues to increase, B
reaches the point labeled A2 in Figure 14 and the
amplitude is very nearly zero; two zones are now
exposed in the aperture. Further maxima occur when
an odd number of zones are in the aperture and
further minima when an even number of zones are
exposed. Figure 15 shows an aperture containing four
exposed Fresnel zones. The amplitude at the obser-
vation point would correspond to the chord drawn
from A to A4 in Figure 14.

The aperture diameter can be fixed and the
observation point P0 can move along, or perpendicular
to, the axis of symmetry of the circular aperture. As P0

is moved away from the aperture, along the symmetry
axis, i.e., as Z increases, the radius of the Fresnel zones
increase without limit. For small values of n, the
radius of the nth zone can be approximated by

rn <
ffiffiffiffiffiffi
nZl

p
½38�

Figure 13 Vector addition of waves from nine subzones

constructed in the first Fresnel zone. Reprinted with permission

from Guenther RD (1990) Modern Optics. New York: John Wiley &

Sons.

Figure 14 Vibration curve for determining the Fresnel diffraction

from a circular aperture. The change of the diameter of the half-

circles making up the spiral has been exaggerated for easy

visualization. The actual changes are one part in 1025. The

position of point B is determined by the aperture size. Reprinted

with permission from Guenther RD (1990) Modern Optics.

New York: John Wiley & Sons.
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At Zmax, the light intensity is a maximum, given
by the chord length from A to A1 in Figure 14.
If l ¼ 500 nm and a ¼ 0:5 mm then this maximum
occurs when Z ¼ 0:5 m

Zmax ¼
a2

l
½39�

If we start at Zmax and move toward the aperture,
along the axis, as Z decreases in value, a point will be
reached when the intensity on the axis becomes a
minimum. The value of Z where the first minimum in
intensity is observed is equal to

Zmin ¼
a2

2l

In Figure 14 the chord would extend from A to A2.
As the observation point, P0, is moved along the axis

toward the aperture, and Z assumes values less than
Zmin, the point B in Figure 14 spirals inward, toward
the center of the spiral and the intensity cycles through
maximum and minimum values. The cycling of the
intensity, as the observation point moves toward the
aperture, will not continue indefinitely. At some point,
the field on the axis will approach the field observed
without the aperture because the distance between
Zmax and Zmin shrinks to the wavelength of light
making the intensity variation unobservable.

For values of Z that exceed Zmax of [39], the
aperture radius, a, will be smaller than the radius of
the first zone, and Fraunhofer diffraction will be
observed because the aperture contains only one zone
and the phase in the aperture is a constant.

Opaque Screen

If the screen containing a circular aperture, of radius a,
is replaced by an opaque disk of radius a, the intensity
distribution on the symmetry axis, behind the disk, is
found to be equal to the value that would be observed
with no disk present. This prediction was first derived
by Poisson, to demonstrate that wave theory was
incorrect; however, experimental observation sup-
ported the prediction and verified the theory.

We construct a spiral, shown in Figure 16, similar
to the one for the circular aperture in Figure 14. The
point B on the spiral represents the edge of the disk.
The shaded portion of the spiral from A to B does not
contribute because that portion of the wave is covered
by the disk and the zones, associated with that
portion of the wave, cannot be seen from the
observation point. The amplitude at P0 is the length
of the chord from B to A1 shown in Figure 16. If the
observation point moves toward the disk, then B
moves along the spiral toward A1. There is always
intensity on the axis for this configuration, though it
slowly decreases until it reaches zero when the
observation point reaches the disk; this corresponds
to point B reaching point A1 on the spiral. Physically,
zero intensity occurs when the disk blocks the entire
light wave. There are no maxima or minima observed
as the disk diameter, a, increases or as the observation
distance changes. If the observation point is moved
perpendicular to the symmetry axis, a set of
concentric bright rings are observed. The origin of
these bright rings can be explained using Fresnel
zones, in a manner similar to the one used to explain
the bright rings observed in a Fresnel diffraction
pattern from a circular aperture.

Figure 15 Aperture with four Fresnel zones exposed. Reprinted

with permission from Guenther RD (1990) Modern Optics.

New York: John Wiley & Sons.

Figure 16 Vibration curve for opaque disk. The shaded region

makes no contribution because it is associated with the portion of

the wave obstructed by the opaque object. Reprinted with

permission from Guenther RD (1990) Modern Optics. New York:

John Wiley & Sons.

268 DIFFRACTION / Fresnel Diffraction



Zone Plate

In the construction of Fresnel zones, each zone was
assumed to produce a Huygens wavelet, out of phase
with the wavelets produced by its nearest neighbors.
If every other zone were blocked, then there would be
no negative contributions to [37]. The intensity on-
axis would be equal to the square of the sum of
the amplitudes produced by the in-phase zones –
exceeding the intensity of the incident wave. An
optical component made by the obstruction of either
the odd or the even zones could therefore be used to
concentrate the energy in a light wave.

The boundaries of the opaque zones, used to block
out-of-phase wavelets, are seen from [38] to increase
as the square root of the integers. An array of opaque
rings, constructed according to this prescription is
called a zone plate, see Figure 17.

A zone plate will perform like a lens with focal
length

f ¼ ^
r2
1

l
½40�

The zone plate, shown in Figure 17, will act as both a
positive and negative lens. What we originally called
the source can now be labeled the object point, O,
and what we called the observation point can now be
labeled the image point, I. The light passing through
the zone plate is diffracted into two paths, labeled C
and D in Figure 17. The light waves, labeled C,
converge to a real image point I. For these waves the

zone plate performs the role of a positive lens with a
focal length given by the positive value of [40]. The
light waves, labeled D in Figure 17, appear to
originate from the virtual image point labeled I. For
these waves the zone plate performs the role of a
negative lens with a focal length given by the negative
value of [40].

The zone plate will not have a single focus, as is the
case for a refractive optical element, but rather will
have multiple foci. As we move toward the zone plate,
from the first focus, given by [40], the effective Fresnel
zones will decrease in diameter. The zone plate will no
longer obstruct out-of-phase Fresnel zones and the
light intensity on the axis will decrease. However,
additional maxima, of the on-axis intensity, will be
observed at values of Z for which the first zone plate
opening contains an odd number of zones. These
positions can also be labeled as foci of the zone plate;
however, the intensity at each of these foci will be less
than the intensity at the primary focus.

Lord Rayleigh suggested that an improvement of the
zone plate design would result if, instead of blocking
every other zone, we shifted the phase of alternate
zones by 1808. The resulting zone plate, called a phase-
reversal zone plate, would, more efficiently, utilize
the incident light. R.W. Wood was the first to make
such a zone plate. Holography provides an optical
method of constructing the phase-reversal zone plates
in the visible region of the spectrum. Semiconductor
lithography has been used to produce zone plates in the
x-ray region of the spectrum.

Figure 17 A zone plate acts as if it were both a positive and a negative lens. Light from the object, O, is diffracted into waves traveling

in both the D and the C directions. The light traveling in the C direction produces a real image of O at I. The light traveling in the D

direction appears to originate from a virtual image at I. Reprinted with permission from Guenther RD (1990) Modern Optics. New York:

John Wiley & Sons.
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The resolving power of a zone plate is a function of
the number of zones contained in the plate. When the
number of zones exceeds 200, the zone plate’s
resolution approaches that of a refractive lens.

Fermat’s Principle

The Fresnel zone construction provides physical
insight into the interpretation of Fermat’s principle
which states that, if the optical path length of a light
ray is varied in a neighborhood about the true path,
there is no change in path length. By constructing a
set of Fresnel zones about the optical path of a light
ray, we can discover the physical meaning of a
neighborhood.

The rules for constructing a Fresnel zone require
that all rays passing through a given Fresnel zone
have the same optical path length. The true path will
pass through the center of the first Fresnel zone
constructed on the actual wavefront. A neighborhood
must be the area of the first Fresnel zone, for it is over

this area that the optical path length does not change.
Figure 18a shows the neighborhood, about the true
optical path, as a cross-hatched region equal to the
first Fresnel zone.

Light waves do travel over wrong paths but we do
not observe them because the phase differences for
those waves that travel over the ‘wrong’ paths are
such that they destructively interfere. By moving the
neighborhood, defined in the previous paragraph as
the first Fresnel zone, to a region displaced from the
true optical path, we can use the zone construction to
see that this statement is correct. In Figure 18b the
neighborhood is constructed about a ray that is
improper according to Fermat’s principle. We see that
this region of space would contribute no energy at the
observation point because of destructive interference
between the large number of partial zones contained
in the neighborhood.

This leads us to another interpretation of diffrac-
tion. If an obstruction is placed in the wavefront so
that we block some of the normally interfering
wavelets, we see light not predicted by Fermat’s
principle, i.e., we see diffraction.
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Figure 18 (a) A set of Fresnel zones has been constructed

about the optical path taken by some light ray. If the optical path of

the ray is varied over the cross-hatched area shown in the figure,

then the optical path length does not change. This cross-hatched

area is equal to the first Fresnel zone and is described as the

neighborhood of the light ray. (b) The neighborhood defined in (a)

is moved so that it surrounds an incorrect optical path for a light

ray. We see that this region of space would contribute no wave

amplitude at the observation point because of the destructive

interference between the large number of partial zones contained

in the neighborhood. Reprinted with permission from Guenther

RD (1990) Modern Optics. New York: John Wiley & Sons.
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Diffractive optical elements (DOEs) can be used for
the correction of aberrations in optical systems
because of two fundamental properties:

1. The phase function F of a DOE can be chosen
quite arbitrarily so that for a given wavelength l

the DOE can act like an aspheric optical element.
2. The dispersion of a DOE due to the local grating

equation is very high and its sign is opposite to
that of the dispersion of a refractive optical
element with normal dispersion of the refractive
index.

The first property allows the correction of mono-
chromatic aberrations in an optical system similar to
the case of using an aspheric surface in a refractive
optical system. The second property allows the
construction of hybrid achromatic optical elements
that consist of a refractive lens and a diffractive lens
whose optical powers have the same sign (e.g., two
positive lenses for a positive achromatic element or
two negative lenses for a negative achromatic
element).

This article will first describe two methods for the
simulation of DOEs by ray tracing because ray
tracing is the basic simulation tool for aberration
correction. Afterwards, the properties of DOEs for

the correction of monochromatic and chromatic
aberrations and some applications will be discussed.
The name DOE will always mean either binary, or
multiple-step or blazed surface relief diffractive
optical elements which change only the phase of the
incident wave and not the amplitude. All examples
will be given for transmission elements but in
principle reflective elements can also be described
with quite similar formulas.

Ray Tracing Simulation of DOEs

First of all it seems straightforward to use a diffractive
analysis to simulate a diffractive optical element.
However, the global diffractive analysis of a general
DOE with perhaps 1000 or more grating structures
and locally changing grating period and especially the
diffractive analysis of a complete optical system
containing DOEs and other elements is so complex
that it can be done only for very simple DOEs and
systems. Therefore, the diffractive analysis of a DOE is
mostly restricted to a local analysis using some periods
(e.g., 10–50 periods) to calculate, e.g., the different
local diffraction orders, their diffraction efficiencies
and possibly local phase shifts. For the global analysis
another simulation method has to be used.

The most important simulation method for the
correction of aberrations in traditional optical
systems is ray tracing. Therefore, ray tracing methods
are also used for DOEs. These methods can calculate
the path of a ray for a given diffraction order, but they
cannot calculate the diffraction efficiency for this ray.
For the calculation of the diffraction efficiency local
diffractive analysis methods (scalar or rigorous
methods depending on the local grating frequency
and the angle of the incident ray) have to be used
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in addition. In particular, for applications with a
broad wavelength spectrum (e.g., an achromatic lens)
or a broad spectrum of angles of the incident rays, the
diffraction efficiency has to be analyzed carefully to
obtain the energy distribution in the different diffrac-
tion orders. But this is beyond the scope of this article
about aberration correction and we assume that we
know the local diffraction efficiency for each ray.

Sweatt Model for the Ray Tracing Simulation
of DOEs

An aspheric refractive surface with height h as a
function of the lateral coordinates x and y and a
refractive index n below the surface and air (refrac-
tive index 1) above the surface can be approximately
replaced by a DOE with the phase function (see
Figure 1)

Fðx; yÞ ¼ 2p
ðn 2 1Þhðx; yÞ

l
½1�

Here, l is the wavelength of the light for which the
DOE is designed and the phase function is a
continuous representation of the structure of the
DOE. To encode the phase function of the DOE the
wrapped phase function F mod 2p has to be
considered. The encoding itself can be done by
building a blazed, a multiple-step or a binary structure
(see Figure 1), whereby the first-order diffraction
efficiency decreases from the blazed to the binary
structure (at maximum 100% diffraction efficiency for
the blazed structure and about 40% for the binary
structure). The replacement of an aspheric refracting
surface by a DOE using eqn [1] is only valid in the
paraxial approximation since the phase function of the
DOE is encoded in a plane whereas the refracting
surface of the aspheric is typically curved. But, the
agreement between the aspheric surface and the DOE
with a phase function calculated with the help of eqn
[1] increases with increasing refractive index n since
then the curvature of the aspheric is quite small and the
refraction also nearly takes place in a plane. Of course,
the refractive index of real materials cannot exceed a

value of more than about 3.5 (for silicon used in the
near infrared). But, in a numerical simulation the
refractive index can be arbitrarily high, e.g., several
thousand. This is the reason why the so called Sweatt
model for tracing rays through DOEs uses a weakly
curved aspheric surface with height hsweatt and a very
high refractive index nsweatt to simulate a diffractive
phase function F:

hsweattðx; yÞ ¼
l

nsweatt 2 1

Fðx; yÞ

2p
½2�

To take into account the wavelength dispersion of the
DOE the refractive index nsweatt in the Sweatt model
has to be proportional to the wavelength l

nsweattðlÞ ¼ n0

l

l0

½3�

where n0 is the refractive index at the wavelength l0.
The validity of the Sweatt model increases with

increasing refractive index and becomes nearly exact
for nsweatt !1 (in practice values of several thousand
for the refractive index are normally sufficient and a
rule of thumb is to take the numerical value of the
utilized wavelength specified either in nanometers for
infrared light or angstroms for visible light). The
Sweatt model was introduced as a means to simulate
DOEs in ray tracing programs unable to implement
DOEs directly but capable of simulating aspheric
refractive surfaces. However, a disadvantage of this
model is the numerical error generated by the finite
value of the refractive index.

Modern ray tracing programs therefore use a more
appropriate model based on the local grating
equation.

Local Grating Model for the Ray Tracing Simulation
of DOEs

The basic equation for the simulation of DOEs by the
local grating model is that the phase Fout of a
diffracted ray in the plane of the DOE can be
calculated from the phase Fin of the incident ray by
adding the phase function F of the DOE multiplied
by the diffraction order m:

Foutðx; y; z0Þ ¼ Finðx; y; z0Þ þ mFðx; yÞ ½4�

Here, z0 is the z-coordinate of the DOE plane which
is assumed to be perpendicular to the z-axis (see
Figure 2). The diffraction order m will be only one for
an ideal blazed DOE but it can have an arbitrary
integer value for binary DOEs. In practice, the optical
designer will calculate the system for one diffraction
order and analyze the system for other diffraction
orders afterwards if necessary.

Figure 1 Transition from an aspheric refracting surface to a

blazed diffractive optical element and finally to a binary diffractive

optical element.
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For the phases Fin of the incident and Fout of the
diffracted ray the eikonal equation of geometrical
optics is valid,

��7Fj

��2¼ k2
j ¼

�
2pnj

l

�2

½5�

where the index j can have the two values j [ {in;
out}: nin or nout are the refractive indices of the
materials in which the incident or diffracted rays
propagate. l is the wavelength in vacuum. This form
of the eikonal equation is obtained from the more
common form

��7Lj

��2 ¼ n2
j ; which is derived in any

textbook of optics, by multiplying it with (2p/l)2 and
using the definition of the optical phase Fj ¼ 2pLj=l:

Here, Lj is the optical path length which is often
called the eikonal. The curves of constant phase
Fj(x, y, z) ¼ constant are the wavefronts and the
gradient 7Fjðx; y; zÞ points in the direction of the
local ray which is perpendicular to the wavefront at
the point ðx; y; zÞ and describes its direction of
propagation. Furthermore, the unit vectors ein and
eout along the ray direction of the incident and
diffracted ray, respectively, can be calculated by
normalizing the gradient:

ej ¼
7Fj��7Fj

�� ¼ l

2pnj

7Fj ; j [ ðin;outÞ ½6�

Since ej is a unit vector, i.e., e2
x; j þ e2

y; j þ e2
z; j ¼ 1; it can

be seen from eqn [6] (and also from the original eqn
[5]) that the z-component ez; j of the ray direction
vector can be calculated (apart from its sign) if the
two partial derivatives of the phase with respect to x
and y are known. This means that it is sufficient to
know the phase in a plane as stated in eqn [4].

By calculating the partial derivatives of eqn [4]
with respect to x and y the equations for the ray

tracing at a DOE are derived:

›Foutðx; yÞ

›x
¼

›Finðx; yÞ

›x
þ m

›Fðx; yÞ

›x

) noutex;outðx; yÞ

¼ ninex;inðx; yÞ þ m
l

2p

›Fðx; yÞ

›x

›Foutðx; yÞ

›y
¼

›Finðx; yÞ

›y
þ m

›Fðx; yÞ

›y

) noutey;outðx; yÞ

¼ niney;inðx; yÞ þ m
l

2p

›Fðx; yÞ

›y

½7�

The local grating frequencies nx and ny in x and y
direction are calculated from the phase function F by:

nxðx; yÞ ¼
1

2p

›Fðx; yÞ

›x

nyðx; yÞ ¼
1

2p

›Fðx; yÞ

›y

½8�

Therefore, given ein and eqn [6], the ray direction
vector eout of the diffracted ray is

nouteout¼nout

0
BB@

ex;out

ey;out

ez;out

1
CCA

¼

0
BBBBBB@

ninex;inþmlnx

niney;inþmlnyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2

out2ðninex;inþmlnxÞ
22ðniney;inþmlnyÞ

2
q

1
CCCCCCA

½9�

The dependence of the lateral coordinates x and y is
left out in eqn [9] to simplify notation. It can be easily
checked that this equation fulfills the required
condition for the unit vector: e2

x;outþe2
y;outþe2

z;out¼1:
As stated above, for a blazed DOE fabricated to the

exact depth and illuminated by the design wavelength
only the first diffraction order m ¼ 1 is generated. But
in practice other diffraction orders m are generated
due to fabrication errors or illuminating with other
wavelengths. In particular, by using binary DOEs
there are inherently different diffraction orders.
Therefore, it may be necessary to analyze the optical
system for several values m one after the other. Each
value m defines one wavefront generated by the DOE
and the wavefront can be calculated by evaluating
the optical path lengths along the rays at different
points. In practice, the optical system has to be
analyzed for those values m with sufficiently high

Figure 2 Schematic view in two-dimensions of the path of a ray

which is diffracted at a DOE.
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diffraction efficiency. Then, it can be checked whether
undesired diffraction orders of the DOE are blocked
in the optical system by aperture stops or whether
they will disturb the output of the optical system. The
local diffraction efficiency of each ray for a value m
can be calculated to a good approximation by using a
diffractive analysis of the corresponding local grating,
i.e., that of an infinitely extended grating which would
have the same grating period and the same structure
shape (e.g., depth) as the DOE at the specific point.

If the y component of the incident ray and the local
grating frequency ny are both zero the ray com-
ponents in the x direction can be expressed via the
sine of the angle of incidence win or the angle of the
diffracted ray wout (see Figure 2). In this case the first
row of eqn [9] can be written as

nout sin wout ¼ nin sin win þ m
l

px

½10�

where the local grating period px ¼ 1=nx has been
introduced. This is the well-known grating equation.

In this article eqns [4]–[10] assume that the DOE is
on a planar substrate and that x and y are the lateral
coordinates on the substrate. However, the equations
can also be written in a vector formulation which is
valid for DOEs on curved substrates (see Further
Reading).

So, we have now a powerful simulation method to
design and analyze in the following several optical
systems containing DOEs to correct monochromatic
or chromatic aberrations.

Correction of Monochromatic
Aberrations

For practical applications it is important to have an
efficient algorithm to calculate the phase function of a
DOE to correct the aberrations in a given optical
system. Several different cases have to be distin-
guished. An easy case is the design of a DOE to
produce a desired output wavefront Fout from a
known input Fin. In this case, eqn [4] can be used to
calculate the phase function F of the DOE directly.
Two examples are given in the following. Afterwards,
some aspects of a more general numerical optimiz-
ation procedure are described.

Aberration Correction for Interferometrically
Recorded Holograms

Although the following example of the aberration
correction of interferometrically recorded holograms
by using DOEs seems to be quite special it shows
exemplarily several principal steps which are necess-
ary to design a DOE for correcting monochromatic
aberrations.

In this article the name DOE is used for diffractive
elements with a microstructured surface (binary,
multistep or blazed). Such elements have the property
that their diffraction efficiency depends only weakly
on the wavelength or the angle of incidence of the
illuminating light. Another interesting class of dif-
fractive elements are holograms in volume media,
which are recorded interferometrically using two
coherent recording waves. The refractive index in a
volume hologram is modulated periodically and the
thickness has to amount to several periods of the
interference pattern along the z-direction in order to
have a so-called thick hologram with a high diffrac-
tion efficiency. If there are only a few periods along
the z-direction the quite small modulation of the
refractive index (typically about 0.02) will result in a
low diffraction efficiency. Therefore, if the angle
between the two recording waves is small the
resulting interference pattern will have large periods
and only a few periods are recorded in the photosen-
sitive layer along the z-direction. But this means that
the holographic optical element (HOE) can only have
a small diffraction efficiency. From this fact, it is clear
that also by using the recorded HOE the deflection
angle between the incident and the diffracted wave
must not be smaller than a certain value because
otherwise the thickness has to be very big or the
diffraction efficiency decreases. Therefore, such
elements with high diffraction efficiency, which will
be named in the following holographic optical
elements (HOE), are always off-axis elements because
for on-axis elements all rays in the neighborhood of
the axis are only deflected by a small angle and then
the diffraction efficiency would be low. For the correct
wavelength and angle of incidence, so that the Bragg
condition of holography is fulfilled, HOEs, like
blazed DOEs, exhibit only one dominant diffraction
order m ¼ mdom (normally mdom ¼ 1Þ: But, if the
angle of incidence or the wavelength change, the
diffraction efficiency in the order mdom decreases
rapidly and light passes through the HOE without
being deflected, i.e., most of the light is then in the
order m ¼ 0: For this reason, a HOE can be used for
example for a head-up display to fade in some
information under the Bragg angle without hindering
the normal view onto the environment.

Traditional materials for HOEs like dichromated
gelatin (DCG) are sensitive only in the blue–green
spectral region (e.g., for light of an argon ion laser
with l ¼ 488 nmÞ: However, once recorded it will be
illuminated in many applications (e.g., optical inter-
connects) by a wavelength in the red– infrared
spectral region. Unfortunately, the wavelength mis-
match between recording and reconstruction illumi-
nation introduces aberrations.
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If the two desired reconstruction waves at the
wavelength l2 have the phases Fr,l2 and Fo,l2 in the
surface plane of the HOE (the subscripts r and o refer
to interferometry reference and object, respectively),
the phase function F of the HOE which has to be
recorded is

Fðx; yÞ ¼ Fo;l2ðx; yÞ2Fr;l2ðx; yÞ ½11�

If our discussion here is restricted to holographic
lenses, the two reconstruction waves will be spherical
(or plane) waves (see Figure 3b) with the center of
curvature at the points rr,l2 and ro,l2 and eqn [11] is:

Fðx; yÞ ¼
2pso;l2

l2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2xo;l2Þ

2 þðy2yo;l2Þ
2 þ z2

o;l2

q
2

2psr;l2

l2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðx2xr;l2Þ

2 þðy2yr;l2Þ
2 þ z2

r;l2

q
½12�

The parameters so,l2 and sr,l2 are either þ1 for a
divergent spherical wave or 21 for a convergent
spherical wave. The surface of the HOE itself is in the
plane at z¼ 0:

The task is now to find two recording waves which
construct nearly the same three-dimensional inter-
ference pattern in the hologram at the recording
wavelength l1. This means that eqn [12] has to be
fulfilled exactly for the difference of the phases of the
two recording waves in the plane z ¼ 0 and,
additionally, the Bragg condition has to be fulfilled
at least approximately. So, the next step is to calculate
one of the recording waves with phase Fr,l1 so that
the Bragg condition is fulfilled. This can be done
approximately with a third-order theory resulting in a
spherical wave or nearly exactly with an iterative
numerical procedure resulting generally in an asphe-
ric recording wave. If Fr,l1 is known, the other
recording wave with phase Fo,l1 is calculated by

Fo;l1ðx; yÞ ¼ Fðx; yÞ þFr;l1ðx; yÞ ½13�

At least this recording wave will be aspheric. To
generate such an aspheric wave it is traced by ray
tracing to a plane where the two recording waves are
spatially separated. There, either a DOE or a
combination of a DOE and a lens are used to generate
the aspheric wave. The calculations of the phase
function of the DOE are done again by using an
equation like [11] whereby one wave is the propa-
gated aspheric wave (possibly propagated also
through a lens) and the other is normally a plane
off-axis wave with which the DOE will be illuminated
in the real recording setup (see Figure 3a). Here, the
off-axis angle is necessary to allow spatial filtering of
disturbing diffraction orders of the DOE which will
be normally fabricated as a binary DOE.

Experiments of our own showed (see the literature)
that nearly diffraction-limited holographic lenses
with a numerical aperture of NA ¼ 0:4 can be
fabricated by correcting the aberrations of about 28
wavelengths peak-to-valley (for the reconstruction at
633 nm wavelength) due to the wavelength mismatch
between recording at 488 nm wavelength and recon-
struction at 633 nm wavelength by using a DOE in
the recording setup.

Testing of Aspheric Surfaces by Using a DOE as
Aberration Compensating Element

An important application for DOEs is testing
aspheric surfaces and nowadays more and more
companies use DOEs to test aspheric surfaces which
are used for example in the objectives of lithographic
wafer steppers to produce highly integrated micro-
electronic circuits.

In this testing setup the DOE is illuminated by a
wave with phase Fin to generate a wave with phase
Fout that is incident perpendicular to the aspheric
surface (see Figure 4). After reflection at the asphere

Figure 3 Schematic view of the (a) recording and (b)

reconstruction setup for a holographic lens. The recording is

made at wavelength l1 and the reconstruction at wavelength l2.
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the wave is retro-reflected and takes the same path if
the asphere has no surface deviations and no mis-
alignments. This means that the setup is completely
symmetric for a reflection at the aspheric surface.
Therefore, the optical path lengths have to be identical
for all rays on the asphere. To calculate the phase
function of the DOE the following steps are made:

. A grid of N rays starting perpendicularly on the
aspheric surface and having all phase zero (due to
the fact that the phase has to be identical it can be
set to zero) is traced to the plane of the DOE.
N depends on the shape and numerical aperture of
the asphere and the grid will be in most cases two
dimensional and regular or one dimensional (along
one radial section of the asphere) and regular if the
asphere and the system are completely rotationally
symmetric. As a rule of thumb the number N of
rays has to be more than twice the number of
polynomial coefficients if the asphere is described
by a polynomial.

. The phase of these rays is the function 2Fout

(the negative sign is necessary because the rays take
the opposite direction) and is now known at some
points ðxi; yiÞ with i [ {1;2;…;N}:

. The phase Fin of the incident wave which is in
practice either a plane wave or a spherical wave is
calculated in the plane of the DOE. If the incident
wave is generated by a lens having aberrations it is
again calculated by ray tracing, otherwise it can be
calculated analytically.

. Now, the phase function F of the DOE can in
principle be calculated with the help of eqn [4].

However, the phase Fout (and possibly also Fin) is
known only at some points ðxi; yiÞ; but it has to be
known at all points of the DOE. Therefore in practice
an analytical representation of the phase functions of
the incident and output wave has to be calculated.
This can be done by fitting a polynomial to the phase
values using a least squares fit. In this case the
coordinates, at which the phase values are known,
can be quite arbitrary as long as the sampling is dense
enough. For a rotationally symmetric system the
polynomial should also be rotationally symmetric,
i.e., a polynomial Prot depending only on the radius
coordinate r

r ¼
ffiffiffiffiffiffiffiffiffiffi
x2 þ y2

q
½14�

ProtðrÞ ¼
XG
j¼0

ajr
j or ProtðrÞ ¼

XG=2

j¼0

a2jr
2j ½15�

where G is the degree of the polynomial, i.e., the
highest power in r. In these two cases the number N of
sampling points lying along one radial section of the
rotationally symmetric optical system should be
larger than 2G or G, respectively.

For general non-symmetric systems a Cartesian
polynomial Pcart can be used, e.g.,

Pcartðx; yÞ ¼
XG
j¼0

XG2j

k¼0

ajkx jyk ½16�

Here, the number of coefficients of the polynomial is
(G þ 1)(G þ 2)/2 and the number N of sampling
points should again be larger than twice the number
of coefficients, i.e., N . ðG þ 1ÞðG þ 2Þ:

For both types of polynomials the coefficients aj

or ajk have to be calculated so that the merit
function M

MðaÞ ¼
XN
i¼1

ðPðxi; yiÞ2Fjðxi; yiÞÞ
2; j [ {in; out}

½17�

is minimized. The symbol P means either Prot or Pcart.
The vector a symbolizes the coefficients aj or ajk. By
differentiating M with respect to all coefficients and
setting the partial derivatives to zero a system of linear
equations is obtained which can be solved by standard
procedures. As mentioned before, the number N of
independent sampling points has to be at least double
the size of the number of coefficients of the poly-
nomial. Otherwise, the polynomial can ‘swing’
between the sampling points and the polynomial fits
well to the desired phase function only at the sampling
points but not at other points in between.

For very irregular aspherics with a fast change of
the local curvature it might by necessary not to take a

Figure 4 Scheme showing the basic elements for testing an

aspheric surface.
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global polynomial fit but a spline fit, i.e., a set of
adjacent local polynomials with several continuity
conditions at the border area of each local poly-
nomial. In this case the total number of coefficients
used to describe the phase functions and Fin and Fout

of the DOE will be increased compared to the
description by a global polynomial. Then, the number
N of rays for the calculation has also to be increased
accordingly.

So, in this example the DOE acts as a null-
compensator for the asphere and at first sight it is
not a typical example for aberration correction.
However, by regarding the complete system the
DOE compensates the aberrations, i.e., deviations
from a spherical wave, generated by the asphere which
are primary and higher-order spherical aberrations if
the asphere is rotationally symmetric and more
general aberrations otherwise. This example shows
how the phase function of a DOE can be designed
straightforwardly for correcting aberrations if there is
only one well-defined wavefront propagating through
the optical system. This design method can also be
used for other optical systems where the input and the
output wavefront of the DOE are well defined.

Numerical Optimization of DOEs in Optical Systems

In a general optical system, where a DOE is not only
used to compensate the aberrations for one specific
incident wave but for different incident waves (optical
system with a field), it is not possible to calculate the
optimum phase function in such a straightforward
way as given above. However, a DOE is in principle
similar to an asphere in an optical system, so that the
design rules for including aspherics in optical systems
can be used in some cases as long as monochromatic
aberrations are considered. Nevertheless, one should
keep in mind that a DOE is, according to the Sweatt
model, an asphere with high refractive index and small
height, i.e., the deflection of the light rays occurs in a
plane (or on a curved surface if the DOE is situated on
a curved substrate). Therefore, the design rules for
aspheric surfaces can be used only if the high refractive
index of the Sweatt model is used in the design.

In the general case only a numerical optimization
can be used. For this, it is very important to select an
appropriate mathematical representation of the phase
function of the DOE.

For rotationally symmetric optical systems also the
phase function of the DOE should be rotationally
symmetric. Therefore, in such a case it is useful to
write the phase function F as a polynomial in the
radius coordinate r as given in eqns [14] and [15].
Then, the (G þ 1) or (G/2 þ 1) coefficients aj have to
be optimized, whereby a2 is proportional to the focal

power of the DOE, whereas the other coefficients
represent aspheric terms. Depending on the numerical
aperture and on the application the degree G of the
polynomial can be increased in order to achieve a
better solution. Nevertheless, the degree in the
optimization should be as small as necessary in
order to avoid ‘swinging effects’ and numerical
instabilities of the polynomial. To determine the
smallest adequate degree an iterative method has to
be used by starting with a quite small degree (e.g., 4).
If the result of the optimization is not good enough
the degree has to be increased until the result of the
optimization is satisfying.

For non-rotationally symmetric optical systems a
Cartesian polynomial like in eqn [16] can be taken
and all the (G þ 2)(G þ 1)/2 coefficients ajk have to
be optimized. Since the number of free parameters is
in this case larger than the number of free parameters
in the rotationally symmetric case the convergence of
the optimization may take a long time and the risk to
break down in a local minimum of the multidimen-
sional parameter space increases.

In principle, the calculation of a DOE used, e.g., for
testing an aspheric surface can also be done by
optimizing the coefficients of the polynomial repre-
senting the phase function of the DOE. Nevertheless,
as a general rule it can be said that a direct calculation
of the phase function is always more efficient than a
numerical optimization, if the direct calculation is
possible. In practice, it can be seen that the maximum
degree of a polynomial, which is directly calculated
by the method described in the last section, is always
smaller than the degree which is necessary in a
numerical optimization to achieve convergence of the
optimization.

Of course, in such cases where several different
types of aberrations (on-axis aberrations like spheri-
cal aberration, off-axis aberrations like astigmatism
and coma or field aberrations like field curvature or
distortion) have to be corrected in an optical system a
direct calculation of the phase function is not possible
so that only the numerical optimization can provide a
solution.

Up to now only monochromatic aberrations have
been discussed. But as stated at the beginning of this
article the strong dispersion of a DOE having
opposite sign to the dispersion of a refractive element
offers additional applications of DOEs by correcting
chromatic aberrations. The principle of doing this is
described in the following.

Correction of Chromatic Aberrations

The focal power 1/f ( f is the focal length of the lens)
of a thin refractive lens consisting of two spherical
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surfaces with radii of curvature R1 and R2 and made
of a material (glass) with refractive index n is

1

f ðlÞ
¼ ðnðlÞ2 1Þ

 
1

R1

2
1

R2

!
½18�

where l is the wavelength of the illuminating light.
This equation is valid for all wavelengths and so

also for the commonly used wavelength ld ¼ 587:6
nm (yellow d-line of helium) which is near the center
of the visible spectrum. Then 1/R1 2 1/R2 can be
expressed as 1=((nd 2 1)fd) and the focal power
depends on the wavelength as

1

f ðlÞ
¼

nðlÞ2 1

nd 2 1

1

fd

½19�

where nd and fd are the refractive index and the focal
length at ld ¼ 587:6 nm; respectively. So, by com-
bining two thin lenses made of materials with
refractive indices n1 and n2 and focal lengths f1 and
f2 the focal power of the doublet assuming a zero
distance between the two lenses is:

1

fgesðlÞ
¼

1

f1ðlÞ
þ

1

f2ðlÞ

¼
n1ðlÞ2 1

n1;d 2 1

1

f1;d

þ
n2ðlÞ2 1

n2;d 2 1

1

f2;d

½20�

For an achromatic doublet the focal power should be
equal for two different wavelengths which are
commonly the wavelengths lF ¼ 486:1 nm (blue
F-line of hydrogen) and lC ¼ 656:3 nm (red C-line
of hydrogen) which mark the limits of the well visible
spectrum (of course the visible spectrum itself is
broader but the sensitivity of the human eye to
wavelengths below lF or beyond lC is quite bad).
Therefore, the following equations result:

1

fgesðlFÞ
¼

1

fgesðlCÞ
)

n1ðlFÞ2 n1ðlCÞ

n1;d 2 1

1

f1;d

¼ 2
n2ðlFÞ2 n2ðlCÞ

n2;d 2 1

1

f2;d

½21�

By introducing the Abbe number Vd

Vd ¼
nd 2 1

nF 2 nC

¼
nðld ¼ 587:6 nmÞ2 1

nðlF ¼ 486:1 nmÞ2 nðlC ¼ 656:3 nmÞ
½22�

equation [21] can be simplified to

V1;d f1;d ¼ 2V2;d f2;d ½23�

Now, the wavelength dispersion of all conventional
materials (glasses, polymers, etc.) is such that the
refractive index decreases with increasing wavelength,

i.e. the material has a so-called normal dispersion. This
means that the Abbe number Vd is always positive and
ranges from about 20 for high-dispersive glasses (e.g.,
SF59) to more than about 80 for low-dispersive glasses
(e.g. Ultran 20). So, to fabricate a refractive achro-
matic doublet with a positive focal power it is
necessary to take a positive lens with focal length f1

made of a low-dispersive glass with a large Abbe
number V1,d and a negative lens with focal length f2

made of a high-dispersive glass with a small Abbe
number V2,d (see Figure 5a). Therefore, the resulting
focal power of the achromatic doublet

1

fges;d

¼
1

f1;d

þ
1

f2;d

¼
1

f1;d

"
1 2

V2;d

V1;d

#
½24�

is always smaller than the focal power of the positive
lens with focal power l/f1,d alone.

The situation is completely different if a refractive
and a diffractive lens are used. From the Sweatt model

Figure 5 Structure of achromats: (a) refractive achromatic

doublet consisting of a positive lens with low dispersion and

a negative lens with high dispersion; (b) hybrid achromatic

lens consisting of a positive refractive lens and a positive

diffractive lens.
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of a DOE (eqn [3]) it is known that the refractive
index nsweatt is proportional to the wavelength l

nsweattðlÞ ¼
n0

l0

l ¼
nd

ld

l ½25�

Therefore, the Abbe number of a DOE is

Vd ¼
nd 2 1

nF 2 nC

¼
ld

lF 2 lC

 
1 2

1

nd

!
¼

nd!1 ld

lF 2 lC

¼ 23:452 ½26�

Here, we used the fact that the accuracy of the Sweatt
model increases with increasing refractive index so
that the Abbe number of a DOE is achieved in the limit
of an infinite refractive index. So, it can be seen that the
Abbe number of a DOE is a small negative constant.
This means that the dispersion of a DOE is high and
opposite in sign to that of a refractive element.
Therefore, according to eqns [23] and [26] a positive
refractive lens with a large focal power (i.e., small
focal length) and a positive diffractive lens with a small
focal power (i.e., long focal length) can be combined to
form an achromatic doublet with a focal power larger
than the focal power of one of the two lenses alone (see
Figure 5b). By using eqns [19] and [25] the focal power
of a diffractive lens can be calculated with the Sweatt
model (n very big ! n 2 1 < nÞ:

1

fDOEðlÞ
¼

l

ld fd

½27�

In practice, the lenses are neither thin nor is the
distance between them zero. In this case the equations
for the design of a hybrid achromatic doublet are more
complex (see Further Reading). Nevertheless, the
given equations can be used for a first design and to
understand the principal behavior.

Another advantage of a hybrid achromatic doublet
is that the DOE can in addition behave like an
asphere. Therefore, e.g., the spherical aberration can
be corrected with the aspheric terms of the DOE
provided that the spherical aberration is considerably
smaller than the phase term encoded in the DOE to
correct the chromatic aberrations. Otherwise, the
correction of the monochromatic (spherical) aberra-
tion will disturb the correction of the chromatic
aberrations. A comparison of a simple hybrid
achromat, consisting of a planoconvex lens with the
diffractive structure made directly onto the plane
surface of the refractive lens and a conventional
refractive achromatic doublet shows that the optical
performance of the hybrid achromat is a little bit
worse than that of the refractive achromatic doublet
regarding, for example, off-axis aberrations. A simple

explanation of this is that a refractive achromatic
doublet has three spherical surfaces and two glasses,
i.e., in total five parameters, whereas a hybrid
achromat has one spherical surface, one glass and
the DOE with a paraxial term and an aspheric term,
i.e. in total about four parameters. Of course, the
merit of these different types of parameters is not
identical so that this assessment is only qualitative.

In the case of hybrid achromatic elements for a
broad wavelength range (e.g., for the whole visible
wavelength range) the dependence of the diffraction
efficiency on the wavelength may be a limiting factor
because the other diffraction orders behave like stray
light and reduce the maximum contrast of the image.
Therefore, special laminated blazed diffractive optical
elements made of laminae of two or more different
materials are described in the literature which show a
nearly achromatic behavior of the diffraction effi-
ciency but the ‘normal’ dispersion of DOEs. DOEs
are in the meantime used in zoom lenses (see the cited
patent in Further Reading) to correct chromatic
aberrations.

Summary

In this article the possibilities of correcting mono-
chromatic and chromatic aberrations in optical
systems by using diffractive optical elements have
been discussed. There are several advantages and
disadvantages of using DOEs.

Advantages:

. DOEs offer many degrees of freedom in the design.
By using modern lithographic fabrication tech-
niques the fabrication of a DOE with a strongly
aspheric phase function is just as expensive as
fabricating a simple Fresnel zone lens with a
quadratic phase function. So, DOEs can be used
in some cases instead of aspheric surfaces which
are more expensive. In addition, the lithographic
fabrication technique guarantees a quite good
accuracy concerning the phase function of the
DOE compared to the more difficult fabrication of
well-defined aspheric surfaces.

. The strong chromatic dispersion with the opposite
sign to that of a refractive element allows the
correction of chromatic aberrations. DOEs also
give in this case an additional degree of freedom in
the design because aspheric terms of the phase
function can correct in addition monochromatic
aberrations of the system as long as these aberra-
tions are considerably smaller than the quadratic
term of the phase function which corrects the
chromatic aberrations.
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Disadvantages:

. DOEs often exhibit not only one diffraction order
but several diffraction orders due to fabrication
errors, a broad spectrum of application wave-
lengths or because some DOEs naturally have
several diffraction orders like, for example, binary
DOEs. This can produce disturbing light in the
optical system and limit the application.

. The strong dispersion can restrict the application in
monochromatic systems because it requires in
some cases (e.g., for testing aspheric surfaces) not
only a relative constancy, i.e., constant but the
absolute value does not have to be hit exactly, of
the illuminating wavelength but an absolute con-
stancy because otherwise systematic aberrations
are introduced by the DOE.

So, there are many advantages of DOEs compared
to other optical elements but on the other hand a
DOE is not a magic bullet in correcting aberrations in
optical systems. Depending on the system a careful
assessment of the advantages and disadvantages has
to be performed in order to find the best solution.
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Introduction

Most aspects of modern life are thoroughly influenced
by the micro-electronics industry through microchips,
such as microprocessors and memory chips. Optical
lithography has been a key factor in the rapid pace of
integration that drives the development of the micro-
electronics industry. The photolithography process
not only facilitates the fabrication of the chips, but also
directly influences the limits of the obtainable chip
performance in terms of speed or storage capacity,
through the minimum feature size that can be created
in the lithography steps. The increasing resolution
demands of the IC industry, outlined in the Inter-
national Technology Roadmap for Semiconductors as
technology nodes, mean continuing demand for
improvements in the photolithography systems.

The challenges to the improvements are encapsu-
lated in the equation for the resolution of an optical
lithography system:

R ¼ k1l
�
NA ½1�

which expresses the resolution R in terms of the
smallest resolvable half-pitch as a function of
the wavelength l; the numerical aperture NA of the
exposure system and the unit less constant k1;which is
used as a measure of lithographic difficulty, with
smaller values indicating a more challenging process.
Traditionally, the increase in the resolution has
been obtained by decreasing the used wavelength,
with the current mark for volume production
systems currently standing at 193 nm. Within each
wavelength, further reduction has been traditionally
obtained by increasing the numerical aperture
towards the mathematical limit of 1. Finally, several

so-called Resolution Enhancement Techniques (RET)
have been introduced to reduce k1; in order to reach
subwavelength technology nodes within each litho-
graphy wavelength generation. It is in connection with
these techniques that micro-optics has found a role in
modern lithography systems.

In this chapter we discuss the ways micro-optics are
being utilized in lithography systems. We will start
with a brief overview of conventional lithography
systems, of the essential parts of such systems as well
as the special resolution enhancement techniques
utilized in the systems. We will then discuss the
utilization of micro-optics within the context of
lithography systems, along with the unique challenges
in terms of design and fabrication that are associated
with such applications. Finally, we will briefly discuss
nonconventional lithography applications, especially
those based on utilization of micro-optics. It should
be noted that the motivation of this article is to
describe the issues related to the use of micro-optical
elements in a modern lithography system and is not
intended as a review of the modern lithography
systems, nor is it a review of micro-optics.

Overview of Conventional
Lithography Systems

Photolithography is a process whereby a specified
pattern or mask is transferred onto a wafer using
photons. In the process a photosensitive material,
commonly known as a resist, is initially used to record
the pattern that is generated when the mask is
illuminated. After exposure, the resist is developed.
The resist is referred to as positive or negative,
depending on whether it is removed or remains,
respectively, after the development of the irradiated
regions. After its development, the pattern in the resist
is then transferred onto the wafer using suitable
chemical processes, such as wet chemical etching or
dry plasma etching.

Several different lithographical techniques exist.
The oldest and simplest is contact printing, where a
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photomask is brought into contact with a layer of
photoresist on the wafer. Although this technique can
reproduce high-resolution features, the contact
between the wafer and the mask can lead to problems
with cross contamination, and can damage either
the wafer or the mask. Contact printing is mainly used
nowadays in laboratory environments for small series
of photolithography steps. A slightly more compli-
cated technique is proximity printing, in which the
photomask is held in close proximity to the surface of
the wafer without actual contact. This avoids the
problems of contamination and damage, but due to
diffraction effects, reduces the maximum resolution of
the process. Nevertheless, proximity printing remains
a valuable technique for lithography applications,
that do not require the highest possible resolution.

Modern volume production photolithography sys-
tems are based on the use of a projection system to
image a mask onto a wafer through a complex system
of lenses. There exist several variations of the basic
idea. In some systems the entire mask is imaged at once
onto the wafer. This approach works only when the
feature size on the mask is reasonably large, in the
range of a few microns. Reproducing smaller features
with this approach is generally not possible, as the
demands on the optical quality of the projection
system, in the form of allowed aberrations, become
extremely difficult to meet, especially when the
physical size of the optical components increases
with the reducing feature size. Therefore, so-called
wafer steppers are used in modern microchip fabrica-
tion. The basic idea of a wafer stepper is to image only
a small region of the mask onto the wafer, and pattern
the entire surface area in consecutive steps.

The centerpiece of a wafer stepper is the exposure
system. Its task is to image desired patterns from the
photomask to their proper positions on the surface of
the wafer. In many systems this process includes a size
reduction between the patterns on the photomask and
on the wafer. This reduces the dimensional accuracy
requirements, such as feature size and positioning for
the mask fabrication by whatever is the de-magnifi-
cation of the lithography system. However, it also
increases the complexity of the exposure system, as
significance of aberrations is increased. The require-
ments of microchip production mean that the image
of the photomask with submicron features must be
reproduced on the wafer with a dimensional accuracy
of only a few tens of nanometers and aligned to a
specific position within a fraction of the linewidth.
Furthermore, these tolerances must be guaranteed
over the entire exposure field that is typically several
square centimeters. It is not surprising that the
resulting complex piece of optics costs several
millions dollars.

The exposure system consists of a projection lens,
illumination system, and wafer management system,
as illustrated schematically in Figure 1.

A typical projection lens is a complicated lens
system. As the resolution of a lens system is inversely
proportional to the diameter of the lenses, the lenses
in photolithographic systems can have diameters up
to 250 mm, and the whole system is arranged inside a
massive barrel-frame. The aim of the projection lens
in the entire exposure system is to image the pattern
from the photomask to the wafer. The projection
lens is primarily responsible for the resolution and
must therefore fulfill the highest optical requirements.
To produce the smallest possible image, diffraction
effects alone must essentially limit the resolution of
the system. This means that the optical aberrations
over the exposure field of several square centimeters
must be virtually eliminated, by the wavefront
deviations being less than a fraction of the
wavelength.

The illumination system transfers the illumination
source through the photomask to the entrance of the
projection system. The main requirements for the
illumination system are to collect most of the light
into the system and to ensure that the irradiance of
the photomask is uniform to within a few percent. In
addition, resolution enhancement techniques, based
on off-axis illumination, require that the illumination
pattern on the photomask has a specific shape. We
will discuss these requirements later in more detail. In
general terms, the illumination system is less compli-
cated than the projection system, especially with
regard to the elimination of aberrations, due to the
fact that precise imaging is not required in the
illumination system.

Figure 1 Schematic illustration of the exposure system.
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Although the wafer management system is outside
the scope of this article, we note in passing that it
maintains the position, orientation, and movement of
the wafers through the exposure system. Again, high
precision is required to ensure the successful exposure
of the desired pattern to the wafer.

Resolution Enhancement Techniques

In most modern lithography systems the achievable
maximum resolution is increased via the use of one or
more special resolution enhancement techniques
(RET). These are essentially creative refinements of
the lithography technology, based on theoretical
optics papers published often decades before their
first application in the lithography process in the late
1980s and early 1990s. There are essentially three
RET approaches: Off-Axis Illumination (OAI), Opti-
cal Proximity Correction (OPC), and Phase Shifted
Masks (PSM).

In optical proximity correction the basic idea is to
predistort the mask pattern in order to overcome the
proximity effects caused by the optics and the different
processes. This is done either using a set of pre-existing
rules describing the connection between a mask
pattern and its realization on the wafer, using
advanced models to predict the proximity effects
during the lithography process, or with some combi-
nation of both. The key difficulties with OPC are
related to the fabrication of the predistorted mask and
to the accuracy of the used distortion rules or
proximity effect models. Finally, it should be noted
that OPC is strictly speaking not a true resolution
enhancement technique, as it only enhances the
effective resolution and not the theoretical resolution
limit of the process defined by the optics.

In phase shifted masks the improvement in the
resolution is obtained by altering the phase of light
passing through different portions of the mask,
creating regions of destructive interference in the
image. This leads to higher contrast, which helps to
improve the effective patterning resolution. However,
as with OPC, there is no true resolution enhancement
in terms of the theoretical resolution limit. There are
two main difficulties with application of PSM. First, it
is not straightforward to introduce required phase
shifts into an arbitrary design layout, because some
geometrical shapes, such as junctions are harder to
realize than others. Another problem lies with the
mask fabrication, which requires careful calibration
of the material layers and can be very complicated
and costly compared to fabrication of conventional
binary masks.

For the purposes of this article, only off-axis
illumination is discussed, as both OPC and PSM
are essentially mask-based techniques and thus

provide no opportunity for micro-optics. Off-axis
illumination refers to any illumination scheme that
significantly reduces or eliminates the light hitting
the mask at near normal incidence, leading to the
diffraction pattern of the mask being shifted on the
projection lens. The principle behind the resolution
enhancement, obtained by introducing such a shift, is
schematically illustrated in Figure 2 for periodic
pattern.

The mask pattern can be imaged if at least two
diffraction orders generated by the mask pass through
the pupil of the projection lens. Using on-axis
illumination, the minimum feature size of the system
is reached when the period of the mask pattern is so
short that the ^1st diffraction orders can no longer
pass through the pupil. If the illumination is moved
off-axis, the diffraction pattern is shifted and the
second diffraction order (in this case þ1st) again
passes the pupil. Thus the resolution has been
increased. A secondary improvement in contrast
may be obtained by shaping the diffraction orders
falling onto the pupil, such that the filling of the pupil
is optimized, i.e., such that less unwanted light
contributing to the background illumination passes
the pupil. Finally, the depth of focus of the system can
be optimized by ensuring that the contributing orders
(in this case 0th and þ1st) are symmetric with regards
to the optical axis.

The conventional way to realize off-axis illumina-
tion schemes is to introduce a suitable aperture to
the illumination optics between the source and the
mask. In order to effectively use off-axis illumina-
tion, the shape and size of the aperture, i.e., the
illumination pattern, must be optimized for the
specific mask shape and pitch. This optimization
leads to four basic shapes, as illustrated in Figure 3.
In most modern lithography systems these shapes

Figure 2 Schematic illustration of effect of off-axis illumination

on image formation.
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are available with different values of partial coher-
ence factor, governed by the ratio of the numerical
aperture of the illumination lens and projection
lens, allowing control of proximity effects and
edge sharpness.

Overview of Micro-Optics

There exists no generally agreed definition of micro-
optics, but it typically means optical systems built
to significantly smaller scales than conventional
table-top systems, using components such as micro-
lenses and microprisms with physical dimensions in
the range of a couple of millimeters at most. Micro-
optical systems also include so-called diffractive
optical elements, which are usually optical com-
ponents whose operation cannot be explained by
Snell’s law or the law of reflection. Such elements are
usually macroscopically planar microstructures, con-
sisting of features with dimensions from a couple of
wavelengths to a few tens of microns, and are designed
by advanced numerical algorithms based on
diffraction theory.

In the past decade, micro-optics has emerged as a
powerful new addition to the field of optics and
optical systems, following improvements in micro-
optics fabrication techniques, both via adaptation
from established microelectronics fabrication pro-
cesses and development of novel approaches, such as
variable dose direct writing using either UV light or
an electron beam. Additionally, emergence of replica-
tion techniques, such as injection molding or UV

casting, allows the low-cost mass production of
micro-optical elements, making micro-optics econ-
omically feasible for a wide range of consumer
applications. Consequently, micro-optical elements,
utilizing either refractive or diffractive surfaces, are
now found in industrial applications such as material
processing, in the optical telecom field, and in
consumer electronics such as the digital video camera.

One of the major strengths of micro-optics, as
compared to conventional optics, is their ability to
realize complex optical functions into a compact
form. This is especially true for micro-optics using
diffractive optical elements, as diffractive elements
may be designed to realize several optical functions
such as focusing, filtering, or beam splitting at once
allowing integration of several classical optical
components into a single diffractive element.

Micro-Optics in Conventional
Lithography Systems

The simplicity of contact or proximity printing means
that there is little need or opportunity to incorporate
additional functionality through inclusion of micro-
optical elements. The only exception to this will be
discussed in the final section of this article, where we
will consider a nonconventional technique, which
utilizes micro-optics and can be incorporated into
proximity printing systems. However, in this section
we will limit the discussion to projection-based
lithography systems such as wafer steppers.

Let us consider the possible uses of micro-optics in
the three main parts of the exposure system identified
in the earlier section. It is obvious that the wafer
management system, which is essentially mechanical,
cannot be enhanced by inclusion of micro-optics. In
principle, micro-optics could be incorporated into the
projection system to reduce its weight and, to a lesser
degree, complexity. However, it is important to note
that using micro-optics to reduce the physical size,
i.e., the diameter of the lenses in the projection system
is not possible, as such reduction would increase the
theoretical minimum feature size the system can
resolve which is inversely proportional to the lens
diameter. In practical terms, even the most advanced
fabrication approaches used to realize micro-optical
elements cannot yet produce elements with the
precision and quality sufficient to meet the optical
requirements associated with a lithographic projec-
tion lens. In general, the state of the art in micro-
optics is such that it does not make sense to replace
refractive lenses with diffractive ones unless the
weight of the optics is a critical parameter in

Figure 3 The four typical illumination patterns: disk, ring or

annular, quadrupole, and dipole.
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determining the merit of the system. This is not the
case for wafer steppers.

Even though the optical requirements for the lenses
in the illumination system are not as high as in the
projections system, they are in practice still far too
demanding for micro-optical elements. Therefore,
the only area where micro-optics could be used in
the illumination system is the generation of various
illumination patterns needed for the off-axis illumina-
tion schemes used for resolution enhancement, as
well as overall homogenization of light. An element
meeting these goals is essentially a custom-designed
diffuser, where both the generated angular range and
the relative intensity of illumination in any given
angular direction are controlled to a high degree.

Custom Diffusers for Illumination

As mentioned earlier, one of the strengths of micro-
optics lies in its ability to combine different optical
functions into a single element. When used in
lithographic illumination systems, micro-optical
elements can serve a dual purpose. The element can
serve as an artificial aperture, effectively distributing
the light over some predetermined angular range and
at the same time minimizing light outside the range,
allowing generation of various illumination patterns
needed for the resolution enhancement via off-axis
illumination. Unlike conventional solutions based on
the use of actual apertures to generate the desired
illumination patterns, distribution of light using
micro-optical elements can be done with efficiencies
up to 95%, with typical target efficiency being in the
range of 90%, depending on the pattern complexity.
At the same time, the element can be used to smooth
the light distribution, improving the uniformity of the
illumination. Typically the required uniformity error,
i.e., allowed variations from the average illumination,
is in the range of 5%, but can be as low as 1%.

In addition to the above-mentioned high-efficiency
and -uniformity targets, optical quality requirements
of modern lithography systems introduce unique
challenges to the micro-optics used in such systems.
First, micro-optical elements used in lithography
systems must also exhibit low amounts of stray light,
especially in formation of hot-spots. Typically, hot-
spots are allowed to be only a few percent of the
average illumination level. Because of the fact that the
size, shape, and profile of the illumination beam can
vary, partly due to variations in the source and partly
because such variations improve the functionality of
the lithography system, by, for example, controlling
the partial coherence factor, the micro-optical ele-
ments must be virtually space-invariant. The elements
must perform the same function regardless of where

and how the illumination coming from the source hits
the element. Furthermore, the elements themselves
must have very low absorption, because the high
power used could otherwise lead to destruction of
the elements. This means that the materials must be
carefully selected. Finally, the optical wavelengths
used in advanced lithography systems are 248 nm or
less. Because the feature size of a diffractive element
scales down with the wavelength, the features in
elements used are much smaller than in the case
of elements used for applications in the visible region.
Consequently the accurate fabrication of such ele-
ments becomes a formidable challenge, because most
fabrication errors, such as mask misalignment, etch
depth error or the way the sharp corners in diffractive
elements get rounded during fabrication, increase in
significance when the feature size is decreased.

There exist two distinct approaches for obtaining
such custom-designed diffusers. We will now discuss
the benefits and weaknesses of these two techniques
in terms of efficiency, pattern uniformity, stray light,
and ease of fabrication, in order to illustrate the trade-
off a designer creating micro-optical elements for a
lithography system has to consider.

Aperture Modulated Diffusers

One approach to acquire custom diffusers for
illumination systems is to use an array of refractive
or diffractive micro-lenses. More generally, the lens
phase can be replaced by any phase obtained by
geometrical considerations, i.e., by a geometrical map
transform between the input and output planes of the
optical system. The basic principle of an aperture
modulated diffuser is to use the phase function to
accurately control the angular divergence of the
diffuser, while the shape of the desired intensity
distribution is created by introducing a properly
shaped aperture in which the phase function is
contained. This basic principle is shown in Figure 4.

Figure 4 Basic principle of aperture modulated diffuser. The

lens f-number determines the angular extend of the far field

pattern, while the lens aperture shape determines the shape of

the pattern.
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The main benefit of using a lens phase lies in the ease
of the design process, which essentially consists of
selecting the numerical aperture of the lens to meet
the angular size of the desired pattern, while more
complicated phase profiles can be used to improve
some aspects of the performance of the diffuser.

In terms of optical performance, aperture modu-
lated diffusers typically achieve efficiency of up to
95% and low levels of stray light, easily fulfilling the
target specifications outlined earlier, especially when
refractive surfaces are used. However, since the lens
aperture in the element plane controls the shape of the
intensity distribution, the range of intensity distri-
bution shapes is limited. This is necessary because it
must be possible to tile the required aperture shape in
order to realize an array of elements with high fill
factor, i.e., to realize a space-invariant diffuser.
Furthermore, introducing an aperture into the
element plane means that intensity oscillations, due
to boundary diffraction at the edge of the apertures,
cannot be avoided. Consequently, the uniformity of
the generated intensity distributions suffers. This is
especially true in cases where the desired intensity
pattern has sharp corners, where the intensity
oscillations due to boundary diffraction, can easily
be up to 50% of the average intensity of the desired
intensity pattern. Figure 5 illustrates a typical far
field intensity distribution obtainable with aperture
modulated diffusers.

One needs to consider several issues with regard to
the fabrication of aperture modulated diffusers. For
refractive aperture modulated diffusers, the main issue
is the accurate realization of the required surface
profile. The fabrication of large arrays of refractive
elements having arbitrary surface profiles is still
challenging. Resist reflow techniques, where the
micro-lenses are realized by melting small islands of
resist, lead to a spherical lens profile. Complicated and
hard-to-control profile reshaping techniques are
required if dramatic alterations from the spherical
lens profiles are needed. Even though fabrication
through direct writing techniques, such as laser
writing offers more freedom, realization of arbitrary
refractive surface remains a challenge. Therefore, use
of refractive elements is mainly limited to cases where
the lens profile can be close to the spherical shape. The
most important of such cases are patterns with
uniform circular or rectangular distributions. The
former can be realized by proper selection of the
numerical aperture of the lens, while the latter can be
realized by combining two properly selected cylin-
drical lenses on opposite sides of the substrate.

For diffractive aperture modulated diffusers there
are considerably less limitations in terms of what
phase profiles can be attained. As long as the
opening angles, i.e., the angular size of the pattern
is below 10 degrees, the phase can be realized as a
diffractive element. With diffractive elements, the
main issue to consider is therefore the effect of
typical fabrication errors such as profile depth and
shape errors. First, the typical consequence of fabri-
cation errors in the element is loss of efficiency via
increase of stray light. Fortunately the errors do not
generate sharp stray light peaks, with the obvious
exception of the axis hot-spot. This results from the
fact that both lens functions and more complicated
phase functions designed by geometrical consider-
ations, exhibit locally periodic structures, and the
introduction of common fabrication errors then
leads to redistribution of light away from the
desired signal orders of these local structures to
higher or lower orders. On the level of the whole
intensity distribution, such redistribution appears as
a constant rise in the background noise level, but
will not lead to sharp intensity fluctuations.

Another issue related to the fabrication of aperture
modulated diffusers appears when diffuser elements
are fabricated using a series of photomasks, as it is
typically the case with a relatively large size of the
element. Although mask misalignment is essentially a
random error, i.e., the direction and amount of the
error are difficult to predict before hand, it easily
leads to systematic and partly symmetric uniformity
problems with aperture modulated diffusers.

Figure 5 Typical intensity distribution obtainable with an

aperture modulated diffuser. The overall distribution is smooth

apart from the slow intensity oscillations at the edges resulting

from diffraction at the aperture boundary.
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Again the reason for this lies in the locally periodic
nature of the elements. A single mask misalignment
along some direction results in an erroneous profile
shape in the structures, which are periodic in the
direction of the alignment error. Consequently, the
relative intensity distribution along that direction is
changed. On the other hand, structures, where the
period is perpendicular to the misalignment, are
realized correctly. Furthermore, the local period of
the phase function is often changing from the center
of the element to the edge, meaning that the relative
magnitude of the mask misalignment is different in
different parts of the element. These facts lead to
asymmetry in the overall intensity distribution, which
is especially harmful with off-axis illumination
patterns, as the asymmetry results in loss of the
resolution gain obtained with off-axis illumination.
Furthermore, as the source of the asymmetry is
essentially a random error, compensation in the
design is very difficult. Figure 6 illustrates the
above-mentioned phenomena.

Fan-Out Based Diffusers

An alternative technique uses specially designed fan-
out elements to produce a large number of closely
spaced diffraction orders arranged in a desired
pattern, as illustrated in Figure 7. Such an approach
offers all the flexibility of diffractive elements,
allowing generation of nearly arbitrary intensity
distributions, especially if the elements can be realized

as so-called multilevel elements, i.e., if the surface
profile can have more than two distinct levels.

The flexibility in the design comes at a cost,
where specially developed design tools, such as the
iterative Fourier transform algorithm, are required.
Fortunately such tools are starting to become
commercially available as emphasis and interest in
wave-optical engineering, an extension of the classi-
cal optical engineering approaches, increases.

In terms of optical performance, fan-out based
diffusers offer high uniformity as there are no
boundary diffraction effects as with aperture modu-
lated diffusers. Furthermore, by choosing the beam
separation of the fan-out to be clearly smaller than
the divergence of the incidence beam, it is possible to
average out any local intensity variations from order
to order, leading to a smooth overall intensity
distribution. The remaining variations in the intensity
distribution generated by a fan-out based diffuser can
be as small as 1% of the average intensity.

As a trade-off for the improved performance in
terms of uniformity compared to aperture modulated
diffusers, fan-out based diffusers typically exhibit
lower efficiency and, consequently, higher levels of
stray light, even when no fabrication errors are
present. This is a result of additional design freedoms
being used to remove unwanted intensity oscillations
from the far field regions, belonging to the desired
intensity distribution, by introducing some noise
outside these regions. Typically the efficiency of a
fan-out based diffuser is in the range of 85–90%, or
5–10 percentage points lower than the efficiency of a
comparable aperture modulated diffuser (should one
exist). Furthermore, unlike aperture modulated dif-
fusers, fan-out based diffusers can have stray light
that forms hot-spots. If care is not taken during the
design, these hot-spots may be up to 10% of the
average intensity of the illumination pattern, even in
the absence of fabrication errors. Figure 8 illustrates

Figure 6 Effect of mask misalignment on the intensity

distribution with aperture modulated diffusers. Essentially random

error leads to symmetric and systematic uniformity error due to

locally periodic nature of the design.

Figure 7 Basic principle of fan-out based diffusers. A grating is

used to generate a high number of closely spaced diffraction

orders arranged in the shape of the desired pattern.
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a typical far field intensity distribution obtainable
with fan-out based diffusers.

Fan-out based diffusers offer several advantages in
terms of fabrication compared to mapping based
diffusers. First, random errors, such as mask misalign-
ment, do not lead to symmetric or systematic
uniformity problems, but instead result in random
local oscillations in the intensity pattern as illus-
trated in Figure 9. This allows special compensation
schemes where the element is divided into segments,
each of which has different fabrication tolerances

but generates the same far field intensity distribution.
If the fabrication tolerances of the individual designs
are balanced correctly against the typical fabrication
errors of the used fabrication methods, the loss of
uniformity due to fabrication errors can be eliminated
almost entirely. Furthermore, the flexibility of diffrac-
tive design allows for fabrication error-tolerant
designs. This follows from the ability to combine
several optical functions in a single optical element.
The typical trade-off with designs with relaxed
fabrication tolerances is that the optical performance
of the element in terms of efficiency is worse than
that of a conventional design if fabrication errors
are not present.

Micro-Optics and Non-Conventional
Lithography

In the previous section we have considered micro-
optics in connection with conventional lithography
approaches and shown that micro-optical elements
can find a significant role in such systems. We conclude
this article by considering briefly nonconventional
lithography systems, focusing especially on a tech-
nique called micro-lens lithography, which is funda-
mentally based on the use of micro-optical elements.

The most straightforward way to improve existing
lithography approaches is to further reduce the
wavelength used in the exposure process. In X-ray
lithography, the light source used in conventional
lithography approaches is replaced by a cyclotron
emitting light with wavelengths deep in the X-ray
region. This leads to minimum resolution far lower
than achievable by conventional techniques, but with
the additional difficulty and cost of maintaining and
running such a source.

The techniques that are currently considered as
seriousalternatives forconventionalphotolithography
approaches are based on the use of particles other than
photons in the fundamental exposure process. Tech-
niques such as electron- or ion-beam lithography are
routinelyusedtorealizestructureswithfeaturesizeand
positioning resolution of some tens of nanometers for
use in both micro-electronics and micro-optics. The
maindrawbackof theseapproaches is thecost involved
in patterning large surface areas. Unlike optical
lithography techniques, particle beam lithography
cannot expose large surface areas at once, instead
requiring painstaking scanning of the surface area with
arelativelysmallwritingbeam.This leads toprocessing
times that scale linearly with the required surface area,
and consequently the throughput of such techniques is
small. Therefore, particle beam lithography is not yet
widely used in commercial fabrication of micro-
electronics. However, it is worth noting that especially

Figure 8 Typical intensity distribution obtainable with a fan-out

based diffuser. Overall distribution is smooth, but stray light

appears outside the main pattern.

Figure 9 Effect of mask misalignment on the intensity

distribution with fan-out based diffusers. The uniformity error

appears randomly, allowing statistical compensation schemes.
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electron beam lithography is widely used in the
origination of micro-optical components, as the
relatively high cost of creating the master component
can be offset in the final product by the inexpensive
replication process. Such an approach allows the
replicated end-product to meet the high optical
requirements achievable only by high resolution sur-
face control, yet remain affordable for use in, for
example, consumer electronics. This has lead some in
the micro-optics community to conclude that electrons
are better suited for fabrication of components
controlling photons, while photons are better suited
for fabrication components controlling electrons.

In addition to particle beam lithography, other
noteworthy techniques exist. For our purposes, the
most interesting technique is the so-called micro-lens
array lithography, where one or more micro-lens
arrays are used to image the pattern of the photomask
to the resist layer on the substrate. Although the
resolution of this approach is limited to 3–5 microns,
for applications such as with flat panel displays,
micromechanics, or multichip module fabrication,
this technique is of considerable interest.

It is well known that the geometrical aberrations
scale down proportionally with the physical lens size.
Thus, large areas can be imaged favorably by use of
arrays of micro-lenses, where each lens images only a
small section of the whole field. Such a setup is shown
in Figure 10.

With this setup it is possible to expose a compara-
tively large area with a single exposure, thus
eliminating the need for costly stepping operations
and therefore increasing the throughput of the
system. Analysis of the basic system shows that an
array based on spherical micro-lenses of 1 mm focal
length and 300 micron aperture can produce a nearly
diffraction limited resolution on the order of 3–5
micrometers over a 300 micron field.

In terms of conventional lithography systems, the
micro-lens array lithography has most in common

with proximity printing. Both techniques achieve
comparable resolutions, yet avoid damaging the mask
or substrate by keeping the two separated by some
finite working distance. However, micro-lens array
lithography offers two distinct advantages over
conventional proximity printing. First, the working
distance between the imaging system and the sub-
strate surface can be much larger, which further
minimizes the risk of mask or substrate damage.
Furthermore, added working distance allows litho-
graphy steps on nonflat surfaces, e.g., inside holes or
grooves where conventional proximity printing
would not be possible. Another advantage of the
micro-lens array lithography is the larger depth of
focus. With proximity printing, the resolution rapidly
decreases with increasing distance. In micro-lens
array lithography, the optimum resolution is obtained
at the image plane, while a region of reasonable
resolution extends forward and backward from this
plane (Figure 11). This extension means that in the
depth of field, resolution is less sensitive to changes in
the working distance, which makes it better suited for
practical applications.

In addition to the optical benefits of micro-lens
array lithography, there also exist other practical
benefits. Many micro-devices have a repetitive and

Figure 10 Basic geometry of micro-lens array lithography.

Figure 11 Depth of focus with micro-lens array lithography and

conventional printing. (a) With micro-lens array lithography, the

image of the mask is extended both forward and backward from

the working plane at distance z: (b) In conventional printing, the

resolution is rapidly reduced with increasing working distance z:

DIFFRACTIVE SYSTEMS / Applications of Diffractive and Micro-Optics in Lithography 289



discrete nature with respect to some unit element.
Such a unit element lends itself well to the imaging
properties particular to lens arrays, as each lens of the
array can be made to correspond to the unit cell of the
particular micro-device making the imaging highly
efficient. A photograph of a micro-lens projection
system is shown in Figure 12.

One could also imagine that instead of an array of
imaging systems, an array of pattern generators is
used that generates a specific pattern, such as lines or
points. In the ideal case such a system would replace
the mask and the imaging system altogether. How-
ever, this approach is only possible for simple patterns
and large production series.

Outlook

As long as optical lithography stays attractive, micro-
optics will be used as beam-homogenizers and

sophisticated diffusers to generate optimized illumina-
tion patterns. How far micro-optics will be used in the
imaging system is difficult to predict. However, it can
be assumed that the difference between micro-optics
and macro-optics fabrication technology will
disappear.

Recent research is also investigating near-field
optics to further reduce the resolution limit. Micro-
optics technology is well suited to realize such
systems. A serious problem of near-field optics is the
short distance (10 nm–100 nm) between the optical
element and the interface to be patterned. In addition,
near-field optics is based on scanning systems, which
increases the exposure time considerable. However,
there is still room for improvements or as Richard
Feynman said ‘there is plenty of room at the bottom’.
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Introduction

Diffractive optical elements (DOEs) are passive
devices that redirect and focus light through the

division and mutual interference of a propagating
electromagnetic wave. This is in contrast to refractive
elements, which redirect and focus light through
variations in indices of refraction. From a historical
perspective, diffraction was traditionally considered a
detriment in optics and caused images to blur.
However, we now know that it is possible to use
diffraction to enhance the performance of optical
systems. For example, DOEs can be used to correct
chromatic aberrations and to implement optical
functions that conventional refractive and reflective
optics cannot, such as multiple beamsplitting.

Figure 12 Ultra-flat micro-lens projection system (courtesy of

R. Völkel, SUSS MicroOptics, Neuchâtel, Switzerland).
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Further, recent advances in computing and fabrica-
tion technologies have increased the number of
applications in which diffractive elements are used,
which has established diffractive optics as yet another
tool in an optical designer’s kit.

The first modern diffractive element was the
hologram. A hologram is a photographic record of
the constructive and destructive interference between
two coherent beams known as the object and write
beams. The object beam contains information about
the object recorded. The write beam is necessary to
record the hologram but contains no information
itself. When the hologram is played back with a third
beam, the read beam, the recorded interference
pattern diffracts it in such a way that it reconstructs
the object beam.

Unfortunately, the functions that a natural holo-
gram can produce are limited to those whose
wavefields can be produced in a laboratory. Thus,
although it is possible to record a hologram that can
focus or deflect a single beam, it is difficult to record a
hologram that splits a single beam into multiple foci.
However, the advent of computing technology made
it possible to design such holograms analytically. The
first diffractive element designed with the aid of a
computer was demonstrated in 1966. Since then the
ability to create elements that respond arbitrarily has
had widespread application in imaging systems,
telecommunications, and sensing.

The two most basic diffractive elements are the
grating and the Fresnel zone plate. The diffractive
behavior of a grating is predominately transverse to
the optic axis. It causes light to split into discrete
beams, referred to as diffraction orders, each with a
different angle of propagation relative to the optic
axis. The diffractive behavior of a Fresnel zone plate
also divides incoming light into discrete orders,
however, the orders are produced along the optic
axis. This is useful in producing the diffractive
equivalent of a refractive lens. Arbitrary transverse
and longitudinal behavior is realized by combining
characteristics of these basic two diffractive elements.
In the remainder of this article, we discuss the design
and fabrication of general diffractive elements.

Design

Once an optical system designer determines the
functional behavior required for a particular appli-
cation, for example, focusing or multiple beamsplit-
ting, he or she needs to design a diffractive element
that realizes this function. However, unlike refractive
and reflective optical elements, whose material
properties and surface curvatures determine their

functionality, the functionality of a diffractive
element is determined by a pattern of wavelength
scale features. Determining this pattern is the goal of
diffractive design but to do so one must first under-
stand the physical relationship between the DOE and
the wavefield it produces.

Scalar diffraction theory is one of the simpler
models that relates the effect of a surface relief, or
diffractive profile, dðx; yÞ, on an incident wavefield
Uinðx; yÞ:

Uoutðx; yÞ ¼ exp½iuðx; yÞ�Uinðx; yÞ ½1�

where the phase transformation uðx; yÞ is related to
the diffractive profile dðx; yÞ by

uðx; yÞ ¼ 2pðn 2 1Þdðx; yÞ=l ½2�

The constant n is the refractive index of the optical
substrate and l is the wavelength of illumination in a
vacuum.

The effects of the phase change are not apparent
until the wavefield Uoutðx; yÞ propagates over some
distance z: In scalar diffraction theory the relationship
between Uoutðx; yÞ and the wavefield Uzðx; yÞ at a
plane a distance z away, is described by the Rayleigh–
Sommerfeld diffraction equation:

Uzðx;yÞ ¼
ð1

21

ð1

21
Uoutðz;hÞ

£
exp

�
ið2pz=lÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þðx2z=zÞ2þðy2h=zÞ2

q �
izl

�
1þðx2z=zÞ2þðy2h=zÞ2

� dzdh

½3�

Huygens’ principle is reflected in this formulation by
the convolution between the transmitted field
Uoutðx;yÞ and a spherical wave hðx;yÞ, which rep-
resents free space propagation over the distance z :

Uzðx;yÞ ¼Uoutðx;yÞ
pphðx;yÞ ½4�

where

hðx;yÞ ¼
exp

�
ið2pz=lÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þðx=zÞ2þðy=zÞ2

q �
izl

�
1þðx=zÞ2þðy=zÞ2

� ½5�

The Rayleigh–Sommerfeld formulation is valid so
long as the angles at which energy diffracts from the
aperture are small. If the distance z is sufficiently large
that the angles stay clustered about the optic axis, one
can replace the spherical wave response of freespace
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with a parabolic wave:

hðx; yÞ <
expði2pz=lÞ

izl
exp

�
iðp=lzÞðx2 þ y2Þ

�
½6�

This simplification is referred to as the paraxial, or
Fresnel, approximation. The diffraction integral is
now given by:

Uzðx; yÞ <
expði2pz=lÞ

izl

ð1

21

ð1

21
Uoutðz;hÞ

£ exp{iðp=lzÞ
�
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}dz dh
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£ exp{ 2 i2p

�
zðx=lzÞ þ hðy=lzÞ

�
}dz dh

½7�

The second representation results from an expansion
of the exponent and allows the diffraction integral to
be written as a Fourier transform. The quadratic
phase terms can be removed if a positive lens with
focal length z is placed next to the diffractive element
and a second positive lens with focal length z is placed
in the image plane (see Figure 1). Under these
conditions, Uoutðx; yÞ and Uzðx; yÞ form a Fourier
transform pair:

Uzðx; yÞ ¼ FT
�
Uoutðx; yÞ

�
lu¼x=lz;v¼y=lz

¼ FT{exp½iuðx; yÞ�}ppFT½Uinðx; yÞ�lu¼x=lz;v¼y=lz

½8�

The objective of diffractive design is to find a
surface relief dðx; yÞ that generates a desired response
qðx; yÞ somewhere in the response Uzðx; yÞ: However,
eqns [3] and [7] neglect the fabrication process, which

affects the fields that can actually be realized.
A diffractive optic designer can incorporate fabrica-
tion constraints into their design either directly or
indirectly. In a direct approach, the designer rep-
resents the diffractive structure parametrically, for
example, a multilevel phase element can be rep-
resented by a discrete set of allowed phase values and
a binary phase element can be represented by the
contours that separate one phase value from the
other. A designer defines the diffractive element by
specifying and modifying these parameters.

In an indirect approach, the designer first deter-
mines an intermediate function without consider-
ation for fabrication and afterward applies the
fabrication constraints to this function. For example,
if f ðu; vÞ is the desired response one wishes to generate
in the z-plane using Uinðx; yÞ as the input, from
eqn [8], the optical function required to do is

Qðx; yÞ ¼ Fðx; yÞ
�
Uinðx; yÞ ½9�

where Fðx; yÞ is the Fourier transform of f ðu; nÞ:
The designer must then find a phase uðx; yÞ that
satisfies the fabrication constraints and insures that
exp½iuðx; yÞ� < Qðx; yÞ:

For example, fabrication using multiple binary
masks yields a phase structure quantized to 2N levels.
An effective design should, therefore, yield a quan-
tized phase structure that minimizes reconstruction
error. A naı̈ve approach is to set the magnitude of
Qðx; yÞ in eqn [9] to unity and quantize the phase.
However, this introduces considerable error. A direct
approach to design searches only over the set of
quantized phase structures for the one that, for
example, generates the desired response with maxi-
mum energy and minimum error. An indirect design
seeks first a phase structure whose response produces
a minimum amount of error between it and Qðx; yÞ
and then quantizes this structure.

Performance of the element can be improved if one
exploits certain freedoms available in design. For
example, all systems have a finite-sized detector. It is,
therefore, unnecessary to specify the performance of
the diffractive element everywhere in the image plane.
Its behavior within the detector window is all that is
important. If only the intensity of the response is
specified, then the phase of the response within the
window is also a design freedom. Finally, one can
also control the amount of energy contained in the
signal window by scaling the amplitude of the
response. This allows a designer to balance diffrac-
tion efficiency with error in the signal window.

Two general nonlinear optimization algorithms for
the design of DOEs are represented in Figure 2.
Indicative of the nature of data flow, Figure 2a isFigure 1 Optical Fourier transform module.
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referred to as a unidirectional algorithm and Figure 2b
as bidirectional. In a unidirectional algorithm,
changes are made only to the diffractive element.
The changes are driven by how well the element
performed in a previous iteration. If models exist for
both forward and inverse propagation (T and T21,
respectively), a designer can use a bidirectional
algorithm, which allows modification of both the
diffractive element and its response. This allows
bidirectional algorithms to converge to a solution,
in general, more rapidly than unidirectional algori-
thms. In scalar theory, T is a Fourier transform but
more rigorous models exist. If the model of the
optical system cannot be inverted, a unidirectional
algorithm must be used.

Fabrication

Regardless of which design algorithm is used to
determine dðx; yÞ, ultimately it needs to be realized
physically. Although numerous techniques exist for
doing so, by far the most common are based on
microlithographic processes. The process requires
exposing a layer of photoresist deposited on top of an
optical substrate and etching the photoresist to
transfer the pattern into the substrate. These methods
are especially appealing because they leverage the
existing manufacturing infrastructure of the micro-
electronics industry and, as a consequence, have
enabled the efficient and economical mass manufac-
ture of DOEs.

Two basic methods exist for patterning photoresist,
direct writing using a modulated beam and indirect
patterning using masks. Further, the mask process can
be either a single or multistep process. The multistep
approach uses N masks and N exposures to fabricate

a multilevel diffractive element that has 2N phase
levels (see Figure 2). However, profiles that contain
very small features are difficult to fabricate in this
manner. As a consequence, alternative processes using
single-step grayscale lithography have also been
developed.

Although grayscale photolithography is more time-
efficient and less prone to mask alignment errors than
multistep lithography, the photoresist must respond
linearly to illumination. Unfortunately, most photo-
resists used to fabricate microelectronic circuits are
highly nonlinear. However, one can obtain a linear
response by adjusting the exposure and development
process. In the following, we review fabrication
using both multiple binary masks and a single gray-
scale mask.

Multilevel Fabrication Using
Binary Masks

In this fabrication method, one must first generate a
sequence of N masks that are related, in a recursive
manner, to the quantized phase uðx; yÞ:

mkðx; yÞ ¼ modðMkðx; yÞ;2Þ; k ¼ ½1;N� ½10�

where

Mkþ1ðx; yÞ ¼
Mkðx; yÞ2 mkðx; yÞ

2
½11�

and

M1ðx; yÞ ¼ uðx; yÞ
N

2p
½12�

The masks can be produced using either optical or
electron beam (e-beam) pattern generators from
integrated circuit fabrication. The pattern generators
expose a thin layer of photoresist on the surface of a
chrome-covered quartz substrate. Development of
the photoresist leaves the desired diffractive pattern in
the unexposed areas. The diffractive pattern is
transferred to the chrome layer by etching any
chrome not covered by photoresist. After the chrome
etch process is completed, any remaining photoresist
is washed away to yield the finished lithographic
mask. This process is repeated for each mask.

The completed mask set is used to fabricate the
DOE using techniques similar to those used to
generate the mask set. An optical substrate is
coated with a thin layer of photoresist, placed in
intimate contact with the first lithographic mask
m1ðx; yÞ, and illuminated with an ultraviolet (UV)
exposure lamp. During photoresist development,
exposed resist is washed away, which leaves a
binary pattern in the remaining developed photoresist.

Figure 2 Algorithms used for diffractive design. (a) Uni-

directional and (b) bidirectional algorithms.
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When the pattern is transferred into the substrate
material via etching, the photoresist acts as an etch
stop. For the first mask, the etch depth into the
substrate corresponds to ap-phase shift. The process is
repeated for each subsequent mask, that is, the
substrate is coated with a layer of photoresist, UV
illumination exposes the photoresist through the
mask, the photoresist is developed, and the substrate
etched by the remaining pattern. The etch depth of
each mask is half that of the previous mask. Figure 3
illustrates this process.

The substrate can be etched using either wet or dry
techniques. In wet etching, one uses reactive chemi-
cals, such as hydrofluoric acid, to etch the substrate.
However, wet etching is isotropic, that is, substrate
etching occurs equally in all directions. As a result, it is
difficult to preserve vertical sidewalls and to achieve
high fidelity in etching high-aspect ratio features. As a
consequence, dry etching is more commonly used.

A dry etch uses a beam of ions to remove substrate
material. The process for removal can be either
chemical or kinetic. The process used is determined
by the value of the plasma power that creates the
source of ions relative to the bias power used to
accelerate the ions toward the substrate. If the bias
power is large and the plasma power small, a small
stream of ions are accelerated rapidly toward the

substrate. In this case, the operational mode is similar
to a micromilling machine, wherein inert particles
chip away at the surface by virtue of their kinetic
energy. Alternatively, a small bias power and a large
plasma power produce a large population of ions
with no preferential directionality. This yields an
isotropic process similar to wet etching.

Two methods for performing dry etching are
reactive ion etching (RIE) and inductively coupled
plasma (ICP) etching. However, in RIE systems the
bias and plasma power are not independent due to
capacitive coupling. Thus, adjusting one affects the
other. ICP, on the other hand provides independent
control over the bias and plasma powers. Indepen-
dent control allows one to control precisely the
anisotropic nature of an etch process. As mentioned
above, this is achieved by varying the bias power
relative to the plasma power, which controls the
directionality of the acceleration.

Independent control is important because the ideal
process for a given DOE depends on the substrate
material and the characteristics of the diffractive
profile. Independent control allows one to adjust the
respective powers, as well as gas flow rates, and their
partial pressures, to determine an optimal etch
process. Dry etching allows one to incorporate
endpoint detection, which provides precise control

Figure 3 Fabrication of a multilevel quantized phase DOE using binary masks.
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over the etch depth. As presented below, achieving the
proper etch depth is important to generating
responses with high diffraction efficiency.

Care must be used when determining the number of
phase levels appropriate for a particular application.
The number of phase levels has a direct impact on the
portion of input energy one can hope to diffract into
the desired response. This is referred to as the
diffraction efficiency. According to scalar diffraction
theory, the relationship between the maximum
diffraction efficiency h and the number of masks N is:

h ¼ sinc2

	
1

N



½13�

Thus, using two masks to create a 4-level phase
element, as opposed to a single mask to create a
binary-phase element, doubles the upper bound
on the diffraction efficiency from 41% to 81%.
The maximum diffraction efficiency for 8-level and
16-level phase elements is 95 and 99%, respectively.

However, this increase in diffraction efficiency
incurs fabrication costs. After the first etch step,
each subsequent exposure requires careful mask
alignment. Alignment is accomplished using a stan-
dard tool from integrated circuit fabrication known
as a mask aligner. The quality of a mask aligner
is determined by its precision and the majority of
commercially available aligners can register a mask
and substrate to within less than a micrometer. This
degree of alignment accuracy is sufficient to fabricate
many useful multilevel diffractive elements.

To summarize, a multilevel surface relief profile
uses a set of N masks to generate a surface profile that
exhibits 2N phase levels. The etch depth for the kth
mask is dk ¼ l=2kðn 2 1Þ: In the next section, we
describe a process for fabricating continuous DOE
profiles in a single expose and etch cycle.

Continuous DOE Profiles Using
Grayscale Lithography

Grayscale photolithography has become increasingly
popular because of its flexibility and convenience in
fabricating continuous diffractive profiles. Methods
including directly writing partially exposed e-beam
resist, resist reflow lithography, and using grayscale
masks in a single step exposure. Here we discuss only
the latter method because the processes are similar to
those used in multiple mask fabrication. Thus, the
same facilities can be used to produce both. In
particular, we consider the application of high-
energy-beam-sensitive (HEBS) glass to grayscale

lithography and the fabrication of continuous
profile DOEs.

The process for creating a diffractive element
using HEBS glass is similar to fabricating a binary-
phase element from a single mask. However, mask
creation is markedly different. HEBS glass is a
white crown glass within which a thin buried layer
of silver ions is incorporated. The layer of silver
ions is created via ion exchange in an aqueous
acidic solution and essentially serves the same
function as silver grains in photographic film.
When the glass is exposed to a beam of electrons,
the silver-containing crystal complexes are chemi-
cally reduced and the glass darkens. By controlling
the electron dose, one controls the opacity of the
glass to produce a grayscale pattern.

Although the attraction of single-step grayscale
lithography is reduced costs in fabrication, the
process incurs high calibration costs to insure quality
pattern transfer through several steps. The parameter
that has the greatest impact on the overall process is
the desired size of the smallest diffractive feature. The
minimum feature size affects the selection of the
accelerating potential, beam current, addressing grid,
and electron dose of the e-beam used to expose the
HEBS glass.

The e-beam accelerating potential sets the resolu-
tion limit of the process and affects the sensitivity of
the glass to the electron dose, the total charge per area
incident upon the glass. For example, for a constant
electron dose, increasing the accelerating potential
increases the darkening response of the material. The
large accelerating potential produces a large flux,
which achieves the desired electron dose in a short
period using energetic electrons. This, in turn,
enhances the sensitivity of the glass. However,
increasing the accelerating potential also increases
scattering, which limits the minimum feature size
achievable. Thus, low beam energies are generally
used to write small features. But this, unfortunately,
reduces the range of available optical densities
because the material is less sensitive at low beam
energies. To compensate for the reduced sensitivity, it
is possible to increase the electron dose by increasing
the exposure time. However, this undermines to some
extent using a low energy beam to achieve small
features due to broadening that results from long
exposure times.

Once the accelerating potential for writing the
mask is chosen, the beam current and addressing grid
need to be specified. The beam current is related to
the spot size and, therefore, affects directly the length
of time to write the mask. High current levels produce
large spots. Since write times can easily reach into
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hours for large structures, high current levels are
desirable to reduce them.

The addressing grid represents the physical grid
that the electron beam is translated over in order to
complete the exposure. This grid should be chosen as
finely as possible, however, too fine a grid can
significantly increase the required dwell time on
each grid point. In this respect, a compromise is
required. High beam currents produce short dwell
times, which may necessitate using a coarse address
grid to insure the beam is capable of performing the
exposure.

Once the process parameters are set, calibration
between the HEBS transmission and the electron dose
is necessary. Analyzing the optical density of written

test structures by some experimental means and
determining its functional dependence on the electron
dose completes the calibration. This allows one to
specify the electron doses required to achieve the
features dictated by the device design.

If resolution requirements cannot be met through
judicious selection of the accelerating potential, then
some of the contrast in the mask can be sacrificed for
an increase in available resolution. As we have
mentioned, reducing the maximum optical density,
or contrast, can alleviate scattering-induced broad-
ening. It is possible, however, to compensate to some
degree for the reduced contrast during the photo-
lithography process, where UV exposure and develop
times provide additional latitude in the pattern
transfer process.

Figure 4 represents the fabrication of a continuous
profile DOE using a grayscale mask. The substrate is
spin-coated with a thin film of photoresist, placed in
intimate contact with the grayscale mask, and UV
illuminated to expose the resist film. The resist is
developed and the pattern transferred into the
substrate using either wet or dry etching techniques.
Because the solubility of the resist is proportional to
exposure, developing the photoresist produces a
variable height profile.

Grayscale lithography is challenging because
modern photoresists are also designed to be highly
nonlinear yet linear response is required. Tra-
ditional photoresists are also designed to amplify
mask contrast and produce the sharpest resist
profile, thus they either dissolve away quickly and
completely, or remain impervious to developer. The
exposure threshold of traditional resists is, there-
fore, steep and considerable effort is required to

Figure 4 Fabrication of a continuous phase DOE using a

grayscale mask.

Figure 5 HEBS glass fabrication. (a) Data map of the optical density cross-section of an exposed HEBS grayscale mask and (b) its

corresponding visible image.
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insure that resist exposure is on the linear portion
of the curve.

Although the resist exposure process is sensitive to
all parameters, the behavior of a resist can be
characterized using simulation models. The details
of the photoresist models can be found elsewhere, but
the simulations predict that the greatest utilization of
the available resist occurs for short exposure times
(seconds), and that these short exposures require long
developing times (minutes). Further, the models
predict that low mask contrast does not adversely
affect the usable resist height. It is, therefore, not
unreasonable to use a low contrast mask to achieve
small features.

Through simulation it is possible to determine
process parameters that maximize the linear response
range of the photoresist. However, these parameters
must be validated in the laboratory. The results
presented in Figures 5 and 6 provide convincing
evidence of the efficacy of these techniques.

Final Remarks

Advances in passive photonic devices have been
made possible by leveraging fabrication processes
from the electronics industry. Modifying standard
photolithographic techniques and photoresist pro-
cesses has produced an industrial capacity for

fabricating diffractive elements. This capability
will no doubt lead to future advances in tele-
communications, signal processing, and imaging.

See also

Diffraction: Fresnel Diffraction. Diffractive Systems:
Aberration Correction with Diffractive Elements.
Holography, Techniques: Overview.
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Introduction

All lasers consist of three basic functional com-
ponents: an active medium, an optical arrangement to
pump the active medium, and a resonator, which we
consider in detail here. The basic function of the
resonator is to back-couple a portion of the emitted
laser light into the active medium for further
amplification. Simultaneously, in steady-state laser
operation, the geometry of the resonator defines the
spatial field distribution of the generated light field.

In the most simple, and most common, case the
laser resonator consists of two planar or spherical
mirrors. This configuration was proposed in 1958
and has been treated extensively in the literature.
However, these configurations are only special cases
of a more general resonator concept in which
arbitrary mirror surface profiles are used. Histori-
cally, resonators consisting of surface profiled mirrors
played only a small role in laser physics. This was
due, not only to difficulties in their numerical design
and analysis, but also to the lack of suitable
fabrication methods for the mirrors.

However, since the 1990s, these difficulties have
been overcome and in 1992 it was demonstrated for
the first time experimentally a stable CO2 laser

resonator that has a user-defined mode shape
generated by surface structured mirrors.

In the following we derive the basic design rules for
stable and unstable diffractive laser resonators and
discuss the advantages and disadvantages of the
technology.

Modes in Laser Resonators

Before presenting the details of diffractive laser
resonators we look first at some general properties
of the electromagnetic field inside a laser resonator.
As is typical in laser resonator theory, we use scalar
and paraxial descriptions of the fields.

The complex amplitude Uðx; y; zÞ represents one
scalar, monochromatic component of the electromag-
netic field. To handle wave propagation inside the
resonator, we use a general operator formalism in
which the influence of each optical component on the
wave Uðx; y; zÞ is represented by an operator. One of
the most important operators is the so-called round
trip operator Z, which describes the effect of a round
trip inside the resonator on the wave Uðx; y; zÞ:

If Uðx; y; zÞ denotes the wave at the beginning of a
resonator round trip, the resulting wave ~Uðx; y; zÞ at
its end is

~Uðx; y; zÞ ¼ ZUðx; y; zÞ ½1�

With reference to Figure 1, the round trip operator
can be decomposed into a series of operators that
represent the different elements in the resonator.
For the common two-mirror resonator a round trip
from mirror 1 to mirror 2, reflection at mirror 2,
back propagation to mirror 1, and final reflection at
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mirror 1, is represented by

Z ¼ R1PDzR2PDz ½2�

The operators R1 and R2 represent the reflection at
mirrors 1 and 2, respectively, and the propagation
along the resonator length Dz is represented by the
propagation operator PDz:

In steady-state laser operation, the wave circulating
inside the resonator reproduces itself, up to a constant
factor g , after a complete round trip:

~Uðx; y; zÞ ¼ gUðx; y; zÞ ½3�

Together eqns [1] and [3] give the eigenvalue
equation:

gUðx; y; zÞ ¼ ZUðx; y; zÞ ½4�

which, in general, has a set of solutions Upðx; y; zÞ.
Thus, in steady-state, the waves Upðx; y; zÞ circulat-

ing inside the resonator are eigenfunctions of the
round trip operator Z with the connected eigenvalue
gp. The eigenfunctions of the resonator are called
modes and the real-valued eigenvalues gp are
connected with the round trip losses V, according
to the equation:

V ¼ 1 2 lgpl
2

½5�

As we can see, the spatial properties of the modes are
determined by the optical elements in the resonator.
In the simple two-mirror resonator, the mirror
profiles, which are related to the operators R1 and
R2, can be used to specify the shape of the modes.

To derive the rules for resonator design we must
look closer at the orthogonality of the resonator
modes. The normalized eigenfunctions of the round
trip operator Z do not obey the usual power-
orthogonality relationship:

ðð
Umðx; y; zÞUp

nðx; y; zÞ dx dy ¼ dmn ½6�

but instead satisfy the biorthogonality relationship:

ðð
Um;þðx; y; zÞUn;2ðx; y; zÞ dx dy ¼ dmn ½7�

The dmn is the so-called Kronecker symbol and p

denotes the complex conjugate. In eqn [7],
Um;þðx; y; zÞ is the mode in plane z traveling in the
þz direction and Um;2ðx; y; zÞ is the mode in the same
plane z propagating in the opposite direction. The
physical reason for the difference between eqns [6] and
[7] are diffractive mode losses at limiting apertures.
However, if a mode Um;þðx; y; zÞ travels without losses
through the whole resonator, a power normalization:

ðð
Umðx; y; zÞU

p
mðx; y; zÞ dx dy ¼ 1 ½8�

is valid in all planes z. Equations [7] and [8] will be
used in the next section to derive the design strategy for
resonators with predefined fundamental modes.

If the mirrors, either planar or spherical, are
assumed to be infinite in extent, it is possible to
derive analytic solutions for the modes. This yields
either the Gauss–Hermite or Gauss–Laguerre
modes, which are orthogonal in the sense of eqn [6].
For resonators whose mirror shape differs from either
a plane or sphere, the analytical calculation of its
eigenfunctions or resonator modes is difficult and in
most cases even impossible.

However, in such cases the analysis can be
performed numerically. One of the most common
methods is the Fox-Li-algorithm which uses the
physical propagation of the modes through the
resonator. The algorithm begins with a random field
distribution in some plane of the resonator. This field
is then numerically propagated through the resonator
until a round trip is completed. The effect of the
resonator optical elements must be accounted for in
this procedure. At the end of the resonator round trip,
the starting field will have changed due to diffraction
and serve as a new starting wave for a succeeding
round trip calculation. This procedure is repeated
until a static field distribution is obtained, which is
then an eigenfunction of the resonator.

Design Principles

The condition in eqn [7] on the biorthogonality of
resonator modes, together with the eqn [8] valid for
lossless modes, can be used to develop principles to
design resonators with an arbitrary fundamental
mode shape. Consider a stable laser resonator
characterized by negligible diffraction loss of the
fundamental mode. Following the discussion
above, its lossless modes must simultaneously satisfy

Figure 1 General diffractive laser resonator arrangement.
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eqns [7] and [8]. A comparison of both equations
yields:

Uþðx; y; zÞ ¼ Up
2ðx; y; zÞ ½9�

For reasons of simplicity we neglect here, and in the
following, the subscript m for the mode order if only
one mode is considered. Because this equation must
hold in all planes z, it is satisfied in the mirror
resonator planes z0 and zb. Further, by definition of
the operators R1 and R2:

Uþðx; y; zbÞ ¼ R1U2ðx; y; zbÞ ½10�

U2ðx; y; z0Þ ¼ R2Uþðx; y; z0Þ ½11�

The combination of eqns [10] and [11] with eqn [9]
yields the following expressions for the mirror
operators:

R1 ¼
Uþðx; y; zbÞ

Up
þðx; y; zbÞ

½12�

R2 ¼
U2ðx; y; z0Þ

Up
2ðx; y; z0Þ

½13�

Equations [12] and [13] imply that lossless modes are
phase-conjugated on reflection at the resonator
mirrors. Because we have not made any assumptions
on the shape of the mode, these equations represent
a general property of lossless resonator modes.
Furthermore, they provide a general design rule for
the construction of stable laser resonators with
predefined fundamental mode shape.

If one considers limiting apertures inside the
resonator, an equivalent statement for lossy modes
can be made by making assumptions about phase
conjugation in a lossy system and showing that they
lead to a contradiction. Without loss of generality, we
assume an aperture on the outcoupling resonator
mirror that clips the mode. We now consider the wave
U2ðx; y; z0Þ after reflection at this mirror and assume
this wave is still phase-conjugated after propagation
through the resonator during its reflection at the back
resonator mirror according to:

Uþðx; y; zbÞ ¼ Up
2ðx; y; zbÞ ½14�

If now the wave Uþðx; y; zbÞ is back propagated to the
outcoupling mirror, we end up with the wave
Uþðx; y; z0Þ which must, because of the phase
conjugation in zb, have the same amplitude as the
wave U2ðx; y; z0Þ we started with. As a result, because
both waves are connected to each other via the
reflection operator of the outcoupling mirror by
eqn [11], R2 cannot influence the amplitude distri-
bution which, however, is a contradiction to the
assumption of a limiting aperture. Thus, we finally

can state that lossy modes do not have the property to
be phase conjugated during their reflection at both
mirrors. As a consequence, the design of diffractive
mirrors for unstable laser resonators, in general
characterized by energy outcoupling via diffractive
losses, is more complex than simply calculating a
phase-conjugating mirror structure for stable laser
resonators.

Up to now, design methods described in the
literature for unstable laser resonators with user-
defined output beam shapes have all been based on an
iterative calculation of the mirror reflection function.
Because a detailed description of these methods is
rather complex, we restrict ourselves to a sketch of
the principal ideas behind them.

Without loss of generality, we consider an unstable
laser resonator from which the light is coupled out by
a mirror with spatially varying transmission and
reflection. The second mirror is fully reflective within
its aperture. The particular application defines only
few design constraints which are in most cases the
light wavelength, the dimensions of the resonator,
and the shape of the outcoupled beam U0ðx; y; z0Þ: As
a consequence of the outcoupling principle, the shape
of the mode inside the resonator is not finally defined
by the outcoupled beam. In regions where the
outcoupling mirror is reflective and not transmissive,
the mode amplitude can be chosen freely. Also the
amplitude of the mode in the plane of the back
resonator mirror is not fixed but influenced by the
amplitude and phase of the mode in the plane of the
outcoupling mirror.

The general starting situation for an unstable
resonator design is sketched in Figure 2. The design
procedure must yield the complex amplitudes of four
waves: the mode directly in front of the outcoupling
mirror U2ðx; y; z0Þ, the mode after reflection at the
outcoupling mirror Uþðx; y; z0Þ, and the complex
amplitudes of the forward and reverse modes in the
plane of the back resonator mirror Uþðx; y; zbÞ and
U2ðx; y; zbÞ, respectively. Since we assume no losses at

Figure 2 Starting situation for design of an unstable diffractive

laser resonator.
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this mirror, the amplitudes must satisfy the condition:

lUþðx; y; zbÞl ¼ lU2ðx; y; zbÞl ½15�

If we further assume no absorption at the outcoupling
mirror, the amplitudes of the three waves in z0 are
related according to:

lU2ðx; y; z0Þlþ lU0ðx; y; z0Þl ¼ lUþðx; y; z0Þl ½16�

To design the resonator one starts with the choice of
initial intensity distributions for the wavefields
U2ðx; y; z0Þ and Uþðx; y; zbÞ. In order to obtain a
good filling of the available mode volume, a
homogeneous intensity across the mirror apertures
is recommendable. To avoid strong diffraction effects
at the mirror edges, the corresponding intensity
distributions should be smoothed out. Together
with the desired outcoupled beam amplitude
lU0ðx; y; z0Þl one can calculate the two remaining
amplitudes for the wave fields U2ðx; y; zbÞ and
Uþðx; y; z0Þ according to eqns [15] and [16].

An iterative algorithm, such as the well known
Gerchberg–Saxton algorithm, can be used to find the
phases of the beams U2ðx; y; z0Þ and Uþðx; y; z0Þ that
insure the wavefields have almost equal amplitudes
once they are propagated or back-propagated, respect-
ively, to the plane zb. In order to find wavefields that
satisfy eqns [15] and [16], two successive iteration
runs with different constraints on the complex
amplitudes have to be performed. During the first
iteration run no change in the initial amplitudes in
plane z0 are allowed. The iteration only look for
phases for U2ðx; y; z0Þ and Uþðx; y; z0Þ which result in
the amplitude lUþðx; y; zbÞl once they are propagated
and back-propagated, respectively, to plane zb.
Usually the results of a Gerchberg–Saxton algorithm,
with such constraints, are wavefields Uþðx; y; zbÞ and
U2ðx; y; zbÞ with similar but not equal amplitude.
Thus, in order to determine wavefields that satisfy eqn
[15], a second iteration run with the Gerchberg–
Saxton algorithm has to be added in which slight
variations in wavefield amplitudes also in plane z0 are
allowed. Because the application of the constraints to
ensure convergence of the iteration is rather complex,
we do not go into details here but refer the reader to the
Further Reading at the end of this article.

Upon completion of the iterations, the mirror
reflectance operators R1 and R2 are calculated
according to:

R1 ¼
Uþðx; y; zbÞ

U2ðx; y; zbÞ
½17�

R2 ¼
U2ðx; y; z0Þ

Uþðx; y; z0Þ
½18�

The design method described so far yields a math-
ematical expression for the resonator mirror reflec-
tion operator. Practical realization of the resonator
requires this expression be converted into a descrip-
tion of a physical property of the mirror. In most
practical cases this is the surface profile. Since the
design method considers only phase-only functions,
the physical description of the reflection operators
are:

R1 ¼ exp½2if1ðx; yÞ� and

R2 ¼ exp½2if2ðx; yÞ�
½19�

Using the so-called thin-element-approximation, the
surface profiles h1ðx; yÞ and h2ðx; yÞ of the two
mirrors follow directly from the phases f1ðx; yÞ and
f2ðx; yÞ:

h1ðx; yÞ ¼ 2
l

4p
f1ðx; yÞ and

h2ðx; yÞ ¼ 2
l

4p
f2ðx; yÞ

½20�

with l being the laser wavelength. The expressions
in eqn [20] contain a factor of 1=2 due to reflection.
These surface profiles are commonly fabricated by
microlithographic techniques. For stable laser reso-
nators, where the mirrors perform a static phase
conjugation, the mirror profile is a surface of equal
phase of the fundamental mode.

Use of General Resonator Modes

Applications of diffractive laser resonators can be
classified into beam shaping for a particular task
external to the laser and resonator optimization via
modifying the eigen-space of the round trip operator.

Internal beam shaping for external tasks is relevant
to applications where it is advantageous to use a fixed
beam profile other than a Gaussian, as is the case for
instance in materials processing. Shaping the beam
internally, avoids the energy losses usually associated
with external beam shaping techniques. However,
lasers that have a nonGaussian outcoupled beam
profile are often less flexible in their general
applicability.

However, there is considerable potential for dif-
fractive laser resonators to enhance resonator charac-
teristics and thereby improve the lasing operation
itself. The conventional Gaussian-shaped fundamen-
tal mode in customary laser resonators varies
considerably in intensity from its central maximum
to its outer wings. The transfer of energy from the
pumped active medium into the propagating mode is
dependent upon the local transverse intensity and is
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optimal for homogeneous illumination. As a result,
the efficiency with which energy is transferred into the
fundamental mode can be increased by using diffrac-
tive resonator mirrors to match the shape of the
lateral fundamental mode to that of the cross-section
of the active medium.

An important resonator property, especially in high
power laser systems, is the difference of round trip
losses V between the fundamental mode and the
higher, usually undesired, laser modes. This difference
is referred to as modal discrimination. With no
limiting apertures, the wavefronts of all Gauss–
Hermite or Gauss–Laguerre modes of common laser
resonators are phase conjugated upon reflection at the
spherical mirrors. As we have shown above, there is a
tight connection between the phase conjugation
property of resonator modes and their property of
having no round trip losses. Thus, the phase
conjugation property of Gauss–Hermite and
Gauss–Laguerre modes directly implies small round
trip losses. In fact, in resonators without apertures
they all have an eigenvalue gp ¼ 1 and according to
eqn [5] the round trip losses are zero. High-order
modes, whose diameters are large, can be suppressed
by decreasing the size of the mirror aperture,
however, because the difference in mode diameter
between modes of neighboring order m is small, the
achievable discrimination is limited to a maximum
ratio Vmþ1=Vm < 10. The structured surface profile of
the mirrors in a diffractive laser resonator whose
fundamental mode is nonGaussian is tightly adapted
to the phase of the design mode. The wavefront of the
higher-order modes in these resonators often do not
fit the mirror profile and it can be observed that their
round trip losses are significantly higher. Thus,
diffractive laser resonators usually show an improved
modal discrimination compared to resonators with
spherical mirrors. This effect can be further improved
by inserting into the resonator additional phase plates
with diffuser-like properties.

Shaping the surface profile of resonator mirrors or
insertion of additional phase plates significantly
improves the flexibility for the resonator design. As
is demonstrated by the examples below, there are
resonator configurations in which high modal dis-
crimination or adaptation of the mode volume to the
cross-section of the active medium are combined with
a Gaussian shape of the outcoupled beam.

In the design procedure described so far, the
resonators were treated as passive optical systems.
The propagation of the mode through the resona-
tor has not been influenced by the active medium.
However, in real laser systems, this simplification is
often not applicable. Due to the pumping process
and the connected heat insertion, the refractive

index distribution inside the active medium is not
homogeneous, which affects the propagation of the
modes. Furthermore, changes or fluctuations in the
pump energy and cooling mechanisms introduce
temporal changes in the optical function associated
with the refractive index of the active medium.
Further, although static or averaged, optical power
of the active medium are included in the round trip
operator and calculation of the mirror profiles,
experiments with lasers that have diffractive
resonator mirrors indicate that the temporal
fluctuations can strongly influence the shape and
round trip losses of the fundamental resonator
mode. In general, diffractive laser resonators are
more sensitive to deviations from design than
conventional resonators.

Examples

We consider as an example the adaptation of
fundamental mode shape to the cross-section of the
active medium. In solid state lasers, such as Nd:YAG
lasers, the active medium is often a crystal rod with a
circular cross-section. Instead of using this sharp-
edged cross-section shape as intensity distribution for
the desired fundamental mode, a smoothed version,
which is approximated by a super-Gaussian intensity
distribution in the center plane of the rod, is chosen to
be the fundamental mode. The super-Gaussian
intensity distribution has a more desirable propa-
gation characteristic than a sharp circular one.
However, even these modes do not exhibit the
advantageous property of propagation-invariant
beam shape characteristic of Gaussian beams.

In our first example, we consider the design of a
stable diffractive laser resonator with a super-
Gaussian fundamental mode shape inside the active
medium and a Gaussian beam coupled out from the
resonator. The resonator configuration is based upon
a beam shaping arrangement for a Gauss to super-
Gauss beam transformation. Its optical setup is
sketched in Figure 3. In the plane of the outcoupling

Figure 3 Setup for the Gauss-to-super-Gauss resonator.
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mirror z0 , the fundamental mode has a Gaussian
amplitude Ugðx; y; z0Þ. A phase element, which is
located directly in front of the outcoupling mirror,
shapes the mode amplitude into a super-Gaussian one
Usgðx; y; zmÞ in the center plane zm of the active
medium. For this special beam shaping problem it is
possible to calculate a phase plate surface profile that
transforms the beams without energy losses. The
corresponding calculation procedure is described
in the Further Reading section at the end of this
article.

The mirror profiles have to be realized to satisfy the
previously derived phase conjugation property for the
described beam. Since the Gaussian beam has its
minimum waist at the outcoupling mirror, its phase is
planar in that plane. Thus, to insure phase conju-
gation a plane mirror is all that is required in front of
the beam shaping phase plate. In the plane of the
back resonator mirror the beam has a modulated
wavefront due to its transformation from a Gaussian
to a super-Gaussian amplitude distribution. Thus, a
surface modulated mirror profile is required to phase
conjugate this beam during reflection. Figures 4a and b
represent the phase profile of the beam shaping
element and the back resonator mirror, respectively,
for the following set of parameters: laser wavelength
l ¼ 1064 nm, radius of the Gaussian and super-
Gaussian beams in the plane z0 and zm, respectively,
wg ¼ 1 mm and wsg ¼ 1 mm, order of the super-
Gauss n ¼ 10, distance zm 2 z0 ¼ 200 mm, and
resonator length zb 2 z0 ¼ 250 mm. The amplitude
distribution for the fundamental mode in this
resonator simulated with the Fox–Li-algorithm is
shown in Figure 4c for the plane of the outcoupling
mirror and in Figure 4d for the center of the active
medium.

In our second example, the flexibility of diffractive
laser resonators is demonstrated by a resonator with
a user-defined far-field intensity distribution. In our
case the far-field intensity lUf ðx; y; zf Þl

2 is shaped like
the Greek letter lambda, l. Because we are con-
cerned only with the intensity of the wavefield, the
phase ff ðx; y; zf Þ of the far-field Uf ðx; y; zf Þ can be
chosen freely. As shown in the following, this
phase freedom can be used to improve the inter-
action of the mode with the active medium, as was
the case in our first design example. Again, the mode
shape in the center of the active medium has a super-
Gaussian intensity distribution, which insures high
extraction efficiency. We used an iterative Fourier-
transform algorithm to calculate a far-field phase
that yields a nearly super-Gaussian intensity distri-
bution in the outcoupling plane of the resonator.
The resulting wave:

U0ðx; y; z0Þ ¼ a0ðx; y; z0Þ exp½iw0ðx; y; z0Þ� ½21�

is generated directly as the laser output. The
amplitude a0ðx; y; z0Þ is generated as a mode inside
the cavity using a surface-modulated back resonator
mirror. This performs a static phase conjugation of
the desired mode in the mirror plane. The phase
w0ðx; y; z0Þ is provided by an additional element on
the outside of the outcoupling mirror. A sketch of the
resonator configuration is shown in Figure 5.

For the experimental realization of this example
the thermal index gradient of the active medium was
included into the resonator design and the two
diffractive elements were fabricated on a quartz
substrate using electron beam lithography and ion-
beam etching. The measured mode shape in the
plane of the outcoupling mirror and the far-field

Figure 4 Gauss-to-super-Gauss resonator: (a) phase of beam shaping element; (b) phase of back resonator mirror, simulated

amplitude distributions for the fundamental resonator mode; (c) in the plane of the outcoupling mirror; and (d) in the center of the active

medium.
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intensity distribution are shown in Figures 6a and b,
respectively. The mode in the outcoupling plane of the
resonator fills an area of about 2 mm diameter with
nearly homogeneous intensity. The far-field shows the
desired l-shaped intensity distribution. The vari-
ations in intensity are due to the nonlinear response
of the active medium. As mentioned above, the
response can be improved if these effects are included
in the design of the resonator mirrors.

Conclusion

Diffractive laser resonators are a generalization of
common spherical mirror resonators. The use of
arbitrary resonator mirror profiles and additional
internal phase plates offer a huge flexibility for the
generation of user defined mode shapes and optim-
ization of resonator properties like extraction effi-
ciency and modal discrimination. The drawback of
the use of structured mirrors is an increased adjust-
ment effort, because the diffractive mirrors have more
degrees of freedom to be aligned. Furthermore,

diffractive resonators tend to be more sensitive
against changes of the optical properties of the active
medium than spherical mirror resonators. Such
changes may occur due to temporal fluctuations in
pump power or cooling power.

Most promising applications for diffractive reso-
nators are:

. lasers for materials processing which require a
fixed intensity pattern for the sample treatment and
a fixed laser power;

. high efficient homogeneous laser illumination, for
example, for data projection or sensing appli-
cations; and

. suppression of higher order modes and maintain-
ing single-mode operation for high brightness
lasers.

Some example applications and solutions have
been presented here which cannot be achieved by
conventional resonator optics. For stable laser
resonators, the phase-conjugation property of the

Figure 5 Configuration for resonator internal generation of a user defined far-field intensity distribution. (With permission from

Zeitner UD, Wyrowski F and Zellmer H (2000) External design freedom for optimization of resonator originated beam shaping. IEEE

Journal of Quantum Electronics 36: 1105–1109. q 2001 IEEE.)

Figure 6 Measured mode intensities for the resonator of Figure 5. (a) In the plane of the outcoupling mirror; and (b) in the far-field of

the resonator. (With permission from Zeitner UD, Wyrowski F and Zellmer H (2000) External design freedom for optimization of

resonator originated beam shaping. IEEE Journal of Quantum Electronics 36: 1105–1109. q 2000 IEEE.)
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modes is used for a straightforward calculation of the
required diffractive mirror profiles. Unstable resona-
tor geometries with diffractive outcoupling require
more complex iterative design procedures. However,
especially for high-power and high-gain lasers,
the latter sometimes have more advantageous
properties, such as better discrimination of undesired
higher-order modes and more simple mirror cooling
options.

See also

Lasers: Carbon Dioxide Lasers. Phase Control: Phase
Conjugation and Image Correction.
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Introduction

Structural coloration involves the selective reflectance
of incident light by the physical nature of a structure.
Although the color effects often appear considerably
brighter than those of pigments, structural colors
often result from completely transparent materials. In
addition, animal structures can be designed to
provide the opposite effect to a light display: they
can be antireflectors, causing ‘all’ of the incident light
to penetrate a surface (like glass windows, smooth
surfaces cause some degree of reflection).

The study of natural structural colors began in
the seventeenth century, when Hooke and Newton
correctly explained the structural colors of silver-
fish (Insecta) and peacock feathers (Figure 1),
respectively. Nevertheless, accurate, detailed studies
of the mechanisms of structural colors did not
begin until the introduction of the electron
microscope in 1942.

Structural colors generally may be formed by one
of three mechanisms: thin-film reflectors, diffraction
gratings, or structures causing scattering of light
waves. This is a simplistic characterization resulting
from the application of geometric optics to the
reflective elements. Some structures, however, rather
fall between the above categories, such as photonic
crystals (Figure 2) – these become apparent when
quantum optics is considered. In some cases, this has
led to confusion over the reflector type. For example,
the reflectors in some scarab beetles have been
categorized by different authors as multilayer reflec-
tors, three-dimensional diffraction gratings, photonic
crystals, and liquid crystal displays. Perhaps all are
correct! Since the above categories are academic,
I place individual cases of structural colors in
their most appropriate, not unequivocal, category.
Also, in this article I will employ geometric optical
treatments only.

The array of structural colors found in animals
today results from millions of years of evolution.
Structures that produce metallic colors have also been
identified in extinct animals. Confirmation of this
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fact, from ultrastructural examination of exception-
ally well-preserved fossils, such as those from the
Burgess Shale (Middle Cambrian, British Columbia),
515 million years old, permits the study of the role of
light in ecosystems throughout geological time, and
consequently its role in evolution. In some cases, such
as for ostracod crustaceans, diffraction gratings have
been found to increase in their optical sophistication
throughout 350 million years of evolution.

Multilayer Reflectors

Light may be strongly reflected by constructive
interference between reflections from the different
interfaces of a stack of thin films (of actual thickness
d) of alternately high and low refractive index (n). For
this to occur, reflections from successive interfaces
must emerge with the same phase and this is achieved
when the so-called ‘Bragg Condition’ is fulfilled. The
optical path difference between the light reflected
from successive interfaces is an integral number of
wavelengths and is expressed in the equation:

2nd cos Q ¼ ðm þ 1=2Þl ½1�

from which it can be seen that the effect varies with
angle of incidence (Q, measured to the surface
normal), wavelength (l), and the optical thickness
of the layers (nd). There is a phase change of half a
wavelength in waves reflected from every low to
high refractive index interface only. The optimal
narrowband reflection condition is therefore
achieved where the optical thickness (nd) of every
layer in the stack is a quarter of a wavelength. In a
multilayer consisting of a large number of layers
with a small variation of index the process is more

selective than one with a smaller number of layers
with a large difference of index. The former
therefore gives rise to more saturated colors
corresponding to a narrow spectral bandwidth and
these colors therefore vary more with a change of
angle of incidence. Both conditions can be found in
animals – different colored effects are appropriate
for different functions under different conditions.
For an oblique angle of incidence, the wavelength
of light that interferes constructively will be shorter
than that for light at normal incidence. Therefore,
as the angle of the incident light changes, the
observed color also changes (Figure 3).

Single layer reflectors are found in nature, where
light is reflected, and interferes, from the upper and
lower boundaries (Figure 4). A difference in the
thickness of the layer provides a change in the color
observed from unidirectional polychromatic light.
The wings of some houseflies act as a single thin film
and appear different colors as a result of this
phenomenon. A single quarter-wavelength film of
guanine in cytoplasm, for example, reflects about 8%
of the incident light. However, in a multilayer
reflector with ten or more high index layers, reflection
efficiencies can reach 100%. Thus, animals possessing
such reflectors may appear highly metallic.

The reflectance of the multilayer system increases
very rapidly with increasing number of layers. If the
dimensions of the system deviate from the quarter-
wave condition (i.e., nd is not equal for all layers),
then the reflector is known as ‘nonideal’ in a
theoretical sense (may be ‘ideal’ for some natural
situations). ‘Nonideal’ reflectors have a reduced
proportional reflectance (not always a significant
reduction) for a given number of layers and this

Figure 1 Newton’s subject.

306 DIFFRACTIVE SYSTEMS / Diffractives in Animals



reflectance has a narrower bandwidth. A narrow
bandwidth, less conspicuous reflection is sometimes
selected for in animals, this will be discussed later in
this article. Multilayer reflectors polarize light inci-
dent at Brewster’s angles. This is about 548 for
a quarter-wave stack of guanine and cytoplasm.
At very oblique angles, all wavelengths are strongly
reflected.

Multilayer reflectors are common in animals. They
are usually extra-cellular, produced by periodic
secretion and deposition, but sometimes occur within
cells. Guanine ðn ¼ 1:83Þ is a common component in
invertebrate reflectors because it is one of very few
biological materials with a high refractive index and
is readily available to most invertebrates as a
nitrogenous metabolite. However, arthropods,
including insects, crustaceans, and spiders, have
largely ignored guanine in favor of pteridines. Also
surprising is that the reflector material of closely
related species, e.g., the molluscs Pecten (scallop) and
Cardium (cockle), may differ.

Multilayers produce effects in beetle cuticle from
highly metallic colors (‘ideal’ system) to rather dull
greens (‘nonideal’ system in combination with scat-
tering; Figure 5), and colors from the wings of many
butterflies. Often in butterflies, layers of chitin
(n ¼ about 1.56) are supported by vertical vanes of
the scales. Air ðn ¼ 1:0Þ fills in the spaces and
provides the alternate layers of the system. Under
white light at normal incidence, the blue color of the
butterfly Arhopala micale turns to green when the air
is replaced by acetone. This is due to an increase in the
refractive index of the low n layer (the actual
thickness of this layer remains the same but the
optical thickness increases) that effectively makes the
system less ‘ideal’. If the refractive indices of both
layers were made equal, there would be no internal
interference. A layer of melanin often underlies the
reflector and intensifies the metallic colored effect by
absorbing the transmitted portion of incident light.
For example, in beetles, the elytra of Anopognathus
parvulus appears metallic gold, green, or yellow in
reflected light, and diffuse brown in transmitted light.
Individual butterfly scales have been examined in
detail to reveal a number of variations of quarter-
wave stacks, sometimes in combination with other
optical structures, to provide a range of colored
effects.

The crustaceans Limnadia (Conchostraca), Tanais
tennicornis (Tanaidacea), Ovalipes molleri (Deca-
poda), and the males of Sapphirina (Copepoda) all
bear multilayer reflectors in their cuticles, in different
forms (Figure 6). In contrast to the usual continuous
thin layers, male sapphirinids have ten to fourteen
layers of interconnecting hexagonal platelets within
the epidermal cells of the dorsal integument. The
reflector of O. molleri comprises layers that are
corrugated and also slightly out of phase (Figure 7).
At close to normal incidence this structure reflects red
light, but at an angle of about 458 blue light is
reflected. The corrugation, however, functions to
broaden the reflectance band, at the expense of
reducing the intensity of reflection.

Figure 2 Scanning electron micrograph of a cross-section of the

wall of a cylindrical spine of the sea mouse Aphrodita sp.

(Polychaeta). The wall is composed of small cylinders with varying

internal diameters (increasing with depth in the stack), arranged

in a hexagonal array, that form a photonic crystal fiber. The opal-

type photonic crystal – hexagonally packed nano-spheres

(250 nm diameter) – are also found in animals (e.g. weevils).

Scale bar represents 8 mm.
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A broadband wavelength-independent reflectance,
appearing silver or mirror-like to the human eye, can
be achieved in a multilayer stack in at least three ways
in invertebrates (Figure 8). These are (a) a composite
of regular multilayer stacks each tuned to a specific
wavelength, (b) a stack with systematically changing
optical thicknesses with depth in the structure,
termed a ‘chirped’ stack, and (c) a disordered
arrangement of layer thicknesses about a mean
value, termed a ‘chaotic’ stack (Figure 8).
The nauplius eye of the copepod Macrocyclops
(Crustacea) has regularly arranged platelets
,100 nm thick in stacks of 20–60, achieving the
first condition. Silver beetles and the silver and gold
chrysalis of butterflies in the genera Euoplea and

Amauris, owe their reflection to the second condition.
The mirror-like reflectors in the scallop Pecten eye
comprise alternating layers of cytoplasm ðn ¼ 1:34Þ
and guanine crystals ðn ¼ 1:83Þ and approximate an
‘ideal’ quarter-wave system in the same manner as
within fish skin using the third mechanism. The
ommatidia of the superposition compound eyes of
Astacus (Crustacea) are lined with a multilayer of
isoxanthopterin (a pteridine) crystals, which again
fall into the third category. Multilayer reflectors can
also be found in the eyes of certain spiders, butterflies,
and possibly flies, where they assist vision, as
discussed further below.

Squid and cuttlefish, for example, possess mirror-
like reflectors in photophores (light organs) and

Figure 3 Butterfly (Parthenos sylvia (Nymphalidae) from Malaysia), showing the change in color with angle of wings. This animal may

have evolved a temporal signal rather than a static one.
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iridophores. Iridophores are cells that, in this case,
contain groups (iridosomes) of flexible layers of thin
lamellae with cytoplasm between, forming a quarter-
wave stack. The platelets of both squids and octopods
develop from the rough endoplasmic reticulum and
are separated by extracellular space. Euphausiid
crustaceans possess photophores with very elaborate
mirror-like reflectors. Up to 60 dense layers, about
70 nm thick and 75–125 nm apart, are formed from
the aggregation of granules (probably a type of chitin)
and surround the main photogenic mass. An intricate
ring consisting of very flattened cells, forming the
dense layers of a multilayer reflector (about 175 nm
thick, separated by 90 nm) surrounds the lens of the
photophore and reflects blue light at acute angles
of incidence.

Dead invertebrates may not display their original
colors. Following death, one (or both) of the layers in
a multilayer reflector may become gradually reduced.
For example, water may be lost from the system. This
occurs in beetles of the genus Coptocycla; their brassy
yellow color quickly changes through green, blue,
and violet until the brown of melanin is finally
observed. The color progression may subsequently be

reversed by water uptake. This is an important
consideration when examining fossils for multilayer
reflectors. Multilayer reflectors have been identified in
the shells of some ammonites, preserved as fossils.

Diffraction Gratings

When light interacts with a periodic surface consist-
ing for example of a series of parallel grooves, it may
be deviated from the direction of simple transmission
or reflection. For this to happen, light which is
scattered or diffracted from successive grooves should
be out of phase by integral values of 2p. This occurs
when, for a given direction of propagation, the
optical path difference via successive grooves is Ml,
where M is an integer known as the circle number.

Figure 4 Schematic diagram of thin-film reflection. The

direction of wave (straight line) and profile of electric (or magnetic)

component are illustrated. Incident waves are indicated by a solid

line, reflected waves by broken lines. Refraction occurs at each

media interface. The refractive index of the film (nf) is greater than

the refractive index of the surrounding medium (na). Constructive

interference of the reflected waves is occurring. As the angle of

incidence changes, different wavelengths constructively interfere.

At normal incidence constructive interference occurs where

nf £ df ¼ l=4.

Figure 5 Generalized diagram of a multilayer reflector in the

cuticle of the green beetle Calloodes grayanus (high refractive

index material is shown shaded). Outer layer causes scattering.
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This may be expressed by the grating equation:

2dðsin a2 sin bÞ ¼ Ml ½2�

where a and b are angles of incidence and diffraction,
and d is the period.

As with multilayers, the effect gives rise to
coloration because different wavelengths are dif-
fracted into different directions. Although the effect
changes with angle of incidence, it is less critical than
it is with thin films and the visual appearance is
different. For a parallel beam of white light incident
upon a multilayer, one wavelength will be reflected as
determined by the Bragg Condition. The same beam

Figure 7 Transmission electron micrograph of a multilayer

reflector in the cuticle of a swimming paddle of the crab Ovalipes

molleri (Crustacea: Decapoda). Layers of reflector are slightly

sinuous and out of phase; note the unusual side branches of each

high refractive index (dark) layer, which provide support for these

solid layers within a liquid matrix. Scale bar represents 5 mm.

Figure 8 Three ways of achieving a broadband, wavelength-

independent reflector in a multilayer stack (high refractive index

material is shown shaded). (a) Three quarter-wave stacks, each

tuned to a different wavelength. (b) A ‘chirped’ stack. (c) A ‘chaotic’

stack.

Figure 6 Bivalve shell with outer pigment removed to reveal an incidental multilayer reflector. Layers evolved to provide strength and

prevent crack propagation.
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incident upon a grating will be dispersed into spectra
(e.g., Figure 9). The complete spectrum reflected
nearest to the perpendicular (grating normal) is the
first order. The first-order spectrum is reflected over a
smaller angle than the second-order spectrum, and
the colors are more saturated and appear brighter
within the former. Diffraction gratings have polariz-
ing properties, but this is strongly dependent on the
grating profile.

Diffraction gratings were believed to be extremely
rare in nature, but have recently been revealed to be
common among invertebrates. They are particularly
common on the seate or setules (hairs) of Crustacea,
such as on certain first antennal setules of male
Myodocopina ostracods or ‘seed shrimps’ (Crustacea)
(Figure 10). Here, the grating is formed by the
external surface of juxtaposed rings with walls
circular in cross-section (Figure 11). The width of
the rings, and consequently the periodicity of the
grating, is about 700 nm in Azygocypridina lowryi.
Different colors are viewed with varying angles of
observation under a fixed light source. The ostracod
Euphilomedes carcharodonta, for example, addition-
ally houses a diffraction grating on the rostrum, a
continuous flattened area of the carapace that is
corrugated to form periodic ridges. The dark brown
beetle Serica sericea, bears gratings on its elytra
with 800 nm periodicity, which causes a brilliant
iridescence in sunlight.

Many polychaetes possess gratings on their setae
(hairs). For example, the opheliid Lobochesis long-
iseta bear gratings with periodicities in the order of
500 nm (Figure 12), appearing iridescent. The wings
of the neurochaetid fly Neurotexis primula bear
diffraction gratings only on their dorsal surfaces,
and the iridescent effect remains after the insect is
gold coated for electron microscopy. These gratings
cause iridescence with a higher reflectance than the

iridescence of the membranous wings of other insects,
which reflect light by interference. Iridescence caused
by interference disappears after gold coating because
transmission of light through the outer surface
is prevented.

Very closely spaced, fine setules may also form the
ridges of a diffraction grating. Cylindroleberidid

Figure 9 Reflection-type diffraction grating (w ¼ periodicity,

m ¼ order of reflected beam). For white light of fixed angle of

incidence (Qi), the color observed is dependent on the point of

observation (e.g., violet light can be seen at point x, red at point y,

within the first order spectrum).

Figure 10 Diffraction gratings on the halophores (hairs) on

the first antenna of the seed shrimp Azygocypridina lowyri

(Ostracoda).

Figure 11 Scanning electron micrograph of diffraction grating

on a halophore (setule) of Azygocypridina lowryi (Ostracoda).

Scale bar represents 2 mm.
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ostracods (seed-shrimps) possess a comb on their
maxilla bearing numerous setules on each seta (hair),
collectively forming a grating with a periodicity of
about 500 nm (Figure 13).

The ‘helicoidal’ arrangement of the microfibrils
comprising the outer 5–20 mm of the cuticle (exo-
cuticle) of certain scarabeid beetles, such as Plusiotis
resplendens, also gives rise to metallic colors. Here,
the fibrils are arranged in layers, with the fibril axis in
each layer arranged at a small angle to the one above,
so that after a number of layers the fibrillar axis
comes to lie parallel to the first layer. Thus, going
vertically down through the cuticle, two correspond-
ing grating layers will be encountered with every 3608
rotation of the fibrils – the ‘pitch’ of the system.
Polarized light encounters an optically reinforcing
plane every half turn of the helix. The system can be

treated as a three-dimensional diffraction grating,
with a peak reflectance at l ¼ 2nd, where d is the
separation of analogous planes, or half the pitch of
the helix. The diffracted light resembles that from a
linear grating except for the polarization; the three-
dimensional grating reflects light that is circularly or
elliptically polarized. It should be noted that the
diffracted color does not depend on the total film
thickness as it does in interference, but on the layer
repeat distance within the film as in the diffraction
grating (analogous to ‘liquid crystals’).

When each groove of a grating is so formed that it
independently, by means of geometrical optics,
redirects the light in the direction of a chosen
diffracted order, it is known as a blazed grating. In
a blazed reflection grating, each groove consists of a
small mirror (or prism) inclined at an appropriate
angle (i.e., the grating has a ‘saw-tooth’ profile).
Blazed gratings have been identified on the wing
scales of the moth Plusia argentifera (Plusinae).

When the periodicity of a grating reduces much
below the wavelength of light, it becomes a zero-
order grating and its effect on light waves changes.
This difference in optical effect occurs because when
the periodicity of the grating is below the wavelength
of light the freely propagating diffracted orders are
suppressed and only the zero-order is reflected when
the illumination is normal to the plane of the grating.
To describe accurately the optical properties of a
zero-order grating, rigorous electromagnetic theory is
required. In contrast to gratings with freely propagat-
ing orders, zero-order structures can generate satu-
rated colors even in diffuse illumination. Such
structures occur on the setae (hairs) of the first
antenna of some isopod crustaceans, such as the giant
species of Bathynomus. Here, there are diffracted
orders and the spectral content of the light within the
grating is controlled by the groove profile. In an
optical system that only accepts the zero-order,
what is seen is white light minus that diffracted into
the ^1 orders.

A zero-order grating can cause total transmission
(i.e., there is no reflection). Such antireflective
structures are found on the corneal surfaces of each
ommatidium (visual unit) in the eye of Zalea minor
(Diptera) (Figure 14). The periodicity of the corneal
gratings of this fly is 242 nm. Another form of
antireflection grating is formed on the transparent
wings of the hawkmoth Cephonodes hylas on the
corneal surface of each visual unit (ommatidium) of
the eyes of moths and butterflies (Figure 15). Here,
optical-impedance matching is achieved by means of
a hexagonal array of tapered cylindrical protuber-
ances, each of about 250 nm diameter, thus forming
a ‘tri-grating’ with grooves transecting at 1208.

Figure 12 Scanning electron micrograph of diffraction gratings

on a hair of Lobochesis longiseta (Polychaeta). Scale bar

represents 10 mm.

Figure 13 Scanning electron micrograph of Tetraleberis brevis

(Ostracoda), hairs of comb of maxilla; setules (orientated

vertically) form the ridges of a grating. Scale bar represents 2 mm.
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The protuberances provide a graded transition of
refractive index between the air and the cornea/wing.
Hence the refractive index at any depth is the average
of that of air and the corneal/wing material.

The grooves of a grating may also create parallel
rows in two directions, forming a bi-grating.

Bi-gratings can be found in some crustaceans and
flies. In the amphipod crustacean Waldeckia
australiensis, two effectively superimposed gratings
subtend angles of about 60/1208 (Figure 16).

Figure 14 Scanning electron micrograph of the compound eye of Zalea minor (Diptera). The corneal surface at the junction of

two ommatidia is shown with antireflection gratings (positioned on sloping regions, i.e., at high angles to the normal of the eye) phasing

into moth-eye-type protuberances. Scale bar represents 2 mm.

Figure 15 Tri-grating (antireflector) on the corneal surface of a

butterfly eye. Scale bar represents 2 mm.

Figure 16 Bi-grating on the callynophores (hairs) of the

amphipod crustacean Waldeckia australiensis. Scale bar rep-

resents 2 mm.
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In terms of fossil colors, diffraction gratings are
responsible for the nacreous luster of brachiopod
shells, such as those from the Devonian, around 360
million years old. Here, tabular aragonite platelets
averaging 600 nm in thickness, each comprising a
linear diffraction grating, form layers and conse-
quently a three-dimensional diffraction grating.
Antireflective, zero-order gratings have been identi-
fied on the eye of an Eocene fly, 45 million years old,
preserved in Baltic amber. Linear diffraction gratings
causing color have been discovered on the sclerites of
Wiwaxia corrugata from the Burgess Shale (Middle
Cambrian, 515 million years old) (Figure 17). This
finding has led to the ‘light switch theory’, in that the
evolution of the first eye caused the big bang in
animal evolution.

Scattering (Incoherent Reflectors)

Simple, equal scattering of all spectral wavelengths
results in the observation of a diffuse white effect.
This commonly arises from the effects of a nonper-
iodic arrangement of colloidally dispersed matter
where the different materials involved have different
refractive indices (Figure 18), or from solid colorless
materials in relatively concentrated, thick layers. In
the colloidal system, the particles are larger than the
wavelength of light and can be thought of as mirrors
oriented in all directions. The reflection is polarized
unless the incident light is at normal incidence on the
system and, in the colloidal system, spherical or
randomly arranged particles are involved.

The colloidal system involves either a gas-in-solid,
gas-in-liquid, liquid-in-liquid (emulsions), or solid-in-
liquid. For example, the gas-in-liquid system is partly
responsible for the white body and/or tentacles of
certain anemones. Light is reflected and refracted at
the surfaces of the particles of matter or spaces (with
dimensions .1 mm), regardless of the color of the
materials involved (except opaque brown and black
compounds, such as melanin). In insects, the

materials involved typically have very low
transparencies.

An unordered (as opposed to periodic) group of
closely spaced setae (hairs), such as those in patches
on the fly Amenia sp., may form a white reflection via
random scattering or reflection (Figure 19). However,
if the arrangement becomes periodic to some degree,
a diffraction grating may be formed, such as the
grating of Tetraleberis brevis (Ostracoda) (Figure 13).

From some scales of butterfly wings, light is
scattered uniformly and completely in all directions,
due to the chaotic disposition of the surfaces. Matt or
pearly whites may be observed depending on the
complexity of the arrangement of the structures,
which affects the relative degree of scattering. The
structures may be so small that the molecular
topography of the surface has an effect. The
chromatic effects of the butterfly scales are greatly
intensified if a dark, absorbing pigment screen lies
beneath. This screen prevents reflection of white or

Figure 19 Scanning electron micrograph of a section of a white

reflecting patch on the abdomen of the fly Amenia sp., showing

closely packed, randomly arranged hairs that scatter incident light

in all directions (Figure 11). Scale bar represents 20 mm.

Figure 17 Light micrograph of the surface of a hair of Canadia

spinosa (Middle Cambrian, 515 million years old, British

Columbia), isolated by acid maceration of the rock matrix,

showing gratings running longitudinally. Periodicity 0.9mm.

Reflected light

Incident
white
light

Reflected light

Transmitted
light

Figure 18 Scattering of white light by small particles

(represented by black circles). The reflected light is randomly

directed at different angles.

314 DIFFRACTIVE SYSTEMS / Diffractives in Animals



colored light from the background that would dilute
or alter the color. Additionally, if a dark pigment such
as melanin is interspersed with the scattering
elements, the reflection will appear a shade of gray
or brown. The cells of the reflector in the photophore
of a beetle (‘fire-fly’) are packed with sphaerocrystals
of urate that cause a diffuse reflection (Figure 20).

Reflection and refraction that occur at the inter-
faces of strata with different refractive indices may
result in the display of white light. The degree of
whiteness depends upon the difference in refractive
indices. This mechanism is evident in the shells of
many lamellibranch molluscs. Between the outer,
often pigmented layer and the mantle, is a thick
middle layer of crystalline calcium carbonate. The
inner surface of this (nacreous) layer is lined with
multiple laminations of the same salt. In most species
these laminations are sufficiently thick (.1 mm) to
render the inner lining white, although in some
species they become thin so as to form a multilayer
reflector. Calcium carbonate similarly produces
whiteness in Foraminifera and in calcareous sponges,
corals, echinoderms, and crustacean cuticles. Also, in
the class of white solids is silica in diatom tests and
skeletons of hexactinellid sponges.

Other forms of scattering also exist and result in a
blue colored effect (red when the system is viewed in
transmission). Tyndall or Mie scattering occurs in a
colloidal system where the particle size approximates
the wavelength of light. Here, diffraction is import-
ant. Rayleigh scattering occurs in molecules in a two-
photon process by which a photon is absorbed and

raises the molecule to an excited electronic state from
which it re-radiates a photon when it returns to the
ground state. Diffraction is not involved here.

Tyndall scattered light is polarized under obliquely
incident light. The intensity of the resultant blue is
increased when it is viewed against a dark back-
ground, such as melanin. The relative sizes of
particles determine the shade of blue. If the particles
responsible for the scattering coalesce to form
particles with a diameter greater than about 1 mm,
then white light is observed (see above). A gradation
from blue to white scattering (‘small’ to ‘large’
particles) occurs on the wings of the dragonfly
Libellula pulchella.

Scattered blues can also be found in other
dragonflies. In the aeschnids and agrionids, the
epidermal cells contain minute colorless granules
and a dark base. The males of libellulids and
agrionids produce a waxy secretion that scatters
light similarly over their dark cuticle. The green of the
female Aeschna cyanea is the combined result of
Tyndall scattering and a yellow pigment, both within
the epidermal cells (degradation of the yellow
pigment turns the dead dragonfly blue).

Scattered blues are also observed from the skin of
the cephalopod Octopus bimaculatus, where a pair of
ocelli are surrounded by a broad blue ring. Blue light
is scattered from this region as a result of fine granules
of purine material within cells positioned above
melanophore cells. The color and conspicuousness
of the ring are controlled by the regulation of the
melanophores, by varying the distribution of melanin

Figure 20 Sections of photophores (bioluminescent organs), external surface of animals on the right. (a) The ‘fire-fly’ beetle

Pyrophorus sp., abdominal photophore of male – reflector is based on a scattering system. (b) The shrimp Sergestes prehensilis,

showing lens layers and absorptive pigment – reflector is based on a multilayer type.
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and consequently the density of the absorbing screen.
The squid Onychia caribbaea can produce rapidly
changing blue colors similarly. The bright blue
patterns produced by some nudibranch molluscs
result from reflecting cells containing small vesicular
bodies, each composed of particles about 10 nm in
diameter and therefore appropriate for Rayleigh
scattering.

See also

Diffraction: Diffraction Gratings. Scattering: Scattering
Theory.
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Introduction

Microstructure fibers have unique properties that
cannot be obtained from traditional fibers (i.e. all
glass, doped silica fibers) and can deliver functional-
ities superior to many of today’s best transmission
and specialty fibers. Their unique properties are
obtained from an intricate cross-section of high and
low index regions that traverse the length of the fiber.
The vast majority of fibers consist of silica for the
high-index region and air for the low-index region.
These fibers are known by several different names
including microstructure fiber, holey fiber, and
photonic crystal fiber. The term microstructure fiber
is used in this chapter because it is the most generic,
encompassing all the fiber types.

Microstructure fiber properties vary greatly and are
determined by the size and arrangement of air holes in
the fiber. For example, fibers have been fabricated
such that the numerical aperture of the core or
cladding approaches one. They have been fabricated
with unique dispersion profiles, such as a zero-group
velocity dispersion in the near visible regime or an
ultraflat dispersion over hundreds of nanometers
wide. They have been fabricated to generate a super

continuum over two octaves wide. Some guide light
with an air core via bandgap guidance. In addition,
the air holes in these microstructure fibers can be
filled with highly tunable materials, giving one the
capability of controlling the fiber properties for use in
energy efficient devices.

Microstructure fibers can have doped regions like
traditional fibers. These hybrid fibers combine the
benefits of traditional and microstructure fibers.
The doped core typically guides most of the light,
but its guidance properties can be strongly influenced
by the air regions. Applications for hybrid fibers
include dispersion compensation, polarization main-
taining, and bend insensitive fibers.

Loss is always an important factor when determin-
ing whether a microstructure fiber will compete with
or replace a traditional optical fiber. The index
profiles that make these fibers so special can also
lead to fibers that have an inherently high loss at
connections or along the length of the fiber. Loss at
connections typically occurs due to mode mismatch
between the two fibers, undesired hole collapse, or
poor alignment. Loss along the fiber length can occur
due to impurities, hole surface roughness, or poor
confinement.

The dispersion profile (zero dispersion wavelength,
dispersion slope, normal or anomalous) of micro-
structure fibers can be optimized more than a
traditional fiber, because the hole size and placement
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can be arranged to make the cladding index strongly
wavelength dependent. Dispersion causes a pulse to
spread because the phase velocity is wavelength
dependent. Normal dispersion is when longer wave-
lengths travel faster than shorter wavelengths. Anom-
alous dispersion is just the opposite – shorter
wavelengths travel faster than longer wavelengths.
Dispersion determines the amount of interaction
between different wavelengths. For applications
such as transmission fiber, one wants little interaction
and for high nonlinear applications, one wants
significant interaction.

This chapter examines the methods for fabricating
microstructure fibers and reviews the different types
of microstructure fibers and their properties. Fibers
that guide by total internal reflection are reviewed
separately from bandgap guided fibers because their
properties are significantly different. Lastly, a descrip-
tion and example of an active device is presented in
which the air regions of a microstructure fiber are
filled with controllable material.

Microstructure Fiber Fabrication

At first glance, fabrication of microstructure fibers
looks similar to traditional fibers in that the fibers are
fabricated in a two-step process. First a preform is
fabricated and then it is drawn (stretched) into a fiber.
However, when the process is examined in more
detail, both the preform fabrication and draw depart
significantly from traditional methods. First, a novel
preform fabrication method is used to incorporate air
holes that run the length of the preform. Second,
novel drawing procedures are used to keep the air
holes open as the preform diameter is reduced by
several orders of magnitude during draw.

Preform Fabrication

Microstructure preforms are cylinders of amorphous
material usually less than a few centimeters in
diameter that have an index profile running the
length of the preform similar to the desired fiber. The
most common preform consists of air and a single
material such as silica, polymer, or high nonlinear
glass. These air-containing preforms are relatively
easy to fabricate but are difficult to draw because the
structures can deform.

The basic parameters of the fiber are usually
determined by the geometry of the holes in the
preform. These include hole diameter ðd Þ; hole
position, pitch (center-to center hole spacing, L),
core diameter ðaÞ; and number of layers. However,
changes in the size and shape of the holes in the fiber
can be made purposely or accidentally during draw,

which will cause deviations between the fiber and
preform profiles.

Several methods are used to fabricate microstruc-
ture preforms including stacking, casting, extrusion,
and drilling. Each process has its advantages and
disadvantages. By far, the most common method is
stacking in which tubes, rods, and core rods (rods
containing doped cores fabricated by traditional
optical fiber techniques) are stacked in a close packed
pattern such as a triangular or hexagonal lattice
(Figure 1). The bundle of tubes and rods is then
bound together with a large tube, called an overclad
tube. Fibers can be made with complicated or
asymmetric index profiles by strategically placing
tubes with the same outer diameter (for good
stacking) but a different inner diameter to change
the index in that location. For example, a fiber with
smaller holes on opposite sides of the core produces
high birefringence.

The main advantages of stacking are that no special
equipment is needed for fabricating microstructure
preforms and that doped cores are easily added.
However, there are several disadvantages. First, the
stacking method is limited to simple geometries of air
holes because the tubes are stacked in a close pack
arrangement. Second, unless hexagonal tubes are
used, interstitial areas are created between the tubes
that may not be desired in the final fiber. Third, the
method is labor intensive and requires significant
glass handling.

A variation of the stacking method is used for
fabricating air-clad fibers. Air-clad preforms are
created by placing a layer of small tubes around the
perimeter of a large core rod. The assembly is then
overcladed for strength (Figure 2).

Extrusion and casting of glass powder, polymer, or
sol–gel slurry are also used for making single material

Figure 1 (a) Tubes, rods, and core rods are stacked together in

a close packed arrangement and held together with an overclad

tube. (b) During draw the desired air region stay open forming a

microstructure fiber.
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microstructure preforms. The main advantage of
extrusion and casting is that complicated structures
can be fabricated in which the position, size, and
shape of the air regions are independent of one
another. The disadvantage of this method is that
preform fabrication is more difficult compared to the
other fabricate methods. This method may become
more common as complex air structures are needed to
make advanced microstructure fibers.

The last method consists of drilling holes in a
preform or rod. Drilling is well understood and used
for other specialty fibers. The advantage of this
method is that it is easy to drill holes of various sizes
in any position in a preform, including doped regions.
The disadvantages of drilling are that the holes
cannot be drilled very deep compared to a traditional
preform length; the distance between holes may be
limited due to cracking; and the fiber may experience
high loss due to surface roughness of the holes and
impurities incorporated during drilling.

Fiber Draw

It is significantly more difficult to draw a microstruc-
ture preform with air holes than a traditional
preform. This is because the air holes tend to close
due to surface tension. This force can be overcome or
minimized using two different techniques. The first is
to draw the preform under very high tension (low
temperature). Minimal hole collapse occurs when the
draw tension is significantly larger than the surface
tension. The problem with this method is that the
break rate increases substantially at higher tension.

The second method is to apply an external pressure
to the holes to counteract the surface tension. If a
single pressure source is used, the holes can be made
larger or smaller during draw by changing the
pressure as needed. However, the process can
become unstable because a large hole needs a lower
pressure to maintain its size than a small hole.
If holes of different sizes exist, a larger hole will
grow at the expense of a smaller one regardless of

the pressure used. To minimize the instability, this
method is typically performed in conjunction with
high-tension drawing.

To alleviate the draw problem, a second solid
material can be used in the preform to obtain the
desired index profile. With the air regions removed
from the preform, the drawing process becomes
significantly easier. In addition, when a preform
consists of two solid materials, one of the materials
does not have to be continuous, as in single material
preforms. This allows for simpler designs such as
concentric rings, which may be easier to fabricate
and model (Figure 13c). The disadvantage of this
approach is finding two materials that have compa-
tible physical and chemical properties, have low loss,
and have a large index of refraction difference.

Microstructure Fiber Types

Microstructure fibers are categorized by their method
of guidance, properties, and function. Index guided
microstructure fibers most closely resemble traditional
fibers and are described first. These fibers guide light by
total internal reflection and have a core index of
refraction greater than the cladding. Bandgap fibers
are examined next. The unique guidance of bandgap
fibers allows the core index to be lower than the
cladding index. Tunable microstructure fibers are
described last. These microstructure fibers are filled
with tunable materials so that the fiber’s properties
can be actively manipulated.

Index Guided Fibers

Most microstructure fibers guide light by total
internal reflection. The size and spacing of air holes
determine the guiding properties. For example, a
solid silica core surrounded by a cladding consisting
of small air holes that are spread apart creates a small
core-to-cladding index difference similar to what can
be achieved in traditional fibers. At the other extreme,
a solid silica core surrounded by a cladding of large
holes, which are closely spaced together, forms a large
core-to-cladding index difference. This structure
creates a large numerical aperture in the core and
optically isolated regions within the fiber. The ability
to create regions of significantly different indices in
various parts of the fiber distinguishes the index
guided microstructure fibers from traditional fiber.
Different types of microstructure fiber are formed by
varying the size, spacing and pattern of the air holes.

Different techniques are used to model these fibers,
depending on spacing and size of the air holes relative
to the wavelength of the guided light. If the hole
diameter and spacing is much smaller than the

Figure 2 (a) An air-clad preform is fabricated by stacking a ring

of small, thin walled tubes around a large core rod. (b) Photograph

of the resulting fiber.
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wavelength of the guided light, the cladding index can
be modeled as an average index weighted by the
volume fraction of the two materials (typically air
and silica). As the hole diameter or spacing
approaches the wavelength of the guided light,
complicated models are used such as finite difference
method, finite element method, beam propagation
method, or multipole method.

Endlessly single-mode fiber
The endlessly single-mode fiber consists of a solid
core surrounded by a two dimensional array of small
air holes in the cladding (Figure 3). The size and
position of the air holes are arranged such that only
the fundamental mode exists in the core regardless of
the wavelength of the guided light.

The prevention of higher order modes can be
understood by examining the V number. The V
number is a dimensionless parameter that describes
the guiding nature of the waveguide. In traditional
fiber, when the V number is less than 2.405, the fiber
will guide only the fundamental mode. The V number
is given by

V ¼
2pa

l
ðn2

core 2 n2
cladÞ

1=2 ½1�

where a is the core diameter, l is the wavelength of
the guided light, and ncore and nclad are the index
of refractions of the core and cladding, respectively.
In traditional fiber, the core and cladding index (ncore

and nclad) are for the most part constant, so the V
number increases as the wavelength decreases.

However, for the endlessly single mode microstruc-
ture fiber, the V number does not increase indefinitely
with decreasing wavelength, but approaches a

constant value. Obtaining a V number independent
of wavelength is understood by examining the
distance the light propagates into the cladding as a
function of wavelength. As the wavelength becomes
shorter, light penetrates a shorter distance into the
cladding, interacting with less of the air regions. This
causes the effective cladding index (nclad) to increase
with decreasing wavelength, such that V approaches
a constant value.

Microstructure fibers are made endlessly single-
moded over all wavelengths by properly designing the
hole diameter-to-pitch ratio (d=L). When the d=L is
low enough, the microstructure fiber guides light only
in the single mode regardless of wavelength and core
size (Figure 4). However, these large core diameter
fibers are limited by long wavelength bend loss in the
same way as large core single mode traditional fibers.

High delta core fiber
High delta core microstructure fibers (HDCMF)
consist of a small (typically less than 2 microns)
solid silica core surrounded by one or more layers of
large air holes closely spaced together (Figure 5). This
creates a very large index difference between the core
and cladding. A core-to-cladding index difference of
0.4 is easily achieved in a HDCMF, which is an order
of magnitude larger than can be achieved with
traditional fiber.

Even though the core is very small, these fibers are
almost always multimoded due to the large index
difference between the core and cladding. However,
because of its small core, it is difficult to launch
anything other than the fundamental mode into the
fiber. Once a mode is guided in the fiber it remains in
that mode due to the large difference in effective
indices between modes (Figure 6). When higher-order
modes are purposely generated in the fiber, they also

Figure 3 Photograph of an endlessly single mode fiber

(Reprinted with permission from Birks TA, Knight JC and

Russell P (1997) Endlessly single mode photonic crystal fiber.

Optics Letters 22: 961–963).

Figure 4 The effective V number as a function of L=l for various

d =L (Reprinted with permission from Birks TA, Knight JC and

Russell P (1997) Endlessly single mode photonic crystal fiber.

Optics Letters 22: 961–963).
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guide over long lengths without coupling to other
modes (Figure 7). This strong guidance makes the
fiber extremely bend insensitive.

HDCMF can have a unique dispersion profile
because it can guide the fundamental mode exclu-
sively in the multimode regime. This allows greater
flexibility in controlling the shape of the dispersion
profile, especially the ability to move the zero dis-
persion to shorter wavelengths. The HDCMF is the
first silica fiber with anomalous dispersion of single-
mode light below 1270 nm (the wavelength at which
the material dispersion of silica is zero). These fibers
are often made to have a zero-group velocity dis-
persions around 770 nm for use with Ti-sapphire
lasers.

HDCMF is ideal for performing nonlinear experi-
ments in the near-visible regime because the fiber’s
small, high-index core creates high intensity light, and
the fiber’s low dispersion creates long interaction
times. For example, a broadband continuum can be
generated over two octaves using less than a meter of
HDCMF fiber (Figures 8 and 9).

Tapered microstructure fiber (TMF)
Coupling light in and out of HDCMF is difficult and
results in a large loss due to its small core. When free
space optics are used to couple the light, frequent
realignment of the beam is required to minimize loss
due to drifts in the equipment. Splicing HDCMF fiber
to traditional fiber also results in high loss due to a
large modal mismatch. These coupling problems are
solved with tapered microstructure fibers.

Tapered microstructure fibers (TMF) consist of a
traditional germanium single-mode core surrounded
by a small silica cladding (Figure 10). The inner

Figure 5 High delta core fibers consist of a small solid core

surrounded by at least one layer of large air holes closely spaced

together. Right-hand panel reprinted with permission from

Ranka JK, Windeler RS and Stentz AJ (2000) Optical properties

of high-delta air-silica microstructure optical fibers. Optics Letters

25: 796–798.

Figure 6 Individual modes do not couple well due to large

differences in effective indices between modes. The figure shows

the mode profile and effective index of the fundamental and the

next higher mode for a fiber with a two-micron diameter core with a

core-to-cladding index difference of 0.45 (Reprinted with

permission from Ranka JK, Windeler RS and Stentz AJ (2000)

Optical properties of high-delta air-silica microstructure optical

fibers. Optics Letters 25: 796–798).

Figure 7 Far-field patterns show that higher order modes propagate long distances in the HDCMF without coupling to other modes

(Reprinted with permission from Ranka JK, Windeler RS and Stentz AJ (2000) Optical properties of high-delta air-silica microstructure

optical fibers. Optics Letters 25: 796–798).
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Figure 8 Plot of a supercontinuum spectrum over two octaves wide generated from a 75 cm piece of HDCMF (Reprinted with

permission from Ranka JK, Windeler RS and Stentz AJ (2000) Visible continuum generation in air-silica microstructure optical fibers with

anomalous dispersion at 800 nm. Optics Letters 25: 25–27).

Figure 9 Photograph of fiber generating the supercontinuum. The bottom photo shows the continuum after passing through

a prism.

Figure 10 Schematic drawing of the tapered microstructure fiber (Reprinted with permission from Chandalia JK, Eggleton BJ, Windeler

RS, Kosinski SG, Liu X and Xu C (2001) Adiabatic coupling in tapered air-silica microstructures optical fiber. IEEE Photonics Tech. Letters

13(1) (q2001 IEEE)).
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cladding is surrounded by a layer of air holes and
then a protective outer silica cladding for strength.
Since the core of the TMF is very similar to a
traditional single-mode fiber core, the splice loss is
low. Splice losses below 0.075 dB are typical.

Properties similar to the HDCMF are obtained by
adiabatically tapering the TMF while maintaining the
cross-sectional profile of the fiber. In the taper region,
the fundamental mode is no longer guided by the
germanium core and evolves into the fundamental
mode of the silica region, where it is confined by the
ring of air holes. The taper waist is typically ten to
twenty centimeters long and has properties identical
to the HDCMF. When the fiber is adiabatically
expanded back to its original size, the light is guided
back into the standard diameter germanium core,
making it easy to splice to traditional fiber with
low loss.

The same effect can be obtained by stretching a
traditional fiber from 125 microns down to 2
microns. However, there are several disadvantages
compared to the tapered microstructure fiber. The
taper region is much longer in the traditional
fiber; the optimal diameter of the silica core is
harder to maintain; the taper region must remain
clean and uncoated; and the taper region is much
weaker.

Air-clad fiber
Air-clad fibers consist of a doped core surrounded
by a silica inner cladding. The inner cladding is
surrounded by a ring of air, which in turn is
surrounded by an outer silica cladding for strength
(Figure 2). Thin silica webs connect the inner and
outer claddings to hold the inner fiber region in place.
The region consisting of air and thin silica webs
creates an optical barrier, preventing most of the light
from escaping the inner cladding. Such fibers are
referred to as double clad fiber.

In traditional double-clad fibers, a material of
lower index (typically another layer of glass or a layer
of polymer) immediately surrounds the inner silica
cladding. A key optical parameter describing the light
guiding properties of the inner cladding is the
numerical aperture (NA). The NA is defined as the
sine of the largest (acceptance) angle of light that will
be guided in the inner cladding. The upper NA values
of traditional double-clad fibers (,0.22 and ,0.45
for glass and polymer outer claddings, respectively)
are limited by the refractive indices of the available
cladding materials.

For the air-clad fiber, the NA is determined by the
ability of light to escape from the inner cladding
through the silica webs. The NA of the air-clad fiber
can be calculated by modeling the web as an infinitely

long slab waveguide. As seen in Figure 11, the NA
increases as the webs become thinner or the wave-
length of light becomes longer. To obtain NA similar
to what is achieved by coating a traditional fiber with
a low index polymer (NA ,0.45), the web thickness
must be about equal to the wavelength of the light.
The NA of the air-clad fiber increases dramatically as
the web thickness becomes less than half the
wavelength of the guided light. Numerical apertures
above 0.90 have been experimentally demonstrated.

The large NA values achievable with air-clad fibers
are an important advantage for advanced double-clad

Figure 11 Predicted NA as a function of the web thickness

divided by the wavelength using an infinite slab model.

Figure 12 Schematic of the mechanism of (a) index guided light

and (b) band gap guided light (Reprinted with permission from

Cregan RF, Mangan BJ, Knight JC, Birks TA, Russell PJ, Roberts

PJ and Allan DC (1999) Single-mode photonic band gap guidance

of light in air. Science 285. Copyright 1999 American Association

for the Advancement of Science).
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amplifiers and lasers. A double-clad amplifier or laser
(also known as cladding pumped amplifier or laser)
contains a double-clad fiber with a rare earth doped
core. High-power pump light, launched into and
guided within the inner cladding, excites the rare
earth ions as the pump light crosses through the core.
The excited ions, which emit light with the same
wavelength and phase as the signal, amplify the
signal. The fiber’s efficiency and the rare earth
inversion level increase with the amount of pump
light absorbed by the core. The light absorbed by the
core, in turn, increases with the core-to-inner clad-
ding area ratio and the pump light intensity in the
inner cladding.

Traditional fibers have a practical limit to their
core-to-cladding ratio. The maximum core diameter
is limited by bend loss. And, while ultimately the
minimum fiber diameter is limited by draw capabili-
ties, in practice it is limited by the ability to couple
pump light into a fiber having a limited inner-cladding
NA. For a pump source of given brightness, the
product of beam diameter and NA cannot be
increased. Such light can be successfully coupled
into a larger inner cladding with smaller NA or a
smaller inner cladding with larger NA.

Air-clad fibers have other advantages over
traditional double-clad fibers. The outer glass

cladding in air-clad fibers is optically inactive.
This allows the inner cladding diameter to be
decoupled from the physical fiber diameter, elim-
inating draw-related constraints on minimum inner
cladding size. Since only the inner cladding is opti-
cally active, its size can be optimized (made
smaller) while keeping the total fiber diameter at
the standard 125 microns. In addition, the pump
light does not interact with the polymer coating,
which can be important if the polymer properties
are affected by the surroundings.

Figure 14 Spectrum of a typical bandgap fiber.

Figure 13 Photographs and drawing of three types of bandgap fibers: (a) triangular array cladding with an air core (Cregan RF,

Mangan BJ, Knight JC, Birks TA, Russell PJ, Roberts PJ and Allan DC (1999) Single-mode photonic band gap guidance of light in air.

Science vol. 285), (b) tunable with a silica core, (c) concentric rings with an air core (Reprinted with permission from Temelkuran et al.

Nature 420. Copyright 1999 American Association for the Advancement of Science).
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Bandgap Guided Fibers

Bandgap fibers guide light in the core (also referred to
as a defect) by confining the light through constructive
interference due to Bragg scattering (Figure 12).
Unlike traditional fibers, this mechanism allows

light to propagate in a core that has an index lower
than the cladding. Bandgap fibers with an air core
could theoretically be very low loss, propagate
high powers, have a large effective area core, and

Figure 16 Schematic of a tunable device in which low index

liquid is positioned over the grating. The plot shows the shift in the

spectrum as a function of temperature (Reproduced from

Kerbage C, Windeler RS, Eggleton BJ, Dolinskoi M, Mach P and

Rogers JA (2002) Tunable devices based on dynamic positioning

of micro-fluids in microstructure optical fiber. Optics Communi-

cations 204: 179–184, with permission from Elsevier).

Figure 15 Holes in the microstructure fibers are filled with controllable materials to affect the fiber properties actively. Photos show

(a) original fiber and (b) fiber after polymer is inserted and cured in the microstructure fiber.

Figure 17 Schematic of a tunable device in which a high index

liquid plug is moved over the grating. The plot shows the intensity

of the spectrum as a function of temperature (Reproduced from

Kerbage C, Windeler RS, Eggleton BJ, Dolinskoi M, Mach P and

Rogers JA (2002) Tunable devices based on dynamic positioning

of micro-fluids in microstructure optical fiber Optics Communi-

cations 204: 179–184, with permission from Elsevier).
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exhibit very low nonlinearities. In addition, the fibers
can be used in novel devices by filling the core with
special gasses or liquids for nonlinear processes.

Bandgap fibers can be generalized into three types
(Figure 13). The first type of fiber has an air core
surrounded by a cladding that consists of a periodic
array of air holes in silica. Fibers of this type have
been designed to guide a single mode and hold the
greatest promise of guiding light over long distances
with very low loss. The second type of bandgap fiber
consists of a silica core and a silica cladding with a
periodic array of holes which are filled with a high-
index, tunable liquid. This design allows the bandgap
properties to be tuned and is of interest for use in
devices. The third fiber type consists of rings of alter-
nating high- and low-index dielectric material with a
center air core. They typically have a large, multi-
mode core which is ideal for sending high powers. In
addition, very little light is in the dielectric materials
so the fiber can be designed to guide any wavelength
with relatively little loss.

The spectrum of a bandgap fiber is quite different
than an index guided fiber (Figure 14). Frequencies
that lie within the bandgap cannot propagate in the
cladding and are confined to the defect in the lattice
(the core). Bandgap fibers with ideal geometry are
predicted to have losses over an order of magnitude
lower than can be obtained in an ideal traditional
fiber. Although the loss of bandgap fibers has not been
demonstrated to be less than traditional fiber at
telecommunication wavelengths, bandgap fibers have
been shown to have much lower loss than traditional
fibers at other wavelengths.

Tunable Microstructure Fiber Devices

Unique tunable devices are made by filling the air
holes of microstructure fibers with materials whose
properties can be controlled actively (Figure 15).
The materials can be positioned in the core or
cladding to affect the corresponding modes. Most
commonly, the index of refraction is changed using
temperature sensitive liquids or polymers, although

Figure 18 Schematic of a tunable device using both high and low index liquids with two heaters. The plot shows that the position and

strength of the spectrum are adjusted independently (Reproduced with permission from Mach P, Dolinski M, Baldwin KW, Rogers JA,

Kerbage C, Windeler RS and Eggleton BJ (2002) Tunable microfluidic optical fiber. Applied Physics Letters 80(23). Copyright (2002) by

the American Physical Society).
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materials that respond to electric or magnetic fields
enable a quicker response time. These material-
filled active fibers can be used to fabricate devices
like tunable filters, switches, broadband attenua-
tors, and fibers with tunable birefringence. Below, a
few examples of tunable filters are presented in
which the device properties depend on the type and
position of the liquid inserted in the fiber holes.

A microstructure tunable filter works by controlling
the spectral position, shape, or strength of a longi-
tudinal long-period grating written in the fiber. A
grating is written in the fiber before filling the
holes with tunable liquid. The position of the peak
absorption wavelength is controlled by placing a
liquid, with an index close to silica and strongly
temperature dependent, in air holes in the cladding
region over the grating (Figure 16). The cladding index
is tuned by varying the temperature of the liquid, using
a small thin film heater located over the liquid. The
position of the peak absorption wavelength moves as
the cladding index is changed.

The strength or depth of the filter is controlled by
inserting a moveable plug of high-index fluid in a
sealed air section of a microstructure fiber (Figure 17).
The strength of the grating is determined by the
fraction of the grating surrounded by high index fluid.
The position of the liquid plug relative to the grating
can be finely adjusted with a thin film heater located
over the air region adjacent to the material plug.
As heat is applied to the air, the air expands and pushes
the liquid plug over the grating, decreasing the coupl-
ing of the fundamental mode to higher order cladding
modes. Figure 18 shows an example in which the
position and strength of a filter are varied indepen-
dently using two heaters and two adjacent materials.

See also

Photonic Crystals: Photonic Crystal Lasers, Cavities and
Waveguide.
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Omnidirectional Surfaces and Fibers
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Omnidirectional Reflecting Mirrors

Mirrors are probably the most prevalent of optical
devices. Known to the ancients and used by them as
objects of worship and beauty, mirrors are currently
employed for imaging, solar energy collection, and
also in laser cavities. Their intriguing optical proper-
ties have captured the imagination of scientists as well
as artists and writers.

One can distinguish between two types of mirrors,
the age-old metallic, and the more recent multilayer
dielectric. Metallic mirrors reflect light over a broad
range of frequencies incident from arbitrary angles
(i.e., omnidirectional reflectance). However, at infra-
red and optical frequencies a few percent of the
incident power is typically lost due to absorption.

Multilayer dielectric mirrors are used primarily to
reflect a narrow range of frequencies incident from a
particular angle or particular angular range. Unlike
their metallic counterparts, dielectric reflectors can be
extremely low loss. The ability to reflect light of
arbitrary angle of incidence for all-dielectric struc-
tures has been associated with the existence of a
complete photonic bandgap, which can exist only in a
system with a dielectric function that is periodic along
three orthogonal directions. In fact, a sufficient
condition for the achievement of omnidirectional
reflection in a periodic system with an interface, is the

existence of an overlapping bandgap regime in phase
space above the light cone of the ambient media.

Consider a system that is constructed of alternating
dielectric layers coupled to a homogeneous medium –
characterized by n0 (such as air with n0 ¼ 1), at the
interfaces. Electromagnetic waves are incident upon
the multilayer film from the homogeneous medium.
While such a system was analyzed extensively in
the literature the possibility of omnidirectional
reflectivity was not recognized until recently.

The generic system is described by the index of
refraction profile in Figure 1, where h1 and h2 are
the layer thickness, and n1 and n2 are the indices
of refraction of the respective layers. The incident
wave has a wavevector ~k ¼ kxêx þ kyêy, and freq-
uency of v ¼ clkl. The wavevector together with the
normal to the periodic structure defines a mirror
plane of symmetry which allows us to distinguish
between two independent electromagnetic modes:
transverse electric (TE) modes and transverse mag-
netic (TM) modes. For the TE mode the electric field
is perpendicular to the plane, as is the magnetic field
for the TM mode.

General features of the transport properties of the
finite structure can be understood when the properties
of the infinite structure are elucidated. In a structure
with an infinite number of layers, translational
symmetry along the direction perpendicular to the
layers leads to Bloch wave solutions of the form:

uKðx; yÞ ¼ EKðyÞ eiKy eikxx ½1�

Figure 1 Schematic of the multilayer system showing the layer parameters (na, ha – index of refraction and thickness of layer a), the

incident wavevector ~k and the electromagnetic mode convention.

DIFFRACTIVE SYSTEMS / Omnidirectional Surfaces and Fibers 327



where EKðyÞ is periodic, with a period of length a, and
K is the Bloch wave number. These waves represent
solutions to an eigenvalue problem and are comple-
tely and uniquely defined by the specification of K, kx

and v.
Solutions can be propagating or evanescent,

corresponding to real or imaginary Bloch wave
numbers, respectively. It is convenient to display the
solutions of the infinite structure by projecting the
vðK; kxÞ function onto the v2 kx plane; Figure 2a,b
are examples of such projected structures.

The gray background areas highlight phase space
where K is strictly real, that is, regions of propagating
states, while the white areas represent regions

containing evanescent states. The shape of the pro-
jected bandstructures for the multilayer film can be
understood intuitively. At kx ¼ 0, the bandgap for
waves traveling normal to the layers is recovered. For
kx . 0, the bands curve upward in frequency. As
kx !1, themodesbecome largely confined to the slabs
with the high index of refraction and do not couple
between layers (and are therefore independent of kx).

In a finite structure, the translational symmetry in
the directions parallel to the layers is preserved, hence
kx remains a conserved quantity and can be used to
label solutions even though these solutions will no
longer be of the Bloch form. The relevance of the
band diagram to finite structures is that it allows for
the prediction of regions of phase space where waves
are evanescently decaying in the multilayer structure.

Since we are primarily interested in waves orig-
inating from the homogeneous medium external to
the periodic structure, we will focus only on the
portion of phase space lying above the light line.
Waves originating from the homogeneous medium
satisfy the condition v $ ckx=n0, where n0 is the
refractive index of the homogeneous medium, and
therefore they must reside above the light line. States
of the homogeneous medium with kx ¼ 0 are normal
incident, and those lying on the v ¼ ckx=n0 line with
ky ¼ 0 are incident at an angle of 908.

The states in Figure 2a, that are lying in the
restricted phase space defined by the light line and
that have a ðv; kxÞ corresponding to the propagating
solutions (gray areas) of the crystal can propagate in
both the homogeneous medium and in the structure.
These waves will partially or entirely transmit
through the film. Those with ðv;kxÞ in the evanescent
regions (white areas) can propagate in the homo-
geneous medium but will decay in the crystal – waves
corresponding to this portion of phase space will be
reflected off the structure.

The multilayer system leading to Figure 2a rep-
resents a structure with a limited reflectivity cone,
since for any frequency one can always find a kx

vector for which a wave at that frequency can
propagate in the crystal – and hence transmit through
the film. The necessary and sufficient criterion for
omnidirectional reflectivity at a given frequency is
that there exists no transmitting state of the structure
inside the light cone – this criterion is satisfied by
frequency ranges marked in light gray in Figure 2b.
In fact, the system leading to Figure 2b exhibits two
omnidirectional reflectivity ranges.

The omnidirectional range is defined from above
by the normal incidence bandedge vhðky ¼ p=a;
kx ¼ 0Þ (Figure 2b) and below by the intersection of
the top of the TM allowed bandedge with the light
line vlðky ¼ p=a; kx ¼ vl=cÞ (Figure 2b).

Figure 2 (a) Projected bandstructure of a multilayer film with

the light line and Brewster line, exhibiting a reflectivity range of

limited angular acceptance with (n1 ¼ 2:2 and n2 ¼ 1:7 and a

thickness ratio of h2=h1 ¼ 2:2=1:7). (b) Projected bandstructure

of a multilayer film together with the light line and Brewster line,

showing an omnidirectional reflectance range at the first and

second harmonic (propagating states – dark gray, evanescent

states – white, omnidirectional reflectance range – light grey).

The film parameters are n1 ¼ 4:6 and n2 ¼ 1:6 with a thickness

ratio of h2=h1 ¼ 1:6=0:8. These parameters are similar to the

actual polymer–tellurium film parameters measured in the

experiment. Reproduced with permission from Fink Y, Winn JN,

Fan S, et al. (1998) A dielectric omnidirectional reflector.

Science 282: 1679–1682. Copyright 1998 American Association

for the Advancement of Science.
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A dimensionless parameter used to quantify the
extent of the omnidirectional range is the range to
mid-range ratio defined as ðvh 2 vlÞ

�
1
2 ðvh þ vlÞ.

Figure 3 is a plot of this ratio as a function of n2=n1

and n1=n0, where vh and vl are determined by
solutions of eqn [2] with quarter wave layer thick-
ness. The contours in this figure represent various
equi-omnidirectional ranges for different material
index parameters and could be useful for design
purposes.

At normal incidence, there is no distinction
between TM and TE modes. At increasingly oblique
angles, the gap of the TE mode increases, whereas the
gap of the TM mode decreases. In addition, the center
of the gap shifts to higher frequencies. Therefore, the
criterion for the existence of omnidirectional reflec-
tivity can be restated as the occurrence of a frequency
overlap between the gap at normal incidence and the
gap of the TM mode at 908. Analytical expressions
for the range to mid-range ratio can be obtained by
setting:
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Moreover, the maximum range width is attained
for thickness values that are not equal to the quarter
wave stack though the increase in bandwidth gained
by deviating from the quarter wave stack is typically
only a few percent.

In general, the TM mode defines the lower
frequency edge of the omnidirectional range; an
example can be seen in Figure 2b for a particular
choice of the indices of refraction. This can be proven
by showing that:

›v

›ky

�����
TM

$
›v

›ky

�����
TE

½3�

in the region that resides inside the light line. The
physical reason for eqn [3] lies in the vectorial nature
of the electric field. In the upper portion of the first
band the electric field concentrates its energy in the
high dielectric regions. Away from normal incidence,
the electric field in the TM mode has a component in
the direction of periodicity, this component forces a
larger portion of the electric field into the low
dielectric regions. The group velocity of the TM
mode is therefore enhanced. In contrast, the electric

field of the TE mode is always perpendicular to the
direction of periodicity and can concentrate its energy
primarily in the high dielectric region. While the
omnidirectional reflection criteria can be used to
confine light in various geometries, it is the cylindrical
fiber configuration that appears to present significant
application opportunities.

Mesostructured Fibers for External
Reflection Applications

Polymer fibers are ubiquitous in applications such as
textile fabrics, due to their excellent mechanical
properties and the availability of low-cost, high-
volume processing techniques; however, the control
over their optical properties has so far remained
relatively limited. Conversely, dielectric mirrors are
used to precisely control and manipulate light in high
performance optical applications, but the fabrication
of these typically fragile mirrors has been mostly
restricted to planar geometries and typically involves
multiplicity of deposition sequences in a high vacuum
thin film deposition system.

Fabrication Approach

The fabrication of extended lengths of omnidirec-
tionally reflecting fibers with large bandgaps and

Figure 3 The range to mid-range ratio ðvh 2 vlÞ
�

1
2 ðvh þ vlÞ, for

the fundamental frequency range of omnidirectional reflection,

plotted as contours. Here, the layers were set to quarter wave

thickness and n1 . n2. The ratio for our materials is approximately

45%. (n1=n2 ¼ 2:875, n2=n0 ¼ 1:6) is located at the intersection of

the dashed lines (black dot). Reproduced with permission from

Fink Y, Winn JN, Fan S, et al. (1998) A dielectric omnidirectional

reflector. Science 282: 1679–1682. Copyright 1998 American

Association for the Advancement of Science.
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high layer counts poses considerable challenges. To
illustrate the nature of this formidable task, one
needs to consider the necessity of maintaining the
uniformity of sub-100 nm layer thicknesses over
kilometer-length scales; creating continuous layers
with an aspect ratio of ,1010 in a single process!
To meet this and other challenges associated with
the fabrication of mesostructured fibers, we have
developed a preform-based fabrication approach
(Figure 4). A scaled-up version of the final fiber,
called a preform, is fabricated which shares the
geometry and materials of the final fiber but exhibits
macroscopic lateral features. The preform is heated
up and drawn under tension into the fiber using a
simple cylindrical furnace. The macroscopic layers
are reduced in the process to microscopic dimensions
while maintaining the overall geometry and sym-
metry of the original preform. Conservation of mass
determines the final length of the fiber – typically
this length is equal to the lateral reduction factor
squared multiplied by the length of the preform. The
nature of the process and requirements on the fiber’s
optical properties lead to the definition of materials
selection rules. First, in order to achieve omnidirec-
tional reflectivity, one needs to identify two solid
materials exhibiting an index contrast given by the
plot in Figure 3. Second, to enable the codrawing of
the two dissimilar materials both will need to have
viscosities that are lower than ,108 poise at the
drawing temperature. In order to maintain high
draw speeds, the majority component needs to be
amorphous and the adhesion between these two
materials needs to be sufficient to prevent delamina-
tion. Finally, their thermal expansion coefficients
need to be close or alternatively at least one of the
materials needs to be capable of relieving the stress
due to CTE mismatch.

Materials Selection Criteria

Pairs of materials that are compatible with the
process and fiber property requirements have been

identified, including: high glass transition tempera-
ture ðTgÞ, thermoplastic polymers such as
poly(ether-sulfone) (PES), poly (ether-imide) (PEI)
and members of the chalcogenide glass family, such as
arsenic triselenide (As2Se3) or arsenic trisulfide. Pairs
of these materials will have substantially different
refractive indices, as shown in Figure 5, which is a
measurement of the real and imaginary indices of
refraction of PES and As2Se3, obtained using a
broadband spectroscopic ellipsometer (SOPRA
GES5). They nevertheless exhibit similar thermo-
mechanical properties within a certain thermal
processing window.

Adhesion and extensional viscosity in the fluid state
are difficult to measure in general, and the measure-
ment of high-temperature surface tension is quite
involved. Thus, limited data on these properties are
available and it was necessary to empirically identify
materials that could be used to draw out mirror-fibers.
Various high-index chalcogenide (S, Se, and Te
containing) glasses and low-index polymers were

Figure 4 Conceptual preform based fabrication process for

meso-structured fibers.

Figure 5 (a) Real part (n – light gray) and imaginary part (k –

dark gray) of the refractive index of annealed As2Se3. The black

crosses correspond to literature values. (b) Real part (n – upper)

and imaginary part (k – lower) of the refractive index of PES.
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identified as potential candidates based on their
optical properties and overlapping thermal softening
regimes. Adhesion and viscosity matching were tested
by thermal evaporation of a chalcogenide glass layer
on top of a polymer film or rod and elongation of the
coated substrate at elevated temperatures. The choice
of a high-temperature polymer, PES, and a simple
chalcogenide glass, As2Se3, resulted in excellent
thermal co-deformation without film cracking or
delamination. Approximate matching of extensional
viscosity in this manner was also demonstrated using
As2Se3 and PEI. The properties, processing, and
applications of chalcogenide glasses have been
explored extensively elsewhere. One advantage in
choosing As2Se3 for this application is that not only is
it a stable glass, but it is a stoichiometric compound
that can be readily deposited in thin films through
thermal evaporation or sputtering without dis-
sociation. Additionally, As2Se3 is transparent to IR
radiation from approximately 0.8 to 17 mm as shown
in the ellipsometric data (Figure 5a), and has a
refractive index of ,2.8 in the mid-IR. PES is a
high-performance, dimensionally stable thermoplas-
tic with a refractive index of ,1.6 and good

transparency to EM waves in a range extending
from the visible regime into the mid-IR (,5 mm), as
shown in Figure 5b.

Preform Construction Process
and Fiber Draw

The selected materials were used to construct a
multilayer preform rod, which essentially is a
macroscale version of the final fiber. In order to
fabricate the dielectric mirror fiber preform, an
As2Se3 film was deposited through thermal evapor-
ation on either side of a free-standing PES film which
was then rolled on top of a PES tube substrate,
forming a structure having 21 alternating layers of
PES and As2Se3, as shown in Figure 6.

The resulting multilayer fiber preform was sub-
sequently drawn down using an optical fiber draw
tower into hundreds of meters of multilayer fiber with
a precisely controlled submicron layer thickness,
creating a photonic bandgap in the mid-IR. Fibers
of outer diameters varying from 175–500 mm with a
typical standard deviation of 10 mm from target, were
drawn from the same preform to demonstrate
adjustment of the reflectivity spectra through thermal
deformation. The spectral position of the photonic
bandgap was controlled by the optical monitoring of
the outer diameter (OD) of the fiber during draw,
which was later verified by reflectivity measurements
on single and multiple fibers of different diameters.
Scanning electron micrographs (SEMs) of the cross-
section of these fibers are depicted in Figure 7.

Bandstructure for Multilayer Fibers for
External Reflection Applications

In theoretically predicting the spectral response of
these fibers, it is helpful to calculate the photonicFigure 6 Multilayer preform fabrication sequence.

Figure 7 SEM micrographs of 400 mm OD fiber cross-section. The entire fiber is embedded in epoxy. (a) shows the entire fiber cross-

section, with mirror structure surrounding the PES core; (b) demonstrates that the majority of the fiber exterior is free of significant

defects and that the mirror structure adheres well to the fiber substrate; and (c) reveals the ordering and adhesion within the alternating

layers of As2Se3 (bright layers) and PES. Stresses developed during sectioning caused some cracks in the mounting epoxy that are

deflected at the fiber interface. Fibers from this batch were used in the reflectivity measurements recorded below in Figure 9a.

Reproduced with permission from Hart SD, Maskaly GR, Temelkuran B, Prideaux PH, Joannopoulos JD and Fink Y (2002) External

reflection from omnidirectional dielectric mirror fibers. Science 296: 510–513. Copyright 2002 American Association for the

Advancement of Science.
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bandstructure that corresponds to an infinite
one-dimensional photonic crystal. This allows for
the analysis of propagating and evanescent modes in
the structure, corresponding to real or imaginary
Bloch wave number solutions.

The electric or magnetic field vector is parallel to
the mirror layer interfaces for the TE and TM
polarized modes, respectively. The parallel wavevec-
tor ðkyÞ is the component of the incident electromag-
netic (EM) wavevector that is parallel to the layer
interfaces. The phase space accessible from an
external ambient medium is contained between the
light lines (defined by the glancing-angle condition
v ¼ cky=n0), and the modes between the 358 lines
correspond to those sampled experimentally. Axes are
normalized to the thickness a of one mirror bilayer
(a period consisting of one high- and one low-index
layer). Figure 8 depicts the photonic band diagram for
an infinite structure having similar periodicity and
refractive indices to the mirror structures fabricated
here. Three photonic bandgaps are present where
high reflectivity is expected within the 0–358 angular
range, and the fundamental gap contains a region of
external omnidirectional reflectivity.

Optical Characterization of
‘Mirror Fibers’

Mirror fiber reflectivity was measured from both
single fibers and parallel fiber arrays using a
Nicolet/SpectraTech NicPlan Infrared Microscope

and Fourier Transform Infrared Spectrometer
(Magna 860). The microscope objective (SpectraTech
15 £ , Reflachromat) used to focus on the fibers had a
numerical aperture (NA) of 0.58. This results in a
detected cone where the angle of reflection with
respect to the surface normal of the structure could
vary from normal incidence to ,358, which is
determined by the NA of the microscope objective.
As a background reference for the reflection measure-
ments, we used gold-coated PES fibers of matching
diameters. Dielectric mirror fibers, drawn to 400 mm
OD, exhibited a very strong reflection band centered
at 3.4 mm wavelength (Figure 9a). Measured reflec-
tivity spectra agree well with planar-mirror transfer
matrix method (TMM) simulations, where the
reflectivity was averaged across the aforementioned
angular range for both polarization modes. Fibers
drawn down to 200 mm OD show a similar strong
fundamental reflection band centered near 1.7 mm
(Figure 9b). This shifting of the primary photonic
bandgap clearly illustrates the precise tuning of the
reflectivity spectra over wide frequency ranges
through thermal deformation processing. Strong
optical signatures are measurable from single fibers
as small as 200 mm OD. Fiber array measurements,

Figure 8 Photonic band diagram for a one-dimensional

photonic crystal having a periodic refractive index alternating

between 2.8 and 1.55. Gray regions represent propagating modes

within the structure, while white regions represent evanescent

modes. Hatched regions represent photonic bandgaps where high

reflectivity can be expected for external EM waves over an angular

range extending from normal to 358 incidence. The lower dark

shaded trapezoid represents a region of external omnidirectional

reflection.

Figure 9 Measured reflectance spectra for 400 mm OD (a) and

200 mm OD (b) dielectric mirror fibers relative to gold-coated fibers

of the same diameter. (a) shows a single-fiber reflectivity

measurement, while (b) compares single-fiber reflectivity to that

measured from a multifiber array. Simulations were performed

using the transfer matrix method.
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simultaneously sampling reflected light from multiple
fibers, agree quite well with single-fiber data
(Figure 9b).

These reflectivity results are strongly indicative of
uniform layer thickness control, good interlayer
adhesion, and low interdiffusion through multiple
thermal treatments. This was confirmed by SEM
inspection of fiber cross-sections (Figure 7). The layer
thicknesses observed (a ¼ 0:90 mm for the 400 mm
fibers; a ¼ 0:45 mm for the 200 mm fibers) corre-
spond well to the measured reflectivity spectra. The
fibers have a hole in the center, due to the choice of a
hollow rod as the preform substrate, which experi-
enced some nonuniform deformation during draw.
The rolled-up mirror structure included a double
outer layer of PES for mechanical protection, creating
a noticeable absorption peak in the reflectivity
spectrum at ,3.2 mm (Figure 9a).

A combination of spectral and direct imaging data
demonstrates excellent agreement with the photonic
band diagram. The measured gap width (range to
mid-range ratio) of the fundamental gap for the
400 mm OD fiber is 27%, compared to 29% in the
photonic band diagram.

Tunable ‘Fabry–Perot’ Fibers

The fabrication of fibers surrounded by or lined with
alternating layers of materials with a large disparity
in their refractive indices, presents interesting oppor-
tunities for passive and active optical devices. While a
periodic multilayer structure, such as the one
reported above, leads to the formation of photonic
bandgaps and an associated range of high reflectivity,
it is the incorporation of intentional deviations from

periodicity, also called ‘defects’, which allows for the
creation of localized electromagnetic modes in the
vicinity of the defect. These structures, sometimes
called optical cavities, in turn can provide the basis
for a large number of interesting passive and active
optical devices such as vertical cavity surface emitting
lasers (VCSELs), bi-stable switches, tuneable dis-
persion compensators, tuneable drop filters, etc. Here
we report on the fabrication of a fiber surrounded by
a Fabry–Perot cavity structure and demonstrate that
by application of axial mechanical stress, the spectral
position of the resonant Fabry–Perot mode can be
reversibly tuned.

Structure and Optical Properties of
the Fabry–Perot Fibers

The fabrication technique described above allows for
the accurate placement of optical cavities that can
encompass the entire or partial fiber circumference.
The fibers discussed above are made of As2Se3 and
PES and have a low index Fabry–Perot cavity
(Figure 10).

This structure was achieved by introducing an
extra polymer layer in the middle of the periodic
multilayer structure of the preform, thus generating a
defect mode in the photonic bandgaps of the drawn
fibers. The position of the bandgap center is linearly
related to the optical thickness of the layers by the
Bragg condition. Through accurate outer diameter
control afforded by the laser micrometer mounted on
the draw tower we have been able to place gaps
(Figure 11) at wavelengths ranging from 11 microns
to below 1 micron. Such cost-effective tuneable opti-
cal filters could lead to applications such as optical

Figure 10 Schematic of the structure of dielectric mirror fibers made of As2Se3 (light gray) and PES (dark gray) with low index Fabry–

Perot cavity. The local cylindrical coordinate system is represented as well as the applied axial strain 1zz . Typical radii are

,150 mm ^ 100 mm. Backscattered SEM micrographs of the cross-sections of a 460 micron diameter fiber (a, b, c) and of a 240 micron

diameter fiber (d, e, f) embedded in epoxy and microtomed. (a) and (d) show the entire cross-section of the fibers, (b) and (e)

demonstrate long-range layer uniformity, and (c) and (f) reveal the ordering and adhesion of the Fabry–Perot cavity structure.

Bar scales have been redrawn for clarity. Reproduced with permission from Benoit G, et al. (2003) Static and dynamic properties of

optical cavities in photonic bandgap gains. Advanced Materials 15: 2053–2056.
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switches for wavelength-division-multiplexing
(WDM) systems and sensors.

The cross-sectional structures of a 240 micron and
a 460 micron diameter fiber were observed by an
SEM using a backscattered electron detector
(Figure 10). The structure is composed of a hollow
core polymer rod surrounded by six bilayers of
As2Se3 and PES, separated in the middle by an extra
polymer layer, which forms the Fabry–Perot cavity.
An extra polymer layer protects the fiber surface. For
the 240 micron (460 micron) diameter fiber, the glass
layers are ,135 nm (250 nm) thick, except for the
first and the last ones which are half as thick due to
the fabrication technique; the polymer layers are
,270 nm (540 nm) thick and the defect layer is
,610 nm (1170 nm) thick.

Reflectivity spectra measurements were performed
under a microscope using a (Nicolet SpectraTech
NicPlan) Infrared Microscope and Fourier Transform
Infrared Spectrometer (Magna 860) with a lens
numerical aperture (NA) corresponding to 30 degrees
of angular spread. They exhibited a single-mode
Fabry–Perot resonant mode at 1.74 and 3.2 mm for
the 240 and 460 micron diameter fiber, respectively
(Figure 12).

Because of the range of incident angles, the
measured quality factor (Q-factor, defined as its
spectral position divided by the full width half
maximum (FWHM)) was equal to 31. Using the
different thicknesses and the real and imaginary part
of the refractive index (n & k) of As2Se3 and PES
carefully measured with a broadband (300 nm to 16
microns) spectroscopic ellipsometer (Sopra GES-5),
the reflectivity spectra of these fibers were computed
with the TMM by approximating them as a
one-dimensional planar stacking. By averaging the
calculated spectra over the accessible incident angles

and polarizations, we obtained a very good agree-
ment between the simulation and the measurements.

Simulation of the Opto-Mechanical
Behavior of the Fabry–Perot Fibers

We focused our analysis on the elastic regime, which
ultimately limits the operational range of these fibers.
The fiber’s Young’s modulus ðEÞ can be approximated
by modeling this multilayer structure as independent
parallel springs under axial (along the z-axis of the
fiber) strain assumed to be equal for all the layers,
leading to a Young’s modulus of 2.64 GPa (using
EPES ¼ 2:4 GPa for bulk PES and EAs2Se3

¼ 15 GPa
reported for 1.5 mm thick films).

Neglecting the possible strain-induced refractive
index variation of the materials, the normalized shift
of the Fabry–Perot resonant mode can be related to
the applied axial strain by calculating the radial
stresses srr (resulting from the difference between the
Poisson ratios of the materials – nPES ¼ 0:45 and
nAs2Se3

¼ 0:289 – and the adhesion condition between
the layers) and displacements ur in each layer under
axial strain. Starting from the equilibrium equations:

›szz

›z
¼ 0 ½4�

›srr

›r
þ

srr 2suu

r
¼ 0,

d2ur

d2r
þ

1

r

dur

dr
2

ur

r2
¼ 0 ½5�

Figure 11 Array of parallel fibers with outer diameter ranging

from ,420 mm (bottom) to ,100 mm (top). The colors are due to

the narrow 4th order photonic bandgap in the visible.

Figure 12 Computed (black lines) and measured (grey lines)

reflectivity spectra for the 240 micron (a) and of the 460 micron

diameter fibers (b) with Fabry–Perot resonant modes at 1.74 and

3.2 mm, respectively. Reproduced with permission from Benoit G,

et al. (2003) Static and dynamic properties of optical cavities in

photonic bandgap gains. Advanced Materials 15: 2053–2056.
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and using Hooke’s law and Lame’s equations, we can
derive a general expression for ur and srr, with two
unknowns A and B per layer:

ur ¼
A

r
þ Br ½6�

srr ¼ 2
2GA

r2
þ 2ðhþ GÞB þ l1zz ½7�

where G ¼ E
�
½2ð1 þ nÞ� is the shear modulus and

h ¼ En
�
½ð1 þ nÞð1 2 2nÞ� the Lame modulus. The

continuity of the displacement and the radial stress
at each interface, plus the boundary conditions (srr

vanishes at free surfaces) can be expressed as a linear
system whose unique solution allows us to relate the
radial strain in each layer to the applied axial strain as
a linear relation 1rr ¼ C1zz, where C can be interpreted
as an effective Poisson ratio. Finally, taking into
account that the Fabry–Perot resonant mode itself is
linearly shifted within the bandgap because of the
different effective Poisson ratios of the glass and
polymer layers, we obtain a linear relation between the
normalized shift of the Fabry–Perot resonant mode
and the applied axial strain:

Dl

l
¼ 20:3731zz ½8�

All the layers (except the outer protective polymer
layer) are under tensile radial stress whose maximum
(0.22 MPa under 1% axial strain) is located at the
interface between the layers and the polymer core
where delamination is most likely to occur.

Mechanical Tuning Experiment
and Discussion

Measurements were performed on fibers ,30 cm
long, which were fixed at one end with epoxy to a
load cell (Transducer Techniques MDB-2.5) while the
other end was attached with strong tape to a pole
mounted on a stepper rotational stage (Newport
PR50) (Figure 13). This end of the fiber was also
screwed to the pole to further secure it in place.

The diameter of the pole was equal to 2.1 cm,
leading to a normalized shift precision below
0.005%. The uncertainty on the Young’s modulus,
due to the precision of the load cell, was lower than
30 MPa. All the reflectivity spectra were normalized
to a background taken with a flat gold mirror. The
measurements were realized as far as possible from
the fixed ends of the fiber where edge effects are likely
to occur. These edge effects result in a reduction of the
length of the fiber that deforms uniformly and
consequently increase the real strain far from the

edges by a factor of 1.14 and 1.15 for the 240 and the
460 micron diameter fiber, respectively (determined
experimentally by measuring the position of two
reference points on the fiber) compared to the strain
calculated from the rotation of the pole. Moreover, to
avoid measuring slight variations in the spectral
position of the bandgap resulting from outer diameter
variations, typically of the order of 4–5 microns over
meters of fibers, the measurements were realized at a
fixed reference position on the fiber.

By focusing on the fundamental bandgap of the
240 and the 460 micron diameter fiber, we demon-
strated the tuning of the Fabry–Perot resonant
mode under increasing axial strain (Figure 14).

A drop in the reflectivity of 13% was observed at
1.71 mm (dash line) for the 240 micron diameter fiber
when increasing the applied axial strain from 0.23%
(light gray) to 1.07% (dark gray). The normalized-
shift versus strain curves (Figure 15) appeared to be
linear for both fibers up to approximately 0.9% (dash
line) with a slope equal to 20.3859 and 20.3843 for
the 240 and the 460 micron diameter fiber, respec-
tively, close to the predicted value (20.373, eqn [8]).

The normalized shift was equal to 20.347% for
0.9% applied axial strain, which seems to be the limit
of the elastic regime and corresponds to small applied

Figure 13 Experimental setup used for mechanical tuning

demonstration. Reproduced with permission from Benoit G, et al.

(2003) Static and dynamic properties of optical cavities in photonic

bandgap gains. Advanced Materials 15: 2053–2056.

Figure 14 Reflectivity versus wavelength plot showing the shift

of the Fabry–Perot resonant mode of the 240 micron diameter

fiber for three increasing values of the applied axial strain.

Reproduced with permission from Benoit G, et al. (2003) Static

and dynamic properties of optical cavities in photonic bandgap

gains. Advanced Materials 15: 2053–2056.
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loads: 76 and 300 g for the 240 and 460 micron
diameter fiber, respectively. Under higher strains, the
normalized-shift versus strain curves were no longer
linear and the measured loads would start decreasing
slightly with time, which could be a sign of
delamination between the layers and the polymer
core, of plastic deformation and/or of relaxation in
the layers. The stress–strain curves also exhibit an
elastic regime up to approximately 1% strain with a
corresponding Young’s modulus equal to 2.59 GPa
for the 240 mm OD fiber and to 2.39 GPa for the
460 mm OD fiber. These values are slightly lower than
the predicted value, possibly due to relaxation effects
in the polymer and the glass layers (for As2Se3 and
PES, Tg ¼ 175 and 220 8C, respectively).

Wavelength-Scalable Hollow Optical
Fibers with Large Photonic Bandgaps
for CO2 Laser Transmission

Hollow optical transmission fibers offer the potential
to circumvent fundamental limitations associated
with conventional index guided fibers and thus have
been the subject of active research in recent years.
Here we report on the materials selection, design,
fabrication, and characterization of extended lengths
of hollow optical fiber lined with an interior
omnidirectional dielectric mirror. These fibers consist
of a hollow air core surrounded by multiple alternat-
ing submicron-thick layers of a high-refractive-index
glass and a low-index polymer, resulting in large
infrared photonic bandgaps. These gaps provide
strong confinement of optical energy in the hollow
fiber core and lead to light guidance in the funda-
mental and up to fourth-order gaps. We show that the
fiber transmission windows can be scaled over a large
wavelength range covering at least 0.75 to
10.6 microns. The utility of our approach is further

demonstrated by the design and fabrication of tens of
meters of hollow photonic bandgap fibers for
10.6 micron radiation transmission. We demonstrate
transmission of carbon dioxide (CO2) laser light with
high power-density through more than 4 meters of
hollow fiber and measure the losses to be less than
1.0 dB/m at 10.6 microns. This establishes suppres-
sion of fiber waveguide losses by orders of magnitude
compared to the intrinsic fiber material losses.

Silica optical fibers have been extremely successful
in telecommunications applications, and other types
of solid-core fibers have been explored at wavelengths
where silica is not transparent. However, all fibers
that rely on light propagation principally through a
solid material have certain fundamental limitations
stemming from nonlinear effects, light absorption
by electrons or phonons, material dispersion, and
Rayleigh scattering that limit maximum optical
transmission power and increase attenuation losses.
These limitations have, in turn, motivated the study of
a fundamentally different light-guiding methodology:
the use of hollow waveguides having highly reflecting
walls. Light propagation through air in a hollow fiber
eliminates or greatly reduces the problems of non-
linearities, thermal lensing, and end-reflections, facil-
itating high-power laser guidance and other
applications which may be impossible using conven-
tional fibers. Hollow metallic or metallo-dielectric
waveguides have been studied fairly extensively and
found useful practical application, but their perform-
ance has been bounded by the notable losses occurring
in metallic reflections at visible and infrared (IR)
wavelengths, as well as by the limited length and
mechanical flexibility of the fabricated waveguides.
Hollow all-dielectric fibers, relying on specular or
attenuated total reflection, have also been explored,
but high transmission losses have prevented their
broad application. More recently, all-dielectric fibers,

Figure 15 Normalized shift of the Fabry–Perot resonant mode (defined as Dl=l) versus applied axial strain for the 240 micron

(diamonds) and the 460 micron diameter fiber (dots). The curve obtained for the 240 micron diameter fiber is lower because the

experimental 0% strain is likely to correspond to a nonzero positive strain, necessary to keep this thinner fiber straight for the

measurement (equivalent to a load less than 10 g). Reproduced with permission from Benoit G, et al. (2003) Static and dynamic

properties of optical cavities in photonic bandgap gains. Advanced Materials 15: 2053–2056.
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consisting of a periodic array of air holes in silica, have
been used to guide light through air using narrow
photonic bandgaps. Solid-core, index-guiding ver-
sions of these silica photonic crystal fibers have also
been explored for interesting and important appli-
cations, such as very large core single-mode fibers,
nonlinear enhancement and broadband superconti-
nuum generation, polarization maintenance, and dis-
persion management. However, the air-guiding
capabilities of such waveguides thus far remain
inferior to transmission through solid silica, due to
various factors such as the difficulties in fabricating
long, uniform fibers which must have a high volume
fraction of air and many air–hole periods, as well as by
the large electromagnetic (EM) penetration depths
associated with the small photonic bandgaps achiev-
able in these air–silica structures. In our fiber, the
hollow core is surrounded by a solid high-refractive-
index-contrast multilayer structure leading to large
photonic bandgaps and omnidirectional reflectivity.
The pertinent theoretical background and recent
analyses indicate that such fibers may be able to
achieve ultralow losses and other unique transmission
properties. The large photonic bandgaps result in very
shortEMpenetrationdepthswithin the layer structure,
significantly reducing radiation and absorption losses
while increasing robustness. Omnidirectional reflec-
tivity is expected to reduce intermode coupling losses.

To achieve high index contrast in the layered
portion of the fiber, we combined a chalcogenide glass
with a refractive index of ,2.8 As2Se3, and a high-
performance polymer with a refractive index of
,1.55 PES. We recently demonstrated that these
materials could be thermally co-drawn into precisely
layered structures without cracking or delamination,
even under large temperature excursions. The same
polymer was used as a cladding material, resulting in
fibers composed of ,98% polymer by volume (not
including the hollow core) and thus combine high
optical performance with polymeric processability
and mechanical flexibility. We fabricated a variety of
fibers by depositing a 5–10 micron thick As2Se3 layer
through thermal evaporation onto a 25–50 micron
thick PES film and the subsequent ‘rolling’ of that
coated film into a hollow multilayer tube called a fiber
preform. This hollow macroscopic preform was
consolidated by heating under vacuum and cladded
with a thick outer layer of PES; the layered preform
was then placed in an optical fiber draw tower and
drawn down into tens or hundreds of meters of fiber
having well-controlled submicron layer thicknesses.
The nominal positions of the photonic bandgaps were
determined by laser monitoring of the fiber OD
during the draw process. Typical standard deviations
in the fiber OD were ,1% of the OD. The resulting

fibers were designed to have large hollow cores, useful
in high-energy transmission.

SEM analysis (Figure 16) reveals that the drawn
fibers maintain proportionate layer thickness ratios
and that the PES and As2Se3 films adhere well during
rigorous thermal cycling and elongation. Within the
multilayer structure shown in Figure 1, the PES layers
(gray) have a thickness of 900 nm, and the As2Se3

layers (bright) are 270 nm thick (except for the first
and last As2Se3 layers, which are 135 nm). Broad-
band fiber transmission spectra were measured with a
Fourier transform infrared (FTIR) spectrometer
(Nicolet Magna 860), using a parabolic mirror to
couple light into the fiber and an external detector.
The results of these measurements are shown in the
lower panel of Figure 2 for fibers having two different
layer structures. For each spectrum, light is guided at
the fundamental and high-order photonic bandgaps.
Also shown in the upper panel of Figure 2, is the
corresponding photonic band diagram for an infinite
periodic multilayer structure calculated using the
experimental parameters of our fiber (layer thick-
nesses and indices). Good agreement is found
between the positions of the measured transmission
peaks and the calculated bandgaps, corroborated
with the SEM-measured layer thicknesses, verifying
that transmission is dominated by the photonic
bandgap mechanism. In order to demonstrate ‘wave-
length scalability’ (i.e., the control of transmission
through the fiber’s structural parameters) another
fiber was produced, having the same cross-section but
with thinner layers. We compared the transmission

Figure 16 Cross-sectional SEM micrographs at various

magnifications of hollow cylindrical multilayer fiber mounted in

epoxy. The hollow core appears black, the PES layers and

cladding gray, and the As2Se3 layers bright white. This fiber has a

fundamental photonic bandgap at a wavelength of ,3.55

microns. Reproduced with permission from Temelkuran B, Hart

SD, Benoit G, Joannopoulos JD and Fink Y (2002) Wavelength-

scalable hollow optical fibres with large photonic bandgaps for

CO2 laser transmission. Nature 420: 650–653.
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spectra for the original 3.55 micron bandgap fibers to
the fiber with the scaled-down layer thicknesses.

Figure 17 shows the shifting of the transmission
bands, corresponding to fundamental and high-order
photonic bandgaps, from one fiber to the next. The
two fibers analyzed in Figure 17 were fabricated from
the same fiber preform using different draw-down
ratios (fibers with a fundamental bandgap centered
near 3.55 microns have an OD of 670 microns;
those with a gap at 3.1 microns have an OD of
600 microns). The high-order bandgaps are period-
ically spaced in frequency, as expected for such a
photonic crystal structure.

The wavelength scalability of our fibers was further
demonstrated in the fabrication of hollow fibers
designed for the transmission of 10.6 micron EM
radiation. This not only shows that these structures
can be made to guide light at extremely disparate
wavelengths, but that specific useful bandgap wave-
lengths can be accurately targeted during fabrication
and fiber drawing. Powerful and efficient CO2 lasers

are available that emit at 10.6 microns and are used in
such applications as laser surgery and materials
processing, but waveguides operating at this
wavelength have remained limited in length or loss
levels. Using the fabrication techniques outlined
above, we produced fibers having hollow core
diameters of 700–750 microns and ODs of 1300–
1400 microns with a fundamental photonic bandgap
spanning the 10–11 micron wavelength regime,
centered near 10.6 microns. Figure 5 depicts a typical
FTIR transmission spectrum for these fibers,
measured using ,30 cm long straight fibers.

In order to quantify the transmission losses in
these 10.6 micron bandgap hollow fibers, fiber cut-
back measurements were performed. This involved
the comparison of transmitted intensity through
,4 meters of straight fiber with the intensity of
transmission through the same section of fiber cut to
shorter lengths (Figure 18 inset). This test was
performed on multiple sections of fiber, and the results
found to be nearly identical for the different sections
tested. The measurements were performed using a
25 watt CO2 laser (GEM-25, Coherent-DEOS) and
high power detectors (Newport 818T-10). The fiber
was held straight, fixed at both ends as well as at
multiple points in the middle to prevent variations in
the input coupling and propagation conditions during
fiber cutting. The laser beam was sent through
focusing lenses as well as 500 micron diameter
pinhole apertures and the input end face of the fiber
was coated with a metal film to prevent accidental

Figure 18 Typical transmission spectrum of hollow fibers

designed to transmit CO2 laser light. The fundamental photonic

bandgap is centered near a wavelength of 10.6 microns and the

second-order gap is at ,5 microns. Inset: Log of transmitted

power (arbitrary units) versus length of fiber (meters). The slope of

this graph is the loss in dB/m. The measured fiber has a hollow

core diameter of 700 microns. Reproduced with permission from

Temelkuran B, Hart SD, Benoit G, Joannopoulos JD and Fink Y

(2002) Wavelength-scalable hollow optical fibres with large

photonic bandgaps for CO2 laser transmission. Nature 420:

650–653.

Figure 17 Upper panel: Calculated photonic bandstructure

associated with the dielectric mirror lining of the hollow fiber.

Modes propagating through air and reflected by the fiber walls lie

in the bandgaps (white) and within the light cone defined by the

glancing-angle condition (black line). The gray regions represent

modes radiating through the mirror. The fundamental bandgap

has the widest range-to-mid-range ratio, with a region of omni-

directional reflectivity highlighted in black. Lower panel: Compari-

son of transmission spectra for two different hollow fibers of

,30 cm length having similar structure but scaled photonic crystal

(multilayer) period dimensions. The spectrum in gray is from a

fiber with a fundamental photonic bandgap at 3.55 microns; the

black spectrum is from a fiber where the corresponding bandgap

is at 3.1 microns. High-order bandgaps (indicated by arrows) are

periodically spaced in frequency. Reproduced with permission

from Temelkuran B, Hart SD, Benoit G, Joannopoulos JD and

Fink Y (2002) Wavelength-scalable hollow optical fibres with large

photonic bandgaps for CO2 laser transmission. Nature 420:

650–653.
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laser damage from misalignment. The transmission
losses in the fundamental bandgap at 10.6 microns
were measured to be 0.95 dB/m, as shown in the inset
of Figure 18, with an estimated measurement uncer-
tainty of 0.15 dB/m. These loss measurements are
comparable to some of the best reported loss values
for other types of waveguides operating at
10.6 microns. A bending analysis for fibers with a
bandgap centered at 10.6 microns revealed bending
losses below 1.5 dB for 90 degree bends with bending
radii from 4–10 cm. We expect that these loss levels
could be lowered even further by increasing the
number of layers, through optimization of the layer
thickness ratios and by creating a cylindrically
symmetric multilayer fiber with no inner seam
(present here because of the ‘rolling’ fabrication
method). In addition, using a polymer with lower
intrinsic losses should greatly improve the trans-
mission characteristics.

One reasonable figure of merit for optical trans-
mission losses through hollow all-dielectric photonic
bandgap fibers is to compare the hollow fiber losses to
the intrinsic losses of the materials used to make the
fiber. As2Se3 has been explored as an IR-transmitting
material, yet the losses at 10.6 microns reported in
the literature are ,10 dB/m for highly purified
material, and more typically are greater than
10 dB/m for commercially available materials such
as those used in our fabrication. Based on FTIR
transmission and spectroscopic ellipsometer measure-
ments that we have performed on PES, the optical
losses associated with propagation through solid PES
should be greater than 40 000 dB/m at 10.6 microns.
This demonstrates that guiding light through air in
our hollow bandgap fibers leads to waveguide losses
that are orders of magnitude lower than the intrinsic
fiber material losses, which has been one of the
primary goals of hollow photonic bandgap fiber
research. These comparatively low losses are made
possible by the very short penetration depths of EM
waves in the high refractive index contrast photonic
crystal structure, allowing these materials to be used
at wavelengths that may have been thought improb-
able. Another long-standing motivation of infrared
fiber research has been the transmission of high-
power laser light. As a qualitative demonstration of
the potential of these fibers for such applications,
both straight and smoothly bent fibers of lengths
varying from 0.3–2.5 meters were used to transmit
enough CO2 laser energy to burn holes through paper.
The maximum laser power density coupled into our
fibers in these trials was approximately 300 W/cm2,
more than sufficient to burn a homogeneous polymer
material, including PES. No damage to the fibers was
observed when the laser beam was properly coupled

into the hollow fiber core. These results indicate the
feasibility of using hollow multilayer photonic
bandgap fibers as a low-loss wavelength-scalable
transmission medium for high-power laser light.

See also

Diffractive Systems: Design and Fabrication of Diffrac-
tive Optical Elements. Fiber and Guided Wave Optics:
Fabrication of Optical Fiber. Lasers: Carbon Dioxide
Lasers. Spectroscopy: Fourier Transform Spectroscopy.

Further Reading

Abeles F (1950) Investigations on the propagation of
sinusoidal electromagnetic waves in stratified media.
Application to thin films. Annales de Physique 5: 706.

Benoit G and Fink Y, Spectroscopic Ellipsometry Database,
http://mit-pbg.mit.edu/Pages/Ellipsometry.html

Born M and Wolf E (1980) Principles of Optics, 6th edn.
New York: Pergamon Press, p. 67.

Engeness TD, Ibanescu M, Johnson SG, et al. (2003)
Dispersion tailoring and compensation by modal inter-
actions in OmniGuide fibers. Optics Express 11:
1175–1198. http://www.opticsexpress.org/abstract.
cfm?URI ¼ OPEX-11-10-1175

Fink Y, Winn JN, Fan S, et al. (1998) A dielectric
omnidirectional reflector. Science 282: 1679–1682.

Fink Y, Ripin DJ, Fan S, Chen C, Joannopoulos JD and
Thomas EL (1999) Guiding optical light in air using an
all-dielectric structure. Journal of Lightwave Technol-
ogy 17: 2039–2041.

Hart SD, Maskaly GR, Temelkuran B, Prideaux PH,
Joannopoulos JD and Fink Y (2002) External reflection
from omnidirectional dielectric mirror fibers. Science
296: 510–513.

Ibanescu M, Johnson SG, Soljacic M, et al. (2003) Analysis
of mode structure in hollow dielectric waveguide fibers.
Physics Review E 67: 046608-1–8.

Johnson SG, Ibanescu M, Skorobogatiy M, et al. (2001)
Low-loss asymptotically single-mode propagation in
large-core OmniGuide fibers. Optics Express 9:
748–779. http://www.opticsexpress.org/abstract.
cfm?URI ¼ OPEX-9-13-748

Kuriki K, Shapira O, Hart SD, et al. (2004) Hollow
multilayer photonic bandgap fibers for NIR appli-
cations. Optics Express 12: 8.

Soljacic M, Ibanescu M, Johnson SG, Joannopoulos JD and
Fink Y (2003) Optical bistability in axially modulated
OmniGuide fibers. Optics Letters 28: 516–518.

Temelkuran B, Hart SD, Benoit G, Joannopoulos JD and
Fink Y (2002) Wavelength-scalable hollow optical fibres
with large photonic bandgaps for CO2 laser trans-
mission. Nature 420: 650–653.

Yeh P, Yariv A and Hong C-H (1977) Electromagnetic
propagation in periodic stratified media. 1. General
theory. Journal of the Optical Society of America
67(4): 423.

Yeh P, Yariv A and Marom E (1978) Theory of Bragg fiber.
Journal of the Optical Society 68: 1196–1201.

DIFFRACTIVE SYSTEMS / Omnidirectional Surfaces and Fibers 339



Wave Optical Modeling and Design

F Wyrowski, Friedrich-Schiller University, Jena,
Germany

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Why do ray optics dominate the literature on optical
engineering? The major practical reason may be that
historically optical engineering has dealt with systems
for image forming. These systems transform diver-
gent spherical waves from points in an object, into
spherical waves converging to focal points in the
image. Thus, the basic operation of an imaging
system performed by a lens is changing the radius of
curvature of spherical fields. The propagation of
spherical waves is modeled well by geometrical
optics, so long as truncation by apertures and other
high frequency aberrations are not significant. More-
over, the basic merit function in imaging evaluates the
appearance of the image point at its correct location
by so-called dot diagrams. Evaluation of this merit
function requires only a ray bundle representation of
the output field. The combination of a ray represen-
tation with geometrical optics propagation is called
raytracing, which explains the dominance of raytra-
cing in conventional optical engineering. Because the
design of illumination systems is also often based on
principles of imaging, raytracing remains a suitable
technique in that case too. However, systems that
perform general light transformations must apply
wave-optical engineering techniques, which constitu-
tes a generalization of conventional optical engi-
neering. In this sense it includes the modeling of
image-forming systems as a special case.

Modeling Principles

Modeling in wave-optical engineering addresses the
propagation of electromagnetic fields through sys-
tems as illustrated in Figure 1. The introduction of
operators and operands as mathematical tools sim-
plifies a systematic discussion of the modeling
concepts. Formally, an electromagnetic field may be
expressed by the operand f [ Fwith the set of fields F:
The actual form of f [ F depends on the physical
approach chosen to model electromagnetic fields. For
instance, f [ F may stand for a ray bundle, a complex
amplitude, or a coherence function. The photon
source generates a field which acts as the input field f
into the optical system. The quality of the output field
fout is evaluated with the help of a merit function V:

This function may consist of M components which
yields:

VðfoutÞ ¼ {V1ðfoutÞ;…;VmðfoutÞ;…;VMðfoutÞ} ½1�

with Vm : F! Rþ and m ¼ 1;…;M: Each component
Vm defines a mathematical way to obtain one positive
valued quantity for a given fout: Examples are the rms-
value to evaluate the quality of a wavefront, M2-value
to judge the profile of a laser beam, center of gravity
of a light distribution, light transformation efficiency,
and the value of an overlap integral to determine the
coupling efficiency into a fiber. Any property of the
output field can be evaluated by an appropriate
definition of a function Vm, as long as the demanded
field parameters are accessible for the field model in
use. However, it should be mentioned, that it is not
clear a priori, that all quality criteria Vm can be
satisfied simultaneously. How the different Vm are
related is dependent on the application.

The propagation of the input field through the
system is mathematically summarized by the operator
equation:

fout ¼ SðpaÞfin ½2�

with the operator S : F! F: pa stands for all
parameters p1, pa, pA which specify the system, for
instance position of elements, refractive index, sur-
face profiles, and layer thickness. Obviously a full
electromagnetic model of S does not exist for
arbitrary systems. The propagation problem eqn [2]
is much too complex for a wave-optical solution.
However, for a sequential approach the situation is
different. If the propagation through a system is
performed sequentially through the elements and the
homogenous regions, at least approximate wave-
optical methods are available to model the propa-
gation S: In a sequential approach, either the
transmitted or reflected field is considered per region

Figure 1 An optical system may include various types of

elements to perform the desired optical function. Layered media,

free-form surfaces, index-modulated regions, microstructured

interfaces, lenses, and other structured media offer the flexibility

needed to realize general light transformations. Typically

structured media and homogenous regions follow each other.
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of the system. Although this is an approximation, it
turns out to be very useful in wave-optical engineer-
ing. With regard to Figure 2 the sequential approach
is mathematically expressed by

fout ¼ SðpaÞfin ¼PJðnJ;DzJÞSJ21ðpaJ21
Þ· · ·S2ðpa2

Þ

	P1ðn1;Dz1Þfin ½3�

P jðnj;DzjÞ expresses the propagation through a
homogenous dielectric with refractive index nj and
extent Dzj: This type of propagation is also called free
propagation. Sometimes the term free propagation is
restricted to propagation in vacuum; Here it is used
more generally. S jðpaj

Þ models the propagation
through an optical component which is specified by
the parameters paj

:Optical engineering needs physical
models for the field operand f, the free propagation P,
and the propagation S j through elements. The most
fundamental demand in wave-optical engineering is a
wave-optical model to express the field f in hom-
ogenous regions. It is common to restrict to harmonic
fields. The generalization to more general radiation is
often possible by suitable superposition of harmonic
fields. This approach assumes linear optical systems as
typical in optical engineering. From Maxwell’s
equations it follows that harmonic fields in homo-
genous regions are completely specified if two
independent field components are determined in one
plane z0 within the region. Therefore, the electro-
magnetic field operand takes the form:

fðx; y; z0Þ ¼ ½Exðx; y;z0Þ;Eyðx; y; z0Þ� ½4�

with the complex amplitudes Ex and Ey of the x and y
components of the electric field vector. Because the
knowledge of fðx; y; z0Þ allows the direct calculation
of the missing complex amplitudes Ez, Hx, Hy, Hz

via Maxwell’s equations, the entire electromagnetic
harmonic field in a homogenous region is specified
by eqn [4].

With respect to the two components of the field
operand f propagation operators S are 2 £ 2-matrices

of the form:

S ¼

8<
:Sxx Sxy

Syx Syy

9=
; ½5�

In the case of a diagonal matrix, that is
Sxy ¼ Syx ¼ 0, Ex and Ey propagate independently
and are considered decoupled channels of the system.
If in addition Sxx ¼ Syy, both channels behave
identically, and it is sufficient to model only one
channel. This is often referred to as the scalar model.
Of course, also in the scalar model the electro-
magnetic field still consists of two independent
components and maintains its vectorial nature.

Numerical implementation of eqn [3] for the field
operand of eqn [4] constitutes the backbone of
modeling in wave-optical engineering.

Free Propagation

The propagation P of harmonic fields f through
homogenous regions of a system has a rigorous
electromagnetic solution in form of the spectrum of
plane waves integral which yields:

fðx;y;z$z0Þ¼PSPWfðx;y;z0Þ

¼

0
@PSPW 0

0 PSPW

1
A
0
@Exðx;y;z0Þ

Eyðx;y;z0Þ

1
A

¼

0
B@F21�½FExðx;y;z0Þ�e

iðkxxþkyyþkzDzÞ

F21�½FEyðx;y;z0Þ�e

iðkxxþkyyþkzDzÞ

1
CA ½6�

with the Fourier transform F and Dz¼z2z0: The
term FEðx;y;z0Þ is called spectrum of planewaves
(SPW). The operator matrix is diagonal and
PSPW¼Pxx¼Pyy, that means the x- and y-com-
ponents propagate independent of each other accord-
ing to the same formula in homogenous dielectrics.

Figure 2 Formally a system may be subdivided into a sequence of homogenous dielectrics like air and inhomogeneous regions which

include the elements. We indicate a region by the letter j.
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In this sense, free propagation is a scalar problem
which allows the convenient use of Uðx;y;zÞ instead of
two field components for the sake of simpler mathe-
matical expressions.

Equation [6] allows the derivation of other
rigorous versions of the free propagation operator
PSPW, for instance Rayleigh’s integral formula, which
is well-known from diffraction theory. Moreover,
eqn [6] leads to important approximate operators for
far-field propagation and the propagation of paraxial
fields. Propagation of a field into its far field is given by
the operator:

UðrsÞ ¼ P farUðx; y; z0Þ

¼ 2i2pksz½FUðx; y; z0Þ�lðksx;ksyÞ

expðikrÞ

r
½7�

with the wave number k ¼ 2pn=l, r ¼ lrl ¼�
x2 þ y2 þ ðDzÞ2


1=2
, and the direction vector s ¼

ðsx; sy; szÞ ¼ r=r: Here, and in what follows, l denotes
the vacuum wavelength. lðksx;ksyÞ

indicates the vari-
ables to be inserted into the Fourier transformed field.
Though the far-field formula is derived for r !1, it is
also of great practical value for the propagation of
fields generated by nonparaxially emitting sources
like laser diodes. Roughly speaking eqn [7] predicts a
spherical wave in the far field which is modulated by
the spectrum of planewaves of the field in z0: P far

propagates from the plane z0 to the spherical surface
with radius r and not to a plane z.

The paraxial approximation of eqn [6] follows if
the spectrum of planewaves FUðx; y; z0Þ possesses
significant values only for small kx and ky, that is if
both electric field components propagate approxi-
mately along the z-axis. The resulting propagation
operator is known as Fresnel’s integral formula. In
practice, its formulation with the Fourier transform
F is typically more suitable:

Uðx; y; z $ z0Þ ¼ PparaxialUðx; y; z0Þ

¼
k exp½ikDz�

i2pDz
exp

"
ikðx2 þ y2Þ

2Dz

#

	

�������
8<
:F

0
@exp

"
ikðx2 þ y2Þ

Dz

#
Uðx; y; z0Þ

1
A
9=
;
�������
ðx;yÞn=lDz

½8�

lðx;yÞn=lDz indicates the variables to be inserted after
Fourier transform. The far-field approximation of
eqn [8] leads to the well-known Fraunhofer diffrac-
tion formula.

Equations [6]–[8] provide fundamental operators
for the propagation of fields in wave-optical engin-
eering. All integrals are based on Fourier transforms

which allows the application of the fast Fourier
transform (FFT) in practice. Dependent on the
propagation technique, one or two FFTs must be
performed. In practice, the sampling of fields is of
great concern. Naturally the amount of data should
be as small as possible. According to the rigorous
propagation operator eqn [6] the ðx; yÞ-coordinate
system and therefore the sampling period in z0 and z
are identical, that is, scaling does not occur. As
illustrated in Figure 3, that can lead to an enormous
amount of data for large propagation distances. For
demonstration purpose the field amplitude depicted
at the top is chosen. The field window has the size
1 mm £ 4 mm. The wavelength l is 632.8 nm, n ¼ 1,
and the sampling distance 10 mm. That results
in 100 £ 400 sampling points. Propagation of this
field with the spectrum of planewave operator
maintains the size of the field window. The resulting
field for a propagation distance Dz ¼ 10 mm is
shown in the middle. Because of diffraction, the
field widens. As long as the initial window is large
enough to encompass the propagated field, the
propagation method works well. At the bottom, the
resulting field for Dz ¼ 200 mm is shown. The field
exceeds the size of the window and that leads to
numerical errors (aliasing). This can be avoided by
embedding the initial field into a window which is
large enough with respect to the expected size of the
propagated field. As a result, one obtains the

Figure 3 Illustration of numerical properties of the spectrum of

plane wave propagation technique. The field amplitude depicted

at the top is numerically propagated in free space and the

distributions in the middle and the bottom are obtained. The

simulations in this and all following figures were performed.

The simulations in this and all following figures were performed

with the wave-optical engineering software VirtualLabe from

LightTrans GmbH.
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demanded accuracy at cost of increasing data
memory requirements and computation time.
Thus in practice the SPW propagation operator is
particularly suitable for short distances. Fortunately
the paraxial propagation operator eqn [6] possesses a
complementary behavior. Because of ðx; yÞn=lDz, the
ðx; yÞ-coordinate system changes its scaling with the
distance. As illustrated in Figure 4, that makes it
well suited for large propagation distances but
problems occur for small ones. Therefore, all paraxial
propagation problems have an efficient numerical
solution by a suitable combination of Pparaxial

and PSPW: In the nonparaxial case the far-field
operator eqn [7] often helps to realize a numerically
efficient propagation for large distances. However,
there are sometimes situations, in which free
propagation of nonparaxial fields causes significant
numerical problems.

Propagation Through Elements

The propagation of harmonic fields f through
elements is a challenging task. For example, Figure 5
illustrates propagation through smooth or micro-
structured interfaces between two homogenous
media. The field f1ðx; y; z1Þ should be determined if
f0ðx; y; z0Þ, the shape of the interface, and the

refractive indices n0 and n1 are known. The reflection
mode of operation can be formulated analogously.
It is remarkable that this basic problem possesses a
rigorous solution only for a few special interface
geometries. Of particular importance are the rigorous
solutions for plane and periodic interfaces. In the first
case, the solution comprizes Snell’s law of refraction,
the law of reflection, and Fresnel’s formulae. Grating
theory provides the solution for periodic interfaces. It
is possible to use these methods also for nonperiodic
interfaces but at the cost of immense computational
effort. Thus, they are only practicable for structures
with detail no larger than a few wavelengths. For
general interfaces, accurate approximate methods are
required. One approach is to decompose a general
propagation problem into a set of simpler problems
that can be solved rigorously. The results are then
combined to obtain an approximate solution of the
original problem. Two basic concepts for subdividing
the general problem are: (i) Decomposition of the
incident field into laterally truncated fragments which
illuminate elementary fractions of the interface. (ii)
Decomposition of the response of the interaction of
the incident field with the interface into approxi-
mately independent ones related to local interface
features. The first technique is referred to as local
elementary interface approximation (LEIA) and the
second one as local independent response approxi-
mation (LIRA). Elementary interfaces of particular
importance are plane, periodic, and spherical ones.

The local plane interface approximation (LPIA) is
of particular importance in wave-optical engineering.
Figure 6 illustrates the basic concept for the example

Figure 4 Starting from the same input field and the same

distances as in Figure 3 the propagated fields depicted in the

middle and the bottom are obtained using the paraxial propagation

operator. Because of the inherent scaling the field window sizes

are 632:8 mm £ 632:8 mm and 12:656 mm £ 12:656 mm, respect-

ively. The number of sampling points remains unchanged.

Obviously, the field in the middle is too small to encompass the

propagated field and numerical errors occur. For the long distance

the field size is perfectly matched to the field size obtained by

propagation.

Figure 5 A planewave f0 propagates through an interface

between two homogeneous dielectrics with refractive index n0 and

n1: The interface is of general shape and therefore a rigorous

solution of the propagation problem does not exist. The virtual

planes in z0 and z1 encompass the interface in a way which

minimizes the distance z1 2 z0:
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of a plane incident field. It has been proven that the
approximation of geometrical optics propagation
within the regions of the component, here that
means between z0 and z1, provides results which are
surprisingly accurate in numerous situations of
practical interest. A full wave-optical version of
LPIA is currently under research and development.
In general, however, LPIA is applicable if the
characteristic lateral extent of the local modulation
of the interface is not close to the wavelength. It
should be emphasized that LPIA is, as most other
approximate propagation techniques, a 2 £ 2 matrix,
like eqn [5], with nonvanishing components. That
means, for instance, that in general, an Ey-component
occurs in z1 even if Ey ¼ 0 in z0: That is, the two field
channels experience crosstalk. A further approxi-
mation in geometrical optics LPIA, popular in Fourier
optics holography, and diffractive optics is the thin
element approximation (TEA). Geometrical optics
LPIA leads to TEA if refraction and the local
dependence of Fresnel losses at the interface are
neglected. Obviously, that is allowed only if all angles
involved, including the slope of the interface and the
direction of the input field, are small. Therefore, TEA
is a paraxial and geometrical optics approximation.
Moreover, small local slopes of the interface lead to a
restriction to thin elements, which explains the name
TEA. It is also referred to as scalar approximation,
because the operator matrix becomes diagonal with
STEA ¼ Sxx ¼ Syy, that means the two field channels
propagate independently according the same formula

through the interface. In the thin element only
approximation the dependence of the optical path
through the element on position ðx; yÞ is considered
and mathematically takes the form:

Uðx; y; z1Þ ¼ STEAUðx; y; z0Þ

¼ cFresnelUðx; y; z0Þ exp

�
i2pn1ðz1 2 z0Þ

l

�

£ exp

�
i2phðx; yÞðn0 2 n1Þ

l

�
½9�

with the vacuum wavelength l: The profile height
hðx; yÞ is expressed as the distance from z0 to the
interface. Propagation through an interface between
dielectrics modeled with TEA affects the phase of the
incident field proportional to the profile height. The
magnitude remains unchanged besides a constant
factor cFresnel , due to Fresnel’s equations. If complex
valued refractive indices are taken into consideration,
absorption results in an amplitude modulation
completely analogous to the phase modulation
described in eqn [9]. This way it is also possible to
address the propagation through apertures and the
combination of STEA with P leads to the well-known
diffraction integrals. In fact, Kirchhoff’s boundary
conditions of field propagation through a hole in a
completely opaque screen can be interpreted as TEA
for complex valued refractive indices.

The simple form of the TEA operator allows a
straightforward numerical implementation. The field
operand and the profile are equidistantly sampled and
the resulting field is sampled analogously. That makes
the combination of STEA with numerical implemen-
tations of the free propagation operators P easy. As
soon as refraction is considered in geometrical optics
LPIA, the equidistant sampling of the output field is
destroyed which enforces additional interpolation
effort before a free propagation by fast Fourier
transforms can be implemented, because fast numeri-
cal Fourier transform algorithms require an equidi-
stant sampling.

In wave-optical engineering the combination of
geometrical optics LPIA with a wave-optical field
model is mandatory. In this context it is instructive to
mention, that its combination with a ray-bundle
representation of the incident electromagnetic field
leads to raytracing through the interface, that is it
reduces to the basic technique in conventional optical
engineering.

Similar to LPIA it is possible to consider linear
gratings as elementary local interface and the local
linear grating approximation (LLGA) results. It is of
special concern for all types of diffractive elements,
for which the interface can locally considered

Figure 6 If a lateral fraction of the input field is propagated

towards the interface, it is often possible to laterally restrict the

major part of the propagated field to a local plane interface.

Because of diffraction it is never possible to do that rigorously.

Neglecting diffraction in the region between z0 and z1 provides a

simple model to propagate a section of the incident plane field

through the interface. Fresnel’s formulae and Snell’s law of

refraction can then be applied directly to obtain the transmitted

plane field, which is propagated to the plane z1:
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periodically. An important example is given for
diffractive lenses in the outer zones of high numerical
aperture lenses. In the center and for low numerical
aperture TEA is appropriate for propagating through
diffractive lenses.

Design Principles

The design problem in wave-optical engineering can
be stated as follows: specify system parameters pa in
a way that ensures for a given input field fin an
output field fout which satisfies the quality criteria
defined by the merit functions Vm: In addition, one
may demand a system which is most simple,
particularly cheap, or various other system properties
of concern in practice.

Design constitutes an optimization problem.
Restrictions to the system parameters and the merit
function sets design constraints as well as design
freedoms.

System parameters can be restricted, for instance,
by the materials available, the maximum size of a
system, and types of element profiles. Within these
limits the system parameters are chosen freely during
optimization to achieve the optical function.

The merit functions determines which parameters
of the output field are important and should be
emphasized, for instance the intensity distribution.
All output fields, whose parameters satisfy the
constraints satisfy the design problem. In most
applications, not all field parameters are constrained.
For instance, in laser materials processing or illumi-
nation applications, the merit function is related to
energy quantities and then the phase of the output
field can be used as a free parameter distribution.
Moreover, the output field is typically not constrained
in the entire output plane, but only in so-called signal
regions, which introduces freedom of amplitude
outside the signal regions. Hence, dependent on the
application, there exist field parameters that can be
chosen partly or completely free during design.

Successful design strategies use the freedoms to
improve the matrix function. It is often not clear a
priori, if a solution does exist. Then the field
constraints are satisfied as good as possible in terms
of the merit function.

In imaging systems, typical system parameters
include, for instance, distances, refractive indices,
curvature of lenses, and parameters to specify
aspherical surfaces. For high-end lens systems, the
resulting number of parameters can be large, but they
are still small enough to utilize parameter optimiz-
ation algorithms if the designer starts with a
reasonable initial guess. In wave-optical engineering,
the number of system parameters can become huge

due to the generalized nature of the structures, which
typically prevents the use of system parameter
optimization techniques. For example, the profile of
diffractive elements is typically specified by 104–106

parameters. Thus a direct optimization of the system
parameters, which requires the evaluation of SðpaÞ

(see eqn [3]) after any change of system parameters
pa, is not realistic.

Instead of optimizing the system parameters
directly, which is referred to as design in the structural
embodiment of the system, a technique wellknown
from Fourier optics and diffractive optics can be
generalized for wave-optical engineering. It does not
start with structure related element parameters but
replaces all or at least some of the operators S jðpaj

Þ of
eqn [3] by mathematical operators T jðttj

Þ: tt denotes
the parameters of T : The propagation operator
through a system expressed in this functional
embodiment has the form:

fout ¼ S functionalfin

¼ PJðnJ;DzJÞT J21ðttJ21
Þ· · ·T 2ðtt2

Þ

£P1ðn1;Dz1Þfin ½10�

if all propagations through elements are expressed in
functional form. A very important example of a
functional operator T is given by a simple multipli-
cation of both field components with identical or
different complex functions tðx; yÞ, that is:

T tðttÞfin ¼

0
@ txxðx; yÞ 0

0 tyyðx; yÞ

1
Afinðx; yÞ ½11�

The values of both tðx; yÞ form the parameters tt
of T : The functions tðx; yÞ are also called ideal
transmission functions of elements. Of special interest
are phase-only transmission functions tðx; yÞ ¼
exp½itðx; yÞ� (see discussion below). If tðx; yÞ ¼
txxðx; yÞ ¼ tyyðx; yÞ, the design is simplified. Fortu-
nately, in most actual applications this assumption is
valid.

Designing in the functional embodiment requires
the evaluation of S functional instead of S of eqn [3],
which reduces the numerical complexity enormously.
That improves the likelihood for developing efficient
design algorithms to optimize the distances Dzj, the
refractive indices nj, and parameters ttj

:

The design in the functional embodiment does not
deliver the structure parameters of elements but only
parameters tt of the operator T which gives
information about how a field should be changed at
the position z where T takes effect. Thus, in a next
design step, elements must be obtained which cause
the required effect. This so-called structure design
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step is also generally challenging because it requires
the solution of an inverse propagation problem
through interfaces. For a further discussion the most
important T , that is the transmission type operator
of eqn [11], is considered. For the sake of simplicity
tðx; yÞ ¼ txxðx; yÞ ¼ tyyðx; yÞ is assumed. Then, a
solution which uses geometrical optics LPIA in
combination with phase-only transmissions is
known in the form of a recursive structure design
strategy. In its paraxial approximation, that is TEA,
the solution becomes very simple. For a transmission
tðx; yÞ ¼ exp½itðx; yÞ�, obtained from a functional
design, an element with a surface profile:

hðx; yÞ ¼
lt ðx; yÞ

2p ðnelement 2 nfreeÞ
½12�

results from eqn [9]. The refractive index of the
element is denoted by nelement and the homogenous
region behind the element has the index nfree, eqn [12]
constitutes a direct relationship between the phase
values of the transmission function and the profile
hðx; yÞ: This structure design technique is accurate for
all paraxial situations. However, it is also a reason-
able method for nonparaxial structure design since it
provides an initial profile for further optimization.
Obviously it is applicable for phase-only transmission
functions only. That underlines the importance of this
type of functional operator for the design in the
functional embodiment. Often the fabrication of
profiles is done with lithographic techniques which
result in surface reliefs with a few discrete height
levels, that means the profile h(x, y) is quantized.
According to eqn [12] a quantization of h(x, y)
directly leads to quantized phase values t (x, y). This
quantization must be taken into account when
designing t (x, y). An example should serve to discuss
further aspects of structure design according to eqn
[9]. A fundamental transmission in various appli-
cations is the phase of a spherical wave and its
paraxial version, the quadratic phase. An example of
a spherical phase t ðx; yÞ is shown in Figure 7 where
the 2p-modularity of the exponential function is
taken into account – as normal for phase data which
has been obtained by numerical calculations. Insert-
ing this phase into eqn [9] leads to the profile of a
diffractive lens. Because of the use of inverse TEA for
structure design it works as demanded for moderate
numerical apertures and starts to suffer from aberra-
tions for large numerical apertures because of
electromagnetic effects in the very outer zones. It is
also possible to unwrap the phase before inserting it
into eqn [9]. Then a smooth surface, that is a
refractive spherical lens, results. It is well-known
that a spherical lens works accurately in the paraxial

domain and suffers from aberrations for moderate
and large numerical apertures, which are more severe
than for the diffractive lens. The use of inverse
geometrical optics LPIA as a structure design
technique is not restricted to the paraxial domain
and therefore it leads to a suitable aspherical surface
in order to ensure a spherical phase transmission for
larger numerical apertures too. This is illustrated in
Figure 8. The lens example shows another advantage
of the two-step design method, which consists of the
design in the functional embodiment prior to the one
in the structural form of the element. In the functional

Figure 7 The phase of a spherical phase in the 2p-modulo

representation. This phase can be unwrapped which leads to a

smooth spherical phase which varies from 0 to various 2p: The

noisy edges are due to the use of a cartesian coordinate system.

Figure 8 Application of the thin lens approximation for structure

design leads to a spherical surface for a spherical phase-only

transmission. The corresponding surface is depicted by the dotted

line. If geometrical optics LPIA is used for structure design, an

aspherical surface is obtained as required. The aspherical surface

is depicted by the solid line. The height of the surfaces are shown

as function of the radius r. Naturally the difference between TEA

and geometrical optics LPIA occurs for larger r only.
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form the transmission is obtained. It is not necessary
to decide about the use of a diffractive or a refractive
element in an early stage of the design. Moreover, it
provides the designer with insight into selecting
optical elements to achieve the function. If the
phase-only transmission can be unwrapped, a refrac-
tive as well as a diffractive element can be used. An
optical engineer has the freedom to decide about the
suitable choice taking fabrication, size, costs, and
other additional constraints into account. However,
as soon as the phase-only transmission includes so-
called vortices, unwrapping is not possible and
diffractive optics is mandatory. An example of a
vortex is shown in Figure 9. It turns out that
vortices are more likely to appear in wave-optical
engineering the less image-like the optical function is

(see also last section). It is important to note, that
functional design assumes a diagonal operator
matrix, that is, it excludes crosstalk of the two field
channels. Transferring the system into a structural
form may violate this assumption because of vectorial
effects in the nonparaxial domain. For instance,
geometrical optics LPIA in general does not corre-
spond to a diagonal operator. Therefore, it is neces-
sary to analyze the final system for fin – even in the
case of linear polarized light – using more accurate
propagation techniques than STEA if it is not ensured
that the paraxial approximation is accurate enough.

The so-called thin lens, or ideal lens, in conven-
tional optical engineering constitutes a special case of
the two-step design strategy. In the first design step,
distances and lens focal lengths are determined,
without taking into account the actual shape of a
lens. In the second step lenses, or even lens systems,
are inserted according to the position and the focal
length specified in the first step. Thus, wave-optical
engineering extends our understanding by broad-
ening established methods in optical engineering.

Fundamental Systems

A smart approach to design minimizes the number of
elements required to achieve a desired light trans-
formation. Thus, it is logical to try a functional design
with a system of the form:

Uoutðx; yÞ ¼ S functionalUinðx; yÞ

¼ Pðnfree;DzoutÞ exp½it ðx; yÞ�

£Pðnfree;DzinÞUinðx; yÞ ½13�

which is illustrated in Figure 10. One phase-only
transmission, properly placed between the input and
the output plane, should realize the desired trans-
formation of the function. Scalar terminology is used,
because both components are decoupled in the
functional embodiment.

Figure 9 Illustration of a single vortex of charge one. The phase

varies from 0 to 2p: Because of the vortex, this phase is not

unwrappable, that means a smooth phase function cannot be

obtained. The transition in the phase function requires a

microstructure in the profile of the element, which generates this

phase-only transmission.

Figure 10 A basic system for light transformation can be described functionally by two propagations through homogeneous dielectrics

with refractive index nfree and one phase-only transmission function. (b) If the second propagation is replaced by an operation in

functional form, here the Fourier transform, the setup shown on the right side results.
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If the output field is completely specified by the merit
function, for instance: if the complex amplitude of a
laser beam should be transformed into another one,
the so-called amplitude matching strategy is a very
powerful technique to solve the design problem stated
by eqn [13]. In amplitude matching one determines the
Distances Dzin and Dzout such that the inverse
propagated Uout and the forward propagated Uin

possess identical magnitudes. If such distances exist,
the transformation can be realized using a phase-only
transmission in the plane zt: The phase simply follows
from the ratio of the propagated fields. If no distances
exist where amplitude matching occurs, the design
problem has no solution and at least one more
transmission function must be introduced.

As mentioned above, in numerous applications the
output field is not specified completely. In particular,
phase is often a free parameter. Then, an even simpler
system approach than the one suggested by eqn [13],
often leads to reasonable solution. Instead of
Pðnfree;DzoutÞ, a Fourier transform is assumed, then if,

Uoutðkx;kyÞ ¼ S functionalUinðx; yÞ

¼ F {exp½it ðx; yÞ�Pðnfree;DzinÞUinðx; yÞ} ½14�

The output field is expressed in k-coordinates as long
as the system is discussed in functional form. For a
functional design the distance Dzin is of no concern,
however it must be chosen together with the structure
design as discussed below. Thus, in functional design,
one concentrates only on the design of the trans-
mission function. The iterative Fourier transform
algorithm (IFTA), an extremely powerful algorithm,
has been developed to accomplish this design. Its
principle is illustrated in Figure 11. The algorithm
sequentially applies constraints on the transmission
and in the Fourier plane. Properly controlled, the
algorithm converges to a Fourier pair for which the
transmission plane constraint is satisfied completely
and the Fourier domain constraint is satisfied as
accurately as required by the merit function. The
initial distribution is of enormous importance for a
successful transmission design. Typically the initial
distribution is defined in the Fourier plane as shown
in Figure 11. A field Usigðkx;kyÞ is chosen, which
satisfies the merit function. It is called the signal field.
Because of design freedoms such as phase, typically
there exists a set of signal fields Fsig: If phase freedom
is available, any field with the desired amplitude and
an arbitrary phase is an element of Fsig and can be
used as initial distribution of the IFTA. Dependent on
the application, the choice of the phase is of
fundamental concern. In the following we assume

phase freedom is available, but IFTA is also useful if
this is not the case.

It is helpful to distinguish between two types of
signal fields. If amplitudes for only a finite number of
discrete k-values, (i.e., angles or directions), need to
be determined, the transmission acts as a diffractive
beamsplitter. In all other cases more general light
transformations are concerned.

The constraints in the transmission plane follow
from the structure design. In most cases the structure
design is done by TEA according to eqn [12]. Then,
phase-only transmissions are required. Typically the
fabrication of the corresponding element profile
demands a phase quantization in addition. Both
constraints have been intensively investigated for
the IFTA.

As mentioned above, practically signal fields are
always restricted to one or more signal regions of
finite extent. For example, a detector has finite extent.
Outside of these regions the signal may be unrest-
ricted or only partially restricted. This freedom in
amplitude outside the signal regions is fundamental
for a successful design of phase-only transmissions. It
has been shown, that the only phase-only function
whose Fourier transform exists over a finite area is a
linear phase. The transform of all other phase-only
functions contribute energy outside of the signal
regions. In other words, the use of amplitude freedom
is mandatory. Energy losses due to stray light outside

Figure 11 Illustration of the basic principle of the iterative Fourier

transform algorithm (IFTA). By a sequential satisfaction of

constraints in the signal and the transmission plane, the design in

the functional embodiment can be accomplished. If both

constraints are satisfied accurate enough, the IFTA is terminated

with a final satisfaction of the transmission plane constraints.

The depicted IFTA version can be generalized by replacingF byP

or any S:
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the signal region cannot be avoided. As a result, it is
not possible to generate the desired response with
100% efficiency. For any given signal field Usig an
upper bound hboundðUsigÞ of the achievable efficiency
hðUsigÞ of light transformation with a phase-only
transmission has been derived, that is hðUsigÞ #

hboundðUsigÞ: The equal sign is only valid for the
special case of a linear phase transmission, for which
the signal field consists of one k-direction only. Then
hboundðUsigÞ ¼ hðUsigÞ ¼ 1 is obtained. After structure
design for a linear phase-only transmission with TEA,
a so-called blazed grating results. If TEA is a sufficient
approximation one concludes that a blazed grating
has a theoretical efficiency of 100%. For all other
signals the theoretical efficiency is smaller than
100%. Moreover, the upper bound is a function of
Usig and thus also of its phase. Therefore, in a first
step of a transmission design it is recommendable to
perform a phase synthesis which maximizes the
upper bound. This first design step delivers infor-
mation about achieveable efficiency and a suitable
initial signal field for the IFTA.

If fabrication requires phase quantization, ampli-
tude freedom can be used to separate quantization
noise from the signal regions. Unfortunately this
reduces the achievable efficiency even more. If the
phase to be quantized is homogenously distributed,
the upper bound for a phase-only transmission
quantized to Q equidistant phase levels is given by:

hboundðUsig;QÞ ¼ sinc2

"
1

Q

#
hboundðUsigÞ ½15�

For the special case of linear phase, the well-known
formula hðQÞ ¼ sinc2½1=Q� follows. The values of
sinc2½1=Q� and therefore of quantized blazed
gratings in the paraxial approximation are 0.405,
0.812, 0.950, 0.987, and 0.997 for Q ¼ 2, 4, 8, 16,
and 32, respectively. This result does not mean that,
for example, a diffractive beamsplitter with a
splitting ratio 1 : Mbeams and 16 height levels will
provide ,99% efficiency. According to eqn [15], the

theoretical values are smaller and depend on Mbeams

because hboundðUsigÞ depends via Usig on Mbeams: If
fabrication processes and the inherent imperfections
are taken into consideration, the values decrease
even more. As a rule of thumb, it is possible to claim
that efficiencies larger than 90% are always challen-
ging to obtain. With sophisticated design and
fabrication techniques, efficiencies larger than 80%
are reasonable.

Up to now, we have discussed only the importance
of the signal field phase to efficiency. But the phase of
the initial signal field has another extremely import-
ant effect on the result of the transmission design.
From mapping-type considerations, a smooth initial
signal field phase can be constructed in order to
realize a light transformation. An example is illus-
trated in Figure 12. It shows the central part of the
phase of the transmission function which transforms
a Gaussian input beam into a flat-top line beam.
Because of the smooth signal phase also the trans-
mission phase is smooth and therefore unwrappable.
This approach is typical for a so-called beam shaping
design. It requires a well-defined input beam and high
accuracy in adjustment of the beam shaping optics to
obtain the output field with good quality. If, instead
of a smooth initial phase, a random one is applied, the
situation illustrated in Figure 13 (left) is achieved.
Here the phase of the transmission looks random,
which is typical for beamsplitter and diffuser. Because
such phase functions possess numerous vortices, they
do not allow an unwrapping. Thus, diffractive
elements are the logical result of structure design.
An example is shown in Figure 13 (right).

Figure 14 shows how light from a laser diode passes
through the diffuser element of Figure 13 (right). The
radiation is transformed into an intensity pattern that
depicts the ‘skyline’ of Jena. Although globally the
intensity possesses the requested shape, a closer look
shows that the intensity distribution is speckled.
However, in numerous applications this is not a
problem so long as the size of the speckles is
well adapted to the resolution of the detector.

Figure 12 The input beam on the left propagates through the transmission function the central part of the phase of which is shown in

the middle and in the signal plane the amplitude shown on the right results. This Gaussian-to-line transformation is a typical beam

shaping design task.
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This technique is called diffuser-type light transform-
ation. The appearance of the global intensity distri-
bution is robust against variations in the input beam
and thus is well-suited also for partial coherent
illumination, for example radiation from an excimer
laser and LED. In that case, even the appearance of
speckles is reduced or vanishes completely. The
mapping-type and the diffuser-type approach to
choose the initial signal phase constitute two extreme
cases of a great variety to control basic aspects of
light transformation using different initial phases.

After choosing a suitable initial signal field
Usigðkx;kyÞ the IFTA typically performs well and a
transmission function is obtained, which leads to
lUoutðkx;kyÞl

2
/ lUsigðkx;kyÞl

2 in the signal region
with minimum error. In the next step the structural
design must be performed. The structure of the
element is calculated via eqn [12].

Besides designing structure to produce the desired
transmission function one needs to realize optically
the Fourier transformation. Placing the observation
plane in the far field behind the element is the most
straightforward way to achieve this. However, field
Fourier transformation can also be realized by lenses
as shown in Figure 15. From simple geometric
considerations using paraxial approximation one
obtains:

a ¼
2pnfree

lfe

½16�

Each system produces a Fourier transform that is
scaled specially by a, where the output field is
considered in a dielectric with refractive index nfree:

The effective focal length fe is equal to the focal length
of the lens if the element is placed in front of the lens
(see top of Figure 15), the distance of the element to the
lens is of no concern for the resulting intensity,

however it is recommended to minimize the distance
between element and lens for elements with deflection
angles close to the paraxial limit. That avoids light
losses due to truncation by the lens aperture. If
the focal length itself is chosen as the distance of the
element to the lens, a so-called 2f -setup results,
which generate, in addition to the correct magnitude,
the correct phase of the Fourier transformation in the
focal plane. If an alternative distance to the lens is
used, an additional quadratic phase occurs in the
focal plane. If the element is placed behind the lens
(see middle row of Figure 15), fe is the distance
between element and focal plane. This setup provides
some freedom in adjusting the output scaling. On the
other hand, it requires an accurate adjustment of
position to obtain a specific scaling. This is not
required for the first setup. In order to obtain a specific

Figure 13 A typical phase distribution of a transmission (left) which results from design with IFTA for a random initial signal field

phase. Numerous vortexes prevent its unwrapping. Therefore, structure design leads to diffractive elements. Then, a quantization of the

phase is demanded in most cases. An example is shown on the right-handed side. It depicts a portion of a four level diffuser which results

in the output field shown in Figure 14. The pixel size is 400 nm and the corresponding element was designed and fabricated in a

cooperation of LightTrans GmbH and the Institute of Applied Physics at the University of Jena.

Figure 14 Optical demonstration of the use of a diffuser (see in

Figure (right)) transforming a laser diode beam into an intensity

displaying the ‘skyline’ of Jena. No additional optical element is

needed! Stray light appears but is laterally separated from the

desired signal and thus it is easy to be filtered.
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scaling of the output field Uoutðax;ayÞ; the effective
focal length and the size of Usigðkx;kyÞ in the k-space
must be chosen properly according to eqn [16].
In addition to the size of the output field, its resolution
is also of fundamental importance. According to
eqn [14] and the convolution theorem the output
field is given by

Uoutðkx;kyÞ ¼ F exp½it ðx; yÞ� pFPðDzinÞUinðx; yÞ

½17�
where p denotes the convolution. For a constant
transmission function one would obtain the focus
of the input beam. In functional embodiment that is
FPðDzinÞUinðx; yÞ only. In the structural form, the

focus of the beam must be calculated by propagating
the input field through the system without the
transmission function. The Fourier transformed trans-
mission function, that is F exp½it ðx; yÞ�, is convolved
with this beam focus in order to obtain the resulting
output field. In beamsplitting that means a replication
of the beam. In general the output field can be
understood as being composed of numerous replicated
beam foci which are overlapping. That makes
plausible that the size of the focus of the input beam
limits the resolution of the whole output field. The size
of the focus is determined by the basic beam focusing
lens system and not by the diffractive or refractive
element. In conclusion, a highly resolved output field
requires a focusing optic with high numerical aper-
ture. For examples, it is not possible to obtain a flat-top
beam profile from a Gaussian beam where focus has
the same size as the flat-top should have. The steeper
the sidewalls of the flat-top profile, the smaller must be
the focal spot without the beam shaping element. The
choice of a suitable numerical aperture of the lens
system must be done before the transmission design is
performed because it also determines the extent of the
transmission function. The distance Dzin must be
chosen in such a way that ensures that the propagated
input field illuminates the whole aperture of the
system.

If a high numerical aperture on the output side is
required to achieve a high resolution, the setup in the
middle of Figure 15 should be avoided and the first
setup is preferable. Otherwise the element would be
illuminatedbyahighlynonparaxialfieldwhichviolates
the structure design with TEA. With the same
argument, but now on the input side, an input field
with high divergence should be at least partly colli-
matedtoachieveaparaxial illuminationoftheelement.
Then, the setup at the bottom of Figure 15 results.

For nonparaxial light transformation, that means
the output field is large and hence the transformation
requires nonparaxial deflection of the input field;
the described transmission and structure design is
still useful to obtain an initial design for a further
optimization by wave-optical modeling techniques.

Though a Fourier approach to obtain general light
transformations seems rather restricted, it covers a
broad field of applications. The combination of
suitable beam optics with the refractive free-form or
diffractive element can be very simple (see optical
setup of Figure 14) or very complex. That mainly
depends on the resolution and size of the demanded
output field as it is well known from imaging
systems.

Each design should be finalized with a complete
wave-optical analysis, typically including adjustment
and fabrication error tolerancing, to achieve a full

Figure 15 Three setups to realize a Fourier transformation for a

beam shaping or diffuser/splitter element, which deflects the light

only in a paraxial way. In all cases the output is obtained in the

focal plane of the lens.
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understanding of the optical properties of the system.
After this final investigation it is ready for fabrication
and application providing a further innovation
through optics and photonics on the base of wave-
optical engineering.

See also

Fourier Optics.
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Introduction

Optical communications systems have grown
explosively in terms of the capacity that can be
transmitted over a single optical fiber. This trend has
been fueled by two complementary techniques, those
being the increase in data-rate-per-channel coupled
with the increase in the total number of parallel
wavelength channels. However, there are many
considerations as to the total number of wavelength-
division-multiplexed (WDM) channels that can be
accommodated in a system, including cost, infor-
mation spectral efficiency, nonlinear effects, and
component wavelength selectivity.

Dispersion is one of the critical roadblocks to
increasing the transmission capacity of optical fiber.
The dispersive effect in an optical fiber has several
ingredients, including intermodal dispersion in a
multimode fiber, waveguide dispersion, material
dispersion, and chromatic dispersion. In particular,
chromatic dispersion is one of the critical effects
in a single mode fiber (SMF), resulting in a
temporal spreading of an optical bit as it propagates
along the fiber. At data rates #2.5 Gbit/s, the
effects of chromatic dispersion are not particularly
troublesome. For data rates $10 Gbit/s, however,
transmission can be tricky and the chromatic
dispersion-induced degrading effects must be dealt
with in some way, perhaps by compensation.
Furthermore, the effects of chromatic dispersion rise
quite rapidly as the bit rate increases – when the bit
rate increases by a factor of four, the effects of
chromatic dispersion increase by a factor of 16! This
article will only deal with the management of
chromatic dispersion in single mode fiber.

One of the critical limitations of optical fiber
communications comes from chromatic dispersion,
which results in a pulse broadening as it propagates
along the fiber. This occurs as photons of different
frequencies (created by the spreading effect of data
modulation) travel at different speeds, due to the
frequency-dependent refractive index of the fiber

core. Compounding the problems cause by chromatic
dispersion is the fact that as bit rates rise, chromatic
dispersion effects rise quadratically with respect to
the increase in the bit rate. One can eliminate these
effects using fiber with zero chromatic dispersion,
known as dispersion shifted fiber (DSF). However,
with zero dispersion, all channels in a wavelength-
division-multiplexed (WDM) system travel at the
same speed, in-phase, and a number of deleterious
nonlinear effects such as cross-phase modulation
(XPM) and four-wave mixing (FWM) result. Thus,
in WDM systems, some amount of chromatic
dispersion is necessary to keep channels out-of-
phase, and as such chromatic dispersion compen-
sation is required. Any real fiber link may also suffer
from ‘dispersion slope’ effects, in which a slightly
different dispersion value is produced in each WDM
channel. This means that while one may be able to
compensate one channel exactly, other channels may
progressively accumulate increasing amounts of
dispersion, which can severely limit the ultimate
length of the optical link and the wavelength range
that can be used in a WDM system. This article will
address the concepts of chromatic dispersion and
dispersion slope management followed by some
examples highlighting the need for tunability to
enable robust optical WDM systems in dynamic
environments. Some dispersion monitoring
techniques are then discussed and examples given.

Chromatic Dispersion in Optical Fiber
Communication Systems

In any medium (other than vacuum) and in any
waveguide structure (other than ideal infinite free
space), different electromagnetic frequencies travel
at different speeds. This is the essence of chromatic
dispersion. As the real fiber-optic world is rather
distant from the ideal concepts of both vacuum and
infinite free space, dispersion will always be a
concern when one is dealing with the propagation
of electromagnetic radiation through fiber.
The velocity in fiber of a single monochromatic
wavelength is constant. However, data modulation
causes a broadening of the spectrum of even the
most monochromatic laser pulse. Thus, all modu-
lated data have a nonzero spectral width which
spans several wavelengths, and the different
spectral components of modulated data travel at
different speeds. In particular, for digital data
intensity modulated on an optical carrier, chromatic
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dispersion leads to pulse broadening – which in turn
leads to chromatic dispersion limiting the maximum
data rate that can be transmitted through optical
fiber (see Figure 1).

Considering that the chromatic dispersion in
optical fibers is due to the frequency-dependent
nature of the propagation characteristics, for both
the material (the refractive index of glass) and the
waveguide structure, the speed of light of a particular
wavelength l will be expressed as follows, using a
Taylor series expansion of the value of the refractive
index as a function of the wavelength:

vðlÞ ¼
c0

nðlÞ
¼

c0

n0ðl0Þ þ
›n

›l
dlþ

›2n

›l2
ðdlÞ2

½1�

Here, c0 is the speed of light in vacuum, l0 is a
reference wavelength, and the terms in ›n=›l and
›2n=›l2 are associated with the chromatic dispersion
and the dispersion slope (i.e., the variation of the
chromatic dispersion with wavelength), respectively.
Transmission fiber has positive dispersion, i.e. longer
wavelengths result in longer propagation delays.
The units of chromatic dispersion are picoseconds
per nanometer per kilometer, meaning that shorter
time pulses, wider frequency spread due to data
modulation, and longer fiber lengths will each
contribute linearly to temporal dispersion. Higher
data rates inherently have both shorter pulses and
wider frequency spreads. Therefore, as network speed
increases, the impact of chromatic dispersion rises
precipitously as the square of the increase in data rate.
The quadratic increase with the data rate is a result of
two effects, each with a linear contribution. On one
hand, a doubling of the data rate makes the spectrum

twice as wide, doubling the effect of dispersion. On
the other hand, the same doubling of the data rate
makes the data pulses only half as long (hence twice
as sensitive to dispersion). The combination of a
wider signal spectrum and a shorter pulse width is
what leads to the overall quadratic impact. Moreover,
the data modulation format used can significantly
affect the sensitivity of a system to chromatic
dispersion. For example, the common nonreturn-to-
zero (NRZ) data format, in which the optical power
stays high throughout the entire time slot of a ‘1’ bit,
is more robust to chromatic dispersion than is the
return-to-zero (RZ) format, in which the optical
power stays high in only part of the time slot of a ‘1’
bit. This difference is due to the fact that RZ data
have a much wider channel frequency spectrum
compared to NRZ data, thus incurring more
chromatic dispersion. However, in a real WDM
system, the RZ format increases the maximum
allowable transmission distance by virtue of its
reduced duty cycle (compared to the NRZ format),
making it less susceptible to fiber nonlinearities as can
be seen in Figure 2.

A rule for the maximum distance over which data
can be transmitted is to consider a broadening of the
pulse equal to the bit period. For a bit period B, a
dispersion value D and a spectral width Dl, the
dispersion-limited distance is given by

LD ¼
1

D·B·Dl
¼

1

D·B·ðcBÞ
/

1

B2
½2�

(see Figure 3). For example, for single mode fiber,
D ¼ 17 ps/nm/km, so for 10 Gbit/s data the distance
is LD ¼ 52 km. In fact, a more exact calculation

Figure 1 The origin of chromatic dispersion in data transmission. (a) Chromatic dispersion is caused by the frequency-dependent

refractive index in fiber. (b) The nonzero spectral width due to data modulation. (c) Dispersion leads to pulse broadening, proportional to

the transmission distance and the data rate.
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shows that for 60 km, the dispersion induced power
penalty is less than 1 dB (see Figure 4). The power
penalty for uncompensated dispersion rises exponen-
tially with transmission distance, and thus to
maintain good signal quality, dispersion compen-
sation is required.

Chromatic Dispersion Management

Optical Nonlinearities as Factors to be Considered
in Dispersion Compensation

Even though it is possible to manufacture fiber with
zero dispersion, it is not practical to use such fiber for
WDM transmission, due to large penalties induced by
fiber nonlinearities. Most nonlinear effects originate
from the nonlinear refractive index of fiber, which is

not only dependent on the frequency of light but also
on the intensity (optical power), and is related to the
optical power as:

�nðf ;PÞ ¼ nðf Þ þ n2

P

Aeff

½3�

where nðf Þ is the linear part of the refractive index,
P is the optical power inside the fiber, and n2 is
the nonlinear-index coefficient for silica fibers. The
typical value of n2 is 2.6 £ 10220 m2/W. This number
takes into account the averaging of the polarization
states of the light as it travels in the fiber. The intensity
dependence of the refractive index gives rise to three
major nonlinear effects.

Self-phase modulation (SPM)
A million photons ‘see’ a different glass than does a
single photon, and a photon traveling along with
many other photons will slow down. SPM occurs
because of the varying intensity profile of an optical
pulse on a single WDM channel. This intensity profile
causes a refractive index profile and, thus, a photon
speed differential. The resulting phase change for
light propagating in an optical fiber is expressed as:

FNL ¼ gPLeff ½4�

where the quantities g and Leff are defined as:

g ¼
2pn2

lAeff

and Leff ¼
1 2 e2aL

a
½5�

where Aeff is the effective mode area of the fiber and a

is the fiber attenuation loss. Leff is the effective
nonlinear length of the fiber that accounts for fiber
loss, and g is the nonlinear coefficient measured

Figure 2 Performances of RZ and NRZ formats in a real fiber

transmission link. (Reproduced with permission from Hayee I and

Willner AE (1999) NRZ versus RZ in 10–40-Gb/s dispersion-

managed WDM transmission systems. IEEE Photon. Tech. Lett.

11(8): 991–993.)

Figure 3 Transmission distance limitations due to uncompen-

sated dispersion in SMF as a function of data rate for intensity

modulated optical signals. (Reproduced with permission from

Garrett LD (2001) Invited Short Course, Optical Fiber Communi-

cation Conference.)

Figure 4 Power penalties due to uncompensated dispersion in

single mode fiber (SMF) as a function of distance and data rate.

(Reproduced with permission from Garrett LD (2001) Invited Short

Course, Optical Fiber Communication Conference.)
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in rad/km/W. A typical range of values for g is
between 10–30 rad/km/W. Although the nonlinear
coefficient is small, the long transmission lengths and
high optical powers, that have been made possible by
the use of optical amplifiers, can cause a large enough
nonlinear phase change to play a significant role in
state-of-the-art lightwave systems.

Cross-phase modulation (XPM)
When considering many WDM channels co-propa-
gating in a fiber, photons from channels 2 through N
can distort the index profile that is experienced by
channel 1. The photons from the other channels
‘chirp’ the signal frequencies on channel 1, which will
interact with fiber chromatic dispersion and cause
temporal distortion. This effect is called cross-phase
modulation. In a two-channel system, the frequency
chirp in channel 1, due to power fluctuation within
both channels, is given by

DB ¼
dFNL

dt
¼ gLeff

dP1

dt
þ 2gLeff

dP2

dt
½6�

where, dP1/dt and dP2/dt are the time derivatives of
the pulse powers of channels 1 and 2, respectively.
The first term on the right-hand side of the above
equation is due to SPM, and the second term is due to
XPM. Note that the XPM-induced chirp term is
double that of the SPM-induced chirp term. As such,
XPM can impose a much greater limitation on WDM
systems than can SPM, especially in systems with
many WDM channels.

Four-wave-mixing (FWM)
The optical intensity propagating through the fiber is
related to the electric field intensity squared. In a

WDM system, the total electric field is the sum of the
electric fields of each individual channel. When
squaring the sum of different fields, products emerge
that are beat terms at various sum and difference
frequencies to the original signals. Figure 5 depicts
that if a WDM channel exists at one of the four-wave-
mixing beat-term frequencies, then the beat term will
interfere coherently with this other WDM channel
and potentially destroy the data.

Dispersion Maps

While zero-dispersion fiber is not a good idea, a large
value of the accumulated dispersion at the end of a
fiber link is also undesirable. An ideal solution is to
have a ‘dispersion map,’ alternating sections of
positive and negative dispersion as can be seen in
Figure 6. This is a very powerful concept: at each
point along the fiber the dispersion has some
nonzero value, eliminating FWM and XPM, but
the total dispersion at the end of the fiber link is
zero, so that no pulse broadening is induced
(Table 1). The most advanced systems require
periodic dispersion compensation, as well as pre-
and post-compensation (before and after the trans-
mission fiber).

The addition of negative dispersion to a
standard fiber link has been traditionally known
as ‘dispersion compensation,’ however, the term
‘dispersion management’ is more appropriate. SMF
has positive dispersion, but some new varieties of
nonzero dispersion-shifted fiber (NZDSF) come in
both positive and negative dispersion varieties. Some
examples are shown in Figure 7. Reverse dispersion
fiber is also now available, with a large dispersion

Figure 5 (a) and (b) FWM induces new spectral components via nonlinear mixing of two wavelength signals. (c) The signal

degradation due to FWM products falling on a third data channel can be reduced by even small amounts of dispersion. (Reproduced with

permission from Tkach RW, Chraplyvy AR, Forghieri F, Gnauck AH and Derosier RM (1995) Four-photon mixing and high-speed WDM

systems. Journal of Photon Technology 13(5): 841–849.)
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comparable to that of SMF, but with the opposite
sign. When such flexibility is available in choosing
both the magnitude and sign of the dispersion of the
fiber in a link, dispersion-managed systems can be
fully optimized to the desired dispersion map using a
combination of fiber and dispersion compensation
devices (see Figure 8).

Dispersion is a linear process, so first-order
dispersion maps can be understood as linear systems.
However, the effects of nonlinearities cannot be
ignored, especially in WDM systems, with many
tens of channels, where the launch power may be very
high. In particular, in systems deploying dispersion
compensating fiber (DCF), the large nonlinear coeffi-
cient of the DCF can dramatically affect the
dispersion map.

Corrections to Linear Dispersion Maps

Chromatic dispersion is a necessity in WDM systems,
to minimize the effects of fiber nonlinearities.
A chromatic dispersion value as small as a few
ps/nm/km is usually sufficient to make XPM and
FWM negligible. To mitigate the effects of nonlinea-
rities but maintain small amounts of chromatic
dispersion, NZDSF is commercially available. Due
to these nonlinear effects, chromatic dispersion must
be managed, rather than eliminated.

If a dispersion-management system was perfectly
linear, it would be irrelevant whether the dispersion
along a path is small or large, as long as the
overall dispersion is compensated to zero (end to
end). Thus, in a linear system the performance should
be similar, regardless of whether the transmission fiber
is SMF, and dispersion compensation modules are
deployed every 60 km, or the transmission fiber is
NZDSF (with approximately a quarter of the dis-
persion value of SMF) and dispersion compensation
modules are deployed every 240 km. In real life,
optical nonlinearities are very important, and recent
results seem to favor the use of large, SMF-like,
dispersion values in the transmission path and corres-
pondingly high dispersion compensation devices. A
recent study of performance versus channel spacing
showed that the capacity of SMF could be more than
four times that of NZDSF. This is because the
nonlinear coefficients are much higher in NZDSF
than in SMF, and for dense WDM the channel inter-
actions become a limiting factor. A critical conclusion
is that not all dispersion compensation maps are
created equal: a simple calculation of the dispersion
compensation, to cancel the overall dispersion value,
does not lead to optimal dispersion map designs.

Figure 6 Dispersion map of a basic dispersion managed

system. Positive dispersion transmission fiber alternates with

negative dispersion compensation elements such that the total

dispersion is zero end-to-end.

Figure 7 Chromatic dispersion characteristics of various

commercially available types of transmission fiber.

Table 1 Commercially available fibers and their characteristics

Dispersion @ 1,550 nm

[ps/nm/km]

Dispersion slope

[ps/nm2/km]

Attenuation

[dB]

Mode field diameter

[mm ]

PMD

[ps/km0.5]

SMF 18 0.08 #0.25 11 #0.5

Tera Light 8.0 0.058 #0.2 9.2 #0.04

TW-RS 4.4 0.043 #0.25 8.4 #0.03

LEAF 4.0 0.085 #0.25 9.6 #0.08

Standard DCF 290 20.22 #0.5 5.2 #0.08
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Additionally, several solutions have been shown to
be either resistant to dispersion, or have been shown
to rely on dispersion itself for transmission. Such
solutions include chirped pulses (where prechirping
emphasizes the spectrum of the pulses so that
dispersion does not broaden them too much),
dispersion assisted transmission (where an initial
phase modulation tailored to the transmission dis-
tance leads to full-scale amplitude modulation at the
receiver end due to the dispersion), and various
modulation formats robust to chromatic dispersion
and nonlinearities.

Dispersion Management Solutions

Fixed Dispersion Compensation

From a systems point of view, there are several
requirements for a dispersion compensating module:
low loss, low optical nonlinearity, broadband (or
multichannel) operation, small footprint, low weight,
low power consumption, and clearly low cost. It is
unfortunate that the first dispersion compensation
modules, based on DCF only, met two of these
requirements: broadband operation and low power
consumption. On the other hand, several solutions
have emerged that can complement or even replace
these first-generation compensators.

Dispersion compensating fiber (DCF)
One of the first dispersion compensation tech-
niques was to deploy specially designed sections of
fiber with negative chromatic dispersion. The tech-
nology for DCF emerged in the 1980s and has
developed dramatically since the advent of optical
amplifiers in 1990. DCF is the most widely deployed
dispersion compensator, providing broadband oper-
ation and stable dispersion characteristics, and the

lack of a dynamic, tunable DCF solution has not
reduced its popularity.

As can be seen in Figure 9, the core of the average
dispersion compensating fiber is much smaller than
that of standard SMF, and beams with longer wave-
lengths experience relatively large changes in mode
size (due to the waveguide structure) leading to greater
propagation through the cladding of the fiber, where
the speed of light is greater than that of the core.
This leads to a large negative dispersion value.
Additional cladding layers can lead to improved
DCF designs that can include negative dispersion
slope to counteract the positive dispersion slope of
standard SMF.

In spite of its many advantages, DCF has a number
of drawbacks. First, it is limited to a fixed compen-
sation value. In addition, DCF has a weakly guiding
structure and has a much smaller core cross-section,
19 mm2, compared to the 85 mm2 of SMF. This leads
to higher nonlinearity, higher splice losses, as well as
higher bending losses. Last, the length of DCF
required to compensate for SMF dispersion is rather
long, about one-fifth of the length of the transmission
fiber for which it is compensating. Thus DCF modules
induce loss, and are relatively bulky and heavy. The
bulk is partly due to the mass of fiber, but also due
to the resin used to hold the fiber securely in place.
One other contribution to the size of the module is the
higher bend loss associated with the refractive index
profile of DCF; this limits the radius of the DCF loop
to 6–8 inches, compared to the minimum bend radius
of 2 inches for SMF.

Traditionally, DCF-based dispersion compen-
sation modules are usually located at amplifier
sites. This serves several purposes. First, amplifier
sites offer relatively easy access to the fiber, without
requiring any digging or unbraiding of the cable.
Second, DCF has high loss (usually at least double
that of standard SMF), so a gain stage is required

Figure 8 Various dispersion maps for SMF-DCF and NZDSF-SMF.
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before the DCF module to avoid excessively low
signal levels. DCF has a cross-section four times
smaller then SMF, hence a higher nonlinearity,
which limits the maximum launch power into a
DCF module. The compromise is to place the DCF
in the mid-section of a two-section EDFA. This way,
the first stage provides pre-DCF gain, but not to a
power level that would generate excessive nonlinear
effects in the DCF. The second stage amplifies the
dispersion compensated signal to a power level
suitable for transmission though the fiber link. This
launch power level is typically much higher than
could be transmitted through DCF without generat-
ing large nonlinear effects. Many newer dispersion
compensation devices have better performance
than DCF, in particular lower loss and lower

nonlinearities. For this reason, they may not have
to be deployed at the mid-section of an amplifier.
Figure 10 shows the real demonstration results
using the DCF.

Chirped fiber Bragg gratings
Fiber Bragg gratings have emerged as major com-
ponents for dispersion compensation because of their
low loss, small footprint, and low optical nonlinearity.
Bragg gratings are sections of single-mode fiber in
which the refractive index of the core is modulated in a
periodic fashion, as a function of the spatial coordi-
nate along the length of the fiber. When the spatial
periodicity of the modulation matches what is
known as a Bragg condition with respect to the
wavelength of light propagating through the grating,

Figure 9 Typical DCF (a) refractive index profile and (b) dispersion and loss as a function of wavelength. Dn is defined as refractive

index variation relative to the cladding.

Figure 10 System demonstration of dispersion compensation using DCF. (Reproduced with permission from Park YK, Yeates PD,

Delavaux J-MP, et al. (1995) A field demonstration of 20-Gb/s capacity transmission over 360 km of installed standard (non-DSF) fiber.

Photon. Technol. Lett. 7(7): 816–818.)
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the periodic structure acts like a mirror, reflecting the
optical radiation that is traveling through the core of
the fiber. An optical circulator is traditionally used to
separate the reflected output beam from the input
beam.

When the periodicity of the grating is varied along
its length, the result is a chirped grating which can be
used to compensate for chromatic dispersion. The
chirp is understood as the rate of change of the spatial
frequency as a function of position along the grating.
In chirped gratings the Bragg matching condition for
different wavelengths occurs at different positions
along the grating length. Thus, the roundtrip delay of
each wavelength can be tailored by designing the
chirp profile appropriately. Figure 11 compares the
chirped FBG with uniform FBG. In a data pulse that
has been distorted by dispersion, different frequency
components arrive with different amounts of relative
delay. By tailoring the chirp profile such that the
frequency components see a relative delay which is
the inverse of the delay of the transmission fiber, the
pulse can be compressed back. The dispersion of the
grating is the slope of the time delay as a function of
wavelength, which is related to the chirp.

The main drawback of Bragg gratings is that the
amplitude profile and the phase profile as a function of
wavelength have some amount of ripple. Ideally, the
amplitude profile of the grating should have a flat
(or rounded) top in the passband, and the phase profile
should be linear (for linearly chirped gratings) or
polynomial (for nonlinearly chirped gratings). The
grating ripple is the deviation from the ideal profile
shape. Considerable effort has been expended on
reducing the ripple. While early gratings were plagued
by more than 100 ps of ripple, published results have
shown vast improvement to values close to ^3 ps.

Higher order mode dispersion compensation fiber
One of the challenges of designing standard DCF is
that high negative dispersion is hard to achieve unless

the cross-section of the fiber is small (which leads to
high nonlinearity and high loss). One way to reduce
both the loss and the nonlinearity is to use a higher-
order mode (HOM) fiber (LP11 or LP02 near cutoff
instead of the LP01 mode in the transmission fiber).

Such a device requires a good-quality mode
converter between LP01 and LP02 to interface between
the SMF and HOM fiber. HOM fiber has a dispersion
per unit length greater than six times that of DCF.
Thus, to compensate for a given transmission length in
SMF, the length of HOM fiber required is only one
sixth the length of DCF. Thus, even though losses and
nonlinearity per unit length are larger for HOM fiber
than for DCF, they are smaller overall, because of the
shorter HOM fiber length. As an added bonus, the
dispersion can be tuned slightly by changing the cutoff
wavelength of LP02 (via temperature tuning). A soon
to be released HOM fiber-based commercial dis-
persion compensation module is not tunable, but can
fully compensate for dispersion slope.

Tunable Dispersion Compensation

The need for tunability
In a perfect world, all fiber links would have a known,
discrete, and unchanging value of chromatic dis-
persion. Network operators would then deploy fixed
dispersion compensators periodically along every
fiber link to exactly match the fiber dispersion.
Unfortunately, several vexing issues may necessitate
that dispersion compensators are tunability, that they
have the ability to adjust the amount of dispersion to
match system requirements.

First, there is the most basic business issue of
inventory management. Network operators typically
do not know the exact length of a deployed fiber link
nor its chromatic dispersion value. Moreover, fiber
plants periodically undergo upgrades and mainten-
ance, leaving new and nonexact lengths of fiber
behind. Therefore, operators would need to keep in
stock a large number of different compensator models,
and even then the compensation would only be
approximate. Second, we must consider the sheer
difficulty of 40 Gbit/s signals. The tolerable threshold
for accumulated dispersion for a 40 Gbit/s data
channel is 16 times smaller than at 10 Gbit/s. If the
compensation value does not exactly match the fiber to
within a few percent of the required dispersion
value, then the communication link will not work.
Tunability is considered a key enabler for this bit rate
(see Figures 12 and 13). Third, the accumulated
dispersion changes slightly with temperature,
which begins to be an issue for 40 Gbit/s systems and
10 Gbit/s ultra long-haul systems. In fiber, the zero-
dispersion wavelength changes with temperature at a

Figure 11 Uniform and chirped FBGs. (a) A grating with uniform

pitch has a narrow reflection spectrum and a flat time delay as a

function of wavelength. (b) A chirped FBG has a wider bandwidth,

a varying time delay and a longer grating length.
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typical rate of 0.03 nm/8C. It can been shown that a
not-uncommon 50 8C variation along a 1,000 km
40 Gbit/s link can produce significant degradation
(see Figure 14). Fourth, we are experiencing the dawn
of reconfigurable optical networking. In such systems,
the network path, and therefore the accumulated fiber
dispersion, can change. It is important to note that
even if the fiber spans are compensated span-by-span,
the pervasive use of compensation at the transmitter
and receiver suggests that optimization and tunability
based on path will still be needed.

Other issues that increase the need for tunability
include: (i) laser and (de)mux wavelength drifts for
which a data channel no longer resides on the flat-top
portion of a filter, thereby producing a chirp on the
signal that interacts with the fiber’s chromatic
dispersion; (ii) changes in signal power that change
both the link’s nonlinearity and the optimal system
dispersion map; and (iii) small differences that exist in
transmitter-induced signal chirp.

Approaches to tunable dispersion compensation
A host of techniques for tunable dispersion compen-
sation have been proposed in recent years. Some of
these ideas are just interesting research ideas, but
several have strong potential to become viable
technologies.

Fiber gratings offer the inherent advantages of fiber
compatibility, low loss, and low cost. If a FBG has a
refractive-index periodicity that varies nonlinearly
along the length of the fiber, it will produce a time
delay that also varies nonlinearly with wavelength
(see Figure 15). Herein lies the key to tunability.
When a linearly chirped grating is stretched uni-
formly by a single mechanical element, the time
delay curve is shifted towards longer wavelengths,
but the slope of the ps-vs.-nm curve remains constant
at all wavelengths within the passband. When a

Figure 12 The need for tunability. The tolerance of OC-768

systems to chromatic dispersion is 16 times lower than that of

OC-192 systems. Approximate compensation by fixed in-line

dispersion compensators for a single channel may lead to rapid

accumulation of unacceptable levels of residual chromatic

dispersion.

Figure 13 Tunable dispersion compensation at OC-768

(40 Gb/s) is essential for achieving a comfortable range of

acceptable transmission distances (80 km for tunable, only

,4 km for fixed compensation).

Figure 14 Accumulated dispersion changes as a function of the

link length and temperature fluctuation along the fiber link.

Figure 15 Tuning results for both linearly and nonlinearly

chirped FBGs using uniform stretching elements. The slope of the

dispersion curve at a given wavelength l0 is constant when

the linearly chirped grating is stretched, but changes as the

nonlinearly chirped grating is stretched.
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nonlinearly-chirped grating is stretched, the time
delay curve is shifted toward longer wavelengths,
but the slope of the ps-vs.-nm curve at a specific
channel wavelength changes continuously. Ulti-
mately, tunable dispersion compensators should
accommodate multichannel operation. Several
WDM channels can be accommodated by a single
chirped FBG in one of two ways: fabricating a much
longer (i.e., meters-length) grating, or using a
sampling function when writing the grating, thereby
creating many replicas of transfer function of the FBG
in the wavelength domain (see Figure 16).

One free-space-based tunable dispersion compen-
sation device is the virtually imaged phased array
(VIPA), based on the dispersion of a Fabry–Perot
interferometer. The design requires several lenses, a
movable mirror (for tunability), and a glass plate with
a thin film layer of tapered reflectivity for good mode
matching. Light incident on the glass plate undergoes
several reflections inside the plate. As a result, the
beam is imaged at several virtual locations, with a
spatial distribution that is wavelength-dependent.

Several devices used for dispersion compensation
can be integrated on a chip, using either an optical
chip media (semiconductor-based laser or amplifier
medium) or an electronic chip. One such technology
is the micro-ring resonator, a device that, when used
in a structure similar to that of an all-pass filter (see
Figure 17), can be used for dispersion compensation
on a chip-scale. Although these technologies are not
yet ready for deployment as dispersion compensators,
they have been used in other applications and have
the potential to offer very high performance at
low cost.

As the ultimate optical dispersion compensation
devices, photonic bandgap fibers (holey fibers) are
an interesting class in themselves (see Figure 18).
These are fibers with a hollow structure, with holes
engineered to achieve a particular functionality.
Instead of being drawn from a solid preform, holey
fibers are drawn from a group of capillary tubes fused
together. This way, the dispersion, dispersion slope,
the nonlinear coefficients could in principle all be
precisely designed and controlled, up to very small or
very large values, well outside the range of those of
the solid fiber.

Figure 17 Architecture of an all-pass filter structure for

chromatic dispersion and slope compensation. (Reproduced

with permission from Madsen CK, Lenz G, Bruce AJ, et al. (1999)

Integrated all-pass filters for tunable dispersion and dispersion

slope compensation. Photon. Technol. Lett. 11(12): 1623–1625.)

Figure 16 The concept of ‘sampled’ FBGs, where a super-

structure is written on top of the grating that produces a Fourier

transform in the frequency domain, leading to multiple grating

passbands.

Figure 18 (a) SEM image of a photonic crystal fiber (holey fiber), and (b) net dispersion of the fiber at 1550 nm as a function of the core

diameter. (Reproduced with permission from Birk TA, Mogihetsev D, Knight JC and Russell PSt.J (1999) Integrated all-pass filters for

tunable dispersion and dispersion slope compensation. Photon. Technol. Lett. 11(6): 674–676.)

362 DISPERSION MANAGEMENT



Dispersion Slope Mismatch

Transmission fiber, especially fiber with dispersion
compensation built in, may suffer from a dispersion
slope in which a slightly different dispersion value is
produced for each WDM channel (see Figure 19). Even
though the compensator would be able to cancel the
dispersion of the fiber at the design wavelength, there
will be residual dispersion left at the other wavelength
channels unless the compensator can match the slope
of the dispersion curve of the fiber as well. Some
solutions for dispersion slope compensation are
described in this section.

First, DCF, with negative dispersion slope, is a
prime candidate for deployment as a dispersion slope
compensator even though it cannot easily be made
tunable. By designing the DCF with the same ratio of
dispersion to dispersion slope as that of a real fiber
link, new types of DCF can be used to compensate for
both dispersion and dispersion slope, much like DCF
is used for dispersion compensation today. DCF’s
popularity, wideband functionality, and stable dis-
persion characteristics make this a particularly
attractive solution. Designing the DCF to match the

dispersion characteristics of the transmission fiber is
the critical engineering challenge in this slope
compensation scheme. Second, third-order nonli-
nearly chirped FBG can act as a tunable dispersion
slope compensator. A simple modification of the
nonlinearly chirped FBG allows tuning of the
compensated dispersion slope value via stretching
the grating. The grating is prepared such that the time
delay as a function of wavelength has a cubic profile
that covers several WDM channels over a continuous
bandwidth of many nanometers. Since the resulting
dispersion curve is quadratic over the grating
bandwidth, the dispersion slope experienced by the
WDM channels can be tuned by stretching the grating
using a single mechanical element (see Figure 20).
Third, combining the VIPA, with either a 3D mirror
or diffraction grating, can also provide tunable free-
space dispersion slope compensation. Slope tuning is
achieved by dynamically controlling the MEMS-
based 3D mirror or the diffraction grating.
Fourthly, using an FBG with many spaced thin-film
heater sections can also enable tunable dispersion
slope. Each heater can be individually electrically
controlled, allowing the time delay profile of the
grating to be dynamically tuned via changing the
temperature along the length of the grating.
Advanced applications of this technique can allow
alterations to the entire time delay profile of the
grating, providing a truly flexible dispersion and
dispersion slope compensation mechanism.

Chromatic Dispersion Monitoring

Another important issue related to dispersion man-
agement is dispersion monitoring techniques. In a
reconfigurable system, it is necessary to reconfigure

Figure 19 The chromatic dispersion slope mismatch caused

by the different slopes of transmission fiber (SMF or NZDSF)

and DCF.

Figure 20 Tunable dispersion slope compensation using a third-order nonlinearly chirped FBG. (a) Cubic time delay curves of the

grating, and (b) quadratic dispersion curves showing the change in dispersion in each channel before and after tuning. (Reproduced with

permission from Song YW, Motoghian SMR, Starodubov D, et al. (2002) Tunable dispersion slope compensation for WDM systems

using a non-channelized third-order-chirped FBG. Optical Fiber Communication Conference 2002. Paper ThAA4.)
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any tunable chromatic dispersion compensation
modules on the fly as the network changes. An in-line
chromatic dispersion monitor can quickly measure
the required dispersion compensation value while
data are still being transmitted through the optical
link. This is very different from the more traditional
chromatic dispersion measurement techniques where
dark fiber is used and the measurement is done off-
line over many hours (or days).

Chromatic dispersion monitoring is most often
done at the receiving end, where the Q-factor of the
received data or some other means is employed to
assess the accumulated dispersion. Existing tech-
niques that can monitor dispersion in-line, fast,
and with relatively low cost include: (i) general
performance monitoring using the bit-error rate

(BER) or eye opening, but this approach cannot
differentiate among different degrading effects;
(ii) detecting the intensity modulation induced by
phase modulation at the transmitter; (iii) extracting
the bit-rate frequency component (clock) from photo-
detected data and monitoring its RF power
(see Figure 21); (iv) inserting a subcarrier at the
transmitter and subsequently monitoring the sub-
carrier power degradation; (v) extracting several
frequency components from the optical data using
very narrow-band optical filters and detecting
the optical phase; (vi) dithering the optical-carrier
frequency at the transmitter and measuring the
resultant phase modulation of the clock extracted at
receiver with an additional phase-locked loop; and
(vii) using an optical filter to select the upper and
lower vestigial sideband (VSB) signals in transmitted
optical data and determine the relative group delay
caused by dispersion (see Figure 22).

Conclusion

Chromatic dispersion is a phenomenon with pro-
found implications for optical fiber communications
systems. It has negative effects, broadening data
pulses, but it also helps reduce the effects of fiber
nonlinearities. For this reason, managing dispersion,
rather than trying to eliminate it altogether, is the key.
Fixed dispersion components are suitable for point-
to-point OC-192 systems. Tunable dispersion com-
ponents are essential for dispersion management in
reconfigurable and OC-768 systems. These dispersion
compensation elements must have low loss, low
nonlinearity, and must be cost effective.

Figure 22 Chromatic dispersion monitoring using the time delay (Dt ) between two VSB signals, which is a function of chromatic

dispersion. (Reproduced with permission from Yu Q, Yan L-S, Pan Z and Willner AE (2002) Chromatic dispersion monitor for WDM

systems using vestigial-sideband optical filtering. Optical Fiber Communication Conference 2002. Paper WE3.)

Figure 21 Clock regenerating effect due to chromatic dispersion

for NRZ data. As the amount of residual dispersion increases, so

does the amount of power at the clock frequency. This power can

be used to monitor the amount of uncompensated chromatic

dispersion. (Reproduced with permission from Pan Z, Yu Q, Xie Y,

et al. (2001) Chromatic dispersion monitoring and automated

compensation for NRZ and RZ data using clock regeneration and

fading without adding signalling. Optical Fiber Communication

Conference 2001. Paper WH5.)
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Although several technologies have emerged that
meet some or all of the above requirements, no
technology is a clear winner. The trend is towards
tunable devices, or even actively self-tunable compen-
sators, and such devices will allow system designers to
cope with the shrinking system margins and with the
emerging rapidly reconfigurable optical networks.

List of Units and Nomenclature

Chromatic
dispersion

The time-domain pulse broad-
ening in an optical fiber caused
by the frequency dependence of
the refractive index. This results
in photons at different frequen-
cies traveling at different speeds
[ps/nm/km].

Chromatic
dispersion
slope

Different wavelengths have
different amounts of dispersion
values in an optical fiber
[ps/nm2/km].

Conventional
single mode
fiber (SMF)

Fiber that transmits only a single
optical mode by virtue of a very
small core diameter relative to
the cladding. Provides lowest
loss in the 1,550 nm region and
has zero dispersion at 1,300 nm.

Cross-phase
modulation
(XPM)

A nonlinear Kerr effect in which
a signal undergoes a nonlinear
phase shift induced by a copro-
pagating signal at a different
wavelength in a WDM system.

Dispersion
compensating
fiber (DCF)

Optical fiber that has both
a large negative dispersion
and dispersion slope around
1,550 nm.

Fiber Bragg
gratings
(FBGs)

A small section of optical fiber in
which there is a periodic change
of refractive index along the
core of the fiber. An FBG acts
as a wavelength-selective mirror,
reflecting only specific wave-
lengths (Bragg wavelengths)
and passing others.

Four-wave
mixing (FWM)

A nonlinear Kerr effect in which
two or more signal wavelengths
interact to generate a new wave-
length.

Kerr effect Nonlinear effect in which the
refractive index of optical fiber
varies as a function of the inten-
sity of light within the fiber core.

Modulation The process of encoding digital
data onto an optical signal so it
can be transmitted through an
optical network.

Nonlinear effects Describes the nonlinear res-
ponses of a dielectric to intense
electromagnetic fields. One such
effect is the intensity dependence
of the refractive index of an
optical fiber (Kerr effect).

Nonzero
dispersion-
shifted fiber
(NZDSF)

Optical fiber that has a small
amount of dispersion in the
1,550 nm region in order to
reduce deleterious nonlinear
effects.

Polarization
mode
dispersion
(PMD)

Dispersion resulting from the
fact that different light polariz-
ations within the fiber core will
travel at different speeds through
the optical fiber [ps/km0.5].

Self-phase
modulation
(SPM)

A nonlinear Kerr effect in which
a signal undergoes a self-induced
phase shift during propagation
in optical fiber.

Wavelength
division
multiplexing
(WDM)

Transmitting many different
wavelengths down the same
optical fiber at the same time in
order to increase the amount of
information that can be carried.

See also

Nonlinear Optics, Basics: Four-Wave Mixing. Photonic
Crystals: Nonlinear Optics in Photonic Crystal Fibers.
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Introduction

This article is a brief review of display technology
being used today. It emphasizes some of the optical
aspects of displays. The details of the basic construc-
tion of the display devices are also discussed to aid in
understanding. The displays covered are the CRT,
VFD, FED, PDP, LED, OLED, LCD-AMLCD,
transmissive and transflective LCDs.

Definition of a Display

A display can be defined as an object which transfers
information to the viewer and/or an output unit that
gives a visual representation of data.

Optical Characteristics of a Display

A display has (in general) the optical characteristics of
luminance, reflectivity, contrast ratio, color, surface
gloss, resolution, and image sharpness (sometimes
called small area contrast). Measurement methods
can be obtained from the EIA (Electronics Industries
Alliance), JT-31 (Optical Characteristics of Display
Devices), SAE (Society of Automotive Engineers and
ISO Standards) and VESA Standards, to name a few.

Luminance

The luminance of a display is its light output and is
given in units of candela/square meter or cd/m2 (in
the English system fL). Luminance is measured
using a photometer, photometer/colorimeter, or
spectroradiometer.

Illuminance

The illuminance is the light incident on the surface
being measured. Its units are Lumen per m2 or Lux
(and in the English system Ft.cd). This is measured
using illuminance meters.

Reflectivity

The reflectivity for CRTs (cathode ray tubes) is
measured with incident light at 45 degrees (in some
cases for LCDs, a smaller 30 degree angle is used).
The reflected light from the surface is measured with a
detector normal to (perpendicular to) the surface.

Devices such as ‘tube face reflectivity’ (TFR) can be
used to measure this parameter and it is published in
the EIA-JT-31 measurement methods. Other similar
methods are used for flat panel displays.

Color

Although color perception is different for different
individuals, standard responses to color stimuli have
been developed and we can measure the color of
different objects and display images. Color can be
measured with such equipment as a colorimeter or
spectroradiometer. The output data are given in
various color systems. Color systems, such as the
1931 CIE (Commission International de I’Eclairage)
Color System ðx; yÞ; the 1960 CIE ðu; vÞ or 1976 CIE
ðu0; v 0 Þ color coordinates are all used. All these color
systems can be converted to each other by simple
mathematical relations and these conversions are
usually available to the user in the data output. The
choice of the color space/system is dependent on
application but the system in most general use for
displays is the 1976 CIE ðu0; v 0 Þ: This color system has
become more widely used because equally perceived
color differences in this color system are at almost
equal distances in this color space. In reality, the quest
for a system with equal distances equating to equal
color differences can be achieved through a compli-
cated matrix approach in which the constants used in
the matrix vary from point to point in the color space.

Gloss

Gloss is a measure of surface reflectivity under Snell’s
Law criteria (equal incidence and reflection angles).
The measurement angles of 20, 45, 60, and 85
degrees are used to measure the gloss of common
surfaces. Display glass surface measurements tend to
use the 60 degree gloss angle. The surface of a display
can be made rougher to scatter incident light away
from the viewer or it can be optically coated to reduce
the reflected light to achieve improved viewing. Some
times both methods are used. Reduced gloss surfaces
also are involved with the reduction in surface glare.
The level of increased roughness of the surface affects
the user’s ability to see detail.

Contrast Ratio

When people talk about contrast they generally
mean ‘contrast ratio’. The contrast ratio (CR) of
an area on a display is a unitless parameter and is
defined as the excited luminance ðLeÞ divided by
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the unexcited luminance ðLuÞ: The excited lumi-
nance ðLeÞ equals the glass transmission ðT Þ times
some excited internal luminance ðLeiÞ and for
simplicity, Lu equals T times an internal zero
ambient unexcited luminance light level of ðLuiÞ:

Factors, such as internal scattered light in LCDs
and scattered electrons and scattered light in CRTs,
give a nonzero un-excited luminance Lu:

When dealing with the CR, the effect of ambient
illumination A contributes to the numerator and the
denominator. Thus, when the ambient illumination is
increased, it lowers the contrast ratio. In a simple case
where the ambient illumination is reflected from the
surface of the display whose reflectivity is r, the
contrast ratio is given below:

CR ¼ ðLe þ ArÞ
�
ðLu þ ArÞ ½1�

For the case of the reflectivity of a phosphor screen
(reflectance R) coated panel with a glass transmission
ðT Þ, the reflectivity to first approximation is

r ¼ cRT2 ½2�

where c is a constant.
So we see that changes in contrast can come about

through changing the display’s glass panel trans-
mission. For example, if the Le of the white field of a
CRT was 100 fL with a 90% panel glass (along with
R ¼ 0:5) and had a Lu of 2 fL, then the zero ambient
contrast would be 50. However, with an ambient
illumination of 50 Ftcd the contrast would be 4.76.

Now, when we use a 50% transmission panel glass at
the ambient illumination of 50 Ft.cd the CR is
increased to approximately 8.39. Equations [1] and
[2] show how to calculate the contrast. It should be
noted that decreased panel glass transmission or the
use of ‘dark glass’ increases contrast because the
reflectivity is a ‘T squared’ effect and the luminance L
is a function ‘T’: There are second-order effects
involved with the reduction of reflected light and
unexcited luminance which make the equations more
complicated. These second-order effects will not be
covered as they are beyond the basic discussion of
this article.

In comparing display CR, one must compare the
displays at the same ambient illumination. Addition-
ally, you will find that a number of flat panel display
advertising reports will report the CR at zero ambient
illumination. As we have shown, these CR values are
the highest ones for the display. The CR for emissive
displays tends to be constant over a wide range of
viewing angles, whereas the contrast ratio for
liquid crystal displays (LCDs) is more variable over
large-angle viewing. Recent new electrode position
developments, such as the ‘in-plane switching’ tech-
nology for active matrix liquid crystal displays
(AMLCDs) has gone a long way to reduce this reduced
angle-of-view effect in that type of LCD display.

Figure 1 shows how a viewer in a sport utility
vehicle (SUV) would see the changes in contrast
with viewing angle for two types of twisted nematic
LCDs (TN-LCDs). One of the TN LCDs does not

Figure 1 A typical rectangular viewing envelope for a mid-size SUV vehicle superimposed on LCD iso-contrast plots. Left is standard

TN LCD. Right, is film-compensated TN LCD. Reproduced from Smith-Gillespie R, et al. (2001) Design requirements for automotive

entertainment displays. Proceedings of the 8th Annual Symposium on Vehicle Displays (2001). Permission for reprint courtesy of the

Society for Information Displays.
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have the film compensation and the other does.
For relative contrast appraisal, the red areas show the
highest contrast regions and the blue the lowest. It is
obvious that different technologies can give signifi-
cant changes in viewed contrast.

Phosphor Aging

The fall off of luminance as the phosphor screen is
bombarded with the electron beam is called phosphor
aging. This effect is due to two main factors: (i) the
thermal quenching of the phosphor luminescence
(which is reversible); and (ii) a nonreversible aging
due to damage to the screen components (such as
phosphor, binder, and aluminum coating). It has been
found that the aging (when we are using an electron
beam) is a function of the number of electrons
bombarding the screen. Aging models help us to
understand and predict the amount of aging a tube
will show after a fixed amount of time. The first
aging model in 1951 was on ion bombardment and
showed that:

I ¼ I0=ð1 þ ANÞ ½3�

where I0 is the initial luminance before aging, and I is
the final luminance.

In 1961 a similar (one parameter) Model I ¼
I0=ð1 þ CNÞ was used by Pfhanl, where C is the aging
constant to half luminance and N is the number of
coulombs. In 1981, a two-component model for low
current aging was presented, where:

I ¼ I0=ð1 þ NðB=QDÞÞ ½4�

Here we have two constants B and D, and Q is
the cumulated charge in number of coulombs. When
D ¼ 0 then the equation given above goes to the
Pfhanl case.

Later, in 1996 the three-parameter model was
described and in 1997 the Gaussian beam aging
model was described.

Ambient Illumination and Reflection

To see the information shown on a display, the
information must be spatially detected by the human
eye over the reflected ambient illumination (such as
room and sunlight). The ambient illumination is
generally from localized or diffuse sources. As we
have seen previously, the effect of diffuse illumination
can be reduced through the use of neutral density
filters. But, when we are dealing with very high
ambient light such as that entering the canopy of a
fighter aircraft then, the monochromatic information
from the display can be viewed using selective

spectral filters. However, for the usual computer
monitor, the ‘specular reflection’ (Snell’s Law type of
reflection) off the front of the display is due to a
localized external light source. This reflection is
reduced by methods such as anti-glare (AG) and
anti-reflecting (AR) surfaces applied to the front
surface of the display. A flat versus curved front
surface of the display can also be a glare reduction
technique. Surface roughness is used in AG surfaces
to scatter a portion of the specular light away from
the viewer. Surface roughness can be achieved
through surface abrading, surface plastic coating,
surface silicate coating, and surface acid etching to
name a few methods. AR surfaces use optical
interference techniques to reduce the reflected light
to the viewer. In some cases, both methods are applied
to a display surface. Surface gloss of the display is
usually measured with a gloss meter in 60 degree
gloss values but 20, 45, and 80 degree angles are also
used. Resolution is measured in line pairs/mm or
pixels/mm and image sharpness is associated with
modulation transfer function (MTF) measurements.
We should note here that resolution and image
sharpness are not the same thing. High resolution is
equated with the high frequency limit of the MTF
measurement. Since the reduction in specular reflec-
tion through the use of surface roughness can affect
the image sharpness, we see that a system of trade-offs
can be developed to optimize a display for a given
viewing environment. AR coatings improve glare
reduction without scattering and thus give higher-
resolution capability to the displays but this is usually
obtained at a higher price then the AG coatings.

Types of Displays

Displays can be divided into two types; emissive and
nonemissive. By emissive we mean that the display
surface gives off light. In the nonemissive, the display
or a small portion of the display acts as a shutter or
spatial filter which also can be reflective in nature.
In this nonemissive mode, the display can pass light
from a source in back of or in front of the shutter
(or both, as we shall see later).

Table of Emissive and Nonemissive Displays

Thus from Table 1 we see that under the title of
emissive displays we have the cathode ray tube
(CRT), projection CRT, vacuum fluorescent display
(VFD), field emissive display (FED), electrolumines-
cent (EL) display, light emitting diode (LED),
organic light emitting diode (OLED), and plasma.
These devices, which are in the realm of emissive
displays, use certain types of emissive materials called
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lumophors (or phosphors). The lumophors are
called cathodoluminescent, photoluminescent, and
electroluminescent, depending whether the excitation
action was due to the interaction of the phosphor
with cathode rays, photons, or low-voltage electrons.
Cathodoluminescent lumophors are used in cathode
ray tubes (CRTs – television tubes, monitor tubes,
projection CRTs), (VFDs), and (FEDs).

EL displays can use inorganic lumophors (phos-
phors) or organic lumophors such as those used in
OLEDs. Under photoluminescence displays, we have
‘plasma displays’ (plasma TV), IR-up conversion, and
fluorescent lamps. In plasma displays, the excitation
of the plasma in a localized region gives rise to UV
photons which strike the phosphor screen in that
region. In IR-up conversion, IR photons are absorbed
in such a way that two IR photons can excite an
electron with twice the energy of one IR photon. This
then allows the use of IR lasers to create displays
through the excitation of these up-conversion phos-
phors. In fluorescent lamps, the UV created by
the excitation of Hg or Xe, strikes the special
lamp phosphors (coated on the inside of the glass
envelope), which become luminescent.

Under the heading of shutters we can consider LCDs
which consist of AMLCDs, super twisted nematic
liquid crystal displays (STN LCDs) and bistable LCDs.
Another shutter type is the liquid crystal on silicon
(LCOS) display and the movable digital mirror display
(DMD), and the digital light processing (DLP)
projecting engines. Another spatial display type is
both normal and dynamic inks. A dynamic ink can
be a ‘polarizable’ ink display in which a two shade
(light/dark) ink sphere element can rotate under the
presence of an electric field to show the light or dark
side. Although they are very interesting, we will not
cover ink displays in this article.

The shutter action is also used in some projection
TV sets (or projectors) in which the LCD either
transmits or reflects (such as LCOS) the light from an
arc lamp. The DMD movable mirrors reflect the
digital information to the lens system and the
unwanted rays are reflected away from the lens to a
black light capture area.

The Cathode Ray Tube (CRT)

The CRT is a display which has been in use for over
100 years (the Braun CRT tube was developed in
1898). The CRT uses a phosphor screen which is
bombarded by energetic electrons and emits visible
light radiation. The single electron gun CRT was used
for years in early monochrome television sets and
monochrome computer displays. Monochrome
green, amber, and white phosphors have been used
in monitor tubes. Some color selectivity can be
obtained with the single electron gun using the
following three methods; (i) voltage penetration
phosphors, (ii) current sensitive phosphors and
(iii) beam index methods. In a CRT, the penetration
of the electron beam follows Hans Bethe’s energy
loss equation for electron penetration in solids and
thus is a function of the electron energy or CRT
voltage.

Hans Bethe’s energy loss equation is:

dE=dx ¼ 22Pe4ðNe=EÞlnðaE=IÞ ½5�

where: E ¼ energy of the incident electron; x ¼ depth
of material; Ne ¼ density of atomic electrons;
I ¼ mean excitation energy; and a ¼ a constant.

In the voltage penetration tube, a cascaded
screen is used to give a color change when the
electron voltage is increased. For example, if a
cascade screen is made from a green phosphor
layer placed on top of the red phosphor layer then
the electrons strike the green phosphor first. Then
with increased voltage, the electrons pass through
the top phosphor and excite the bottom red
phosphor. In the current sensitive color tube, the
phosphor screen is composed of (for example) red
and green phosphor whose luminance versus
current curves are different. In these cases, we are
referring to the linearity of the change in lumines-
cence from the phosphor as a result of a change in
electron beam current. The red phosphor (generally
a rare earth oxide) is a linear phosphor, whereas
the green is nonlinear. Changing the current thus
can change the color of the display. In the beam
index tube, a UV (or secondary electron emitters
have also been used) emitting index layer is put
along side a red, green, or blue triad (for example,
between the blue and the red phosphor stripes).
The scanning electron beam, through the use of a
UV sensor (or secondary electron detector)
mounted in the rear portion of the tube and the
scanning electronics, can determine the location of
the red, green, and blue phosphors. The electron
beam can then excite only the individual phosphor
areas of interest. With this tube, generally, the

Table 1 Table of emissive and nonemissive displays

Emissive Nonemissive

CRT LCD and AMLCD

VFD Bi-Stable LCD

FED Digital Mirror D

EL – inorganic LCOS (Liquid Crystal on Si)

LED Electronic Inks

OLED

PLASMA
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electron beam is at a low current to give a small
enough cross-section to only excite one color and
thus has limited application.

Another application of the monochrome is the
projection CRT system. Here, three tubes for red,
green, and blue are used to project an image on a
viewing screen. The terminology is such that, when
the CRTs are in the back of the screen and the viewer
in front of the screen, it is called a ‘rear’ projection set
and if the CRTs and the viewer are in front of the
screen it is a ‘front’ projection set. The principle here
is that, either using one CRT tube at a time or by a
superposition two or three of the CRTs, the color of
the displayed image will be within the color gamut
defined by the primary colors.

The Color CRT

The more ubiquitous method of obtaining a color
display is the device called the shadow mask CRT
(and the similar Trinitron CRT). This color CRT is
designed in such a manner that through the use of
an aperture mask, (seen in Figure 1) the electrons
from the red electron gun strike the red phosphor
and likewise electrons from the green and blue
electron guns strike the green and blue phosphors.
The combination allows the viewer to see a color
image. This color separation action is seen in
Figure 2. Although Figure 2 shows a delta tri-color
design, there are also in-line systems in which the
mask consists of an array of slots which are
somewhat rectangular in nature. In this array,
many slots can be on a line, or a mask made can

be made of a series of wires as used in the
Trinitron design.

The disadvantage of the shadow mask technique
is that the mask can capture as much as 80% of
the electrons from the electron guns. This yields
lower screen luminance and lower contrast due to
scattered electrons. As the screen size gets larger
from 19 inches to 36 inches or more, additional
temperature compensation methods must be used
to reduce the effects of mask heating. A number of
methods to control the shift of the electron beam
on the phosphor as the mask heats up have been
developed. Initially, axially positioned bimetal
springs were used on masks to compensate for
the heating effect. Then lighter masks were used
with corner lock suspension systems. Another
method is using mask materials with lower
coefficients of expansion such as INVAR.

Contrast in color CRTs has been improved by
first applying a carbon coating between the panel
glass and the phosphor screen. This requires
additional process steps which form ‘windows’ in
the carbon coating (matrix) through which the
excited phosphor is seen. The use of pigmented
phosphors also helped to reduce the reflectivity of
the phosphor/matrix screen.

The phosphors used in the shadow mask color CRT
are the red Y2O2S:Eu or, in some cases, the Y2O3:Eu
phosphor. The green phosphor is ZnS:Cu and the blue
phosphor is ZnS:Ag.

The CRT seen in Figure 3 shows the new high-
definition television-type (HDTV) tube with the
16 £ 9 aspect ratio as contrasted with the older
4 £ 3 aspect ratio (screen width £ height).

Figure 2 The action of a shadow mask.
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The Vacuum Fluorescent Display (VFD)

The VFD can be thought of as a low-voltage CRT. Just
as in the CRT, electrons from a cathode are controlled
by a grid which allows them to be accelerated and
strike the phosphor screen anode. However, the
electrons in a CRT can be accelerated with a voltage
of 30 000 V, whereas the VFD accelerates the elec-
trons with voltages of 12 to 40 V.

In the operation of the VFD, electrons are emitted
by the filament. The filament is a very thin tungsten
wire coated with a tri-carbonate oxide (barium,
strontium, and calcium carbonates) which are the
same constituents of the CRT oxide cathode. The
filament is held between a filament support and an
anchor which applies tension to the filament wire. A
current is passed through the filament to achieve
a temperature to ,600 8C. At that temperature,
thermonic emission occurs. Between the filament
and the phosphor elements is a stainless steel mesh
grid. By the application of a positive or negative
voltage on this grid, electrons can either be cut off or
accelerated to the phosphor on the anode. The anode
can be a conductor such as graphite, coated with a
phosphor layer such as ZnO:Zn (zinc oxide). This is
a low-voltage cathodoluminescent phosphor which
emits a green color with an emission maxima of about
505 nm. Other phosphors are also used to obtain red,
orange, and blue (Figure 4).

In addition to the filament, grid and anode, the VFD
is a vacuum device (like the CRT) and contains a
getter to assist achieving and maintaining a good
vacuum and an internal transparent conductive coat-
ing to protect the display from external electrostatic
fields. The VFD display is used frequently in the auto
industry and aging of the phosphor is very small,
achieving 100 000 hrs to half of the initial luminance.

VFD units have been made with phosphor elements
on either side of the filament. This gives rise to a 3D
effect. Graphic and fixed segment VFDs have been
made for multimedia products and 16 £ 16 graphics
for Kanji and other characters.

Experimentally, 2D VFD arrays have been made
similar to the FEDs covered in the next section.

Field Emissive Displays (FEDs)

The FED is similar to the CRT and the VFD in that
electrons from a source bombard a phosphor screen.
In both the CRT and the VFD thermionic electrons
are used. However, in the FED the electrons arise
from field emission. Field emission devices create
electrons though quantum mechanical tunneling from
the emitter surface into the vacuum by the action
of a large electrical field. This process is governed by
the Fowler–Nordheim equation. This equation takes
the form:

J ¼ AðbVÞ2=F expð2BF3=2
=bVÞ ½6�

where, J is the electron current density; V is the
applied voltage; F is the work function of the
emitting tip; A & B are constants; and b is the field
enhancement factor.

The emitters can be of the Molybdenum Spindt
type and also the polydiamond or diamond-like
carbon (DLC) coated emitters. We have the field
enhancement with a sharp tip and reduced work
function with the DLC. There has been renewed
interest in FEDs, with the development of the ‘carbon
nanotube’ as an electron field emitting source. The
carbon nanotube is a fullerene material, which is a
distinct form of carbon. This ‘bucky ball’-like

Figure 3 A typical HDTV color CRT. Reproduced from Donofrio

RL (2002) The future of direct-view CRTs. SID Information Display

Magazine 6: 10. Permission for reprint courtesy of the Society for

Information Display.
Figure 4 The cross-section of a vacuum fluorescent display

assembly.
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material is cylindrical instead of spherical in nature,
has great strength, and high conductivity.

There are two types of FEDs, a low-voltage
(LVFED) and a high-voltage (HVFED). The HVFED
uses an aluminum film over the phosphor to protect
the phosphor screen from aging. The HVFED can use
the high voltage (2–10 KV) electrons to bombard the
aluminized screen and it can use the more efficient,
somewhat standard CRT phosphors ZnS:Cu green,
ZnS:Ag Blue, and Y2O3:Eu red. The LVFED (12–
200 V) cannot use the standard CRT phosphors but
uses the low-voltage phosphor such as the ZnO:Zn
green phosphor. This does not use an aluminum layer,
since about 2 KV is needed to penetrate the Al layer.
The commonly used CRT red phosphor Y2O2S:Eu
was found unsuitable for HVFED use due to release
of the sulfur during electron bombardment.

Figure 5 shows that for this basic FED structure,
the electrons from the Spindt emitter are controlled
by the voltages of the anode, control electrode and
emitter electrode.

Plasma Displays

Earlier plasma displays, made using excited Ne gas
with the characteristic amber glow required no
phosphor and were used in the printing industry.
Present plasma displays used for television and
information signs are photoluminescent displays. As
shown in Figure 6, the excitation of the plasma gas
made of elements such as He, Ne, Ar, and Xe give rise
to a glow discharge and the creation of vacuum
ultraviolet photons that strike the screen and cause it
to luminesce. In construction, the display is similar to
the FED in that it is a matrix addressed device. It has
been described in literature that the similarity goes
even further with the need for anode and cathode
surfaces, a means of evacuating and a perimeter seal.

There are two types of plasma displays, DC and AC.
The AC design appears to be the more successful.
Typical PDP phosphors for the triad are (Y,Gd)BO3:
Eu for the red, Zn2SiO4:Mn for the green, and
BaMgAl10O17:Eu (called BAM for short) for the blue.
Figure 6 below shows the basic structure of an AC
plasma display. One phosphor element is shown with
barrier ribs and address and scan electrodes. The dis-
charge of the plasma takes place in the region of the
phosphor and excites the photoluminescent phos-
phor, which is shaped (in this example) along the side
of the barrier ribs and over the address electrode.

Electroluminescence

Electroluminescence was first seen in the 1930s by
Destriau. EL is the generation of (nonthermal) light
by use of an electric field. High electric field EL units
emit light through the impact of high energy electrons
in luminescent centers in a semi-conducting material.
The electric field can be alternating current (AC) or
direct current (DC). Powder phosphor AC EL dis-
plays appear to be one of the successful inorganic EL
display methods. Because of their rugged nature,
alternating current electroluminescence ACEL dis-
plays have been used in trucks, tractors and the M1
Abrams Tank. Thick-film EL panels are also used in
some vehicle displays as back lights for LCDs. These
light panels are free from mercury and are more
environmentally friendly.

Inorganic LED Displays

Light-emitting diodes are being used as backlights for
LCD displays, replacing some of the fluorescent light
backlighting methods. They are also used in indicator
lights. Large displays have been made of LEDs.
Using a matrix array row and column connectors,

Figure 6 ACPDP partial cross-section view. Reproduced from

Green P and Haven D (1998) Fundamentals of emissive displays.

SID Short Course S-3. Permission for reprint courtesy of the

Society for Information Display.

Figure 5 Field emission display cross-section. Reproduced

from Green P and Haven D (1998) Fundamentals of emissive

displays. SID Short Course S-3. Permission for reprint courtesy of

the Society for Information Display.
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we can digitally select a given color LED and pattern
in an LED array and generate a color image. Similar
methods were carried out many years ago using
incandescent lights. However, now they are bright
and fast reacting. LEDs operate by semiconductor
P–N junction rules and the flow of electrons and
holes under forward bias operation give rise to
junction light emission. Materials such as GaP:Zn,O
are used to create a red LED with an emission
maxima wavelength of 699 nm.

Red, green, and blue-UV/blue LEDs are now
available, with an increasing demand for white
LEDs. Two methods are used to produce a white
LED. One method is to use a blue LED with the front
of the LED coated with a green photoluminescent
phosphor. If the phosphor is thin enough, the blue
light penetrates the screen and excites the green to
give a blue/green white. Another method is to use a
blue LED and coat it with a white photoluminescent
phosphor.

Organic LEDs

The basic process of light generation in OLEDs is the
formation of a P–N junction. Electrons injected
from the N-type material and holes from the P-type
material recombine at the junction and light is
generated. There are presently two competing
methods to fabricate an OLED. The first developed
by Kodak in 1987 is the small molecule molecular
weight material approach. In OLED operation, the
electron hole pair recombine to form excitons (on
the average one singlet and three triplet excitons are
formed for every four electron hole pairs). The light
for the Kodak OLED is from the recombination of
singlet excitons and the energy transferred to the
fluorescent dye. The terminology is such that we
have small molecule-OLEDs (sm-OLEDs) and poly-
mer-OLED (PLED). In later developments, the sm-
OLED device structure was reported to have three
layers. The first is the hole transport layer (hole
transport) enhancing layer copper phthalocyanine
(CuPc), a layer NPB (60 nm), the light emitting
aluminum tris-8-hydroxyquinolate Alq layer
(75 nm), and electron transport layer. The electron
transport layer is in contact with the three layer
structure. The top electrode is a low work function
material, such as MgAg (75–200 nm thick) called an
electron injection layer and topped with a transpar-
ent indium tin oxide (ITO) layer for transparent
OLEDS. All of these coatings are applied in a
vacuum chamber.

In the phosphorescent material method, the light
emission is from the triplet excitons through the use
of phosphorescent dyes and the polymer-based

devices. The common base material is a poly-
phenylene-vinylene PPV and other polymers such as
polyfluorene have been used. The construction of the
phosphorescent OLED is similar in that the ITO is
also used as a starting substrate but the hole transport
layer is applied by spin casting from solution. Spin
casting is also used for the electron transfer material.
After drying (removal of solvents) a calcium cathode
material is applied. A contrast of 3000/1 has been
achieved (for a military type application) using a
green OLED with an AR coated circular polarizer
and at an ambient light level of 500 lux, and a 6/1
contrast ratio has been achieved with an ambient
illumination of 50 000 lux and an output of
370 cd/m2. Additionally, OLEDs can be made on
flexible (F) substrates and are called FOLEDs. The use
of a transparent (T) cathode gives rise to a top
emission OLED or a TOLED.

The first OLED display used in auto products was
developed by Pioneer and used in a radio display and
the Ford Motor Company has shown a White OLED
display in one of their ‘Concept Cars’. This display
allows them to have a reconfigurable instrument

Figure 7 OLED partial cross-section – Kodak type. Repro-

duced from Green P and Haven D (1998) Fundamentals of

emissive displays. SID Short Course S-3. Permission for reprint

courtesy of the Society for Information Display.

Figure 8 Philips poled display in an auto mirror. Reproduced

with permission of Philips Mobile Display Systems.
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panel (IP) and is made up of a number of 5 inch £

8 inch displays across the instrument panel (Figure 7).
The POLED as seen in Figure 8 is now being used

by Philips Mobile Systems in a rear view car mirror, as
seen below. It is the display from a video camera
looking at the rear of a car to see any obstacles to
backing up safely.

Thin Film EL (TFEL) Displays

A simple type of TFEL display is the color by white
structure shown below. In this case, the color is
generated using a white phosphor and red, green, and
blue optical filters. To make this ACEL display
function properly, insulators are used on either side
of the phosphor. In Figure 9, the ITO conducting

stripes (depicted) horizontally on the top and
vertically on the bottom, give the means of addressing
each color pixel. The white phosphor, for example, is
a ZnS:Mn, SrS:Ce blend which gives a white
electroluminescence.

Other phosphors such as ZnS:Mn can be used but
its yellow luminescence requires the use of a green
and red filter and only two metal electrodes on the
bottom to give a two-color display. Better red green
color separation can be achieved through the use of a
Zn12xMgxS:Mn and ZnS:Mn phosphor mix. New EL
blue phosphor developments have allowed larger
color gamuts to be achieved.

One of the important characteristics of the
alternating current thin-film electroluminescence
(ACTFEL) is that it has an operating temperature
range from 240 8C to 85 8C which is key for
automotive use. It has a viewing angle of 160 degrees
with a life of more than 50 000 hours. Active matrix
(active addressed) AMEL structures allow fast

Figure 9 Color thin film electroluminescent display (TFEL)

cross-section. Reproduced from Dakkala A (1998) New EL

displays for vehicular applications. In: Donofrio RL and Musa S

(eds) Flat Panel and Vehicle Display ‘98. Permission for reprint

courtesy of the Society for Information Display.

Figure 10 AMLCDs used in automobiles. Reproduced from

Donofrio RL (2003) The road show. SID Information Display

Magazine 7: 26. Permission for reprint courtesy of the Society for

Information Display.

Figure 11 The operation of a simple liquid crystal display. Reproduced from Lueder E (1997) Fundamentals of passive and active-

addressed liquid crystal displays. SID Short Course S-1 (1997). Permission for reprint courtesy of the Society for Information Display.
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response and moving graphic displays. These have
found application in ‘heads up displays’ (HUD) for
the military and medical industries and in consumer
goods such as portable computers, pagers, cell
phones, and 3D gaming.

The Active Matrix LCD

The active matrix liquid crystal display (AMLCD)
device consists of a series of liquid crystal cells or
windows whose characteristics can be controlled by
an applied voltage to pass or restrict the passage of
light through the windows via the external polarizers
and the polarizing action of the LCD cells. These
displays are used in laptop and tabletop computers,
TVs, and for automotive displays (for driving
information and entertainment). Figure 10 shows
some present applications for AMLCDs in the
automobile.

When the simple LCD is used without a transistor
matrix, it is termed a passive display rather than an
active one. Figure 11 below shows how a simple LCD
cell operates.

The action shown in this figure is the twisted
alignment nature of the liquid crystal material. When
the polarizer on the left has its high transmission axis
horizontal and the polarizer on the right of this cell
has perpendicular alignment then the light from the
backlight (f) is passed through the crossed polarizers.
However, when voltage is applied to the cell, the
liquid crystal is no longer twisted and the crossed
polarizers prevent the light from going though the cell

to the viewer. If the polarizers were not crossed but
the polarization transmission axis was in the same
direction in both polarizers, then the opposite effect
would occur.

In order to show a color image, the LCD is designed
to have three or more cells clustered per color pixel.
The following (Figure 12) is the transmission
profiles of each of these red, green, and blue filters.

The backlight used is a fluorescent lamp with a
white phosphor (made up of red, green, and blue
photoluminescent phosphors). Figure 13 shows what
would happen if only the blue phosphor was used and
also shows the superposition of the mercury lines that
penetrate the phosphor and contribute to the final
spectral energy distribution.

Reflective LCD

For applications where there is suitable external light
to view the display, no internal light source is used.

Figure 12 Typical color LCD filter transmission characteristics.

Reproduced from Donofrio RL and Abileah A (1998) LCD

backlighting system – phosphors and colors. In: Donofrio RL and

Musa S (eds) Flat Panel and Vehicle Display ‘98, p. 123. Per-

mission for reprint courtesy of the Society for Information Display.

Figure 13 The relative luminance spectrum of the LCD.

Backlight blue phosphor showing mercury lines. Reproduced

from Donofrio RL and Abileah A (1998) LCD backlighting

system – phosphors and colors. In: Donofrio RL and Musa S

(eds) Flat Panel and Vehicle Display ‘98, p. 123. Permission for

reprint courtesy of the Society for Information Display.

Figure 14 The action and construction of a reflective LCD.

Reproduced with permission from Watanabe R and Tomita O

(2003) Active-Matrix LCDs for Mobile Telephones in Japan. SID

Information Display Magazine 7(3): 30–35. Permission for reprint

courtesy of the Society for Information Display.
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This reflective LCD consists of a polarizer and
retarder plates stacked on the front side of the cell.
The cell with spacers contains the liquid crystal
material and on the bottom of the cell is located a
reflecting surface. It has been found that a dimpled
reflecting surface makes a diffuse reflecting surface
(Figure 14).

Transflective LCD

The importance of the transflective device is that it
has better contrast under high ambient illumination
than the standard transmission back lighted LCD and
fair contrast for low ambient illumination.

The construction of this device consists of front and
rear circular polarizers, back light, reflective
elements, and novel filters. The back light is in the
rear of the display. However, like the reflective LCD,
internal reflectors are used on each pixel. The filters
are designed spatially to be more transmissive for the
reflective light than for the back light. Additionally
the cell gap for the reflective light is smaller then the
transmitted light region because the reflected light
passes the cell twice whereas the transmitted light
passes the cell once. This type of device seen in
Figure 15, is finding uses in the auto industry and
where the LCD is needed for both low and high
ambient light levels.

Conclusions

In this brief review of displays we have tried to cover
many different types of displays. The reader will in
time find that there are many other variations on the

displays discussed. The object is to give the reader an
up-to-date review of the topics involved with displays
and the various types of display in use today. By its
nature it is a broad approach.

See also

Color and the World. Instrumentation: Photometry.
Light Emitting Diodes. Materials for Nonlinear Optics:
Liquid Crystals for NLO.
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Introduction

In this article we examine how the process of
electromagnetically induced transparency (EIT) can
be used to increase the efficiency of non-linear optical
frequency mixing schemes. We illustrate the basic
ideas by concentrating upon the enhancement of
resonant four-wave mixing schemes in atomic gases.
To start we introduce the quantum interference
phenomenon that gives rise to EIT. The calculation
of EIT effects in a three-level atomic medium using a
density matrix approach is presented. Next we
examine the modified susceptibilities that result and
that can be used to describe nonlinear mixing, and
show how large enhancements in nonlinear conver-
sion efficiency can result. Specific examples are briefly
discussed along with a further discussion of the novel
aspects of refractive index and pulse propagation
modifications that result from EIT. The potential
benefits to nonlinear optics of electromagnetically
induced transparency are discussed. In an article of
this nature it is not possible to credit all of the
important contributions to this field, but we include a
bibliography for further reading indicating some of
the seminal contributions.

Electromagnetically induced transparency is the
term applied to the process by which an otherwise
opaque medium can be rendered transparent through
laser-induced quantum mechanical interference pro-
cesses. The linear susceptibility is substantially
modified by EIT. Absorption is cancelled due to des-
tructive interference between excitation pathways.
The dispersion of the medium is likewise modified
such that where there is no absorption the refractive
index is unity and there can be a large value of

normal dispersion leading to low values of
group velocity. In contrast to the linear susceptibility
the nonlinear susceptibility involving these same
resonant laser fields will undergo constructive
rather than destructive interference. This leads to a
strong enhancement in nonlinear frequency mixing.
For a normally transparent medium the nonlinear
optical couplings will be small unless large-ampli-
tude fields are applied. The most important con-
sequence of EIT, in contrast to the usual case when
a medium is transparent, is that the dispersion is
not vanishing and the nonlinear couplings can be
very large.

To understand how this comes about we must
consider the system illustrated in Figure 1a where
because of the resonant condition satisfied for the
applied fields the atom can be simplified to just
three-levels. The important parameters in this model
system are that state l2. is metastable and has a
dipole-allowed coupling to state l3.. The coupling
between states l1. and l3. is also dipole-allowed

|a>

|b>

|1>

|3>

|2>

|1>

Figure 1 A three-level atomic system coupled to laser fields in

the lambda configuration is shown on the left-hand side. In the

limit of a strong coupling field this is equivalent to the dressed

states la. and lb. coupled to the ground state by the probe field

alone as shown on the right-hand side.



and as a consequence state l3. can decay radia-
tively to either l1. or l2.. Let a coupling field be
applied resonantly to the l2. 2 l3. transition,
which may be cw or pulsed but should in the latter
case be transform-limited. We define the Rabi
coupling as V23 ¼ m23E

"
where E is the laser electric

field amplitude and m23 is the dipole moment of the
transition. The Rabi frequency needs to be larger
than the inhomogeneous broadening of the sample.
A second field, the probe, typically of much lower
intensity, is then applied in resonance with the
l1. 2 l3. transition. If the condition V23 qV13 is
satisfied then it is convenient to replace the bare
atomic states l2. and l3. with the dressed states
(see Figure 1b):

la.¼
1
p

2

�
l2.þl3.

�
½1a�

lb.¼
1
p

2

�
l2.2l3.

�
½1b�

Transitions from state l1. induced by the probe
field to this pair of near-resonant dressed states are
subject to exact cancellation at resonance if l2. is
perfectly metastable. This is because the only
contribution to the excitation amplitude comes
from the matrix elements ,1lr·El3. as the
l1. 2 l2. transition is dipole forbidden. The
contributions from the equally detuned states la.
and lb. thus enter into the overall amplitude with
opposite signs and equal magnitude as can be seen
by inspection of eqns [1a] and [1b]. This leads to
cancellation of the absorption amplitude. This type
of absorption cancellation is well known and closely
related to the so-called dark states.

Theoretical Treatment of EIT in a
Three-Level Medium

It was realized by several workers in the 1970s that
laser-induced interference effects could lead to a
cancellation of absorption at certain frequencies. To
gain a more quantitative understanding of the effects
of the coupling field upon the optical properties of a
dense ensemble of three-level atoms we require a
treatment that computes the optical susceptibility of
the medium. A treatment originally carried out by
Harris et al. for a L scheme similar to that illustrated
in Figure 1 was the first to derive the modified
susceptibilities that will be discussed below. In that
treatment the state amplitudes in the three-level
atom were solved in the steady-state limit and
from these the linear and nonlinear susceptibilities
(see below) are then derived. In what follows we

adopt a density matrix treatment as employed by
various workers. This readily allows the inclusion of
dephasing as well as population decay terms. The
critical parameters in this system are the strengths of
the fields (described in terms of the Rabi couplings),
the detuning of the fields from resonance Dv13 ¼

v13 2 vP and Dv23 ¼ v23 2 vC (see Figure 2), the
radiative decays from l3. to l1. and l2., gc and gd

and from l2.2l1. ga (although the latter is
anticipated to be smaller). Extension to other
configurations of the three states, such as a V or
ladder scheme is implicit within this general
treatment.

Figure 2 illustrates the system considered. This
treatment will also address the nonlinear response
in a four-wave mixing scheme completed by the
two-photon resonant coupling applied between state
l1. and l2..

We write the interaction Hamiltonian as:

H ¼ H0 þ V ½2�

|3>

|1>

|2>

gd

ga

gc

wd

wa

wc

wa

Figure 2 A four-wave mixing scheme incorporating the

three-level lambda system in which electromagnetically induced

transparency has been created for the generated field vd by

the coupling field vc. The decay rates gi from the three atomic

levels are also shown. For a full explanation of this system

see text.
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where H0 is the unperturbed Hamiltonian of the
system and is written as

H0 ¼ "v1l1lk1lþ "v2l2lk2lþ "v3l3lk3l ½3�

and V is the interaction Hamiltonian and can be
expressed

V ¼ "Vae2 ivatl2lk1lþ "Vce
2 ivctl2lk3l

þ "Vde2 ivdtl3lk1lþ c:c ½4�

Note that the Rabi frequencies in the equation can be
described as "Vij ¼ mijlEðvijÞl, where mij is the dipole
moment of the transition between states li. and lj.,
the Rabi frequency Va is a two-photon Rabi
frequency that characterizes the coupling between
the laser field a and the atom for this two-photon
transition. We have assumed for simplicity that
va ¼ vb ¼ v12=2.

Assuming all the fields lie close to the resonance,
the rotating wave approximation can be applied to
the interaction picture and the interaction Hamil-
tonian VI is given as

VI ¼ "Vae
iDatl2lk1lþ "Vce

iDctl2lk3l

þ "VdeiDdtl3lk1lþ c:c ½5�

where Da, Dc and Dd refer the detunings of the fields
and can be written as:

Da ¼ v12 ¼ 2va

Dc ¼ v32 2 vc

Dd ¼ v13 2 vd

½6�

For the evaluation of the density matrix with this
interaction VI, the Schrödinger equation can be
restated in terms of the density matrix components.
This form is called the Liouville equation and can be
written as:

"
›

›t
@ijðtÞ ¼2i

X
k

HikðtÞ@ijðtÞ þ i
X
k

@ijðtÞHikðtÞ þGij

½7�

where Gij represents phenomenologically added decay
terms (i.e. spontaneous decays, collisional broad-
ening, etc.). This formalism leads to a set of nine
differential equations for nine different density matrix
elements that describe the three-level system.

To remove the optical frequency oscillations, a
coordinate transform is needed and to incorporate
the relevant oscillatory detuning terms into the

off-diagonal elements we make the substitution:

~@12 ¼ @12e2 iDat

~@23 ¼ @23e2 iDct

~@31 ¼ @31e2iDdt

½8�

This operation conveniently eliminates the time
dependencies in the rate equations and the equations
of motion for the density matrix are given by:

›

›t
@11 ¼ i

1

2
Va ~@12 þ i

1

2
Vd ~@13 2 i

1

2
Vp

a ~@21

2 i
1

2
Vp

d ~@31 þ G11

›

›t
@22 ¼ i

1

2
Vp

c ~@23 þ i
1

2
Vp

a ~@21 2 i
1

2
Vc ~@32

2 i
1

2
Va ~@12 þ G22

›

›t
@33 ¼ i

1

2
Vp

c ~@23 2 i
1

2
Vp

d ~@31 þ i
1

2
Vd ~@13

2 i
1

2
Vc ~@32 þ G33

½9�

›

›t
@23 ¼ i

1

2
Vc ~@22 2 i

1

2
Vc ~@33 2 iDa ~@23

þ i
1

2
Vd ~@21 2 i

1

2
Va ~@13 þ G23

›

›t
@21 ¼ iVa ~@22 þ iVa ~@33 þ iVd ~@23 2 iDc ~@21

2 i
1

2
Vc ~@31 2 i

1

2
Va ~@31 þ G21

›

›t
@31 ¼ i

1

2
Vd ~@22 þ iVd ~@33 þ iVd ~@23 2 iDc ~@21

2 i
1

2
Vc ~@31 2 i

1

2
Va ~@31 þ G31

Using the set of equations above and the relation ~@ij ¼

~@ p
ij we obtain equations for ~@12, ~@32, and ~@13. For the

incoherent population relaxation the decays can be
written:

G11 ¼ ga@22 þ gd@33

G22 ¼ 2ga@22 þ gc@33

G33 ¼ 2ðgc þ gdÞ@33

½10�

and for the coherence damping:

G21 ¼ 2

�
1

2
½ga þ gc� þ gcol

21

�
@21

G23 ¼ 2

�
1

2
½ga þ gc þ gd� þ gcol

23

�
@23

G31 ¼ 2

�
1

2
½gd þ gc� þ gcol

31

�
@31

½11�

where gcol
ij represents collisional dephasing terms

which may be present.
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This system of equations can be solved by various
analytical or numerical methods to give the individual
density matrix elements. Analytical solutions are
possible if we can assume for instance that Vc qVa;

Vd and that there are continuous-wave fields so a
steady-state treatment is valid. For pulsed fields or in
the case where the generated field may be significant
numerical solutions are in general required.

We are specifically interested in the optical
response to a probe field at vd (close to resonance
with the l1. 2l3. transition) that is governed by the
magnitude of the coherence @13. We find @13 making
the assumption that only the coupling field is strong,
i.e., that Vc qVa;Vd holds. From this quantity the
macroscopic polarization is obtained from which the
susceptibility can be computed. The macroscopic
polarization P at the transition frequency v13 can be
related to the microscopic coherence @13 via the
expression:

P13 ¼ Nm13@13 ½12�

where N is the number of equivalent atoms in the
ground state within the medium, and m13 is the dipole
matrix element associated with the transition. In this
way real and imaginary parts of the linear suscepti-
bility x at frequency v can be directly related to @13

via the macroscopic polarization since the latter can
be defined as:

P13ðvÞ ¼ 10xðvÞE ½13�

where E is the electric field amplitude at frequency vd.
The linear susceptibility (real and imaginary parts) is
given by the following expressions:
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We now consider the additional two-photon resonant
field va. This leads to a four-wave mixing process
that generates a field at vd (i.e., the probe frequency).
The nonlinear susceptibility that describes the
coupling of the fields in a four-wave mixing process

is given by the expression:
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Nonlinear Optical Processes

The dependence of the susceptibilities upon the
detuning is plotted in Figure 3. In this plot the
effects of inhomogeneous (Doppler) broadening are
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Figure 3 Electromagnetically induced transparency is shown in

the case of significant Doppler broadening. The Doppler averaged

values of the imaginary Im[x (1)] and real Re[x (1)] parts of the

linear susceptibility and the nonlinear susceptibility x (3) are plotted

in the three frames. The Doppler width is taken to be 20gd,

Vc ¼ 100gd and gd ¼ 50ga, gc ¼ 0.
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also incorporated by computing the susceptibilities
over the inhomogeneous profile (see below for
more details).

By inspection of eqn [14] we see that the
absorptive loss at the minimum of Im[x (1)] varies
as ga=V

2
c . This dependence is a consequence of the

interference discussed above. In the absence of
interference (i.e., just simply Autler–Townes split-
ting) the minimum loss would vary as gd=V

2
c . Since

l3. 2 l1. is an allowed decay channel (in contrast
to l2. 2 l1.) it follows that gb q ga and so the
absorption is much less as a consequence of EIT.
Re[x (1)] in eqn [15] and Figure 3 is also modified
significantly. The resonant value of refractive index
is equal to the vacuum value where the absorption is
a minimum, the dispersion is normal in this region
with a gradient determined by the strength of the
coupling laser, a point we will return to shortly. For
an unmodified system the refractive index is also
unity at resonance but in that case there is high
absorption and steep anomalous absorption.
Reduced group velocities result from the steep
normal dispersion that accompanies EIT. Inspection
of the expression [16] and Figure 3 shows that x (3) is
also modified by the coupling field. The nonlinear
susceptibility depends upon 1/Vc

2 as is expected for a
laser dressed system, however in this case there is not
destructive but rather constructive interference,
between the field-split components. This result is of
great importance: it ensures that the absorption can
be minimized at frequencies where the nonlinear
absorption remains large.

As a consequence of constructive interference the
nonlinear susceptibility remains resonantly enhanced
whilst the linear susceptibility vanishes or becomes
very small at resonance due to destructive inter-
ference. Large nonlinearity accompanying vanishing
absorption (transparency) of course match con-
ditions for efficient frequency mixing as a large
atomic density can then be used. Moreover the
dispersion (controlling the refractive index) also
vanishes at resonance; this leads to perfect phase
matching (i.e., zero wavevector mismatch between
the fields) in the limit of a simple three-level system.
As a result of these features a large enhancement of
the conversion efficiency in this type of scheme can
be achieved.

To compute the generated field strength Maxwell’s
equations must be solved using these expression for
the susceptibility to describe the absorption, refrac-
tion, and nonlinear coupling in the medium. We will
treat this within the slowly varying envelope approxi-
mation since the fields are cw or nanosecond pulses.
To be specific we assume that the susceptibilities are
time independent, i.e., that we are in the steady-state

(cw) limit. We make the assumptions also that there is
no pump field absorption and that we have plane
waves. Under these assumptions the generated field
amplitude Ad is given in terms of the other field
amplitudes Ai by:

›

›z
Ad ¼ i

vd

4c
xð3ÞA2

aAce
2 iDkdz 2

vd

2c
Im½xð1Þ�Ad

þ i
vd

2c
Re½xð1Þ�Ad ½16�

where the wavevector mismatch is given by:

Dkd ¼ kd þ kc 2 2ka ½17�

The wavevector mismatch will be zero on resonance
for the three-level atom considered in this treatment.
In fact the contribution to the refraction from all
the other atomic levels must be taken into account
whilst computing Dkd and it is implicit that these
make a finite contribution to the wavevector
mismatch.

We can solve this first-order differential equation
with the boundary condition Adðz ¼ 0Þ ¼ 0 to find
the generated intensity IðvdÞ after a length z:
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where Z0 is the impedance of free space. This
expression is quantitatively correct for the case of
the assumptions made. More generally the qualitative
predictions and general scaling remain valid in the
limit where the pulse duration is significantly longer
than the time required to traverse the medium. Note
that both real and imaginary parts of x (1) and x (3)

play an important role, as we would expect for
resonant frequency mixing. The influence of that part
of the medium refraction which is due to other levels
is contained in the terms with Dk. In the case of a
completely transparent medium this becomes a major
limit to the conversion efficiency.

Propagation and Wave-Mixing in
a Doppler Broadened Medium

Doppler shifts arising from the Maxwellian velocity
distribution of the atoms in the medium lead to
a corresponding distribution in the detunings for
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the various members of the atomic ensemble.
The response of the medium, as characterized by the
susceptibilities, must therefore include the Doppler
effect by performing a weighted sum over possible
detunings. The weighting is determined by the
Gaussian form of the Maxwellian velocity distri-
bution. From this operation the effective values of
the susceptibilities at a given frequency are obtained,
and these quantities can be used to calculate the
generated field. This step is of considerable practical
importance as in most up-conversion schemes it is
not possible to achieve Doppler-free geometries
and the use of laser cooled atoms, although in
principle possible, limits the atomic density that
can be employed. The interference effects persist
in the dressed profiles providing the coupling
laser Rabi frequency is comparable to or larger than
the inhomogeneous width. This is because the
Doppler profile follows a Gaussian distribution
which falls off much faster in the wings of the profile
than the Lorentzian profile due to the natural
broadening.

In the case considered with weak probe field,
excited state populations and coherences remain
small. The two-photon transition need not be
strongly driven (i.e., a small two-photon Rabi
frequency can be used) but a strong coupling laser is
required. The coupling laser must be intense enough
that its Rabi frequency is comparable to or exceeds
the inhomogenous widths in the system (i.e., Doppler
width), and a laser intensity of above 1 MW cm22 is
required for a typical transition. This is trivially
achieved even for unfocused pulsed lasers, but does
present a serious limit to cw lasers unless a specific
Doppler-free configuration is employed. The latter is
not normally suitable for a frequency up-conversion
scheme if a significant up-conversion factor is requi-
red, e.g., to the vacuum ultraviolet (VUV); however
recent experiments report significant progress in cw
frequency up-conversion using EIT and likewise a
number of other possibilities, e.g., laser-cooled atoms
and standing-wave fields, have been proposed.

A transform-limited single-mode laser pulse is
essential for the coupling laser field since a multimode
field will cause an additional dephasing effect on the
coherence, resulting in a deterioration of the quality
of the interference. In contrast, whilst it is advan-
tageous for the field driving the two-photon transition
to be single mode (in order to achieve optimal
temporal and spectral overlap with the EIT hole
induced by the dressing laser), this is not essential
since this field does not need to drive the coherence
responsible for interference.

When a pulsed laser field is used additional issues
must be considered. The group velocity is modified

for pulses propagating in the EIT large reductions,
e.g., by factors down to ,c/100, in the group velocity
have been observed. Another consideration beyond
that found in the simple steady-state case is that the
medium can only become transparent if the pulse
contains enough energy to dress all the atoms in the
interaction volume. The minimum pulse energy to
prepare a transparency is:

Epreparation ¼
f13

f23

NL"v ½18�

where fij are the oscillator strengths of the transitions
and NL the product of the density and the length.
Essentially the number of photons in the pulse
must exceed the number of atoms in the interaction
volume to ensure all atoms are in the appropriate
dressed state. This puts additional constraints on the
laser pulse parameters.

Up-conversion to the UV and vacuum UV has
been enhanced by EIT in a number of experiments.
Only pulsed fields have so far been up-converted to
the VUV with EIT enhancement. The requirements
on a minimum value of Vc . DDoppler constrains the
conversion efficiency that can be achieved because
the 1/Vc

2 factor in eqn [17] ultimately leads to
diminished values of x(3). The use of gases of higher
atomic weight at low temperatures is therefore
highly desirable in any experiment utilizing EIT for
enhancement of four-wave mixing to the VUV.
Conversion efficiencies, defined in terms of the
pulse energies by Ed/Ea or Ed/Ec of a few percent
have been achieved using the EIT enhancement
technique. It is typically most beneficial to maximize
the conversion efficiency defined by the first ratio
since va is normally in the UV and is the lower
energy of the two applied pulses.

Nonlinear Optics with a Pair
of Strong Coupling Fields
in Raman Resonance

An important extension of the EIT concept occurs
when two strong fields are applied in Raman
resonance between a pair of states in a three-level
system. Considering the system illustrated in Figure 1
we can imagine that both applied fields are now
strong. Under appropriate adiabatic conditions the
system evolves to produce the maximum possible
value for the coherence @12 ¼ 0.5. Adiabatic evol-
ution into the maximally coherent state is achieved by
adjusting either the Raman detuning or the pulse
sequence (counter to-intuitive order). The pair of
fields may also be in single-photon resonance with a
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third level, in which case the EIT-like elimination of
absorption will be important. This situation is
equivalent to the formation of a darkstate, since
neither of the two strong fields is absorbed by the
medium. For sufficiently strong fields the single-
photon condition need not be satisfied and a
maximum coherence will still be achieved.

An additional field applied to the medium can
participate in sum- or difference-frequency mixing
with the two Raman resonant fields. The importance
of the large value of coherence is that it is the source
polarization that drives the new fields generated in the
frequency mixing process. Complete conversion can
occur over a short distance that greatly alleviates the
constraints usually set by phase-matching in non-
linear optics. Recently near unity conversion efficien-
cies to the far-UV were reported in an atomic lead
system where maximum coherence had been created.
In a molecular medium large coherence between
vibrational or rotational levels has also been achieved
using adiabatic pulse pairs. Efficient multi-order
Raman sideband generation has been observed to
occur. This latter observation may lead the way to
synthesizing very short duration light pulses since the
broadband Raman sideband spectrum has been
proved to be phase-locked.

Pulse Propagation and
Nonlinear Optics for Weak
CW Fields

In a Doppler-free medium a new regime can be
accessed. This is shown in Figure 4 where the
possibility now arises of extremely narrow transpar-
ency dips since very small values of Vc are now
sufficient to induce EIT. The widths of these features
are typically subnatural and are therefore
accompanied by very steep normal dispersion, which
corresponds to a much reduced group velocity. The
ultraslow propagation of pulses is one of the most
dramatic manifestations of EIT in this regime.
Nonlinear susceptibilities are now very large as there
is constructive interference controlling the value and
the splitting of the two states is negligible compared to
their natural width. Nonlinear optics at very low light
levels, i.e., at the few-photon limit, is possible in this
regime.

Propagation of pulses is significantly modified in
the presence of EIT. Figure 4 shows the changes to
Re[x (1)] that arise. Within the transparency dip there
exists a region of steep normal dispersion. In the
vicinity of resonance this is almost linear and it
becomes reasonable to consider the leading term only
that describes the group velocity. An analysis of the

refractive changes has been provided by Harris who
expanded the susceptibilities (both real and imagin-
ary parts) of the dressed atom around the resonance
frequency to determine various terms in Re[x (1)].
The first term of the series (zero order)
Re[x (1)](v13) ¼ 0 corresponds to the vanishing dis-
persion at resonance. The next term ›[Rex (1)](v)/›v
gives the slope of the dispersion curve; at v13 this
takes the value:

›Rexð1Þðv13Þ

›v
¼

lm13l
2N4ðV2

c 2 g 2
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2
c þ gagdÞ
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Figure 4 Electromagnetically induced transparency is shown

in the case where there is no significant Doppler broadening.

The values of the imaginary Im[x (1)] and real Re[x (1)] parts of

the linear susceptibility and the nonlinear susceptibility x (3)

are plotted in the three frames. We take Vc ¼ gd /5 and

gd ¼ 50ga, gc ¼ 0.
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The slope of the dispersion profile leads to a reduced
group velocity vg:

1

vg

¼
1

c
þ

p

l

›xð1Þ

›v
½20�

From the expression for ›x/›v we see that this slope
is steepest (and so vg mimimum) in the case where
Vc q G2 and Vc

2 q G2 G3 but is still small compared
to G3 (i.e., VC , G3) and hence ›x/›v / 1/Vc

2. In the
limit of small Vc the following expression for vg

therefore holds:

vg ¼
"c10

�
Vc

�2
2vdlm13l

2N
½21�

Extremely low group velocities, down to a few meters
per second, are achieved in this limit using excitation
of the hyperfine split ground states in either laser
cooled atomic samples or Doppler-free configurations
in finite temperature samples. Recently similar light
slowing has been observed in solids. Storage of the
optical pulse within the medium has also been
achieved by adiabatically switching off the coupling
field and thus trapping the optical excitation as an
excitation within the hyperfine ground states for
which the storage time can be very long (.1 ms) due
to very low dephasing rates. Since the storage
scenario should be valid even for single photons
this process has attracted considerable attention
recently as a means to enable quantum information
storage.

Extremely low values of Vc are sufficient to induce
complete transparency (albeit in a very narrow dip)
and at this location the nonlinear response is
resonantly enhanced. Very high efficiency nonlinear
frequency mixing and phase conjugation at low light
levels have been reported under these conditions. It
is expected that high-efficiency nonlinear optical
processes will persist to ultralow intensities (the
few photon level) in an EIT medium of this type.

One example of highly enhanced nonlinear inter-
actions is the predicted large values of the Kerr type
nonlinearity (nonlinear refractive index). The origin
of this can be seen by considering the steep
dispersion profile in the region of the transparency
dip in Figure 4. Imagine that we apply an additional
field vf, perhaps a very weak one, at a frequency
close to resonance between state l2. and a fourth
level l4.. The ac Stark shift caused by this new field
to the other three level, although small, will have a
dramatic effect upon the value of the refractive index
because of the extreme steepness of the dispersion
profile. Essentially even a very small shift of the

resonant wavelength causes a large change in the
refractive index for a field applied close to this
frequency. It is predicted that strong cross-phase
modulations will be created in this process between
the fields vf and vd, even in the quantum limit for
these fields. This is predicted to lead to improved
schemes for quantum nondemolition measurements
of photons through the measurement of the phase-
shifts they induce (through cross-phase modulation)
on another quantum field. This type of measurement
has direct application in quantum information
processing.

See also

Nonlinear Optics, Applications: Phase Matching;
Raman Lasers. Scattering: Raman Scattering.
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Introduction

Lidars developed for the measurement of atmos-
pheric winds make use of the Doppler effect, in
which radiation scattered or emitted from a moving
object is shifted in frequency as a result of the
movement of the particles. Atmospheric Doppler
lidars irradiate a volume of atmosphere with a pulse
of very narrowband, laser-produced radiation, then
detect the change in frequency of the radiation
backscattered from atmospheric aerosol particles or
molecules present in the volume. Although Doppler
lidars are conceptually similar to Doppler weather
radars, lidar wavelengths are 3–4 orders of magni-
tude shorter than radar wavelengths, producing
some important differences in propagation and
scattering characteristics. Radiation at wavelengths
in the optical region of the spectrum is efficiently
scattered by aerosols and molecules, therefore
Doppler lidars, unlike commonly used Doppler
weather radars, do not require the presence of
hydrometeors or insects to obtain useful results.
Also, optical radiation can be tightly collimated,
virtually eliminating effects of ground clutter and
enabling lidar probing of small volumes to within a
few meters of terrain or structures.

The primary disadvantage of lidar techniques is the
severe attenuation of the optical radiation by cloud
water droplets and fog. Doppler lidars do not
typically probe beyond the edge of most atmospheric
clouds – the one exception being tenuous ice clouds
such as cirrus, which often are characterized by low
optical extinction and high backscatter, making them
excellent lidar targets. Doppler lidars also do not have
the extended range, which can exceed 100 km,

available from contemporary meteorological radars
when scatterers are present.

In clear air, however, the characteristics and
capabilities of Doppler lidar are well suited for
obtaining detailed wind and turbulence observations
for a wide variety of applications. Lidar beams can be
easily scanned to characterize motions within very
confined three-dimensional spaces such as shallow
atmospheric boundary layers, narrow canyons, and
turbulent structures. The relative compactness of
Doppler lidars makes deployment on aircraft or other
moving platforms extremely viable, and a Doppler
lidar deployed on a satellite has been proposed as a
way to obtain global measurements of atmospheric
wind fields. By scanning a lidar beam from an
orbiting satellite and analyzing the returns back-
scattered from clouds, aerosols, and molecules, a
satellite-based instrument could provide important
wind information for numerical forecast models.

Doppler Lidar Fundamentals

Backscattered Light

As laser light propagates through the atmosphere,
some of the incident energy is scattered by the
atmospheric molecules and constituents through
which the light passes. In lidar applications, the light
backscattered (scattered directly back toward the
source) is collected and analyzed. The backscattering
properties of an atmospheric particle depend on its
refractive index, shape, and size. In the special case
when the particle is much smaller than the wavelength
of the incident radiation, as is the case for laser
radiation scattered by atmospheric molecules, the
scattering process is characterized as Rayleigh
scattering. Because, in the Rayleigh scattering regime
the energy backscattered by a particle increases
proportionally as the inverse of the fourth power of
the wavelength, Doppler lidar systems designed for
molecular scatter operate at short wavelengths.
Molecular Doppler lidar systems typically operate in
the visible or ultraviolet spectral regions.
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Aerosol particles, the other component of the
atmosphere that scatters laser light, produce Mie
scattering, which applies when the diameter of the
scatterers is not orders of magnitude smaller than
the incident wavelength. Aerosol particles present in
the atmosphere include dust, soot, smoke, and pollen,
as well as liquid water and ice. Although for Mie
scattering the relationship between the power back-
scattered by an ensemble of aerosol particles and the
incident wavelength is not simply characterized, most
studies have shown that the energy backscattered
increases roughly proportional to the first or second
power of the inverse of the incident wavelength,
depending on the characteristics of the scattering
aerosol particles. In a polluted environment, such as
in the vicinity of urban areas, an abundance of large
particles often results in a roughly linear relationship
between the inverse of the incident wavelength and
the backscattered energy, while in more pristine
environments, such as the free troposphere, the
inverse wavelength/backscatter relationship can
approach or exceed a square-law relationship.

The primary objective in Doppler lidar is to
measure the Doppler frequency shift of the scattered
radiation introduced by the movements of the
scattering particles. Figure 1 shows a typical spectrum
of the radiation collected at the lidar receiver for a
volume of atmosphere irradiated by a monochro-
matic laser pulse. Molecular scattering produces
the broadband distribution in Figure 1, where the
broadening results from the Doppler shifts of the
radiation backscattered from molecules moving at
their thermal velocities. The width of the molecular
velocity distribution in the atmosphere ranges from
,320 to 350 m s21, scaling as the square root of the

temperature. In the center of the spectrum is a much
narrower peak resulting from scattering of the light
by aerosol particles. Because the thermal velocity of
the much larger aerosol particles is very low, the
width of the distribution of the aerosol return is
determined by the range of velocities of particles
moved about by small-scale turbulence within the
scattering volume. This is typically on the order of a
few m s21. Also shown in Figure 1 is an additional
broadband distribution, due to scattered solar
radiation collected at the receiver. If the laser source
is not monochromatic, the backscattered signal
spectrum is additionally broadened, with the result-
ing spectrum being the convolution of the spectrum
shown in Figure 1 with the spectrum of the laser
pulse. As seen in the figure, the entire spectrum is
Doppler-shifted in frequency, relative to the frequ-
ency of the laser pulse. The object for a Doppler lidar
system is to measure this shift, given by df ¼ 2vrad=l;

where vrad is the component of the mean velocity of
the particles in the direction of propagation of the
lidar pulse and l is the laser wavelength.

Elements of a Doppler Lidar

Doppler lidar systems can be designed primarily to
measure winds from aerosol-scattered radiation,
molecule-scattered radiation, or both. The type of
system places specific requirements on the primary
components that comprise a Doppler lidar system.
A Doppler lidar consists of a laser transmitter to
produce pulses of energy that irradiate the atmos-
pheric volume of interest, a receiver which collects the
backscattered photons and estimates the energy and
Doppler shift of the return, and a beam pointing
mechanism for directing the laser beam and receiver
field of view together in various directions to probe
different atmospheric volumes. Independent of
whether the primary scatterers are molecules or
aerosol particles, the system design criteria for a
Doppler system are driven by a fundamental relation-
ship between the error in the estimate of mean
frequency shift df1; the bandwidth of the return f2

(proportional to the distribution of velocities), and
the number of incident backscattered photons
detected N as

df1 / f2=N
1=2 ½1�

Thus, the precision of the velocity estimate is
improved by increasing the number of detected signal
photons and/or decreasing the bandwidth of the
backscattered signal. It is obvious from the equation
that a significantly greater number of photons are
required to achieve the same precision in a Doppler
measurement from a molecular backscattered signal,

Aerosol return

Molecular return

Background light

Wavelength
0

0.10

0.20

0.30

0.40

0.50

0.60

0.70

0.80

R
el

at
iv

e 
in

te
ns

ity

Figure 1 Distribution of wind velocities in a lidar return, showing

Doppler shift resulting from wind-induced translation of the
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increasing wavelength.
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characterized by higher bandwidth f2; compared to
the number required to compute velocities from
aerosol returns. The improved measurement pre-
cision gained from a narrow bandwidth return also
indicates that the laser transmitter in a Doppler lidar
system should be characterized by narrow spectral
width (considerably narrower than the spectral
broadening caused by the distribution of velocities),
and to increase the number of photons detected,
maximum transmit energy.

Narrowband, single-frequency pulses are obtained
by employing a low-power, precisely frequency-
stabilized master oscillator laser, whose radiation is
either used to seed a stabilized, higher-energy laser
cavity (injection seeding) or amplified in one or more
optical amplifiers (master-oscillator, power amplifier,
(MOPA)) to produce frequency-stabilized pulses.

The lidar receiver gathers the backscattered pho-
tons and extracts the wind velocity as a function of
the range to the scattering volume. This requires a
telescope, to gather and focus the scattered radiation,
and a receiver to detect the scattered radiation and
determine the Doppler shift. Frequency analysis in a
Doppler lidar receiver is carried out using one of two
techniques: coherent detection (also known as hetero-
dyne detection) or direct detection (alternately
labeled incoherent detection). The techniques differ
fundamentally. In a heterodyne receiver, frequency
analysis is carried out on a digitized time series
created by mixing laser radiation with the back-
scattered radiation, while in direct detection lidar an
interferometer optically analyzes the backscattered
radiation to produce a light pattern which contains
the information on the frequency content.

Coherent (Heterodyne) Doppler Lidar

Description

Coherent or heterodyne lidar is implemented by
optically mixing the backscattered laser light with
radiation from a stable, continuous-wave, local
oscillator (LO) laser whose frequency is precisely
controlled to be a known frequency offset, typically
on the order of tens of MHz, from that of the laser
transmitter (Figure 2). The mixing process at the face
of an optical detector generates, after high pass
filtering, an electrical signal with amplitude pro-
portional to amplitude of the backscattered electro-
magnetic field and frequency equal to the difference
between the backscattered field frequency and the LO
laser field frequency. This signal is sampled, and then
digitally processed to estimate the range-dependent
mean frequency shift of the backscattered signal,
from which the radial wind component can be

derived. A property of coherent lidar is that, because
of constructive and destructive interference of the
returns from individual scatterers, single pulse returns
are characterized by random fluctuations in the
amplitude and phase of the detected time series and
Fourier spectrum. Consequently, averaging (some-
times referred to as accumulation) over multiple
pulses usually is necessary to produce a sufficiently
precise estimate of the signal mean frequency
estimate. Because the phase of the detected time
series is random within each pulse, averaging must be
carried out in the power spectrum or autocorrelation
function domain, rather than on the detected time
series.

The optical mixing process in coherent Doppler
lidar provides both benefits and design challenges.
Because receiver efficiencies (equivalent fraction of
incident photons entering the receiver that are
converted to electrons) are quite high, wind velocities
can be estimated from very weak backscattered
signals. Also, signal processing is performed on a
time series derived from the mixed signal, enabling
the use of electrical filters to produce a narrow
receiver bandwidth and effectively eliminating broad-
band solar background light as a major source of
noise. As a result, unlike many lidars coherent
Doppler lidar performance is not degraded under
daylight conditions.

The primary limitation of coherent detection
results from the added photon noise from the local
oscillator radiation (which is usually much stronger
than the backscattered radiation). The effect of local
oscillator photon noise is to define a system noise
level below which very weak signals cannot be
practically extracted, even with substantial multiple-
pulse averaging. In addition, because efficient mixing
requires phase coherence of the backscattered signal
field across the detector, coherent lidar performance
at longer ranges is degraded by strong optical
turbulence along the path of the laser pulse. These
adverse effects of turbulence increase for shorter
wavelength systems.

Figure 2 Schematic of coherent detection of backscattered

radiation.
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Although measurements at wavelengths near
1.06 mm have been demonstrated, coherent Doppler
lidar systems used for regular atmospheric probing
operate in the eye-safe, infrared portion of the
spectrum at wavelengths longer than 1.5 mm. Cur-
rently, the two most common system wavelengths for
coherent lidar wind systems are in atmospheric
window spectral regions around 2 and 10.6 mm.
Early coherent Doppler lidar measurements, begin-
ning in the 1970s, employed CO2 laser transmitters
and local oscillators operating at wavelengths near
10.6 mm. Pulsed CO2 laser transmitters with as much
as 10 J of energy have since been demonstrated, and
systems with 1 J lasers have probed the atmosphere to
ranges of 30 km or more. In the late 1980s, solid state
laser transmitters operating near 2 mm wavelengths
were introduced into coherent lidar wind-measuring
systems. The compact size and potential reliability
advantages of solid-state transmitters, in which the
transmitter laser is optically pumped by an array of
laser diodes, provide advantages over larger CO2

laser technology. Also, because for a given measure-
ment accuracy the range-resolution obtainable is
proportional to wavelength, 2 mm instruments have
an enhanced capability to probe small-scale features.
However, although development of higher energy,
single-frequency coherent lidar sources operating at
2 mm region, as well as at 1.5 mm, is currently an
active research area, solid state lasers with pulse
energies greater than several tens of mJ have yet to be
incorporated into lidar systems for atmospheric
probing.

Applications of Coherent Doppler Lidar

Coherent lidars have been used to measure winds for
a variety of applications, and from an assortment of
platforms, such as ships and aircraft. Since these

lidars operate in the infrared where aerosol scattering
dominates molecular scattering, they require aerosol
particles to be present at some level to obtain usable
returns. Although clouds also provide excellent lidar
targets, most of the more useful applications of
coherent lidars involve probing the atmospheric
boundary layer or lower troposphere where aerosol
content is highest. Because of the capability to scan
the narrow lidar beam directly adjacent to terrain,
a unique application of lidar probing is the
measurement of wind structure and evolution in
complex terrain such as mountains and valleys. Over
the past two decades, Doppler lidar studies have been
used, for example, to study structure of damaging
windstorms on the downwind side of mountain
ranges, advection of pollution by drainage flows
from valleys, and formation of mountain leeside
turbulence as a potential hazard to landing aircraft.
The interactions of wind flows with complex terrain
can produce dangerous conditions for transportation,
especially aircraft operations. Figure 3 shows a strong
mountain wave measured by a Doppler lidar near
Colorado Springs, during an investigation of the
effects of downslope winds and turbulence on aircraft
operations at the Colorado Springs airport. The
mountains are on the right of the figure, where the
strong wave with wavelength of about 6 km can be
seen. Note the reversal in winds near the location
where the wave descends to the surface. The Color-
ado Springs study was prompted by the crash of a
passenger jet while landing at the airport during a
period when the winds were down the slope of the
Rocky Mountains just to the west of the airport.

A Doppler lidar was recently deployed in an
operational mode for wind shear detection at the
new Hong Kong International Airport. Because winds
flowing over mountainous terrain just south of the

Figure 3 Vertical scan of the winds in a mountain wave measured by a 10.6 mm coherent Doppler lidar near Colorado Springs,

Colorado. Courtesy L. Darby, NOAA.
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airport can produce mountain waves and channeled
flows, wind shear is frequently encountered during
landing and takeoff operations. Figure 4 shows a gust
front situated just to the west of the airport, charac-
terized by a sharp wind change (which would produce
a corresponding change in airspeed) approaching
13 m s21 over a distance of less than one kilometer.
Providing a capability to detect such events near the
airport and warn pilots during approach or prep-
aration for takeoff was the primary reason for
deployment of the lidar. Within the first year of
operation the Hong Kong lidar was credited with
improving wind shear detection rates and providing
more timely warnings for pilots of the potentially
hazardous conditions. As of August 2003 this lidar
had logged more than 10 000 hours of operation.

Because coherent Doppler lidars are well matched
to applications associated with probing small-scale,
turbulent phenomena, they have also been deployed

at airports to detect and track wing tip vortices
generated by arriving or departing aircraft on nearby
parallel runways. In the future, a network of ground-
based lidars could provide information on vortex
location and advection speed as well as wind shear,
leading to a potential decrease in congestion at major
airports. Also, compact lidar systems looking directly
ahead of research aircraft have shown the capability
to detect wind changes associated with potentially
hazardous clear-air turbulence. In the future, a
Doppler lidar installed on the commercial aircraft
fleet could potentially look ahead and provide a
warning to passengers to fasten seat belts before
severe turbulence is encountered.

The high resolution obtainable in a scanning lidar
enables visualization of finely structured wind and
turbulence layers. Figure 5 shows an image of
turbulence associated with a nocturnal low-level jet
just 50 m above the surface obtained at night over flat

Figure 4 Horizontal depiction of the radial component of the wind field measured at Hong Kong Airport by a 2.02 mm Doppler

lidar during a gust front passage, showing strong horizontal shear just west of the airport. Courtesy C. M. Shun, Hong Kong

Observatory.
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terrain in Kansas. Although a low-level jet was
present on just about every evening during the
experiment, similar images obtained at different
times by the Doppler lidar illustrated markedly
different characteristics, such as a wide variation
in the observed mechanical turbulence along the
interface. Such observations enable researchers to
improve parameterizations of turbulence in models
and better understand the conditions associated with
vertical turbulent transport and mixing of atmos-
pheric constituents such as pollutants.

By deploying Doppler lidars on moving platforms
such as ships and aircraft, the spatial coverage of the
measurements can be greatly increased. Although
removal of platform motion and changes in orien-
tation are not trivial, aircraft-mounted lidar can map
out such features as the low-level jet and the
structure of boundary layer convective plumes.
Figure 6 shows horizontal and vertical motions
associated with convective plumes measured along
an approximately 60 km path over the southern
Great Plains of the United States. From such

measurements estimates of turbulence intensity,
integral scale, and other boundary layer character-
istics can be computed.

Direct Detection Doppler Lidar

Description

Direct detection or incoherent Doppler lidar has
received significant attention in recent years as an
alternative to coherent lidar for atmospheric wind
measurements. In contrast to coherent lidar, in which
an electrical signal is processed to estimate Doppler
shift, an optical interferometer, usually a Fabry–Perot
etalon, serves as the principal element in a direct
detection lidar receiver for determining the frequency
shift of the backscattered radiation.

One implementation of a direct-detection Doppler
lidar receiver is the ‘fringe imaging’ technique. In this
design, the interferometer acts as a spectrum analyzer.
The backscatter radiation is directed through a

Figure 5 Turbulence structure within a nocturnal stable layer at a height of 50 m. Note the stretching of the vertical scale. Courtesy

R. Banta, NOAA.
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Fabry–Perot interferometer, which produces a ring
pattern in the focal plane (Figure 7). The spectral
content information of the incident radiation is
contained in the radial distribution of the light. Each
ring corresponds to an order of the interferometer

and is equivalent to a representation of the back-
scattered signal frequency spectrum. As the mean
frequency of the backscattered radiation changes, the
rings move inward or outward from the center. To
extract a spectrum of the backscattered light, one or

Figure 6 Vertical motion in convective plumes measured by a vertically pointing airborne coherent Doppler lidar. Total horizontal

extent of the measurements is approximately 60 km, reddish colors correspond to upward motions.

Fiber optic input

Lens

Lens

Etalon

Figure 7 Schematic of Fabry–Perot etalon in a direct detection, fringe-imaging lidar receiver. Courtesy P. Hays, Michigan Aerospace

Corporation.
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more of the rings are imaged onto a two-dimensional
detector, and the resulting pattern analyzed. The rings
can either be detected using a multi-element ring
detector, or can be converted to a linear pattern with a
circle-to-line converter optic and then imaged on to a
charge-coupled device array device.

An alternate direct detection receiver configuration,
generally called the double edge technique, is to
employ two interferometers as bandpass filters, with
the center wavelength of each filter set above and
below the laser transmitter wavelength, as shown in
Figure 8. The incoming radiation is split between the
two interferometers, and the wavelength shift is
computed by examining the ratio of the radiation
transmitted by each interferometer. Both the double
edge and fringe-imaging techniques have demon-
strated wind measurements to heights well into the
stratosphere. The major challenge associated with the
double edge receiver is optimizing the instrument
when both aerosol and molecular scattered radiation
are present, since in general the change in transmission
as a function of velocity is different for the aerosol and
molecular signals. Double edge receivers optimized for
both aerosol and molecular returns place the bandpass
of the etalon filters at the precise wavelength where the
change in transmission with change in Doppler shift
is the same for both aerosol and molecular returns.

For both types of direct detection receivers
described above, much of the radiation incident on
the interferometer is reflected out of the system,
reducing the overall efficiency of the receiver. Recently,
designs that incorporate fiber optics to collect a
portion of the reflected radiation and ‘recycle’ it
back into the etalon have been demonstrated as a
method to improve the transmission efficiency of the
etalon in a fringe imaging receiver.

Doppler Wind Measurements Based
on Molecular Scatter

One of the primary advantages of direct detection
Doppler lidar is its capability for measurements
based on scatter from atmospheric molecules.
Measurement of Doppler shifts from molecular
scattered radiation is challenging because of the
large Doppler-broadened bandwidth of the return.
Because one wants to measure a mean wind
velocity with a precision of a few m s21 or better, in
the order of 105 photons are required. Some
combination of multiple pulse averaging, powerful
lasers, and large receiver optics is required to obtain
these high photon counts from backscattered returns.

Molecular-scatter wind measurements have been
demonstrated in the visible spectral region at 532 nm
wavelength as well as at 355 nm in the near
ultraviolet. The ultraviolet region has the dual
advantages of enhanced molecular scatter and less
restrictive laser eye-safety restrictions. Figure 9 shows
the time series of a wind profile measured in the
troposphere from both aerosols and clouds using a
molecular-scatter, ground-based 355-nm wavelength
Doppler fringe-imaging lidar. The figure shows
measurements from receiver channels optimized for
the wideband molecular signal and the narrowband
aerosol return. For this measurement, backscattered
photons were collected by a 0.5 m receiver aperture,
averaged for 1 minute, and processed. In the absence
of clouds, direct detection Doppler lidars have
measured wind profiles continuously from the surface
to beyond 15 km height. Figure 10 shows that the
estimated wind error for the same 355 nm lidar is less
than 1 m s21 to about 10 km, and less than 4 m s21 at
15 km height.

Heterodyne and Direct-Detection
Doppler Trade-Offs

Lively debates within the lidar community have
occurred over the past decade regarding the relative
merits of heterodyne versus direct detection Doppler
lidars. To a large extent, the instruments are comp-
lementary. Generally, heterodyne instruments are
much more sensitive when significant aerosols are
present. Coherent lidar processing techniques have
been developed that can produce accurate wind
measurement rates using only a few lidar pulses with
as few as 100 detected photons, such that
several wind observations per second can be obtained
for nominal pulse rates. This inherent sensitivity
has led to numerous applications in which a lidar
beam has been scanned rapidly over a large volume to
obtain time-varying, three-dimensional wind
measurements.

Filter 1 Filter 2
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Figure 8 Spectrum of molecular lidar return showing placement

of bandpass filters for a dual channel (double edge) direct

detection receiver. Courtesy B. Gentry, NASA.
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The primary advantage of direct detection instru-
ments is their demonstrated capability to measure
winds from molecular-backscattered returns in the
middle and upper troposphere. In very pristine air,
direct detection offers the only method for long-range
wind measurements, even though significant aver-
aging may be required. Direct-detection lidars have
the additional advantage of being unaffected by
atmospheric refractive turbulence. Unlike heterodyne
lidars, which require a very pure laser pulse and a
diffraction-limited receiver field of view matched to
and precisely aligned with the transmitted beam,
direct detection systems can have a wider bandwidth
transmitter and a receiver field of view several times
diffraction-limited. In direct detection lidar design,
the field of view is usually constrained by the need
to limit background light during daytime operation.
A major design challenge for direct detection instru-
ments is holding the Fabry–Perot etalon plate spacing
stable over a range of temperatures and in high
vibration environments.

Global Wind Measurements

A satellite-based Doppler lidar has frequently been
proposed as a way to measure wind fields over most
of the Earth. At present, winds are the one major
meteorological variable not well-measured from
orbiting platforms. Measurement of winds is
especially important over regions of the Earth that
are not currently well sampled, such as over Northern
Hemisphere oceans, as well as over most of the
tropics and Southern Hemisphere. Wind profile
information is currently obtained from radiosondes
and by tracking cloud and water vapor inhomogene-
ities using satellite imagers. Doppler lidar wind
measurements would greatly augment the current
data set by providing wind estimates throughout the
troposphere under clear conditions, and highly
height-resolved observations down to cloud tops
when cloud decks are present. Observing system
simulation experiments conducted in recent years
indicate that satellite-based lidar global wind

Figure 9 Time series of radial wind speed profiles measured by a 355 nm fringe-imaging direct detection lidar aerosol channel (top)

and molecular channel (bottom) at Maura Loa Observatory, HI. Change in wind speed and blocking of the return by clouds is clearly

seen. Courtesy C. Nardell, Michigan Aerospace Corp.
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measurements could lead to a significant improve-
ment in long-term forecast skill, provided the wind
fields can be observed with sufficient accuracy and
spatial resolution.

In a Doppler lidar wind mission, a satellite carrying
a lidar system would orbit the Earth in a nearly polar
orbit. The pulsed laser beam would be scanned
conically about the nadir to obtain different
components of the wind velocity. The scanning
could be either continuous or ‘stop and stare’. After
sufficient returns are averaged at a given pointing
angle to produce an acceptable estimate, the radial
component of the velocity would be computed and
assimilated directly into numerical analysis and
forecast models.

Doppler lidar measurement of winds from space is
theoretically feasible but technologically difficult.
Depending on the orbital height, the scattering
volume is anywhere from 450 to ,850 km from the
satellite, which challenges the sensitivity of current
system types. Because weight and power consump-
tion are critical parameters for space systems,
telescope diameter and laser power cannot be easily
increased to obtain the necessary sensitivity. Simi-
larly, the ability to average returns from multiple

pulses is also limited by time limitations. Because a
satellite moves at about 7 km s21, in order to obtain
measurements over a horizontal distance of 300 km
(the resolution of the radiosonde network) only about
45 seconds are available to make enough obser-
vations from multiple look angles to obtain a useful
measurement. It should also be noted that, as a result
of the high orbital velocity of the satellite, precise
knowledge of beam pointing is extremely critical for
measurements from satellites. For a lidar operating at
a nadir angle of 45 degrees, an error in the knowledge
of pointing angle of just 1 mrad results in an error of
about 5 ms21 in the measured radial component of
the wind.

Despite the challenge of employing a satellite-based
Doppler lidar, efforts are continuing to develop the
appropriate technology and to assess the impact of
the observations. The European Space Agency is
planning a Doppler wind lidar demonstration mission
for the late 2000s that would incorporate a nonscan-
ning, direct-detection instrument with both aerosol
and molecular channels. Doppler lidar technology
research and numerical simulations aimed at satellite-
based wind sensing is ongoing at several research
centers within the United States, Europe, and Japan.
One option currently being studied is a ‘hybrid’ lidar
system that would combine a direct detection lidar for
measurement of winds in the clear free troposphere
with a low-energy coherent system that would obtain
its observations from clouds and the aerosol-rich
boundary. Although a hybrid instrument reduces
some requirements on system power and aperture
size, combining the two techniques on a single plat-
form will likely require innovative engineering and
new approaches to beam combining and scanning.

See also

Environmental Measurements: Optical Transmission
and Scatter of the Atmosphere. Scattering: Scattering
Theory.
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Introduction

Hyperspectral remote sensing is a true marriage of
imaging technology with spectroscopy. Hyperspectral
remote sensing systems (also known as imaging
spectrometer systems) fully sample the optical wave-
length range of interest, whether it be the reflected
solar range (0.35 to 2.5 mm) or the range of thermal
emission from the Earth’s surface (3.0 to 14 mm).
A hyperspectral sensor views the Earth’s surface in a
series of contiguous and spectrally narrow image
bands. Figure 1 presents the concept of hyperspectral
remote sensing, wherein each spatial element of an
image has an associated full resolution spectrum.
The calibrated reflectance or emittance spectra
collected by a hyperspectral system are meant to be
directly comparable with that of materials measured
in the laboratory. With such high spectral resolution,
it thus becomes possible to do reflectance or
emittance spectroscopy of the Earth’s surface from
an overhead perspective.

Underlying Principles

Optical remote sensing is done over wavelength
intervals, or windows, in which the atmosphere is

largely transparent. For the reflective solar portion of
the spectrum, the atmosphere is mostly transparent
from approximately 0.35 to 2.5 mm. Water, CO2, and
other gases have absorptions of varying strength in
this range. This window is subdivided into the range
of human vision (the visible) and the region of slightly
longer wavelengths known as the near infrared;
together they are the visible/near infrared or VNIR
and extend from approximately 0.35 to 1.0 mm. The
region from approximately 1.0 to 2.5 mm is known as
the short wavelength infrared or SWIR. In the range
of emitted terrestrial radiation there are two window
regions. The first extends from approximately 3 to
5 mm and is known as the medium wavelength
infrared or MWIR, and the second, the long wave-
length infrared or LWIR, extends from approximately
8 to 14 mm.

The light that is intercepted by the entrance
aperture of a sensor is known by the quantity of
radiance which is measured in units of microwatts per
square centimeter per nanometer per unit of solid
angle. Physical quantities related to the material
properties of Earth surface materials are reflectance
and emittance. Both properties are the result of ratios
and so are unitless. One definition of reflectance is
that it is the ratio of radiance reflected from a
material, divided by the radiance reflected from an
identically illuminated perfectly diffuse reflector.
Likewise, a definition for emittance is the ratio of
radiance emitted from a material, divided by the ratio
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of radiance emitted from a perfectly emitting material
of the same temperature.

Materials covering the Earth’s surface, or gases in
the atmosphere, can be identified in hyperspectral
data on the basis of absorption features, or bands, in
the spectra recorded by the sensor. Absorption
bands result from the preferential absorption of
energy in some wavelength interval. The principal
types of processes by which light can be absorbed
include, in order of decreasing energy of the process,
electronic charge transfers, electronic crystal field
effects, and molecular vibrations. The former two
processes are observed in minerals and manmade
materials that contain transition group metal
cations, most usually, iron. Charge transfer absorp-
tions are the result of cation-to-anion or cation-
to-cation electron transfers. Crystal field absorptions
are explainable by the quantum mechanical theory
of atomic structure, wherein an atom’s electrons are
contained in orbital shells. The transition group
metals have incompletely filled d orbital shells.
When a transition metal cation, such as iron, is
surrounded by anions, and potentially selects other
cations, an electric field, known as the crystal field,
exists. Crystal field absorptions occur when radiant
energy causes that cation’s orbital shell energy levels
to be split by interaction with the crystal field. The
reflectance spectra of different iron-bearing minerals
are unique, because the iron cation has a unique
positioning with respect to the anions and other
cations that compose the mineral.

A material’s component molecules have bonds to
other molecules and as a result of interaction with
radiant energy, these bonds can stretch or bend.

These molecular vibrations, and overtones of those
vibrations, are less energetic processes than the
electronic absorption processes described above and
so the resulting absorption features occur at longer
wavelengths. Fundamental vibrational features occur
in the MWIR and LWIR. Overtones and combination
overtones of these vibrations are manifested as
weaker absorption features in the SWIR. These
overtone features in the SWIR include absorptions
diagnostic of carbonate and certain clay minerals.
Absorption features caused by vibrational overtones
of C–H, O–H, and N–H stretches are also mani-
fested in the SWIR and these absorption features are
characteristic of important vegetative biochemical
components such as cellulose, lignin, starch, and
glucose. An example of the effect of the changes in
reflected energy recorded at a sensor, due to the
absorption of incident energy by green vegetation and
other surface materials, is provided in Figure 2.

Laboratory spectrometers have been used for many
years to analyze the diagnostic absorptions of
materials caused by the above effects. More recently,
spectrometers were mounted on telescopes to deter-
mine the composition of the Moon and the other solid
bodies in our solar system. Technology progressed to
where profiling spectrometers (instruments that
measure a successive line of points on the surface)
could be mounted on aircraft. The next logical step
was the construction of imaging spectrometers
(hyperspectral sensors) that measured spectra in
two spatial dimensions. In fact, the data produced
by a hyperspectral sensor are often thought of as
an image cube (Figure 3) because they consist of
three dimensions: two spatial and one spectral.

Images taken simultaneously
in 100 – 200 spectrally
contiguous and spatially
registered spectral bands
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Figure 1 Hyperspectral remote sensing concept.
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Figure 2 Portion of a scene from the Airborne Visible/Infrared Imaging Spectrometer (AVIRIS) from Utah that includes a basalt flow,

circularly irrigated grasses sparsely vegetated plains, and damp alluvial sediments. AVIRIS channels centered at 0.45, 0.55, 0.81, and

2.41 mm are shown. Green vegetation is brightest in the 0.81 mm band which samples the peak of the near infrared plateau (see

Figure 7) just beyond the ‘red edge’. The green vegetation and damp sediments are darkest in the 2.41 mm band where water has a very

low reflectance (note also Figure 8). The bright patches in the basalt flow in the 2.41 mm image are occurrences of oxidized red cinders

which have a high reflectance in the SWIR.

Figure 3 Visualization of a hyperspectral image cube. A 1.7 mm image band from the Airborne Visible/Infrared Imaging Spectrometer

(AVIRIS) over the Lunar Crater Volcanic Field, Nevada is shown with each of the 224 rightmost columns and 224 topmost lines arrayed

behind it. In the lower right-hand corner, the low reflectance of ferric oxide-rich cinders in the blue and green show up as dark in the

stacking of columns with the high reflectance in the infrared showing up as bright.
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Advances in hyperspectral sensor technology have
been accompanied by advances in associated technol-
ogies, such as computing power and the evolution of
data processing algorithms.

Data Processing Approaches

An early impediment to the widespread use of
hyperspectral data was the sheer volume of the data
sets. For instance, a single scene from NASA’s
Airborne Visible/Infrared Imaging Spectrometer
(AVIRIS) is 614 samples by 512 lines by 224 bands.
With its short integer storage format, such a scene
takes up 140.8 Mbytes. However, since the dawn of
the hyperspectral era, in the 1980s, computing power
has expanded immensely and computing tasks, which
once seemed prohibitive, are now relatively effortless.
Also, numerous processing algorithms have been
developed which are especially well suited for use
with hyperspectral data.

Spectral Matching

In one class of algorithms, the spectrum associated
with each spatial sample is compared against one or a
group of model spectra and some similarity metric is
applied. The model spectrum can be measured by a
laboratory or field portable spectrometer of pure
materials or can be a single pixel spectrum, or average
of pixel spectra, covering a known occurrence of the
material(s) to be mapped. A widely used similarity
metric is the Spectral Angle Mapper (SAM). SAM is
the angle, u, obtained from the dot product of the
image pixel spectrum, t, and the library spectrum, r,
as expressed by

u ¼ cos21

�
t p r

ktk p krk

�
½1�

SAM is insensitive to brightness variations and
determines similarity based solely on spectral shape.
Lower u values mean more similar spectra.

In a related approach, matching is done, not on
the entire spectrum, but rather on characteristic
absorption features of the materials of interest. In
Figure 4, the geometry of an absorption band is
plotted. To map a given mineral, with a specific
absorption feature, a high resolution laboratory
spectrum is resampled to the spectral resolution of
the hyperspectral sensor. The spectrum is subsampled
to match the specific absorption feature (i.e., only
bands from the short wavelength shoulder of the
absorption to the long wavelength shoulder are
included). A straight line continuum (calculated,
based on a line between the two-band shoulders) is
divided out from both the laboratory and the

sensor spectra. Contrast between the library and the
sensor spectra is mitigated through the use of an
additive constant. This constant is incorporated into a
set of equations which are solved through the use of
standard least squares. The result of such a band-
fitting algorithm is two data numbers per spatial
sample of the hyperspectral scene. First the band
depth (or, alternatively, band area) of the feature is
calculated, and second, a goodness-of-fit parameter
is calculated. These two parameters are most often
combined in a band-depth times goodness-of-fit
image. More sophisticated versions of the band-
mapping algorithm target multiple absorption
features and are, essentially, expert systems.

Spectral Mixture Analysis

A fundamentally different methodology for analyzing
hyperspectral data sets is to model the measured
spectrum of each spatial sample as a linear combi-
nation of endmember spectra. This methodology is
based on the fact that the ground area corresponding
to any given spatial sample likely will be covered by
more than one material, with the consequence that the
measured reflectance or emittance spectrum is a mixed
pixel spectrum. The objective of linear SMA is to try to
determine the fractional abundance of the component
materials, or endmembers. The basis of linear spectral
unmixing is to model the response of each spatial
element as a linear combination of endmember
spectra. The basis equation for linear SMA is

rðx; yÞ ¼ aM þ 1 ½2�

where rðx; yÞ ¼ the relative reflectance spectrum for
the pixel at position ðx; yÞ; a ¼ the vector of end-
member abundances, M ¼ the matrix of endmember
spectra, and 1 ¼ the vector of residuals between the
modeled and the measured reflectances. Application
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Figure 4 Parameters that describe an absorption band.
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of SMA results in a series of fraction images for each
endmember wherein the data numbers range, ideally,
between 0 and 1. Fraction image pixels with a digital
number (DN) of 0 are taken to be devoid of the
endmember material. Fraction image pixels with a DN
of 1.0 are taken to be completely covered with the
endmember material.

Techniques related to SMA have been developed
which also map the abundance of a target material on
a per pixel basis. These include implementations
highly similar to SMA such as Orthogonal Subspace
Projection (OSP) wherein, as with SMA, all end-
members must be determined a priori. Other appro-
aches such as Constrained Energy Minimization
(sometimes referred to as ‘Matched Filter’) do not
require a priori knowledge of the endmembers.
Instead, only the reflectance or emittance spectrum
of the target need be known and the undesired
spectral background is estimated, and ultimately
compensated for, using the principal eigenvectors of
the sample correlation or covariance matrix of the
hyperspectral scene.

Expert Systems and Artificial Neural Networks

Another means of extracting information from
hyperspectral data sets is to use computer approaches
that in some way mimic the human thought process.
This can take the form of an expert system which
applies a set of rules or tests as each pixel spectrum is
successively analyzed. For example, if a spectrum has
an absorption at 2.2 mm it could tentatively be
classified as being caused by a clay mineral. Addition-
ally, if the absorption is a doublet, the specific clay
mineral is likely a kaolinite. In practice, expert system
codes are lengthy and complex although excellent
results can be demonstrated from their use, albeit at
the expense of processing time. Another approach in
this vein is the use of an artificial neural network
(ANN) for data processing. The use of ANNs is
motivated by their power in pattern recognition.
ANN architectures are well suited for a parallel
processing approach and thus have the potential for
rapid data processing.

Hyperspectral Remote Sensing of
the Land

Geology

Early efforts with airborne hyperspectral sensors
focused on geologic remote sensing. This was, at
least in part, a consequence of the mineralogic
diversity of the Earth’s surface and the fact that
many minerals have absorption features which are

unique and diagnostic of the mineral’s identity. The
expectation, which was soon borne out by results
from these early sensors, was that, given exposure of
the surface, mineralogic maps as detailed as the
spatial resolution of the sensor could be derived from
hyperspectral data. As some of the processing
techniques discussed above have become more readily
available, it has become possible to produce miner-
alogic maps from hyperspectral data far more rapidly
and cost-effectively than geologic maps produced by
standard means (e.g., by walking over the ground and
manually noting which lithologies are underfoot).

The propensity for transition metals, most
especially iron, to absorb energy through charge
transfer and crystal field effects, is noted above. Fe–O
and Fe2þ–Fe3þ charge transfers cause a profound
absorption in the reflectance spectrum of Fe-bearing
minerals shortwards of 0.4 mm. The wing of this
absorption causes the low blue and green reflectance
of Fe-bearing minerals. Crystal field bands cause an
absorption feature in the 0.9 to 1.0 mm region. The
ability to discriminate subtle differences among Fe-
bearing minerals in hyperspectral data has proven
extremely valuable in applications such as mineral
exploration, volcanology, and in the characterization
of abandoned mine lands.

In the SWIR, absorptions caused by vibrational
overtones of molecular bonds within minerals. These
include absorptions in the 2.2 and 2.3 mm region
which are characteristic of many Al- and Mg-bearing
clay minerals. Absorptions in the SWIR are narrower
in width than the Fe-generated crystal field bands
discussed previously. In fact, the requirement to
efficiently resolve these vibrational overtone absorp-
tion bands (which have full width at half maximum
(FWHM) bandwidths of 20 to 40 nm) helped to drive
the selection of the nominal 10 nm bandwidth of early
and most current hyperspectral sensors. Certain clay
minerals can be indicators of hydrothermal activity
associated with economic mineral deposits; thus, the
SWIR is an important spectral region for mineral
exploration. Clay minerals, by definition, have planar
molecular structures that are prone to failure if
subjected to shearing stresses. The ability to uniquely
identify and map these minerals, using hyperspectral
data, has thus been used to good effect to identify areas
on volcanoes and other hydrothermally altered
terrains that could be subject to landslides.

Minerals with adsorbed or molecularly bound
OH2 and/or water have vibrational overtone absorp-
tions near 1.45 and 1.9 mm, although these features
are masked in remotely sensed data by prominent
atmospheric water vapor bands at 1.38 and 1.88 mm.
The reflectance of water and OH-bearing minerals
decrease to near zero at wavelengths longwards of
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2.5 mm, due to the presence of water and OH
fundamental vibrations near 3.0 mm. Minerals bear-
ing the carbonate (CO3

22) molecule are abundant on
the Earth’s surface due to the ubiquitous occurrences
of limestone and dolomite. Calcite and dolomite
have overtone absorptions centered at 2.335 and
2.315 mm, respectively. A good test for the spectral
resolution and spectral calibration of a hyperspectral
sensor is its ability to successfully discriminate calcite
from dolomite on the basis of the aforementioned
absorption features. Figure 5 shows representative
spectra of carbonate, clay, and ferric and ferrous
iron-bearing minerals.

Absorptions resulting from fundamental molecular
absorptions are manifested in the LWIR. These
absorptions are of great geologic interest because
they include absorptions resulting from vibrations
of the Si–O bond and silicate minerals form the bulk
of the Earth’s crust. The wavelength at which the
Si–O stretching feature occurs is dictated by the level
of polymerization (or molecule-to-molecule bonding)
of the silicate mineral. Highly polymerized frame-
work silicate minerals, such as quartz and feldspar,
have a shorter wavelength absorption than do silicate
minerals, such as olivine which are composed of
disconnected SiO4 molecules. In Figure 6, laboratory
emission spectra of highly and poorly polymerized
silicate minerals are shown.

Vegetation and the Environment

While different minerals are, by definition, generally
composed of diverse component molecules, different

species of vegetation represent variations of the same
general biochemical constituents (e.g., chlorophyll,
proteins, lignin, cellulose, sugar, starch, etc.). In the
thermal IR, vegetation has a generally flat emittance,
thus it is in the reflective solar spectrum that most
vegetative remote sensing is performed. The major
features in the reflectance spectrum of green vege-
tation are shown in Figure 7. In the visible, the major
absorption features are caused by the presence of
chlorophyll. Chlorophyll has strong absorptions in the
blue and the red, leaving a reflectance maximum
(the green peak) at 0.55 mm. In the NIR, scattering
in the leaf structure causes high reflectance leaving
a profound absorption edge (the red edge) between
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0.7 and 0.78 mm. Past the red edge and into the SWIR,
the spectrum of green vegetation is dominated by
water in the leaf, with leaf water absorptions occurring
at 0.97, 1.19, 1.45, 1.93, and 2.50 mm. Studies of
vegetation, using multispectral systems, have made
use of a number of broadband indices. Hyperspectral
systems allow for the discrimination of individual
absorption features and subtle spectral shape differ-
ences in vegetation spectra which are unresolvable
using broadband multispectral systems. For example,
the absorptions caused by chlorophyll can be used for
studies of chlorophyll content in vegetative canopies.
The unique interaction of chlorophyll with leaf
structures can provide a morphology to the green
peak that is unique to a given species and thus is
mappable using a spectral feature fitting approach.

A desired goal in the study of vegetation and
ecosystem processes is to be able to monitor the
chemistry of forest canopies. The foliar biochemical
constituents making up forest canopies have associ-
ated absorption features in the SWIR, that result
from vibrational overtones and combinations of C–O,
O–H, C–H, and N–H molecular bonds. However the
absorptions from these biochemical components
overlap so that the chemical abundance of any one
plant component cannot be directly related to any one
absorption feature. An even more serious challenge is
introduced by the strong influence of water in the
SWIR in green vegetation spectra. Water constitutes
40 to 80% of the weight of leaves. However, the
unique characteristics of high-quality hyperspectral
data (e.g., excellent radiometric and spectral cali-
bration, high signal-to-noise ratio, high spectral
resolution) have been used to detect even these
subtle features imprinted on the stronger water
features.

The amount of water present in plant leaves is, in
itself, a valuable piece of information. Hyperspectral
data can be used to determine the equivalent water
thickness present in vegetative canopies. Conversely,
the amount of dry plant litter and/or loose wood can
be estimated using spectral mixture analysis and
related techniques. Taken together, all these data:
vegetation species maps, determinations of leaf water
content and the relative fractions of live vegetation
versus litter, can be used to characterize woodlands
for forest fire potential. The ability to map different
species of vegetation has also proved useful in the
field of agriculture, for assessing the impact of
invasive weed species on farm and ranch land.
Being able to assess the health of crops, in terms of
leaf water content, is also important for agriculture.

Another subtle vegetative spectral feature, that
provides information on plant vitality, is the afore-
mentioned red edge. Shifts in the position of the red
edge have been linked to vegetation stress. Studies
have shown that vegetation stress and consequent
shifts in the position of the red edge can be caused by
a number of factors, including insufficient water
intake or the intake of pernicious trace metals.
Vegetation growing over mineral deposits can display
red edge shifts and this can be used to assist in mineral
exploration efforts.

Another application area, in which hyperspectral
remote sensing has found great utility, is in the
analysis of snow-covered areas. Over the reflective
solar spectrum, the reflectance of snow varies from
values near zero in the SWIR to values near one in the
blue. Differences in the grain size of snow result in
differences in reflectance as is illustrated in Figure 8.
The spectral variability of snow makes it easily
distinguishable from other Earth surface materials.
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Linear spectral unmixing, using hyperspectral data,
has been shown to successfully discriminate between
snow, vegetation, rock, and clouds and to accurately
map snow cover fraction in mixed pixels. Accurate
maps of snow cover, types of snow, and fractions of
liquid water admixed with snow grains, are required
for forecasting snowmelt runoff and stream discharge
in watersheds dominated by snow cover.

Hyperspectral Remote Sensing of
the Atmosphere

The physical quantity most often sought in land
remote sensing studies is surface reflectance. How-
ever, the quantity recorded by a hyperspectral sensor
is radiance at the entrance aperture of the sensor. In
order to obtain reflectance, the background energy
level of the Sun and/or Earth must be removed and the
scattering and absorbing effects of the atmosphere
must be compensated for. In the VNIR through
SWIR, there are seven atmospheric constituents with
significant absorption features: water vapor, carbon
dioxide, ozone, nitrous oxide, carbon monoxide,
methane, and oxygen. Molecular scattering (com-
monly called Rayleigh scattering) is strong in the blue
but decreases rapidly with increasing wavelength.
Above 1 mm, its effect is negligible. Scattering caused
by atmospheric aerosols, or Mie scattering, also is
more prominent at shorter wavelengths and decreases
with increasing wavelength, but the dropoff of effects
from Mie scattering is not as profound as that for
Rayleigh scattering. Consequently, effects from
aerosol scattering can persist into the SWIR.

There are three primary categories of methods
for removing the effects of atmosphere and solar
insolation from hyperspectral imagery, in order to
derive surface reflectance. Methods of atmospheric
corrections can be considered as being either an
image-based, empirical, or model-based approach.
An image-based, or ‘in-scene’ approach uses only data
measured by the instrument. Empirical methods make
use of the remotely sensed data in combination with
field measurements of reflectance, to solve a simplified
equation of at-sensor radiance such as eqn [3].

Ls ¼ Arþ B ½3�

where Ls is the at-sensor radiance, r is the reflectance
of the surface, and A and B are quantities that
incorporate, respectively, all multiplicative and addi-
tive contributions to the at-sensor radiance. All the
quantities expressed in eqn [3] can be considered as
varying as a function of wavelength, l. Approxi-
mations for A and B from eqn [3] constitute a set of
gains and offsets derived from the empirical approach.

In some empirical approaches, atmospheric path radi-
ance is ignored and only a multiplicative correction
is applied.

Model-based approaches seek to model what the
at-sensor radiance should be on a pixel-by-pixel basis,
including the contribution of the atmosphere. The
at-sensor radiance, Ls, at any wavelength, l, can be
expressed as

Ls ¼
1

p
ðErþ MTÞtu þ Lu ½4�

where E is the irradiance at the surface of the Earth, r
is the reflectance of the Earth’s surface, MT is the
spectral radiant exitance of the surface at tempera-
ture, T, tu is the transmissivity of the atmosphere at
zenith angle u, and Lu is the spectral upwelling path
radiance of the atmosphere. The ability to solve
eqn [4] and do atmospheric correction on a pixel-by-
pixel basis is appealing, in that it negates the
shortcomings of an empirical approach where a
correction based on calibration targets in one part
of a scene might not be appropriate for another part
of the scene, due to differences in atmospheric path-
length or simple atmospheric heterogeneity. Model-
based approaches are also able to take advantage of
the greater spectral dimensionality of hyperspectral
data sets for the derivation of atmospheric properties
(e.g., the amount of column water vapor, CO2 band
depths, etc.) directly from the data.

The main atmospheric component, affecting
imagery in the reflective solar portion of the
spectrum, is water vapor. Model-based atmospheric
correction techniques determine the column water
vapor for each pixel in the scene, based on the depth
of the 940 and/or 1130 nm atmospheric water
bands. Thus for each pixel, an appropriate amount
of water can be removed. The maps of atmospheric
water vapor distribution are themselves of interest
to atmospheric scientists. Absorption features
caused by well-mixed gases, such as the 760 nm
O2 band, can be used by model-based programs, to
produce images of approximate scene topography.
More advanced model-based approaches also solve
for the scattering effects of aerosols on the
hyperspectral data.

As noted above, atmospheric constituents, includ-
ing industrial effluents, can be detected and spatially
mapped by hyperspectral sensors. The fundamental
vibrational absorption of gases of interest occurs in
the MWIR and the LWIR. Overtones of these
gaseous molecular vibrations occur in the VNIR to
SWIR, but are generally too weak to be detected.
The ability to detect anthropomorphically produced
gases depends on a number of factors, including the

402 ENVIRONMENTAL MEASUREMENTS / Hyperspectral Remote Sensing of Land and the Atmosphere



temperature difference between the gas cloud and the
background atmosphere, the concentration of gas
within the cloud, and the size of the cloud (e.g., the
path length of light through the cloud).

See also

Imaging: Infrared Imaging. Instrumentation:
Spectrometers.
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Introduction

Lidar (light detection and ranging) systems are able to
measure profiles of atmospheric aerosols, clouds, and
gases by transmitting a pulsed laser beam into the
atmosphere and collecting the backscattered radi-
ation from aerosols and molecules in the atmosphere
with a receiver located near the transmitter. The
differential absorption lidar (DIAL) approach is the
most widely used technique for measuring a variety of
gases. In this approach, two closely spaced laser
wavelengths are used: one which is absorbed by the
gas of interest, and the other which is only weakly, or
not at all, absorbed by the gas. A differential with
respect to range and wavelength is calculated, to

determine the average gas concentration along
any segment of the lidar path, using the familiar
Beer–Lambert law for an absorbing medium.

The DIAL equation can be expressed in its simple
form as

N ¼ 1= 2ðR2 2 R1Þðson 2 soffÞ
� �� �

£ ln PoffðR2ÞPonðR1Þ
� �

= PoffðR1ÞPonðR2Þ
� �

½1�

where N is the average gas concentration, R is the
range, son and soff are the absorption cross sections
at the on- and off-line wavelengths, and Pon(R) and
Poff(R) are the powers received at the on- and off-line
wavelengths. However, since it is performed in the
atmosphere and not a laboratory, great care must be
taken to ensure that the data are analyzed properly to
minimize random and systematic errors. Random
errors arise from noise in the backscattered signal,
the solar background signal, and the inherent
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detector noise, and this type of error can be reduced
by signal averaging. Systematic errors arise from
uncompensated instrument and atmospheric effects
and must be carefully considered in system design and
operation and data processing.

Another approach, the Raman lidar approach, uses
inelastic scattering (scattered/emitted light has differ-
ent wavelength than the illuminating light) from gases
where the wavelength shift corresponds to vibrational
or rotational energy levels of the molecules. Any
illuminating laser wavelength can be used, but since
the Raman scattering cross-section varies as l24,
where l is the wavelength, the shorter laser wave-
lengths, such as in the near UV spectral region, are
preferred. While even shorter wavelengths in the solar
blind region below ,300 nm would permit operation
in daytime, the atmospheric attenuation, due to
Rayleigh scattering and UV molecular absorption,
limits the measurement range. High-power lasers are
used due to the low Raman scattering cross-sections.
The Raman lidar measurements have to be carefully
calibrated against a profile measured using another
approach, such as is done for water vapor (H2O)
measurements with the launch of hygrometers on
radiosondes, since the lidar system constants and
atmospheric extinctions are not usually well known
or modeled. In order to obtain mixing ratios of
H2O with respect to atmospheric density, the H2O
signals are ratioed to the nitrogen Raman signals.
However, care must be exercised in processing these
data due to the spectral dependences of atmospheric
extinction.

Surface-Based Lidar Systems

Surface-based lidar systems measure the temporal
evolution of atmospheric profiles of aerosols and
gases. The first lidar systems used to remotely
measure atmospheric gases were Raman lidar sys-
tems. The Raman lidar systems were thought to be
very promising since one high-power laser could be
used to measure a variety of gases. They are easier to
develop and operate than DIAL systems, because the
laser does not have to be tuned to a particular gas
absorption feature. However, the Raman scattering
cross-section is low, and the weak, inelastically
scattered signal is easily contaminated by daylight
background radiation, resulting in greatly reduced
performance during daytime. Raman lidar systems
have been developed primarily for measuring H2O
and retrieving atmospheric temperature.

Surface-based UV DIAL systems, that are part of
the Network for the Detection of Stratospheric
Change (NDSC) have made important contributions
to the understanding of stratospheric O3. There are

DIAL systems at many locations around the Earth,
with sites in Ny-Ålesund, Spitzbergen (78.98N,
11.98E), Observatoire Haute Provence, France
(43.98N, 5.78E), Table Mountain, California
(34.48N, 118.28W), Mauna Loa, Hawaii (19.58N,
155.68W), and Lauder, New Zealand (45.08S,
169.78E). First established in the 1980s, these DIAL
systems are strategically located so that O3 in
different latitude bands can be monitored for signs
of change. In addition, they can provide some profiles
for comparison with space-based O3 measuring
instruments. The parameters of a typical ground-
based UV DIAL system used in the NDSC are given
in Table 1.

Airborne DIAL Systems

Airborne lidar systems expand the range of atmos-
pheric studies beyond those possible by surface-based
lidar systems, by virtue of being located in aircraft
that can be flown to high altitudes and to remote
locations. Thus, they permit measurements at
locations inaccessible to surface-based lidar systems.
In addition, they can make measurements of large
atmospheric regions in times that are short compared
with atmospheric motions, so that the large-scale
patterns are discernible. Another advantage of air-
borne lidar operation is that lidar systems perform
well in the nadir (down) direction since the atmos-
pheric density and aerosol loading generally increases
with decreasing altitude towards the surface, which
helps to compensate for the R22 decrease in the lidar

Table 1 Parameters for the Jet Propulsion Laboratory’s Mauna

Loa DIAL systems for stratospheric O3 measurements

Lasers XeCl Nd:YAG

(3rd Harmon.)

Wavelength (nm) 308 (on) 355 (off)

Pulse energy (mJ) 300 150

Pulse repetition

frequency (Hz)

200 100

Receiver

Area (m2) 0.79

Optical efficiency (%) ,40

Wavelengths–Rayleigh (nm) 308 355

N2 Raman (nm)

(for aerosol correction)

332 387

System performance

Measurement rangep (km) 15–55

Vertical resolution (km) 3 at bottom, 1 at O3 peak,

8–10 at top

Measurement averaging

time (hours)

1.5

Measurement accuracy ,5% at peak, 10–15%

at 15 km, .40% at 45 km

pChopper added to block beam until it reaches 15 km in order to

avoid near field signal effects.
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signal with range. For the zenith direction, the
advantage is that the airborne lidar system is closer
to the region being measured.

Field Measurement Programs

Global O3 Measurements

The first airborne DIAL system, which was developed
by the NASA Langley Research Center (LaRC), was
flown for O3 and aerosol investigations in conjunc-
tion with the Environmental Protection Agency’s
Persistent Elevated Pollution Episodes (PEPE) field
experiment, conducted over the east coast of the US in
the summer of 1980. This initial system has evolved
into the advanced UV DIAL system that will be
described in the next section. Airborne O3 DIAL
systems have also been developed and used in field
measurement programs by several other groups in the
United States, Germany, and France.

The parameters of the current NASA LaRC
airborne UV DIAL system are given in Table 2. The
on-line and off-line UV wavelengths of 288.2 and
299.6 nm are used for DIAL O3 measurements during
tropospheric missions, and 301 and 310 nm are used
for stratospheric missions. This system also transmits
1,064 and 600 nm beams for aerosol and cloud
measurements. The time delay between the on- and
off-wavelength pulses is 400 ms, which is sufficient
time for the return at the first set of wavelengths to
end, but short enough that the same region of the

atmosphere is sampled. This system has a demon-
strated absolute accuracy for O3 measurements of
better than 10% or 2 ppbv (parts per billion by
volume), whichever is larger, and a measurement
precision of 5% or 1 ppbv with a vertical resolution
of 300 m and an averaging time of 5 minutes (about
70 km horizontal resolution at typical DC-8 ground
speeds).

The NASA LaRC airborne UV DIAL systems have
made significant contributions to the understanding
of both tropospheric and stratospheric O3, aerosols,
and clouds. These systems have been used in 18
international and 3 national field experiments over
the past 24 years, and during these field experiments,
measurements were made over, or near, all of the
oceans and continents of the world. A few examples
of the scientific contributions made by these airborne
UV DIAL systems are given in Table 3.

The NASA LaRC airborne UV DIAL system has
been used extensively in NASA’s Global Tropospheric
Experiment (GTE) program which was started in the
early 1980s, had as its primary mission the study of
tropospheric chemistry in remote regions of the
Earth, in part to study and gain a better under-
standing of atmospheric chemistry in the unperturbed
atmosphere. A related goal was to document the
Earth’s atmosphere in a number of places during
seasons when anthropogenic influences are largely
absent, then return to these areas later to document
the changes. The field missions have included
campaigns in Africa, Alaska, the Amazon Basin,

Table 2 Parameters of the NASA LaRC airborne UV DIAL system

Lasers: Nd:YAG-pumped dye lasers, frequency doubled into the UV

Pulse repetition frequency (Hz) 30

Pulse length (ns) 8–12

Pulse energy (mJ) at 1.06 mm 250–300

Pulse energy (mJ) at 600 nm 50–70

UV pulse energy (mJ)

For troposphere at 288/300 nm 20

For stratosphere at 301/310 nm 20

Dimensions (l £ w £ h) (cm) 594 £ 102 £ 109

Mass (kg) 1735

Power requirement (kW) 30

Wavelength region (nm)

Receiver 289–311 572–622 1064

Area (m2) 0.086 0.086 0.864

Receiver optical efficiency (%) 30 40 30

Detector quantum efficiency (%) 26 (PMT) 8 (PMT) 40 (APD)

Field-of-view (mrad) #1.5 #1.5 #1.5

System performance

Measurement range (km) up to 10–15 (nadir and zenith)

Vertical resolution (m) 300–1500, depending on range

Horizontal resolution (km) #70

Measurement accuracy #10% or 2 ppbv, whichever is greater
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Canada, and North America, and over the Pacific
Ocean from Antarctica to Alaska, with concentrated
measurements off the east coast of Asia and in the
tropics. One of the bigger surprises of the two decades
of field missions, was the discovery in the mid-1990s,
that the tropical and South Pacific Ocean had very
high tropospheric O3 concentrations in plumes from
biomass burning in Africa and South America during
the austral spring. There were few indications from
surface-based or space-based measurements that
there were extensive biomass burn plumes in the
area, primarily since the plumes were largely devoid
of aerosols due to being stripped out during cloud
convective lofting. Once over the ocean, horizontal
transport appears to proceed relatively unimpeded
unless a storm system is encountered.

The NASA LaRC airborne UV DIAL system has
also been flown in all the major stratospheric O3

campaigns starting in 1987 with the Airborne
Antarctic Ozone Experiment (AAOE) to determine
the cause of the Antarctic ozone hole. The UV DIAL
system documented the O3 loss across the ozone hole
region. Later, when attention was turned to the Arctic
and the possibility of an ozone hole there, the system
was used to produce an estimate of O3 loss during the
winter season as well as to better characterize the polar
stratospheric cloud (PSC) particles. The UV DIAL
system was also used to study O3 loss in the tropical
stratospheric reservoir following the eruption of
Mount Pinatubo in June 1991. The loss was spotted
by the Microwave Limb Sounder (MLS) on the Upper
Atmospheric Research Satellite (UARS), but the MLS

Table 3 Examples of significant contributions of airborne O3 DIAL systems to the understanding of tropospheric and stratospheric O3

(see also Figures 1–5)

Troposphere:

Air mass characterizations in a number of remote regions

Continental pollution plume characterizations (see Figures 1 and 2)

Study of biomass burn plumes and the effect of biomass burning on tropospheric O3 production (see Figure 3)

Case study of warm conveyor belt transport from the tropics to the Arctic

Study of stratospheric intrusions and tropopause fold events (see Figure 4)

Observation of the decay of a cutoff low

Power plant plume studies

Stratosphere:

Contributions to the chemical explanation of behavior of Antarctic O3

Quantification of O3 depletion in the Arctic (see Figure 5)

Polar stratospheric clouds – particle characterizations

Intercomparison with surface-based, airborne and space-based instruments

Quantification of O3 reduction in tropical stratosphere after the June 1991 eruption of Mount Pinatubo and characterization of the

tropical stratospheric reservoir edge

Cross-vortex boundary transport

Figure 1 Latitudinal distribution of ozone over the western Pacific Ocean obtained during the second Pacific Exploratory Mission

(PEM West B) in 1994.
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was unable to study the loss in detail due to its low
vertical resolution (5 km) compared to the small-scale
(2–3 km) features of the O3 loss. Other traditional
space-based O3 measuring instruments also had
difficulty during this period, due to the high aerosol
loading in the stratosphere following the eruption.

Space-Based O3 DIAL System

In order to obtain nearly continuous, global distri-
butions of O3 in the troposphere, a space-based O3

DIAL system is needed. A number of key issues
could be addressed by a space-based O3 DIAL
system including: the global distribution of photo-
chemical O3 production/destruction and transport
in the troposphere; location of the tropopause;

and stratospheric O3 depletion and dynamics.
High-resolution airborne O3 DIAL and other aircraft
measurements show that to study tropospheric
processes associated with biomass burning, transport
of anthropogenic pollutants, tropospheric O3 chem-
istry and dynamics, and stratosphere–troposphere
exchange, a vertical profiling capability from space
with a resolution of 2–3 km is needed, and this
capability cannot currently be achieved using passive
remote sensing satellite instruments. An example of
the type of latitudinal O3 cross-section that could be
provided by a space-based O3 DIAL system is shown
in Figure 1. This figure shows many different aspects
of O3 loss and production; vertical and horizontal
transport; and stratosphere–troposphere exchange
that occurs from the tropics to high latitudes.

Figure 2 Pollution outflow from China over the South China Sea (right side of figure) with clean tropical air on south side of a front

(left side of figure), observed during PEM West B in 1994.
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This type of data would be available from just one pass
from a space-based O3 DIAL system. A space-based
O3 DIAL system optimized for tropospheric O3

measurements (see system description in Table 4a,b)
would also permit high-resolution O3 measurements
in the stratosphere (1 km vertical, 100 km horizontal),
along with high-resolution aerosol measurements
(100 m vertical, 10 km horizontal). In addition,
these DIAL measurements will be useful in assisting
in the interpretation of passive remote sensing
measurements and in helping to improve their data
processing algorithms.

Global H2O Measurements

H2O and O3 are important to the formation of OH in
the troposphere, and OH is at the center of most of
the chemical reactions in the lower atmosphere. In
addition H2O is an excellent tracer of vertical and
horizontal transport of air masses in the troposphere,
and it can be used as a tracer of stratosphere–
troposphere exchange. Increased aerosol sizes, due to
high relative humidities, can also affect hetero-
geneous chemical processes and radiation budgets in
the boundary layer and in cloud layers. Knowledge of
H2O is important to weather forecasting and climate

Figure 3 Biomass burning plume over the Atlantic Ocean arising from biomass burning in the central part of western Africa, observed

during the TRACE-A mission in 1992.
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predictions. Thus, H2O distributions can be used in
several different ways to better understand chemical,
transport, radiation and meteorological processes in
the global troposphere.

H2O Raman Lidar Systems

The first Raman lidar measurements of H2O were
made in the late 1960s, but not much progress in
using the Raman approach for H2O was made until a

Figure 4 Ozone distribution observed on flight across US during the SASS (Subsonic Assessment) Ozone and Nitrogen Experiment

(SONEX) in 1997. A stratospheric intrusion is clearly evident on left side of figure, and low ozone air from tropics transported to

mid-latitudes can be seen in the upper troposphere on the right.

Figure 5 Ozone cross-sections in the stratosphere measured in the winter of 1999/2000 during the SOLVE mission. The change

in ozone number density in the Arctic polar vortex due to chemical loss during the winter is clearly evident at latitudes north

of 728N.
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system using an abandoned searchlight mirror was
employed by the NASA Goddard Space Flight
Center in the mid-1980s, to show that if the signal
collector (telescope) was large enough, useful
Raman measurements could be made to distances of
several kilometers. Until recently, Raman lidar
measurements of H2O were largely limited to
night-time, due to the high sunlight background
interference. Measurements are now made during
daytime, using very narrow telescope fields of view
and very narrowband filters in the receiver. A good
example of a Raman lidar system used to measure
H2O is that at the Department of Energy’s Atmos-
pheric Radiation Measurement – Cloud and
Radiation Test Bed (ARM-CART) site in Oklahoma.
The site is equipped with a variety of instruments
aimed at studying the radiation properties of
the atmosphere. The system parameters are given
in Table 4a,b.

Raman lidar systems have been used for important
measurements of H2O from a number of ground-
based locations. Some of the important early work
dealt with the passage of cold and warm fronts. The
arrival of the wedge-shaped cold front, pushing the
warm air up, was one of these studies. Raman lidar
have also been located at the ARM-CART site in
Kansas and Oklahoma, where they could both
provide a climatology of H2O as well as provide
correlative measurements of H2O for validation of
space-based instruments.

H2O DIAL Systems

H2O was first measured with the DIAL approach
using a temperature-tuned ruby laser lidar system in
the mid-1960s. The first aircraft-based H2O DIAL
system was developed at NASA LaRC, and was flown
in 1982, as an initial step towards the development of
a space-based H2O DIAL system. This system was
based on Nd:YAG-pumped dye laser technology, and
it was used in the first airborne H2O DIAL
atmospheric investigation, which was a study of
the marine boundary layer over the Gulf Stream.
This laser was later replaced with a flashlamp-
pumped solid-state alexandrite laser, which had
high spectral purity, i.e., little out-of-band radiation,
a requirement since water vapor lines are narrow, and
this system was used to make accurate H2O profile
measurements across the lower troposphere.

A third H2O DIAL system, called LASE (Lidar
Atmospheric Sensing Experiment) was developed as a
prototype for a space-based H2O DIAL system, and it
was completed in 1995. This was the first fully
autonomously operating DIAL system. LASE uses a
Ti:sapphire laser that is pumped by a double-pulsed,
frequency-doubled Nd:YAG to produce laser
pulses in the 815 nm absorption band of H2O
(see Table 5). The wavelength of the Ti:sapphire
laser is controlled by injection seeding with a diode
laser that is frequency locked to a H2O line using an

Table 4a Parameters for the US Department of Energy’s

surface-based Raman lidar system for measurements of H2O

Laser Nd:YAG Laser

Wavelength (nm) 355

Pulse energy (mJ) 400

Pulse repetition

frequency (Hz)

30

Receiver

Area (m2) 1.1

Wavelengths (nm)

Water vapor 407

Nitrogen 387

System performance

Measurement range (km)

Night-time near surface to 12

Daytime near surface to 3

Range resolution (m) 39 at low altitudes,

300 .9 km

Measurement accuracy (%)

Night-time ,10 ,7 km (1 min avg)

10–30 at high altitudes

(10–30 min avg)

Daytime 10 ,1 km; 5–15 for

1–3 km (10 min avg)

Table 4b Parameters for the NASA Goddard Space Flight

Center’s Scanning Raman lidar system for measurements of H2O

Day/Night Night only

Laser Nd:YAG Laser XeF

Wavelength (nm) 355 351

Pulse energy (mJ) 300 30–60

Pulse repetition

frequency (Hz)

30 400

Receiver

Area (m2) 1.8 1.8

Wavelengths (nm)

Water vapor 407 403

Nitrogen 387 382

System performance

Measurement

range (km)

Night-time near surface to 12

Daytime near surface to 4

Range resolution (m) 7.5 at low altitudes,

300 .9 km

Measurement

accuracy (%)

Night-time ,10 ,5 km (10 sec and

7.5 m range resolution)

,10 ,7 km (1 min avg)

10–30 at high altitudes

(10–30 min avg)

Daytime ,10 ,4 km (5 min avg)
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absorption cell. Each pulse pair consists of an on-line
and off-line wavelength for the H2O DIAL measure-
ments. To cover the large dynamic range of H2O
concentrations in the troposphere (over 3 orders of
magnitude), up to three line pair combinations are
needed. LASE uses a novel approach of operating
from more than one position on a strongly absorbing
H2O line. In this approach, the laser is electronically
tuned at the line center, side of the line, and near the
wing of the line to achieve the required absorption
cross-section pairs (on and off). LASE has demon-
strated measurements of H2O concentrations across
the entire troposphere using this ‘side-line’ approach.
The accuracy of LASE H2O profile measurements
was determined to be better than 6% or 0.01 g/kg,
whichever is larger, over the full dynamic range of
H2O concentrations in the troposphere. LASE has
participated in over eight major field experiments
since 1995. See Table 6 for a listing of topics studied
using airborne H2O DIAL systems (Figures 6–8).

Space-Based H2O DIAL System

The technology for a space-based H2O DIAL
system is rapidly maturing in the areas of: high-
efficiency, high-energy, high-spectral-purity, long-life
lasers with tunability in the 815- and 940-nm
regions; low-weight, large-area, high-throughput,
high-background-rejection receivers; and high-
quantum-efficiency, low-noise, photon-counting
detectors. With the expected advancements in lidar
technologies leading to a 1-J/pulse capability, a

space-based H2O DIAL system could be flown on a
long-duration space mission this decade.

Space-based DIAL measurements can provide a
global H2O profiling capability, which when com-
bined with passive remote sensing with limited
vertical resolution, can lead to 3-dimensional
measurements of global H2O distributions. High
vertical resolution H2O (#1 km), aerosol (#100 m),
and cloud top (#50 m) measurements from the lidar
along the satellite ground-track, can be combined
with the horizontally contiguous data from nadir
passive sounders to generate more complete
high-resolution H2O, aerosol, and cloud fields for
use in the various studies indicated above. In
addition, the combination of active and passive
measurements can provide significant synergistic
benefits leading to improved temperature and relative
humidity measurements. There is also strong syner-
gism with aerosol and cloud imaging instruments and
with future passive instruments that are being
planned or proposed for missions addressing atmos-
pheric chemistry, radiation, hydrology, natural
hazards, and meteorology.

Tunable Laser Systems for Point Monitoring

Tunable diode laser (TDL) systems are also used to
measure atmospheric gases on a global scale from
aircraft and balloons. TDLs are small lasers that emit
extremely narrowband radiation and can be tuned in
the near IR spectral region using a combination of
temperature and current. TDLs can be built into very
sensitive and compact systems and located on the
surface or flown on aircraft or balloons and used to
measure such species as CO, HCl, CH4, and oxides of
nitrogen such as N2O and NO2. They derive their

Table 5 Parameters of LASE H2O DIAL system

Laser Ti:sapphire

Wavelength (nm) 813–818

Pulse energy (mJ) 100

Pulse-pair repetition frequency 5 (on- and off-line pulses

separated by 300 ms)

Linewidth (pm) ,0.25

Stability (pm) ,0.35

Spectral purity (%) .99

Beam divergence (mrad) ,0.6

Pulse width (ns) 35

Receiver

Area (m2) 0.11

Receiver optical efficiency (%) 50 (night), 35 (day)

Avalanch Photodiode (APD)

detector quantum efficiency (%)

80

Field-of-view (mrad) 1.0

Noise equivalence power

(W Hz20.5)

2 £ 10214

Excess noise factor 3

System performance

Measurement range (altitude) (km) 15

Range resolution (m) 300–500

Measurement accuracy (%) 5

Table 6 Examples of significant contributions of airborne H2O

DIAL systems to the understanding of H2O distributions (see also

Figures 6–8)

NASA Langley H2O DIAL systems including LASE

Study of marine boundary layer over Gulf Stream

Observation of H2O transport at a land/sea edge

Study of large-scale H2O distributions across troposphere

(see Figure 6)

Correlative in situ and remote measurements

Observations of boundary layer development (see Figure 7)

Cirrus cloud measurements

Hurricane studies (see Figure 8)

Relative humidity effects on aerosol sizes

Ice supersaturation in the upper troposphere

Studies of stratospheric intrusions

H2O distributions over remote Pacific Ocean

Other airborne H2O DIAL systems

Boundary layer humidity fluxes

Lower-stratospheric H2O studies
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Figure 6 LASE measurements of water vapor (left) and aerosols and clouds (right) across the troposphere on an ER-2 flight from

Bermuda to Wallops during the Tropospheric Aerosol Radiative Forcing Experiment (TARFOX) conducted in 1996.

Figure 7 Water vapor and aerosol cross-section obtained on a flight across a cold front during the Southern Great Plains (SGP) field

experiment conducted over Oklahoma in 1997.
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high sensitivity to the fact that the laser frequency is
modulated at a high frequency, permitting a small
spectral region to be scanned rapidly. The second- or
fourth-harmonic of the scan frequency is used in the
data acquisition, effectively eliminating much of the
low-frequency noise due to mechanical vibrations
and laser power fluctuations. In addition, multipass
cells are employed, thereby generating long paths for
the absorption measurements.

TDL systems have been used in a number of
surface-based measurement programs. One system
was mounted on a ship doing a latitudinal survey in
the Atlantic Ocean and monitored NO2, formal-
dehyde (HCHO), and H2O2. Another TDL system
was located at the Mauna Loa Observatory and was
used to monitor HCHO and H2O2 during a
photochemistry experiment, finding much lower

concentrations of both gases than models had
predicted. The TDL system used to measure HCHO
has been used in a number of additional ground-
based measurement programs and has also been
flown on an aircraft in a couple of tropospheric
missions.

One TDL system, called DACOM (Differential
Absorption CO Measurement), has been used in a
large number of NASA GTE missions. It makes
measurements of CO in the 4.7 mm spectral region
and CH4 in the 3.3 or 7.6 mm spectral region.
This instrument is able to make measurements at a
1 Hz rate and with a precision of 0.5–2.0%,
depending on the CO value, and an accuracy of
^2%. DACOM has been very useful in determining
global distributions of CO due to the wide-ranging
nature of the GTE missions. It has also contributed to

Figure 8 Measurements of water vapor, aerosols, and clouds in the inflow region of Hurricane Bonnie during 1998

Convection and Moisture Experiment (CAMEX-3). A rain band can be clearly seen at the middle of Leg-AB on the satellite and

LASE cross-sections.
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the characterization and understanding of CO in air
masses encountered during the GTE missions
(Table 7).

A pair of TDL instruments, the Airborne Tunable
Laser Absorption Spectrometer (ATLAS) and the
Aircraft (ER-2) Laser Infrared Absorption Spec-
trometer (ALIAS), have been flown on several
NASA missions to explore polar O3 chemistry and
atmospheric transport. The ATLAS instrument
measures N2O, and ALIAS is a 4-channel spec-
trometer that measures a large variety of gases,
including HCl, N2O, CH4, NO2, and CO and is
currently configured to measure water isotopes across
the tropopause.

A new class of lasers, tunable quantum-cascade
(QC) lasers, are being added to the list of those
available for in situ gas measurement systems.
Using a cryogenically cooled QC laser during a
series of 20 aircraft flights beginning in September
1999 and extending through March 2000,

measurements were made of CH4 and N2O up to
,20 km in the stratosphere over North America,
Scandinavia, and Russia, on the NASA ER-2.
Compared with its companion lead salt diode
lasers, that were also flown on these flights, the
single-mode QC laser, cooled to 82 K, produced
higher output power (10 mW), narrower laser
linewidth (17 MHz), increased measurement pre-
cision (a factor of 3), and better spectral stability
(,0.1 cm–1 K). The sensitivity of the QC laser
channel was estimated to correspond to a mini-
mum-detectable mixing ratio of approximately
2 ppbv of CH4.

Laser Long-Path Measurements

Laser systems can also be used in long-path
measurements of gases. The most important of
such programs entailed the measurement of hydroxyl
radical (OH) in the Rocky Mountains west of

Table 7 Examples of significant contributions of airborne tunable diode laser systems to the understanding of atmospheric chemistry

and transport

Balloon-borne – stratosphere

The first in situ measurements of the suite NO2, NO, O3, and the NO2 photolysis rate to test NOx (NO2 þ NO) photochemistry

The first in situ stratospheric measurements of NOx over a full diurnal cycle to test N2O5 chemistry

In situ measurements of NO2 and HNO3 over the 20–35 km region to assess the effect of Mt. Pinatubo aerosol on heterogeneous

atmospheric chemistry

Measurements of HNO3 and HCl near 30 km

Measurements of CH4, HNO3, and N2O for validation of several satellite instruments

Intrusions from midlatitude stratosphere to tropical stratospheric reservoir

Aircraft mounted – troposphere

Carbon monoxide

Measurement of CO from biomass burning from Asia, Africa, Canada, Central America, and South America

Detection of thin layers of CO that were transported thousands of miles in the upper troposphere

Observed very high levels of urban pollution in plumes off the Asian continent

Emission indices for many gases have been calculated with respect to CO

Methane

Determined CH4 flux over the Arctic tundra, which led to rethinking of the significance of tundra regions as a global source of CH4

Found that biomass burning is a significant source of global CH4

Found strong enhancements of CH4 associated with urban plumes

Aircraft mounted – stratosphere

Polar regions

Extreme denitrification observed in Antarctic winter vortex from NOy:N2O correlation study

Observed very low N2O in Antarctic winter vortex, which helped refute the theory that the O3 hole is caused by dynamics

Contributed to the study of transport out of the lower stratospheric Arctic vortex by Rossby wave breaking

Measurement of concentrations of gases involved in polar stratospheric O3 destruction and production

Activation of chlorine in the presence of sulfate aerosols

Mid-latitudes

Measurements in aircraft exhaust plumes in the lower stratosphere, especially of reactive nitrogen species and CO

Vertical profiles of CO in the troposphere and lower stratosphere

Determination of the hydrochloric acid and the chlorine budget of the lower stratosphere

Measurement of NO2 for testing atmospheric photochemical models

Trends in HCl/Cly in the stratosphere ,21 km, 1992–1998

Gas concentration measurements for comparison with a balloon-borne Fourier transform spectrometer observing the Sun

Near-IR TDL laser hygrometers (ER-2, WB57, DC-8) for measuring H2O and total water in the lower stratosphere and upper

troposphere

Remnants of Arctic winter vortex detected many months after breakup

Tropics

Tropical entrainment time scales inferred from stratospheric N2O and CH4 observations
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Boulder, Colorado. OH was measured using a XeCl
excimer laser operating near 308 nm and transmit-
ting a beam to a retroreflector 10.3 km away. The
measurements were quite difficult to conduct,
primarily since OH abundance is very low (105–
107 cm23), yielding very low absorption (,0.02%
for an abundance of 105 cm23) over the 20.6 km
path. In addition, the excimer laser could generate
OH from ambient H2O and O3, unless the laser
energy density was kept low. To help ensure good
measurements, a white light source was also
employed during the measurements to monitor
H2O, O3, and other gases. The measurements were
eventually very successful and led to new values for
OH abundances in the atmosphere.

Laser-Induced Fluorescence (LIF)

The laser-induced fluorescence approach has been
used to measure several molecular and ionic species
in situ. The LIF approach has been used to measure
OH and HO2 (HOx) on the ground and on aircraft
platforms. One airborne LIF system uses a diode-
pumped Nd:YAG-pumped, frequency-doubled dye
laser to generate the required energy near 308 nm.
The laser beam is sent into a White cell where it can
make 32–36 passes through the gas in the cell to
increase the LIF signal strength. NO is used to convert
HO2 to OH. The detection limit in 1 minute of about
2–3 ppqv (10215) above 5 km altitude, which trans-
lates into a concentration of about 4 £ 104 molec/cm3

at 5 km and 2 £ 104 molec/cm3 at 10 km altitude.
One of the interesting findings from such measure-
ments is that HOx concentrations are up to 5 times
larger than model predictions based on NOx concen-
trations, suggesting that NOx emissions from aircraft
could have a greater impact on O3 production than
originally thought.

NO is detected using the LIF technique in a two-
photon approach: electrons are pumped from the
ground state using 226 nm radiation and from that
state to an excited state using 1.06 mm radiation. The
226 nm radiation is generated by frequency doubling
a dye laser to 287 nm and then mixing that with
1.1 mm radiation derived from H2 Raman shifting of
frequency-mixed radiation from a dye laser and a
Nd:YAG laser. From the excited level, 187–201 nm
radiation is emitted. In order to measure NO2, it is
first converted to the photofragment NO via pumping
at 353 nm from a XeF excimer laser. One of the
interesting findings from airborne measurements
in the South Pacific is that there appeared to be a
large missing source for NOx in the upper
troposphere.

Summary

DIAL and Raman lidar systems have played
important roles in studying the distribution of
gases such as O3 and H2O on local, regional, and
global scales, while TDL systems have played
corresponding roles for such gases as CO, HCl,
and oxides of nitrogen. It is anticipated that these
approaches will continue to yield valuable infor-
mation on these and other gases, as new and more
capable systems are developed. Within the next
decade, it is expected that a DIAL system will be
placed in orbit to make truly global measurements
of O3, H2O, and/or carbon dioxide.

See also

Imaging: Lidar. Scattering: Raman Scattering.
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Introduction

The ability to understand and model radiative
transfer (RT) processes in the atmosphere is critical
for remote sensing, environmental characterization,
and many other areas of scientific and practical
interest. At the Earth’s surface, the bulk of this
radiation, which originates from the sun, is found in
the ultraviolet to infrared range between around 0.3
and 4 mm. This article describes the most significant
RT processes for these wavelengths, which are
absorption (light attenuation along the line of sight
LOS) and elastic scattering (redirection of the
light). Transmittance, T; is defined as one minus
the fractional extinction (absorption plus scattering).
At longer wavelengths (in the mid- and long-wave
infrared) the major light source is thermal emission.

A few other light sources are mentioned here.
The moon is the major source of visible light at night.
Forest fires can be a significant source of mid-wave
infrared radiation. Manmade light sources include
continuum sources such as incandescent lamps and
spectrally narrow sources such as fluorescent lamps
andlasers. Ingeneral, spectrallynarrowsourcesneedto
have a different RT treatment than continuum sources
due to the abundance of narrow spectral absorption
lines in the atmosphere, as is discussed below.

The challenge of atmospheric RT modeling is
essentially to solve the following equation that
describes monochromatic light propagation along
the LOS direction:

�
1

k

�
dI

du
¼ 2I þ J ½1�

where I is the LOS radiance (watts per unit area per
unit wavelength per steradian), k is the extinction
coefficient for the absorbing and scattering species
(per unit concentration per unit length), u is the
material column density (in units of concentration
times length), and J is the radiance source function.
I is a sum of direct (i.e., from the sun) and diffusely
scattered components. The source function represents
the diffuse light scattered into the LOS, and is the
angular integral over all directionsVi of the product of
the incoming radiance, IðViÞ; and the scattering phase
function, pðVo;ViÞ :

JðVoÞ ¼
ð
Vi

pðVo;ViÞIðViÞdVi ½2�

The scattering phase function describes the prob-
ability density for incoming light from direction Vi

scattering out at angle Vo; and is a function of the
difference (scattering) angle u:

The direct radiance component, I0; is described by
eqn [1] with the source function omitted. Integrating
along the LOS leads to the well-known Beer’s Law

416 ENVIRONMENTAL MEASUREMENTS / Optical Transmission and Scatter of the Atmosphere



equation for transmittance:

T ¼ I0=I00 ¼ expð2kuÞ ½3�

where I00 is the direct radiance at the boundary of the
LOS. The quantity ku ¼ lnð1=TÞ is known as the
optical depth.

Atmospheric Constituents

The atmosphere has a large number of constituents,
including numerous gaseous species and suspended
liquid and solid particulates. Their contributions
to extinction are depicted in Figure 1. The largest
category is gases, of which the most important are
water vapor, carbon dioxide, and ozone. Of these,
water vapor is the most variable and carbon
dioxide the least, although the CO2 concentration is
gradually increasing. In atmospheric RT models,
carbon dioxide is frequently taken to have a fixed
and altitude-independent concentration, along with
other ‘uniformly mixed gases’ (UMGs). The con-
centration profiles of the three major gas species are
very different. Water vapor is located mainly in the
lowest 2 km of the atmosphere. Ozone has a fairly flat
profile from the ground through the stratosphere
(,30 km). The UMGs decline exponentially with
altitude, with a scale height of around 8 km.

Gases

Gas molecules both scatter and absorb light. Rayleigh
scattering by gases scales inversely with the fourth

power of the wavelength, and is responsible for the
sky’s blue color. For typical atmospheric conditions,
the optical depth for Rayleigh extinction is approxi-
mately 0:009=l4 per air mass (l is in mm and air
mass is defined by the vertical column from
ground to space). The Rayleigh phase function has
a ð1 þ cos2 uÞ dependence.

Absorption by gases may consist of a smooth
spectral continuum (such as the ultraviolet and
visible electronic transitions of ozone) or of discrete
spectral lines, which are primarily rotation lines of
molecular vibrational bands. In the lower atmosphere
(below around 25 km altitude), the spectral shape of
these lines is determined by collisional broadening and
described by the normalized Lorentz line shape
formula:

fLorentzðnÞ ¼
ac=p

a2
c þ ðn2 n0Þ

2
½4�

Here n is the wavenumber (in cm21) ½n ¼ ð10 000 mm=

cmÞ=l�; n0 is the molecular line transition frequency
and ac is the collision-broadened half-width (in
cm21), which is proportional to pressure. The
constant of proportionality, known as the pressure-
broadening parameter, has a typical value on the
order of 0.06 cm21 atm21 at ambient temperature.
The extinction coefficient kðnÞ is the product of
fLorentzðnÞ and the integrated line strength S; which is
commonly in units of atm21 cm22.

At higher altitudes in the atmosphere the pressure
is reduced sufficiently that Doppler broadening

Figure 1 Spectral absorbance (1 – transmittance) for the primary sources of atmospheric extinction. The 12 nm resolution data were

generated by MODTRAN for a vertical path from space with a mid-latitude winter model atmosphere.
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becomes competitive with collisional broadening,
and the Lorentz formula becomes inaccurate. The
general lineshape for combined collisional and
Doppler broadening is the Voigt lineshape, which is
proportional to the real part of the complex error
(probability) function, w:

fVoigtðnÞ ¼
1

ad

ffiffi
p

p Re
�
w
�
n2 n0

ad

þ
ac

ad

i
��

½5�

Here, ad is the Doppler 1=e half-width.
Comprehensive spectral databases have been com-

piled of the transition frequencies, strengths, and
pressure-broadened half-widths for atmospherically
important molecules throughout the electromagnetic
spectrum. Perhaps the most notable of these data-
bases is HITRAN, which was developed by the US Air
Force Research Laboratory and is currently main-
tained at the Harvard-Smithsonian Center for Astro-
physics in Cambridge, MA.

Liquids and Solids

The larger particulates in the atmosphere (greater
than a few mm in radius) typically belong to clouds.
Low-altitude clouds consist of nearly spherical water
droplets, while high-altitude cirrus clouds are mainly
a collection of ice crystals. Other large particulates
include sand dust. Their light scattering is close to
the geometric limit at visible and ultraviolet wave-
lengths. This means that the extinction is nearly
wavelength-independent, and the scattering phase
function and single-scattering albedo may be reason-
ably modeled with ray-tracing techniques that
account for the detailed size and shape distributions
of the particles. However, Mie scattering theory is
typically used to calculate cloud optical properties
because it is exact for spherical particles of any size.

The smaller particulates in the atmosphere belong
to aerosols, which are very fine liquid particles, and
dusts, which are solids such as minerals and soot.
These particulates are concentrated mainly in the
lower 2 km or so of the atmosphere; however, they
are also present at higher altitudes in smaller
concentrations. Their optical properties are typically
modeled using Mie theory. The wavelength depen-
dence of the scattering is approximately inversely
proportional to a low power of the wavelength,
typically between 1 and 2, as befits particulates
intermediate in size between molecular and geo-
metric-limit. The scattering phase functions have a
strong forward-scattering peak; values of the asym-
metry parameter g (the average value of cos u)
typically range from 0.6 to 0.8 at solar wavelengths.

Solution Methods

Geometry

Atmospheric properties are primarily a function of
altitude, which determines pressure, temperature and
species concentration profiles. Accordingly, most RT
methods define a stratified atmosphere. The most
accurate treatments of transmission and scattering
account for the spherical shape of the layers and
refraction; however, most RT models use a plane-
parallel approximation for at least some compu-
tations, such as multiple scattering.

Spectral Resolution

Optical instruments have finite, and frequently
broad, wavelength responses. Nevertheless, modeling
their signals requires accounting for the variation of
absorption on an extremely fine wavelength scale,
smaller than the widths of the molecular lines.

‘Exact’ monochromatic methods
The most accurate RT solution method involves
explicitly solving the RT problem for a very large
number of monochromatic wavelengths. This line-
by-line method is used in a number of RT models,
such as FASCODE. It allows Beer’s law to be applied
to combine transmittances from multiple LOS
segments, and provides an unambiguous definition
of the optical parameters. It is suitable for use with
spectrally structured light sources, such as lasers.
The one major drawback of this method is that it is
computationally intensive, and therefore may not be
practical for problems where large wavelength
ranges, multiple LOS views and multiple atmospheric
conditions need to be treated.

To alleviate the computational burden of mono-
chromatic calculations, some approximate methods
have been developed that model RT in finite spectral
intervals, as described below.

Statistical band models
The band model method represents spectral lines in
a narrow interval, Dn; statistically using such para-
meters as the total line strength, the mean pressure-
broadening parameter, and the effective number of
lines in the interval. An example of a popular band
model-based RT algorithm is MODTRAN, which is
described below.

A key to the success of band models is the
availability of approximate analytical formulas for
the integrated absorption for an individual molecular
transition of strength S; known as the single-line total
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equivalent width, Wsl :

Wsl ¼
ð1

21
½1 2 expð2SufnÞ�dn ½6�

In the optically thin (small absorption) limit, Wsl is
proportional to the molecular species column density,
while in the optically thick (large absorption) limit
it scales as the square root of the column density.
A further assumption made by MODTRAN is that
the line centers are randomly located within the
interval, i.e., spectrally uncorrelated. With this
assumption, the net transmittance can be expressed
as the product of the transmittances for each
individual line, whether the line belongs to the same
molecular species or a different species.

A particular challenge in band models is treatment
of the inhomogeneous path problem – that is, the
variations in path properties along a LOS and their
effect on the statistical line parameters, which arise
primarily from differences in pressure and hence line
width. The Curtis–Godson path averaging method
provides a reasonable way to define ‘equivalent’
homogeneous path parameters for the band model.
Another challenge is to define an effective extinction
optical depth for each layer in order to solve the RT
problem with scattering. One option in MODTRAN
is to define it by computing the cumulative transmit-
tance through successive layers in a vertical path.

Correlated-k model
Another well-known approximate RT algorithm
for spectral intervals is the correlated-k method.
This method starts with an ‘exact’ line-by-line
calculation of extinction coefficients (k0s) within the
interval on a fine spectral grid, from which a
k-distribution (vs. cumulative probability) is com-
puted. A database of k values and probabilities
summing to 1 is built from these k-distributions for
a grid of atmospheric pressures and temperatures,
and for all species contributing to the spectral
interval. Inhomogeneous paths are handled by
recognizing that the size order of the k0s is virtually
independent of pressure and typically only weakly
dependent on temperature. LOS transmittances, LOS
radiances, and fluxes are calculated by interpolating
the database over temperature and pressure to define
the k0s for each LOS segment, solving the monochro-
matic RT equation at each fixed distribution location,
and finally integrating over the distribution. The
correlated-k method has been found to be quite
accurate for atmospheric paths containing a single
molecular species; however, corrections must be
applied for spectral intervals containing multiple
species.

Scattering Methods

When the diffuse light field is of interest, scattering
methods are used to calculate the source function J
of eqns [1] and [2].

Single scattering
If scattering is weak, the approximation may be made
that the solar radiation scatters only once. Thus the
integral over the scattering phase function, eqn [2], is
straightforwardly calculated using the direct radiance
component, which is given by eqn [3]. The neglect of
multiple scattering (i.e., the diffuse contribution to
the source function) means that the diffuse radiance is
underestimated; however, single scattering is suffi-
ciently accurate for some atmospheric problems in
clear weather and at infrared wavelengths.

Multiple scattering
A number of different methods have been developed
to solve the multiple scattering problem. Two-stream
methods, which are the simplest and fastest, resolve
the radiance into upward and downward directions.
These methods generally produce reasonably accu-
rate values of hemispherically averaged radiance,
which are also referred to as horizontal fluxes or
irradiances.

A much more accurate approach to the multiple
scattering problem is the method of discrete ordi-
nates. It involves expansion of the radiation field, the
phase function and the surface reflectance as a series
of spherical harmonics, leading to a system of linear
integral equations. Evaluation of the integrals by
Gaussian quadrature leads to a solvable system of
linear differential equations. An important approxi-
mation called delta-M speeds up convergence of the
discrete ordinates method, especially when scattering
phase functions are strongly forward peaked, by
representing the phase function as the sum of a
forward direction d-function and a remainder term.
For most scattering problems, the solution is con-
verged upon with a modest number (,8 to 16) of
quadrature points (streams).

A very different type of multiple scattering tech-
nique, called the Monte Carlo method, is based on
randomly sampling a large number of computer-
simulated ‘photons’ as they travel through the
atmosphere and are absorbed and scattered. The
basic idea here is that sensor radiance can be expressed
as a multiple path integral over the local source terms,
and Monte Carlo methods solve integrals by sampling
the integrand. The major advantage of this method is
that it is flexible enough to allow for all of the
complexity of a realistic atmosphere, often neglected
by other methods. The major drawback is its
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computational burden, as a large number of photons is
required for reasonable convergence; the Gaussian
error in the calculation declines with the square root of
the number of photons. The convergence problem is
moderated to a large extent by using the physics of the
problem being solved to bias the selection of photon
paths toward those trajectories which contribute
most; mathematically, this is equivalent to requiring
that the integrand be sampled most often where its
contributions are most significant.

An Example Atmospheric RT Model: MODTRAN

MODTRAN, developed collaboratively by the Air
Force Research Laboratory and Spectral Sciences,
Inc., is the most widely used atmospheric radiation
transport model. It defines the atmosphere using
stratified layering and computes transmittances,
radiances, and fluxes using a moderate spectral
resolution band model with IR through UV coverage.
The width of the standard spectral interval, or bin, in
MODTRAN is 1 cm21. At this resolution, spectral
correlation among extinction sources is well charac-
terized as random. Thus, the total transmittance from
absorption and scattering of atmospheric particulates
and molecular gases is computed as the product of the
individual components.

Rayleigh, aerosol, and cloud extinction are all
spectrally slowly varying and well represented by
Beer’s Law absorption and scattering coefficients on
a 1 cm21 grid. Calculation of molecular absorption
is more complex because of the inherent spectral
structure and the large number of molecular transi-
tions contributing to individual spectral bins. As
illustrated in Figure 2, MODTRAN partitions the

spectral bin molecular attenuation into 3 com-
ponents:

. Line center absorption from molecular transitions
centered within the spectral bin;

. Line tail absorption from the tails of molecular
lines centered outside of the spectral bin but within
25 cm21; and

. H2O and CO2 continuum absorption from distant
(.25 cm21) lines.

Within the terrestrial atmosphere, only H2O and CO2

have sufficient concentrations and line densities to
warrant inclusion of continuum contributions. These
absorption features are relatively flat and accurately
modeled using 5 cm21 spectral resolution Beer’s Law
absorption coefficients.

Spectral bin contributions from neighboring line
tails drop off, often rapidly, from their spectral bin
edge values, but the spectral curves are typically
simple, containing at most a single local minimum.
For MODTRAN, these spectral contributions are
pre-computed for a grid of temperature and pressure
values, and fit with Padé approximants, specifically
the ratio of quadratic polynomials in wavenumber.
These fits are extremely accurate and enable line
tail contributions to be computed on an arbitrarily
fine grid. MODTRAN generally computes this
absorption at a resolution equal to one-quarter the
spectral bin width, i.e., 0.25 cm21 for the 1.0 cm21

band model.
The most basic ansatz of the MODTRAN band

model is the stipulation that molecular line center
absorption can be approximated by the absorption of
n identical Voigt lines randomly distributed within
the band model spectral interval, Dn: Early in the
development of RT theory, Plass derived the
expression for the transmittance from these n
randomly distributed lines:

T ¼

�
1 2

W 0
sl

Dn

�n

½7�

MODTRAN’s evolution has resulted in a fine tuning
of the methodology used to define both the effective
line number n and the in-band single-line equivalent
width W 0

sl: The effective line number is initially
estimated from a relationship developed by Goody,
in which lines are weighted according the to square
root of their strength, but MODTRAN combines
nearly degenerate transitions into single lines
because these multiplets violate the random distri-
bution assumption. The initial effective line number
values are refined to insure a match with higher
resolution transmittance predictions degraded to the
band model resolution. The in-band equivalent
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Figure 2 Components of molecular absorption. The line center,

line tail and continuum contributions to the total absorption are

illustrated for the central 1 cm21 spectral bin.
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width is computed for an off-centered Voigt line of
strength S: Lorentz and Doppler half-widths are
determined as strength-weighted averages. The off-
center distance is fixed to insure that the weak-line
Lorentz equivalent width exactly equals the random
line center value.

MODTRAN scattering calculations are optimally
performed using the DISORT discrete ordinates
algorithm developed by Stamnes and co-workers.
Methods for computing multiple scattering such as
DISORT require additive optical depths, i.e., Beer’s
Law transmittances. Since the in-band molecular
transmittances of MODTRAN do not satisfy Beer’s
Law, MODTRAN includes a correlated-k algorithm
option. The basic band model ansatz is re-invoked to
efficiently determine k-distributions; tables of k-data
are pre-computed as a function of Lorentz and
Doppler half-widths and effective line number,
assuming spectral intervals contain n randomly
distributed identical molecular lines. Thus, MOD-
TRAN k-distributions are statistical, only dependent
on band model parameter values, not on the exact
distribution of absorption coefficients in each spectral
interval.

Applications

Among the many applications of atmospheric trans-
mission and scattering calculations, we briefly
describe two complementary ones in the area of
remote sensing, which illustrate many of the RT
features discussed earlier as well as current optical
technologies and problems of interest.

Earth Surface Viewing

The first example is Earth surface viewing from
aircraft or spacecraft with spectral imaging sensors.
These include hyperspectral sensors, such as AVIRIS,
which have typically a hundred or more contiguous
spectral channels, and multispectral sensors, such as
Landsat, which typically have between three and a few
tens of channels. These instruments are frequently
used to characterize the surface terrain, materials and
properties for such applications as mineral prospect-
ing, environmental monitoring, precision agriculture,
and military uses. In addition, they are sensitive to
properties of the atmosphere such as aerosol optical
depth and column water vapor. Indeed, in order to
characterize the surface spectral reflectance, it is
necessary to characterize and remove the extinction
and scattering effects of the atmosphere.

Figure 3 also shows an example of data collected by
the AVIRIS sensor at ,3 km altitude over thick
vegetation. The apparent reflectance spectrum is the

observed radiance divided by the Top-of-Atmosphere
horizontal solar flux. Atmospheric absorption by
water vapor, oxygen, and carbon dioxide is evident,
as well as Rayleigh and aerosol scattering. Figure 3
shows the surface reflectance spectrum inferred by
modeling and then removing these atmospheric
effects (this process is known as atmospheric removal,
compensation, or correction). It has the characteristic
smooth shape expected of vegetation, with strong
chlorophyll absorption in the visible and water bands
at longer wavelengths. A detailed analysis of such a
spectrum may yield information on the vegetation
type and its area coverage and health.

Sun and Sky Viewing

The second remote sensing example is sun and sky
viewing from the Earth’s surface with a spectral
radiometer, which can yield information on the
aerosol content and optical properties as well as
estimates of column concentrations of water vapor,
ozone, and other gases. Figure 4 shows data from a
Yankee Environmental Systems, Inc. multi-filter
rotating shadow-band radiometer, which measures
both ‘direct flux’ (the direct solar flux divided by the
cosine of the zenith angle) and diffuse (sky) flux in
narrow wavelength bands. The plot of ln(direct
signal) versus the air mass ratio is called a Langley
plot, and is linear for most of the bands, illustrating
Beer’s Law. The extinction coefficients (slopes) vary
with wavelength consistent with a combination of
Mie and Rayleigh scattering. The water-absorbing
940 nm band has the lowest values and a curved

0

0.05

0.1

0.15

0.2

0.25

0.5 1 1.5 2

Apparent reflectance
Reflectance

Wavelength (microns)

R
ef

le
ct

an
ce

O2

Co2

H2O

H2O

Scatter

Figure 3 Vegetation spectrum viewed from 3 km altitude before

(apparent reflectance) and after (reflectance) removal of

atmospheric scatter and absorption.

ENVIRONMENTAL MEASUREMENTS / Optical Transmission and Scatter of the Atmosphere 421



plot, in accordance with the square-root dependence
of the equivalent width for optically thick lines.
The diffuse fluxes, which arise from aerosol and
Rayleigh scattering, have a very different dependence
on air mass than the direct flux. In particular, the
diffuse contributions often increase with air mass for
high sun conditions.

The ratio of the diffuse and direct fluxes is
related to the total single-scattering albedo, which is
defined as the ratio of the total scattering coefficient
to the extinction coefficient. Results from a number
of measurements showing lower than expected
diffuse-to-direct ratios have suggested the presence
of black carbon or some other continuum absorber
in the atmosphere, which would have a significant
impact on radiative energy balance at the Earth’s
surface and in the atmospheric boundary layer.

List of Units and Nomenclature

Line shape function [cm] fn
Lorentz line shape function [cm] fLorentzðnÞ

Voigt line shape function [cm] fVoigt(n)
Scattering asymmetry parameter g
Direct plus diffuse radiance (W cm21 sr21

or W cm22 mm21 sr21)
I

Direct radiance (W cm21 sr21 or
W cm22 mm21 sr21)

I0

Direct radiance at the LOS boundary
(W cm21 sr21 or W cm22 mm21 sr21)

I00

Source function (W cm21 sr21 or
W cm22 mm21 sr21)

J

Extinction coefficient (cm21 atm21) k
Effective number of lines in bin n
Scattering phase function (sr21) p
Line strength (cm22 atm21) S
Transmittance T
Column density (atm cm) u
Complex error (probability) function w
Single-line total equivalent width (cm21) Wsl

Single-line in-band equivalent
width (cm21)

W 0
sl

Collision-broadened half-width at half
maximum (cm21)

ac

Doppler half-width at 1=e (cm21) ad

Spectral interval (bin) width (cm21) Dn

Scattering angle (radian) u

Wavelength (mm) l

Wavenumber (cm21) n

Molecular line transition frequency n0

Direction of incoming light (sr) Vi

Direction of outgoing light (sr) Vo
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Figure 4 Direct solar flux versus air mass at the surface measured by a Yankee Environmental Systems, Inc. multi-filter rotating

shadow-band radiometer at different wavelengths.
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See also

Environmental Measurements: Laser Detection of
Atmospheric Gases. Instrumentation: Spectrometers.
Scattering: Scattering from Surfaces and Thin Films.
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Introduction

It is said that some in ancient Greece knew that light
could be guided inside slabs of transparent material.
From this purported little-known curiosity in the
ancient world, guided wave optics has grown to be the
technology of the physical level of the systems which
transfer most of the information about the world; the
waveguide of the worldwide telecommunications
network is the optical fiber. The optical fiber itself is
but a passive waveguide, and guided wave optics is the
technology which includes all of the passive and active
components which are necessary to prepare optical
signals for transmission, regenerate optical signals
during transmission, route optical signals through
systems and code onto optical carriers, and decode
the information from optical carriers, to more
conventional forms. In this article, some introduction
to this rather encompassing topic will be given.

This article will be separated into four parts. In the
first section, discussion will be given to fiber optics,
that is, the properties of the light guided in optical
waveguides which allow the light to be guided in
distinctly nonrectilinear paths over terrestrial dis-
tances. The second section will then turn to the
components which can be used along with the fiber
optical waveguides in order to form useful systems.
These components include sources and detectors as
well as optical amplifiers. In the third section, we will
discuss the telecommunications network which has
arisen due to the availability of fiber optics and fiber
optic compatible components. The closing section
will discuss integrated optics, the field of endeavor
which has such great promise to form the future of
optical technology.

Fiber Optics

Fiber optics is a term which generally refers to a
technology in which light (actually infrared, visible,
or ultraviolet radiation) is transmitted through the
transparent cores of small threads of composite
material. These threads, or fibers as they are called,
when surrounded by a cladding material and
coated with polymer for environmental protection
(see Figure 1) can be coiled like conventional wire and



when cabled can resemble (a very lightweight flexible
version of) conventional transmission wire. Although
most of the optical fiber in use today is fabricated by a
process of gas phase chemical deposition of fused
silica doped with various other trace chemicals, fiber
can be made from a number of different material
systems and in a number of different configurations
for use with various types of sources. In what follows
in this opening section, we will limit discussion to the
basic properties of the light guided by the fiber and
leave more technological discussion to following
sections.

There are two complementary mathematical
descriptions of the propagation of light in an optical
waveguide. In the ray description, light incident on a
fiber endface is considered to be made up of a
bundle of rays. In a uniform homogeneous medium,
each ray is like an arrow that exhibits rectilinear
propagation from its source to its next interface
with a dissimilar material. These rays satisfy Snell’s
laws of reflection and refraction at interfaces
between materials with dissimilar optical properties
that they encounter along their propagation path.
That is, at an interface, a fraction of the light is
reflected backwards at an angle equal to the incident
angle and a portion of the light is transmitted in a
direction which is more directed toward the normal
to the interface when the index increases across the

boundary and is directed more away from the
normal when the index decreases. At the input
endface of a waveguide, a portion of the energy
guided by each ray is refracted due to the change in
refractive index at the guide surface and then
exhibits a more interesting path within the fiber. In
a step index optical fiber, where the index of
refraction is uniformly higher in the fiber core
than in a surrounding cladding, the rays will
propagate along straight paths until encountering
the core cladding interface. Guided rays (see
Figure 2) are totally internally reflected back into
the fiber core to again be totally internally reflected
at the next core cladding interface and so on.
Radiating rays (see Figure 3) will be only partially
reflected at the core cladding interface and will
rapidly die out in propagating down the fiber when
it is taken into account that typical distances
between successive encounters with the boundary
may be sub-millimeter and total propagation dis-
tances may be many kilometers. In graded index
fibers, the refractive index within the fiber core
varies continuously from a maximum somewhere
within the core to a minimum at which the core
ends and attaches continuously to a cladding. The
ray paths within such fibers are curved and the
guided rays are characterized by the fact that once in
the fiber they never encounter the cladding. Radia-
ting rays encounter the cladding and are refracted
out of the fiber. This description of fiber propagation
is quite simple and pleasing but does not take into
account that each ray actually is carrying a clock
that remembers how long it has been following its
given path. When two rays come together, they can

Figure 1 A depiction of the structure of an optical fiber. The

innermost cylinder is the core region in which the majority of the

light is confined. The next concentric region is the cladding region

which is still made of a pure material but one of a lower index of

refraction than the innermost core region, such that the light of the

lightwave decays exponentially with extension into this region.

The outermost region is a coating which protects the fused silica of

the core and cladding from environmental contaminants such as

water. For telecommunications fibers, the core is comprised of

fused silica doped with germanium and typically has an index of

refraction of 1.45, whereas the cladding differs from this index by

only about 1%. The coating is often a polyimide plastic which has a

higher index (perhaps 1.6) but no light guided light should see the

cladding-coating interface.

Figure 2 Schematic depiction of the geometrical optics

interpretation of the coupling of light into an optical fiber. Here a

ray that is incident on the center of the fiber core at an upward

angle is first refracted at the fused silica–air interface into

the fused silica core. The ray is then totally internally reflected at

the core cladding interface such that the ray power remains in the

core. The ray picture of light coupling is applicable to single rays

coupling to a multimode fiber. When there are multiple rays,

interference between these rays must be taken into account which

is difficult to do in the ray picture. When there is only one

(diffraction limited) mode in the fiber, the interference between a

congruence of (spatially coherent) incident rays is necessary to

describe the coupling. This description is more easily effected by a

quasi-monochromatic mode picture of the propagation.
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either add or subtract, depending on the reading on
their respective clocks. When the light is nearly
monochromatic, the clocks’ readings are simply a
measure of the phase of the ray when it was
radiated from its source and the interference
between rays can be quite strong. This interference
leads to conditions which only allow certain ray
paths to be propagated. When the light has a
randomly varying phase in both space and time (and
is therefore polychromatic), the interference all but
disappears. But the condition that allows coupling
to a specific ray path (mode) also is obliterated by
the phase randomness, and coupling to a single
mode guide, for example, becomes inefficient.

When we need to preserve phase relations in
order to preserve information while it propagates
along a fiber path, we need to use single modes
excited by nearly transform limited sources, that is
sources whose time variation exhibits well-defined
(nonrandom) phase variation. As a monochromatic
wave carries no information, we will require a source
which can be modulated. When modulation can be
impressed on a carrier without loss of phase
information of either information or carrier, infor-
mation can be propagated at longer distances than
when the frequency spectrum of the carrier is
broadened by noise generated during the modulation.
We refer to such a source that can be modulated
without broadening as a coherent or nearly coherent
source. We cannot easily adapt the ray picture to the
description of propagation of such coherent radiation
in an optical fiber. Instead we must resort to using
the time harmonic form of Maxwell’s equations,

the equations which describe electromagnetic pheno-
mena, whereas rays can be described by a simplifica-
tion of the time-dependent form of these equations. In
the time harmonic approach, we assume that the
source is monochromatic and then solve for a set of
modes of the fiber at the assumed frequency of the
source. These modes have a well-defined phase
progression as a function of carrier frequency and
possess a given shape in the plane transverse to the
direction of propagation. Information can be
included in the propagation by assuming the quasi-
monochromatic variation of the source, that is, one
assumes that the source retains the phase relations
between the various modulated frequency com-
ponents even while its amplitude and phase is being
varied externally. When one assumes that time
harmonically (monochromatic) varying fields are pro-
pagating along the fiber axis, one obtains solutions of
Maxwell’s equations in the form of a summation of
modes. These are guided modes, ones that propagate
down the fiber axis without attenuation. There are
also radiation modes that never couple into a propa-
gating mode in the fiber. These modes are analogous
to the types of rays we see in the ray description of
fiber propagation. There are also another set of
modes which are called evanescent modes which
show up at discontinuities in the fiber or at junctions
between the fiber and other components. In the modal
picture of fiber propagation, each of these modes is
given an independent complex coefficient (that is, a
coefficient with both amplitude and phase). These
coefficients are determined first by any sources in the
problem and then must be recalculated at each
discontinuity plane along the propagation path in
the fiber. When the source(s) in the problem is not
transform limited, the phases of the coefficients
become smeared out and the coupling problems at
discontinuities take on radically different solutions.

In some limit, these randomized solutions must
appear as the ray solutions. Optical fibers are
generally characterized by their numerical aperture
(NA), as well as the number which characterizes its
transverse dimension. The numerical aperture is
essentially the sine of the maximum angle into
which the guide will radiate into free space. When
the guide is multimoded, then the transverse dimen-
sion is generally given as a diameter. When a guide is
single-moded, the transverse dimension is generally
given as a spotsize, that is, by a measure of the size of
a unity magnification image of the fiber endface.
Multimode guides can be excited by even poorly
coherent sources so long as they radiate into the NA or
capture angle at the input of the guide. Single-mode
fibers require an excitation which matches the shape
and size of their fundamental mode.

Figure 3 Schematic depiction of the existence of a cut-off angle

for coupling into an optical fiber. A ray incident from air on the

center of the fused silica fiber core is refracted at the air fused

silica interface and then split when it comes to the core cladding

interface within the fiber. Were the refracted angle of this ray zero

(along the core cladding interface) we would say the ray is totally

internally reflected and no power escapes. As it is, there is

refracted power into the cladding and the ray will rapidly attenuate

as it propagates along the fiber. Although most telecommunica-

tions fiber in this day and age is graded index (the rays will curve

rather than travel along straight paths), a typical repeat period in

such a fiber is a millimeter, whereas propagation distances may

be 100 km. With a loss of even only 0.1% at each reflection form

the cladding, the light light at cut-off will be severely attenuated in

one meter, no loss, one kilometer.
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Active Fiber Compatible Components

Our discussion of propagation in fiber optic wave-
guides would be a rather sterile one if there were not a
number of fiber compatible components that can
generate, amplify, and detect light streams available
to us in order to construct fiber optic systems. In this
section, we will try to discuss some of the theory of
operation of active optical components in order to
help elucidate some of the general characteristics of
such components and the conditions that inclusion of
such components in a fiber system impose on the form
that the system must take.

In a passive component such as an optical fiber, we
need only consider the characteristics of the light that
is guided. Operation of active components requires
that the optical fields interact with a medium in such a
manner that energy can be transferred from the field
through an excitation of the medium to the control-
ling electrical stream and/or vice versa. Generally one
wants the exchange to go only one way, that is from
field to electrical stream or from electrical stream to
field. In a detector this is not difficult to achieve,
whereas in lasers and amplifiers it is quite hard to
eliminate the back reaction of the field on the device.
Whereas a guiding medium can be considered as a
passive homogeneous continuum, the active medium
has internal degrees of freedom of its own as well as a
granularity associated with the distribution of the
microscopic active elements. At least, we must
consider the active medium as having an active
index of refraction with a mind (set of differential
equations anyway) of its own. If one also wants to
consider noise characteristics, one needs to consider
the lattice of active elements which convert the
energy. The wavelength of operation of that active
medium is determined by the energy spacing between
the upper and lower levels of a transition which is
determined by the microscopic structure of these
grains, or quanta, that make up the medium. In a
semiconductor, we consider these active elements to
be so uniformly distributed and ideally spaced that we
can consider the quanta (electron hole pairs) to be
delocalized but numerous and labeled by their
momentum vectors. In atomic media such as the
rare earth doped optical fibers which serve as optical
amplifiers, we must consider the individual atoms as
the players. In the case of the semiconductor, a
current, flowing in an external circuit, controls the
population of the upper (electronic) and lower (hole)
levels of each given momentum state within the
semiconductor. When the momentum states are
highly populated with electrons and holes, there is a
flow of energy to the field (at the transition
wavelength) and when the states are depopulated,

the field will tend to be absorbed and populate the
momentum states by giving up its energy to the
medium. The situation is similar with the atomic
medium except that the pump is generally optical
(rather than electrical) and at a different wavelength
than the wavelength of the field to be amplified. That
is to say, one needs to use a minimum of three levels of
the localized atoms in the medium in order to carry
out an amplification scheme.

The composition of a semiconductor determines its
bandgap, that is, the minimum energy difference
between the electron and hole states of a given
momentum value. A source, be it a light emitting
diode (LED) or laser diode (see Figure 4) will emit
light at a wavelength which corresponds to an energy
slightly above the minimum gap energy (wavelength
equals the velocity of light times Planck’s constant
divided by energy) whereas a detector can detect
almost any energy above the bandedge. Only
semiconductors with bandgaps which exhibit a
minimum energy at a zero momentum transfer can
be made to emit light strongly. Silicon does not
exhibit a direct gap and although it can be used as a
detector, it cannot be used as a source material. The
silicon laser is and has been the ‘Holy Grail’ of
electronics because of the ubiquity of silicon elec-
tronics. To even believe that a ‘Holy Grail’ exists
requires a leap of faith. Weak luminescence has been

Figure 4 A schematic depiction of the workings of a

semiconductor laser light source. The source is fabricated as a

diode, and normal operation of this diode is in forward bias, that is,

the p-side of the junction is biased positively with respect to

ground which is attached to the n-side of the junction. With the

p-side positively biased, current should freely flow through the

junction. This is not quite true as there is a heterojunction region

between the p- and n-regions in which electrons from the n-side

may recombine with holes from the p-side. This recombination

gives off a photon which is radiated. In light emitting diodes

(LEDs), the photon simply leaves the light source as a

spontaneously emitted photon. In a laser diode, the heterojunction

layer serves as a waveguide and the endfaces of the laser as

mirrors to provide feedback and allow laser operation in which the

majority of the photons generated are generated in stimulated

processes.
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observed in certain silicon structures. This lumines-
cence has been used for mid-infrared sources (where
thermal effects mask strong luminescence) and in
concert with rare earth dopants to make visible light
emitting diodes. The silicon laser is still only a vision.

Source materials are, therefore, all made of
compound semiconductors. Detectors are in essence
the inverse of sources (see Figure 5) but also must
detect at wavelengths above their gap energy. For
primarily historical reasons, as will be further
discussed below, telecommunications employs essen-
tially three windows of wavelengths for different
applications, wavelengths centered about 0.85
microns in the first window, wavelengths about 1.3
microns in the second window, and wavelengths
about 1.55 microns in the third window. Materials
made of layers of different compositions of AlGaAs
and mounted on GaAs substrates are used in the first
band, while the other bands require the increased
degree of freedom allowed by the quaternary alloys of
InGaAsP mounted on InP substrates. Other material
mixes are possible, these above-mentioned materials
are the most common. Rare earth ions exhibit many
different transitions. The most useful ones have
proven to be the transitions of Er in the third
telecommunications window, the one that covers
the spectral region to either side of 1.55 microns.
Although both Nd and Pr can be made to amplify
near the 1.3 micron window, amplifiers made of these
materials have not proven to be especially practical.

Telecommunications Technology

The physical transmission layer of the worldwide
telecommunications network has come to be domi-
nated by fiber optic technology, in particular, by
wavelength division multiplexed or WDM single-
mode fiber optics operating in the 1.55 micron
telecommunications window. In the following, we
will first discuss how this transformation to optical
communications took place and then go on to discuss
some of the specifics of the technology.

Already by the middle of the 1960s, it was clear
that changes were going to have to take place in order
that the exponential growth of the telephone system
in the United States, as well as in Europe, could
continue. The telephone system then, pretty much as
now, consisted of a hierarchy of tree structures
connected by progressively longer lines. A local office
is used to connect a number of lines emanating in a
tree structure to local users. The local offices are
connected by trunk lines which emanate from a toll
office. The lines from there on up the hierarchy are
long distance ones which are termed long lines and
can be regional and longer. The most pressing
problem in the late 1960s was congestion in the so-
called trunk lines which connect the local switching
offices. The congestion was naturally most severe in
urban areas. These trunk lines were generally one
kilometer in length at that time. The problem was
that there was no more space in the ducts that housed
these lines. A solution was to use time division
multiplexing or TDM to increase the traffic that could
be carried by each of the lines already buried in the
conduit. The problem was that the twisted pair lines
employed would smear out the edges of the time
varying bit streams carrying the information at the
higher bitrates (aggregated rates due to the multi-
plexing) due to the inherent dependence of signal
propagation velocity on frequency known as dis-
persion. After discussion and even development of a
number of possible technologies, in 1975 a demon-
stration of a fiber optic system which employed
multimode semiconductor lasers feeding multimode
optical fibers all operating at 0.85 micron wave-
length, proved to be the most viable model for trunk
line replacement. The technology was successful and
already in 1980 advances in single-mode laser and
single-mode fiber technology operating at the 1.3
micron wavelength had made the inclusion of fiber
into the long lines viable as well. For roughly the
decade from 1985 onward, single-mode fiber systems
dominated long line replacement for terrestrial as
well as transoceanic links. The erbium doped fiber
amplifier which operated in the 1.55 micron wave-
length third telecommunication window had proven

Figure 5 A schematic depiction of the workings of a

semiconductor detector. As with a semiconductor source, the

detector is fabricated to operate as a diode, that is a p-n junction,

but in the case of the detector this diode is to be operated only in

reverse bias, that is, with the n-material being biased positively

with respect to the ground which is attached to the p-material’s

contact. In this mode of operation, no current should flow through

the junction as there are no free carriers in the material, they have

all been drawn out through the contacts. A photon of sufficiently

high energy can change this situation by forming an electron hole

pair in the material. The electron and hole are thereafter drawn to

the n- and p-contacts, respectively, causing a detectable current

to flow in the external circuit.
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itself to be viable for extending repeater periods by
around 1990. Development of the InGaAsP quatern-
ary semiconductor system allowed for reliable lasers
to be manufactured for this window as development
of strained lattice laser technology in the InGaAs
system allowed for efficient pump lasers for the fiber
amplifiers. As the optical amplifiers could amplify
across the wavelength band that could be occupied by
many aggregated channels of TDM signals, the move
of the long line systems to the third telecommunica-
tions window was accompanied by the adoption of
wavelength division multiplexing or WDM. That is,
electronics becomes more expensive as the analog
bandwidth it can handle increases. Cost-effective
digital rates are now limited to a few Gb/s, and analog
rates to perhaps 20 GHz. Optical center frequencies
are in the order of 2 £ 1014 Hz and purely optical
filters can be made to cleanly separate information
signals spaced as closely as 100 GHz apart on optical
carriers. An optical carrier can then be made to
carry hundreds of channels of 10 Gb/s separated
by 100 GHz and this signal can be propagated
thousands of kilometers through the terrestrial fiber
optics network. Such is today’s Worldwide Web.

Integrated Optics as a Future of
Guided Wave Optics

As electronics has been pushed to ever greater levels
of integration, its power has increased and its price
has dropped. A goal implicit in much of the
development of planar waveguide technology has
been that optics could become an integrated technol-
ogy in the same sense as electronics. This has not
occurred and probably will not occur. This is not to
say that integrated optical processing circuits are not
being developed and that they will be not employed in
the future. They most definitely will.

Integrated optics was coined as a term when it
was used in 1969 to name a new program at Bell
Laboratories. This program was aimed at investi-
gation of all the technologies that were possible with
which to fabricate optical integrated circuits. The
original effort was in no way driven by fiber optics
as the Bell System only reluctantly moved to a fiber
optic network solution in 1975. The original
integrated optics efforts were based on such
technologies as the inorganic crystal technologies
that allowed for large second-order optical non-
linearities, a necessity in order that a crystal also
exhibits a large electro-optic coefficient. An electro-
optic coefficient allows one to change the index of
refraction of a crystal by applying a low frequency
or DC electromagnetic field across the crystal.

Lithium niobate technology is a technology that
has lasted to the present as an optical modulator
technology (see Figure 6) and an optical switch
technology (see Figure 7), as well as a technology
for parametric wavelength conversion. Unfortu-
nately, although low loss passive waveguide can be
fabricated in lithium niobate, the crystal is not
amenable to any degree of monolithic integration.
Glass was also investigated as an integration
technology from the early days of integrated optics,
but the lack of second-order nonlinearity in glass
strictly limited its applicability. Attention for a
period turned to monolithic integration in the
semiconductor materials which were well progres-
sing as for use as lasers, detectors, and integrated
circuits. Semiconductor crystals, however, are too
pure to allow for low loss light propagation which
requires the material defects to be so numerous that
optical wavelengths cannot sample them. Passive
waveguides in semiconductors incur huge losses that
can only be mitigated by almost constant optical
amplification which, unfortunately, cannot track the
rapid optical field variations necessary for infor-
mation transfer. Early on, attention turned to silicon

Figure 6 A schematic depiction of an integrated optical device

which is often used as a high speed modulator. The device is an

integrated version of a Mach–Zehnder interferometer. The basic

idea behind its operation is that spatially and temporally coherent

light is input into a single mode optical channel. That channel is

then split into two channels by a Y-junction. Although not depicted

in the figure, the two arms should not have completely equivalent

propagation paths. That is to say, that if the light in one of those

paths propagates a slightly longer distance (as measured in terms

of phase fronts of the wave) then one cannot recombine the power

from the two arms. That is, in the second Y-junction, a certain

amount of the light which we are trying to combine from the two

arms will be radiated out from the junction. In fact, if the light were

temporally incoherent (phase fronts not well defined), exactly half

of the light would be radiated form the junction. This is a statement

of the brightness theorem which was thought to be a law of

propagation before there were coherent sources of light. In a high

speed modulator, the substrate is an electro-optic crystal and

electrodes are placed over the two arms which apply the electrical

signal to be impressed on the optical carrier to the channels.
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optical bench technology, a technology which has
presently spawned micro-electro-mechanical-system
(MEMs) technology and still persists as an expens-
ive vehicle to hybrid electro-optical integration. In
silicon bench, individual components are micro-
mounted with solder or silicon pop-up pieces on a
silicon wafer which serves as a micro-optical bench.
The technology is expensive and hybrid but perva-
sive in the highest end of cost classes of optical
systems.

The tremendous success of the fiber optical net-
work spawned a movement in which groups tried to
achieve every possible system functionality in fibers
themselves. A notable success has been the optical
fiber amplifier. Significantly less successful in the fiber
optic network has been the fiber Bragg grating.
Attempts to carry out WDM functionalities in all
fiber configuration leads to unwieldy configurations
requiring large amounts of fiber and significant
propagation delays, although, Bragg grating sensors
have proven to be somewhat useful in sensing

applications. WDM functions have been imple-
mented in a large number of different hybrid
configurations, involving various types of glasses,
fused silica on silicon and simple hybrids of birefrin-
gent crystals.

The telecommunications network is not the driver
that it once was. That this is so is perhaps the
strongest driving force yet for integrated optics. The
driver now is new applications that must be
implemented in the most efficient manner. The most
efficient manner is quite generally the one in which
there is a maximum degree of integration. In the long
run, polymer has always been the winning technology
for optics of any kind, due to the flexibility of the
technology and the drop in cost that accompanies
mass production. Indeed, polymer integrated optics
progresses. There are also a number of researchers
involved in investigating strongly guiding optics,
so-called photonic crystal optics. That is, in order to
achieve low loss as well as low cost, the fiber and
integrated optic waveguides up to the present have
used small variations in optical properties of material
to achieve guidance at the cost of having structures
that are many wavelengths in size. In radio frequency
(RF) and microwave technology, for example, guides
are tiny fractions of a wavelength. This can lead to an
impedance matching problem. RF and microwave
impedance matching costs (versus circuit impedance
matching costs) are generally quite high, precluding
mass application. That radio frequency systems, such
as cell phone transceivers link to the rest of the world
by antenna, allows that the overall circuit dimension
can be kept less than a single wavelength and
impedance matching can be foregone in this so-called
circuit limit. It is usually hard to keep an overall
microwave system to less than a wavelength in overall
extent except in the cell phone case or in a microwave
oven. Optical miniaturization will require high index
contrast guides, and will require optical impedance
matching. There are few complete optical systems
which will comprise less than an optical wavelength
in overall extent. But then this so-called photonic
crystal technology will likely be polymer compatible
and there may be ways to find significant cost
reduction. The future of integrated optics is unclear
but bright.

See also

Fiber and Guided Wave Optics: Dispersion; Fabrication
of Optical Fiber; Light Propagation; Measuring Fiber
Characteristics; Nonlinear Effects (Basics); Nonlinear
Optics; Optical Fiber Cables; Passive Optical Com-
ponents. Optical Communication Systems: Wavelength
Division Multiplexing.

Figure 7 A schematic depiction of an integrated optical device

which is often used as an optical switch. This device is

interferometric but really has no free space optics counterpart as

the Mach–Zhender interferometer does. In this interferometer,

spatially and temporally coherent light is input into a single mode

input channel. The two single optical mode input channels,

which are initially so far apart from each other in terms of their

mode sizes that they are effectively uncoupled, are then brought

ever closer together until they are strongly coupled and their

modes are no longer confined to their separate waveguides but

are shared between the two channels. As the channels are

symmetric, but the initial excitation, if from a single waveguide

alone, is not, the pattern must evolve with propagation. Were

both input channels excited, symmetry would still require a

symmetry of their phases. If the phases were either equal to

each other or completely out of phase, then there would be no

evolution because we would have excited coupler modes. If the

coupled region is the proper length, light input to one channel

will emerge from the other after the channels are pulled apart. If

the substrate is an electro-optic crystal and electrodes are

placed over the channels, application of a voltage can affect the

evolution of the interference in such a manner so as to

‘decouple’ the channels and switch the light back to the original

channel.
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Introduction

Dispersion designates the property of a medium to
propagate the different spectral components of a
wave with a different velocity. It may originate from
the natural dependence of the refractive index of a
dense material to the wavelength of light, and one of
the most evident and magnificent manifestations of
dispersion is the appearance of a rainbow in the sky.
In this case dispersion gives rise to a different
refraction angle for the different spectral components
of the white light, resulting in an angular dispersion
of the sunlight spectrum and explicating the etymol-
ogy of the term dispersion. Despite this spectacular
effect, dispersion is mostly seen as an impairment in
many applications, in particular for optical signal
transmission. In this case, dispersion causes a
rearrangement of the signal spectral components in
the time domain, resulting in temporal spreading of
the information and eventually in severe distortion.

There is a trend to designate all phenomena
resulting in a temporal spreading of information as
a type of dispersion, namely the polarization dis-
persion in optical fibers that should be properly
named as polarization mode delay (PMD). In this
article chromatic dispersion will be solely addressed,
that designates the dependence of the propagation
velocity on wavelength and that corresponds to the
strict etymology of the term.

Effect of Dispersion on an Optical
Signal

An optical signal may always be considered as a
sum of monochromatic waves through a normal
Fourier expansion. Each of these Fourier components

propagates with a different phase velocity if the
optical medium is dispersive, since the refractive
index n depends on the optical frequency n. This
phenomenon is linear and causal and gives rise to a
signal distortion that may be properly described by a
transfer function in the frequency domain.

Let nðnÞ be the frequency-dependent refractive
index of the propagation medium. When the optical
wave propagates in a waveguiding structure the
effective wavenumber is properly described by a
propagation constant b; that reads:

bðnÞ ¼
2pn

c0

nðnÞ ½1�

where c0 is the vacuum light velocity. The propa-
gation constant corresponds to an eigenvalue of the
wave equation in the guiding structure and normally
takes a different value for each solution or propa-
gation mode. For free-space propagation this con-
stant is simply equal to the wavenumber of the
corresponding plane wave.

The complex electrical field Eðz; tÞ of a signal
propagating in the z direction may be properly
described by the following expression:

Eðz; tÞ ¼ Aðz; tÞ eið2pn0t2b0zÞ

with n0: the central optical frequency

and b0 ¼ bðn0Þ ½2�

where Aðz; tÞ represents the complex envelope of the
signal, supposed to be slowly varying compared to the
carrier term oscillating with the frequency n0. Con-
sequently, the signal will spread over a narrow band
around the central frequency n0 and the propagation
constant b can be conveniently approximated by a
limited expansion to the second order:

bðnÞ ¼ b0 þ
db

dn

�����
n¼n0

ðn2 n0Þ þ
d2b

dn 2

�����
n¼n0

ðn2 n0Þ
2 ½3�

For a known signal Að0; tÞ at the input of the
propagation medium, the problem consists in
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determining the signal envelope Aðz; tÞ after propa-
gation over a distance z. The linearity and the
causality of the system make possible a description
using a transfer function HzðnÞ such as:

~Aðz;nÞ ¼ HzðnÞ
~Að0;nÞ ½4�

where ~Aðz;nÞ is the Fourier transform of Aðz; tÞ.
To make the transfer function HzðnÞ explicit, let us

assume that the signal corresponds to an arbitrary
harmonic function:

Að0; tÞ ¼ A0 ei2pft ½5�

Since this function is arbitrary and the signal may
always be expanded as a sum of harmonic functions
through a Fourier expansion, there is no loss of
generality. The envelope identified as a harmonic
function actually corresponds to a monochromatic
wave of optical frequency n ¼ n0 þ f as defined by
eqn [2]. Such a monochromatic wave will experience
the following phase shift through propagation:

Eðz; tÞ ¼ A0 ei½2p ðn0þf Þt2bðn0þf Þz�

¼ A0 ei2pftei½2pn0t2bðn0þf Þz� ½6�

On the other hand, an equivalent expression may be
found using the linear system described by eqns [2]
and [4]:

Eðz; tÞ ¼ Aðz; tÞ eið2pn0t2b0zÞ

¼ Az ei2pft eið2pn0t2b0zÞ ½7�

Since eqns [6] and [7] must represent the same
quantities and using the definition in eqn [4], a simple
comparison shows that the transfer function must
take the following form:

HzðnÞ ¼ e2 i½bðnÞz2b0z� ½8�

The transfer function takes a more analytical form
using the approximation in eqn [3]:

HzðnÞ ¼ e2 i2pðn2n0ÞtD e2 ipDnðn2n0Þ
2z ½9�

In the transfer function interpretation the first term
represents a delay term. It means that the signal is
delayed after propagation by the quantity:

tD ¼
1

2p

db

dn0

z ¼
z

Vg

½10�

where Vg represents the signal group velocity. This
term therefore brings no distortion for the signal and
thus states that the signal is replicated at the distance
z with a delay tD:

The second term is the distortion term which is
similar in form to a diffusion process and normally
results in time spreading of the signal. In the case of a
light pulse it will gradually broaden while propagat-
ing along the fiber, like a hot spot on a plate gradually
spreading as a result of heat diffusion. The effect
of this distortion is proportional to the distance z
and to the coefficient Dn, named group velocity
dispersion (GVD):

Dn ¼
1

2p

d2b

dn 2
¼

d

dn

 
1

Vg

!
½11�

It is important to point out that the GVD may be
either positive (normal) or negative (anomalous) and
the distortion term in the transfer function in eqn [9]
may be exactly cancelled by propagating in a
medium with Dn of opposite sign. It means that
the distortion resulting from chromatic dispersion is
reversible and this is widely used in optical links
through the insertion of dispersion compensators.
These are elements made of specially designed
fibers or fiber Bragg gratings showing an enhanced
GVD coefficient, with a sign opposite to the GVD in
the fiber.

From the transfer function in eqn [9] it is possible
to calculate the impulse response of the dispersive
medium:

hzðtÞ ¼
1ffiffiffiffiffiffiffiffi

ilDnlz
p e

ip
ðt2tDÞ

2

Dn z ½12�

so that the distortion of the signal may be calculated
by a simple convolution of the impulse response with
the signal envelope in the time domain.

The effect of dispersion on the signal can be more
easily interpreted by evaluating the dispersive propa-
gation of a Gaussian pulse. In this particular case
the calculation of the resulting envelope can be
carried out analytically. If the signal envelope takes
the following Gaussian distribution at the origin:

Að0; tÞ ¼ A0 e
2

t2

t 2
0 ½13�

with t0 the 1=e half-width of the pulse, the envelope at
distance z is obtained by convoluting the initial
envelope with the impulse response hzðtÞ:

Aðz; tÞ ¼ hzðtÞ^Að0; tÞ

¼ A0

ffiffiffiffiffiffiffiffiffiffi
iz0

z þ iz0

s
e

ip
ðt2tDÞ

2

Dnðzþiz0Þ ½14�
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where

z0 ¼ 2
pt 2

0

Dn

½15�

represents the typical dispersion length, that is the
distance necessary to make the dispersion effect
noticeable.

The actual pulse spreading resulting from dis-
persion can be evaluated by calculating the intensity
of the envelope at distance z:

lAðz; tÞl2 ¼ A0

t0

tðzÞ
e
2

2ðt2tDÞ
2

t 2ðzÞ ½16�

that is still a Gaussian distribution centered about the
propagation delay time tD, with 1=e2 half-width:

t ðzÞ ¼ t0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ ðz=z0Þ

2
q

½17�

The variation of the pulse width t ðzÞ is presented in
Figure 1 and clearly shows that the pulse spreading
starts to be nonnegligible from the distance z ¼ z0:

This gives a physical interpretation for the dispersion
length z0: It must be pointed out that there is a direct
formal similarity between the pulse broadening of a
Gaussian pulse in a dispersive medium and the
spreading of a free-space Gaussian beam as a result
of diffraction. Asymptotically for distances z q z0;

the pulsewidth increases linearly:

tðzÞ . lDnl
z

pt0

½18�

It must be pointed out that the width increases
proportionally to the dispersion Dn, but also inversely
proportionally to the initial width t0: This results

from the larger spectral width corresponding to a
narrower pulsewidth, giving rise to a stronger
dispersive effect.

The chromatic dispersion does not modify the
spectrum of the transmitted light, as any linear effect.
This can be straightforwardly demonstrated by
evaluating the intensity spectrum of the signal
envelope at any distance z; using the eqns [4] and [8]:

l ~Aðz; nÞl2 ¼ lHzðnÞ
~Að0; nÞl2 ¼ le2 i½bðnÞz2b0z�l2l ~Að0; nÞl2

¼ l ~Að0; nÞl2 ½19�

It means that the pulse characteristics in the time
and frequency domains are no longer Fourier-
transform limited, since after the broadening due
to dispersion, the spectrum should normally spread
over a narrower spectral width. This feature results
from a re-arrangement of the spectral components
within the pulse. This can be highlighted by evaluat-
ing the distribution of instantaneous frequency
through the pulse. The instantaneous frequency vi is
defined as the time-derivative of the wave phase
factor fðtÞ and is uniformly equal to the optical
carrier pulsation vi ¼ 2pn0 for the initial pulse, as
can be deduced from the phase factor at z ¼ 0
by combining eqns [2] and [13]. This constant
instantaneous frequency means that all spectral
components are uniformly present within the pulse
at the origin.

After propagation through the dispersive medium
the phase factor fðtÞ can be evaluated by combining
eqns [2] and [14] and evaluating the argument of the
resulting expression. The instantaneous frequency vi

is obtained after a simple time derivative of fðtÞ and
reads:

viðtÞ ¼ v0 þ
2pz

Dnðz
2 þ z2

0Þ
ðt 2 tDÞ ½20�

For z . 0 the instantaneous frequency varies linearly
over the pulse, giving rise to a frequency chirp. The
frequency components are re-arranged in the pulse, so
that the lower frequency components are in the
leading edge of the pulse for a normal dispersion
Dn . 0 and the higher frequencies in the trailing
edge. For an anomalous dispersion Dn , 0, the
arrangement is opposite, as can be seen in Figure 2.
The effect of this frequency chirp can be visualized
in Figure 3, showing that the effect of dispersion is
equivalent to a frequency modulation over the pulse.
The chirp is maximal at position z0 and the
pulsewidth takes its minimal value t0 when the
chirp is zero. It is evident with this description
that the pulse broadening may be entirely compen-
sated through propagation in a medium of opposite

Figure 1 Variation of the 1/e 2 half-width of a Gaussian pulse,

showing the pulse spreading effect of dispersion. The dashed

line shows the asymptotic linear spreading for large propagation

distance.
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group velocity dispersion; this is equivalent to
reversing the time direction in Figure 3. Moreover a
pre-chirped pulse can be compressed to its Fourier-
transform limited value after propagation in a
medium with the proper dispersion sign. This feature
is widely used for pulse compression after pre-
chirping through propagation in a medium subject
to optical Kerr effect.

The above description of the propagation of a
Gaussian pulse implicitly states that the light source is
perfectly coherent. In the early stages of optical
communications it was not at all the case, since most
sources were either light emitting diodes or multi-
mode lasers. In this case the spectral extent of the
signal was much larger than actually required for the
strict need of modulation. Each spectral component
may thus be considered as independently propagating
the signal and the total optical wave can be identified
to light merged from discrete sources emitting
simultaneously the same signal at a different optical
frequency. The group velocity dispersion will cause a
delay dt between different spectral components
separated by a frequency interval dn that can be
simply evaluated by a first-order approximation:

dt ¼
dtD

dn
dn ¼

d

dn

� z

Vg

	
dn ¼ Dn zdn ½21�

where eqns [10] and [11] have been used. The delay
dt is thus proportional to the GVD coefficient Dn;

to the propagation distance z and the frequency
separation dn: This description can be extended to a
continuous frequency distribution with a spectral
width sn, resulting to the following temporal broad-
ening st:

st ¼ lDnlsnz ½22�

Traditionally the spectral characteristics of a source
are given in units of wavelength and the GVD
coefficient is expressed in optical fibers accordingly.
Following the same description as above, the tem-
poral broadening st, for a spectral width sl in
wavelength units, reads:

st ¼ lDllslz ½23�

Since equal spectral widths must give equal broad-
ening the value of the GVD in units of wavelength can
be deduced from the natural definition in frequency
units:

Dl ¼
d

dl

 
1

Vg

!
¼

d

dn

 
1

Vg

!
dn

dl
¼ �

c0

l2
Dn ½24�

It must be pointed out that the coefficient Dl takes a
sign opposite to Dn; in other words, a normal
dispersion corresponds to a negative GVD coefficient
Dl: It is usually expressed in units of picoseconds of
temporal broadening, per nanometer of spectral
width and per kilometer of propagating distance, or
ps/nm km. For example, a pulse showing a spectral
width of 1 nm propagating through a 100 km fiber
having a dispersion Dl of þ10 ps/nm km, will
experience, according to eqn [23], a pulse broadening
st of 10 £ 1 £ 100 ¼ 1000 ps or 1 ns.

Material Group Velocity Dispersion

Any dense material shows a variation of its index of
refraction n as a function of the optical frequency n.
This natural property is called material dispersion
and is the dominant contribution in weakly guiding
structures such as standard optical fibers. This natural
dependence results from the noninstantaneous
response of the medium to the presence of the electric
field of the optical wave. In other words, the
polarization field PðtÞ corresponding to the material
response will vary with some delay or inertia to the
change of the incident electric field EðtÞ. This delay
between cause and effect generates a memory-type
response of the medium that may be described using a
time-dependent medium susceptibility xðtÞ: The
relation between medium polarization at time t and
incident field results from the weighted superposition

Figure 3 The dispersion results in a pulse broadening together

with a frequency chirp, here for a normal GVD, that can be seen

like a frequency modulation.

Figure 2 Distribution of the instantaneous frequency through a

Gaussian pulse. At the origin the distribution is uniform (left) and

the dispersion induces a frequency chirp that depends on the sign

of the GVD coefficient Dn:
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of the effects of Eðt 0Þ at all previous times t 0 , t: This
takes the form of the following convolution:

PðtÞ ¼ 10

ðþ1

21
xðt 2 t0ÞEðt0Þdt0 ½25�

Through application of a simple Fourier transform
this relation reads in the frequency domain as:

PðnÞ ¼ 10xðnÞEðnÞ ½26�

showing clearly that the noninstantaneous response
of the medium results in a frequency-dependent
refractive index using the standard relationship with
the susceptibility x:

nðnÞ¼
ffiffiffiffiffiffiffiffiffiffi
1þxðnÞ

p
where xðnÞ¼FT{xðtÞ} ½27�

This means that a beautiful natural phenomenon such
as a rainbow, originates on a microscopic scale from
the sluggishness of the medium molecules to react to
the presence of light. For signal propagation, it results
in a distortion of the signal and in most cases in a
pulse spreading, but the microscopic causes are in
essence identical. This noninstantaneous response is
tightly related to the molecules’ vibrations that also
give rise to light absorption. For this reason it is
convenient to express the propagation in an absorp-
tive medium by adding an imaginary part to the
susceptibility xðnÞ:

xðnÞ¼x 0ðnÞþ ix 00ðnÞ ½28�

so that the refractive index nðnÞ and the absorption
coefficient aðnÞ reads in a weakly absorbing medium:

nðnÞ¼
ffiffiffiffiffiffiffiffiffiffiffi
1þx 0ðnÞ

q
aðnÞ¼2

2px 00ðnÞ

lnðnÞ
½29�

Since the response of the medium, given by the time-
dependent susceptibility xðtÞ in eqn [25], is real and
causal, the real and imaginary part of the suscepti-
bility in eqn [28] are not entirely independent and are
related by the famous Kramers–Kronig relations:

x 0ðnÞ¼
2

p

ð1

0

sx 00ðnÞ

s22n2
ds

x00ðnÞ¼
2

p

ð1

0

nx 0ðnÞ

n22s2
ds

½30�

Absorption and dispersion act in an interdependent
way on the propagating optical wave and knowing
either the absorption or the dispersion spectrum is
theoretically sufficient to determine the entire optical
response of the medium. The interdependence

between absorption and dispersion is typically
illustrated in Figure 4. The natural tendency is to
observe a growing refractive index for increasing
frequencies in low absorption regions. In this case, the
dispersion is called normal and this is the most
observed situation in transparency regions of a
material, which obviously offer the largest interest
for optical propagation. In an absorption line the
tendency is opposite, a diminishing index for increas-
ing wavelength, and such a response is called
anomalous dispersion. The dispersion considered
here is the phase velocity dispersion, represented by
the slope of nðnÞ, that must not be mistaken with the
group velocity dispersion (GVD) that only matters for
signal distortion. The difference between these two
quantities is clarified below.

To demonstrate that a frequency-dependent refrac-
tive index nðnÞ gives rise to a group velocity dispersion
and thus a signal distortion we use eqns [1] and [10],
so the group velocity Vg can be expressed:

Vg ¼
c0

N
with N ¼ n þ n

dn

dn
¼ n 2 l

dn

dl
½31�

N is called group velocity index and differs from the
phase refractive index n only if n shows a spectral
dependence. In a region of normal dispersion ðdn=
dnÞ . 0; the group index is larger than the phase
index and this is the situation observed in the great
majority of transparent materials. From eqn [31] and
using eqn [24] the GVD coefficient Dl can be
expressed as a function of the refractive index nðlÞ:

Dl ¼
d

dl

 
1

Vg

!
¼

d

dl

 
N

c0

!
¼ 2

l

c0

d2n

dl2
½32�

The GVD coefficient is proportional to the second
derivative of the refractive index n with respect to

Figure 4 Typical optical response of a transparent medium,

showing the spectral interdependence between the absorption

coefficient a and the index of refraction n.
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wavelength and is therefore minimal close to a point
of inflexion of nðlÞ. As can be seen in Figure 4 such a
point of inflexion is always present where absorption
is minimal, at the largest spectral distance from two
absorption lines. It means that the conditions of low-
group velocity dispersion and high transparency are
normally fulfilled in the same spectral region of an
optical dielectric material. In this region the phase
velocity dispersion is normal at any wavelength, but
the group velocity is first normal for shorter
wavelengths, then is zero at a definite wavelength
corresponding to the point of inflexion of nðlÞ; and
finally becomes anomalous for longer wavelengths.
The situation in which normal phase dispersion and
anomalous group dispersion are observed simul-
taneously is in no way exceptional.

In pure silica the zero GVD wavelength is at
1273 nm, but is subject to be moderately shifted to
larger wavelengths in optical fibers, as a result of the
presence of doping species to raise the index in the
fiber guiding core. This shift normally never exceeds
10 nm using standard dopings; larger shifts are
observed resulting from waveguide dispersion and
this aspect will be addressed in the next section. The
zero GVD wavelength does not strictly correspond to
the minimum attenuation in silica fibers, because the
dominant source of loss is Rayleigh scattering in this
spectral region and not molecular absorption. This
scattering results from fluctuations of the medium
density as observed in any amorphous materials such
as vitreous silica and is therefore a collective effect of
many molecules that does not impinge on the
microscopic susceptibility xðtÞ: It has therefore no
influence on the material dispersion characteristics
and this explains the reason for the minimal
attenuation wavelength at 1550 nm, mismatching
and quite distant from the zero material GVD at
1273 nm.

Material GVD in amorphous SiO2 can be accu-
rately described using a three-term Sellmeier expan-
sion of the refractive index:

nðlÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ

X3
j¼1

Cjl
2

l2 2 l2
j

vuut ½33�

and performing twice the wavelength derivative. The
coefficients Cj and lj are found in most reference
handbooks and result in the GVD spectrum shown in
Figure 5. Such a spectrum explains the absence of
interest for propagation in the visible region through
optical fibers, the dispersion being very important in
this spectral region. It also explains the large
development of optical fibers in the 1300 nm region
as a consequence of the minimal material dispersion
there. It must be pointed out that it is quite easy to set

up propagation in an anomalous GVD regime in
optical fibers, since this regime is observed in the
lowest attenuation spectral region. Anomalous dis-
persion makes possible interesting propagation fea-
tures when combined with a third-order nonlinearity
as the optical Kerr effect, namely soliton propagation
and efficient spectral broadening through modulation
instability.

Waveguide Group Velocity Dispersion

Solutions of the wave equation in an optical
dielectric waveguide such as an optical fiber are
discrete and limited. These solutions, called modes,
are characterized by an unchanged field distribution
along the waveguides and by a uniform propagation
constant b over the wavefront. This last feature is
particularly important if one recall that the field
extends over regions presenting different refractive
indices in a dielectric waveguide. For a given mode,
the propagation constant b defines an effective
refractive index neff for the propagation by simi-
larity to eqn [1]:

b ¼
2pn

c0

neff ½34�

The value of this effective refractive index neff is
always bound by the value of the core index n1 and
of the cladding index n2; so that n2 , neff , n1: For
a given mode, the propagation constant b; and so
the effective refractive index neff; only depend on a
quantity called normalized frequency V that essen-
tially scales the light frequency to the waveguide

Figure 5 Material dispersion of pure silica. The visible region

(0.4–0.7 mm) shows a strong normal GVD that decreases when

moving into the infrared and eventually vanishes at 1273 nm. In

the minimum attenuation window (1550 nm) the material GVD is

anomalous.
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optical parameters:

V ¼
2p

l
a
ffiffiffiffiffiffiffiffiffiffi
n2

1 2 n2
2

q
½35�

where a is the core radius. Figure 6 shows the
dependence of the propagation constant b of the
fundamental mode LP01 on the normalized frequency
V: The variation is nonnegligible in the single-mode
region and gives rise to a chromatic dispersion, since V
depends on the wavelength l; even in the fictitious case
of dispersion-free refractive indices in the core and the
cladding materials. This type of chromatic dispersion
is called waveguide dispersion.

To find an expression for the waveguide dispersion
in function of the guiding properties, let us define
another normalized parameter, the normalized phase
constant b; such as:

b ¼
2p

l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2

2 þ bðn2
1 2 n2

2Þ

q
½36�

The parameter b takes values in the interval 0 , b , 1;
is equal to 0 when neff ¼ n2 at the mode cutoff, and is
equal to 1 when neff ¼ n1: This latter situation is
never observed and is only asymptotic for very large
normalized frequencies V: Solving the wave equation
provides the dispersion relation bðVÞ and it is impor-
tant to point out that this relation between normalized
quantities depends only on the shape of the refractive
index profile. Step-index, triangular or multiple-clad
index profiles will result in different bðVÞ relations,
independently of the actual values of the refractive
indices n1 and n2 and of the core radius a:

From the definitions in eqns [10] and [35] and in the
fictitious case of an absence of material dispersion,
the propagation delay per unit length reads:

1

Vg

¼
1

2p

db

dn
¼

1

2p

db

dV

dV

dn
¼

l

2p
V

db

dV
½37�

so that the waveguide group velocity dispersion can
be expressed using the relation in eqn [24]:

Dw
l ¼

d

dl

 
1

Vg

!
¼

d

dn

 
1

Vg

!
dn

dl

¼ 2
n

l

d

dn

 
1

Vg

!
¼ 2

1

2pc0

V2 d2b

dV2
½38�

The calculation of the combined effect of material
and waveguide dispersions results in very long
expressions in which it is difficult to highlight the
relative effect of each contribution. Nevertheless, by
making the assumption of weak guidance:

n1 2 n2

n2

.
N1 2 N2

N2

p 1 ½39�

where N1 and N2 are the group indices in the core and
the cladding, respectively, defined in eqn [31], the
complete expression can be drastically simplified to
obtain for the delay per unit length:

1

Vg

¼
1

c0

�
N2 þ ðN1 2 N2Þ

dðbVÞ

dV

�
½40�

and for the total dispersion:

Dl ¼ D2 þ ðD1 2 D2Þ
dðbVÞ

dV

2 ðN1 2 N2Þ
N2

n1

1

lc0

V
d2ðbVÞ

dV2
½41�

where

D1 ¼ 2
l

c0

d2n1

dl2
and D2 ¼ 2

l

c0

d2n2

dl2
½42�

are the material GVD in the core and the cladding,
respectively.

The first two terms in eqn [41] represent the
contribution of material dispersion weighted by the
relative importance of core and cladding materials for
the propagating mode. In optical fibers, the difference
between D1 and D2 is small, so that this contribution
can be often well approximated by D2; independently
of any guiding effects.

The last term represents the waveguide dispersion
and is scaled by 2 factors:

. The core-cladding index difference n1 2 n2 .
N1 2 N2: The waveguide dispersion will be sig-
nificantly enhanced by increasing the index differ-
ence between core and cladding.

. The shape factor Vðd2ðbVÞ=dV2Þ: This factor
uniquely depends on the shape of the refractive
index profile and may substantially modify the

Figure 6 Propagation constant b as a function of the normalized

frequency V in a step-index optical fiber. The single mode region is

in the range 0 , V , 2.405.
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spectral dependence of the waveguide dispersion,
making possible a great variety of dispersion
characteristics.

Due to this degree of freedom brought by wave-
guide dispersion it is possible to shift the zero GVD
wavelength to the region of minimal attenuation at
1550 nm in silica optical fibers. Figure 7a shows the
total group velocity dispersion of a step-index core
fiber, together with the separate contributions of
material and waveguide GVD. In this case, the
material GVD is clearly the dominating contribution,
while the small waveguide GVD results in a shift of
the zero GVD wavelength from 1273 nm to 1310 nm.
A larger shift could be obtained by increasing the
core-cladding index difference, but this also gives rise
to an increased attenuation from the doping and no
real benefit can be expected from such a modification.
In Figure 7b, the core shows a triangular index profile

to enhance the shape factor in eqn [41], so that the
contribution of waveguide GVD is significantly
increased with no impairing attenuation due to
excessive doping. This makes it possible to realize
the ideal situation of an optical fiber showing a zero
GVD at the wavelength of minimum attenuation.
These dispersion-shifted fibers (DSF) have now
become successful in modern telecommunication
networks.

Nevertheless, the absence of dispersion favors the
efficiency of nonlinear effects and several classes of
fibers are now proposed, showing a small but nonzero
GVD at 1550 nm, with positive or negative sign,
nonzero DSF (NZDSF). By interleaving fibers with
positive and negative GVDs it is possible to propagate
along the optical link in a dispersive medium and thus
minimize the impact of nonlinearities, while main-
taining the overall GVD of the link close to zero and
canceling any pulse spreading accordingly.

List of Units and Nomenclature

Chromatic dispersion [ps nm21 km21] Dl

Electric field [V m21] E
Group index N
Group velocity [m s21] Vg

Group Velocity Dispersion
GVD [s2 m21]

Dn

Linear attenuation coefficient [m21] a

Medium susceptibility x

Normalized frequency V
Optical frequency [s21] n

Propagation constant [m21] b

Propagation delay [s] tD

Polarization density field [A s m22] P
Refractive index n
Vacuum light velocity [m s21] c0

Wavelength [m] l

See also

Dispersion Management. Fiber and Guided Wave
Optics: Overview. Fourier Optics. Nonlinear Optics,
Basics: Kramers–Kronig Relations in Nonlinear Optics.
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Introduction

The drawing of optical fibers from silica preforms
has, over a short period of time, progressed from the
laboratory to become a manufacturing process
capable of producing millions of kilometers of
telecommunications fiber a year. Modern optical
fiber fabrication processes produce low-cost fiber of
excellent quality, with transmission losses close to
their intrinsic loss limit. Today, fiber with trans-
mission losses of 0.2 dB per kilometer of fiber are
routinely drawn through a two-stage process that has
been refined since the 1970s.

Although fibers of glass have been fabricated and
used for hundreds of years, it was not until 1966 that
serious interest in the use of optical fibers for
communication emerged. At this time, it was
estimated that the optical transmission loss in bulk
glass could be as low as 20 dB km21 if impurities
were sufficiently reduced, a level at which practical
applications were possible. At this time, no adequate
fabrication techniques were available to synthesize
glass of high purity, and fiber-drawing methods were
crude.

Over the next five years, efforts worldwide
addressed the fabrication of low-loss fiber. In 1970,
a fiber with a loss of 20 dB km21 was achieved. The
fiber consisted of a titania doped core and pure silica
cladding. This result generated much excitement and
a number of laboratories worldwide actively began
researching optical fiber. New fabrication techniques
were introduced, and by 1986, fiber loss had been
reduced close to the theoretical limit.

All telecommunications fiber that is fabricated
today is made of silica glass, the most suitable
material for low-loss fibers. Early fiber research
studied multicomponent glasses, which are perhaps
more familiar optical materials; however, low-loss
fiber, could not be realized, partly due to the lack of a
suitable fabrication method. Today other glasses, in
particular the fluorides and sulfides, continue to be
developed for speciality fiber applications, but silica
fiber dominates in most applications.

Silica is a glass of simple chemical structure
containing only two elements, silicon and oxygen.
It has a softening temperature of about 2,0008C at
which it can be stretched, i.e. drawn into fiber.
An optical fiber consists of a high purity silica glass
core, doped with suitable oxide materials to raise its
refractive index (Figure 1). This core, typically on the
order of 2–10 microns in diameter, is surrounded by
silica glass of lower refractive index. This cladding
layer extends the diameter to typically 125 microns.
Finally a protective coating covers the entire struc-
ture. It is the phenomenon of total internal reflec-
tion at the core cladding interface that confines light
to the core and allows it to be guided. The basic
requirements of an optical fiber are as follows:

1. The material used to form the core of the fiber
must have a higher refractive index than the
cladding material, to ensure the fiber is a guiding
structure.

Figure 1 Structure of an optical fiber.
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2. The materials used must be low loss, providing
transmission with no absorption or scattering of
light.

3. The materials used must have suitable thermal
and mechanical properties to allow them to be
drawn down in diameter into a fiber.

Silica (SiO2) can be made into a glass relatively
easily. It does not easily crystallize, which means that
scattering from unwanted crystalline centers within
the glass is negligible. This has been a key factor in the
achievement of a low-loss fiber. Silica glass has high
transparency in the visible and near-infrared wave-
length regions and its refractive index can be easily
modified. It is stable and inert, providing excellent
chemical and mechanical durability. Moreover, the
purification of the raw materials used to synthesize
silica glass is quite straightforward.

In the first stage of achieving an optical fiber, silica
glass is synthesized by one of three main chemical
vapor processes. All use silicon tetrachloride (SiCl4)
as the main precursor, with various dopants to
modify the properties of the glass. The precursors
are reacted with oxygen to form the desired oxides.
The end result is a high purity solid glass rod with
the internal core and cladding structure of the
desired fiber.

In the second stage, the rod, or preform as it is
known, is heated to its softening temperature and
stretched to diameters of the order of 125 microns.
Tens to hundreds of kilometers of fiber are produced
from a single preform, which is drawn continuously,
with minimal diameter fluctuations. During the
drawing process one or more protective coatings are
applied, yielding long lengths of strong, low-loss fiber,
ready for immediate application.

Preform Fabrication

The key step in preparing a low-loss optical fiber is to
develop a technique for completely eliminating
transition metal and OH ion contamination during
the synthesis of the silica glass. The three methods
most commonly used to fabricate a glass optical
fiber preform are: the modified chemical vapor
deposition process (MCVD); the outside vapor depo-
sition process (OVD); and the vapor-axial deposition
process (VAD).

In a typical vapor phase reaction, halide precursors
undergo a high temperature oxidation or hydrolysis
to form the desired oxides. The completed chemical
reaction for the formation of silica glass is, for
oxidation:

SiCl4 þ O2 ! SiO2 þ 2Cl2 ½1�

For hydrolysis, which occurs when the deposition
occurs in a hydrogen-containing flame, the reaction is:

SiCl4 þ 2H2O ! SiO2 þ 4HCl ½2�

These processes produce fine glass particles, spherical
in shape with a size of the order of 1 nm. These glass
particles, known as soot, are then deposited and
subsequently sintered into a bulk transparent glass.
The key to low-loss fiber is the difference in vapor
pressures of the desired halides and the transition
metal halides that cause significant absorption loss at
the wavelengths of interest. The carrier gas picks up a
pure vapor of, for example, SiCl4, and any impurities
are left behind.

Part of the process requires the formation of the
desired core/cladding structure in the glass. In all
cases, silica-based glass is produced with variations
in refractive index produced by the incorporation of
dopants. Typical dopants used are germania (GeO2),
titania (TiO2), alumina (Al2O3), and phosphorous
pentoxide (P2O5) for increasing the refractive index,
and boron oxide (B2O2) and fluorine (F) for
decreasing it. These dopants also allow other proper-
ties to be controlled, such as the thermal expansion
of the glass and its softening temperatures. In
addition, other materials, such as the rare earth
elements, have also been used to fabricate active
fibers that are used to produce optical fiber
amplifiers and lasers.

MCVD Process

Optical fibers were first produced by the MCVD
method in 1974, a breakthrough that completely
solved the technical problems of low-loss fiber
fabrication (Figure 2).

As shown schematically in Figure 3, the halide
precursors are carried in the vapor phase by oxygen
carrier gas into a pure silica substrate tube. An oxy-
hydrogen burner traverses the length of the tube,
which it heats externally. The tube is heated to
temperatures of about 1,4008C which then oxidizes
the halide vapor materials. The deposition tempera-
ture is sufficiently high to form a soot made of glassy
particles which are deposited on the inside wall of the
substrate tube but low enough to prevent the softened
silica substrate tube from collapsing. The process
usually takes place on a horizontal glass-working
lathe.

During the deposition process, the repeated traver-
sing of the burner forms multiple layers of soot.
Changes to the precursors entering the tube and thus
the resulting glass composition are introduced for
layers which will form the cladding and then the core.
The MCVD method allows germania to be doped into
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the silica glass and the precise control of the refractive
index profile of the preform. When deposition is
complete, the burner temperature is increased and the
hollow, multilayered structure is collapsed to a solid
rod. A characteristic of fiber formed by this process is
a refractive index dip in the center of the core of the
fiber. In addition, the deposition takes place in a
closed system, which dramatically reduces contami-
nation by OH2 ions and maintains low levels of other
impurities. The high temperature allows high depo-
sition rates compared to traditional chemical vapor
deposition (CVD) and large performs, built up from
hundreds of layers can be produced.

The MCVD method is still widely used today
though it has some limitations, particularly on the
preform size that can be achieved and thus the
manufacturing cost. Diameter of the final preform is
determined by the size of the initial silica substrate
tube, which, due to the high purity required, accounts
for a significant portion of the cost of the preform.
A typical preform fabricated by MCVD yields about
5 km of fiber. Its success has spurred improvements to
the process, in particular to address the fiber yield
from a single preform.

OVD Process

The outside vapor deposition (OVD) methods, also
known as outside vapor phase oxidation (OVPO),
synthesize the fine glass particles within a burner
flame. The precursors, oxygen, and fuel for the
burner, are introduced directly into the flame. The
soot is deposited onto a target rod that rotates and
traverses in front of the burner. As in MCVD, the
preform is built up layer by layer, though now initially
by depositing the core glass and then building up the
cladding layers over this. After the deposition process
is complete, the preform is removed from the target
rod and is collapsed and sintered into a transparent
glass preform. The center hole remains, but disap-
pears during the fiber drawing process. This tech-
nique has advantages in both size of preform which
can be obtained and the fact that a high-quality silica
substrate tube is no longer required. These two
advantages combine to make a more economical
process. From a single preform, several hundred
kilometers of fiber can be produced.

VAD Process

The most recent refinement to the fabrication process
was developed again to aid the mass production of
high-quality fibers. In the VAD process, both core and
cladding glasses are deposited simultaneously. Like
OVD, the soot is synthesized and deposited by flame
hydrolysis, as shown in Figure 4, the precursors are
blown from a burner, oxidized, and deposited onto a
silica target rod.

Burners for the VAD process consist of a series of
concentrate nozzles. The first delivers an inert carrier
and the main precursors SiCl4, the second delivers an
inert carrier glass and the dopants, the third delivers
hydrogen fuel, and the fourth delivers oxygen. Gas
flows are up to a liter per minute and deposition rates
can be very high. With the VAD process, both core
and cladding glasses can be deposited simultaneously.
The main advantage is that this is a continuous
process, as the soot which forms the core and
cladding glasses are deposited axially onto the end
of the rotating silica rod, it is slowly drawn upwards
into a furnace which sinters and consolidates the soot
into a transparent glass. The upward motion is such
that the end at which deposition is occurring remains
in a fixed position and essentially the preform is
grown from this base.

The advantages of the VAD process are a preform
without a central dip and, most importantly, the
mass production associated with a continuous pro-
cess. The glass quality produced is uniform and
the resulting fibers have excellent reproducibility
and low loss.

Figure 2 Fabrication of an optical fiber preform by the MCVD

method.

Figure 3 Schematic of preform fabrication by the MCVD

method.
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Other Methods of Preform Fabrication

There are other methods of preform fabrication,
though these are not generally used for today’s silica
glass based fiber. Some methods, such as fabrication
of silica through sol–gel chemistry could not provide
the large low-loss preforms obtained by chemical
vapor deposition techniques. Other methods, such as
direct casting of molten glass into rods, or formation
of rods and tubes by extrusion, are better suited to
and find application in other glass chemistries and
speciality fibers.

Fiber Drawing

Once a preform has been made, the second step is to
draw the preform down in diameter on a fiber
drawing tower. The basic components and configur-
ation of the drawing tower have remained unchanged
for many years, although furnace design has become
more sophisticated and processes like coating have
become automated. In addition, fiber drawing towers
have increased in height to allow faster pulling speeds
(Figure 5).

Essentially, the fiber drawing process takes place as
follows. The preform is held in a chuck which is
mounted on a precision feed assembly that lowers the

preform into the drawing furnace at a speed which
matches the volume of preform entering the furnace
to the volume of fiber leaving the bottom of the
furnace. Within the furnace, the fiber is drawn from
the molten zone of glass down the tower to a capstan,
which controls the fiber diameter, and then onto a
drum. During the drawing process, immediately
below the furnace, is a noncontact device that
measures the diameter of the fiber. This information
is fed back to the capstan which speeds up to reduce
the diameter or slows down to increase the fiber
diameter. In this way, a constant diameter fiber is
produced. One or more coatings are also applied
in-line to maintain the pristine surface quality as the
fiber leaves the furnace and thus to maximize the fiber
strength.

The schematic drawing in Figure 6 shows a fiber
drawing tower and its key components. Draw towers
are commercially available, ranging in height from
3 m to greater than 20 m, with the tower height
increasing as the draw speed increases.

Typical drawing speeds are on the order of
1 m s21. The increased height is needed to allow
the fiber to cool sufficiently before entering the
coating applicator, although forced air-cooling of
the fiber is commonplace in a manufacturing
environment.

Figure 4 Schematic of preform fabrication by the VAD method. Figure 5 A commercial scale optical fiber drawing tower.
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Furnaces

A resistance furnace is perhaps the most common and
economical heating source used in a fiber drawing
tower. A cylindrical furnace, with graphite or
tungsten elements, provides heating to the preform
by blackbody radiation. These elements must be
surrounded by an inert gas, such as nitrogen or argon,
to prevent oxidation. Gas flow and control is critical
to prevent variations in the diameter of the fiber. In
addition, the high temperature of the elements may
lead to contamination of the preform surface that can
then weaken the fiber.

An induction furnace provides precise clean
heating through radio frequency (RF) energy that
is inductively coupled to a zirconia susceptor ring.
This type of furnace is cleaner than the graphite
resistance type and is capable of continuous
running for several months. It also has the
advantage that it does not require a protective
inert atmosphere and consequently the preform is
drawn in a turbulence-free environment. These
advantages result in high-strength fibers with
good diameter control.

Diameter Measurement

A number of noncontact methods of diameter
measurement can be applied to measure fiber dia-
meter. These include laser scanning, interferometry,

and light scattering techniques. To obtain precise
control of the fiber diameter, the deviation between
the desired diameter and the measured diameter is fed
into the diameter control system. In order to cope
with high drawing speeds, sampling rates as high as
1,000 times per second are used. The diameter
control is strongly affected by the gas flow in the
drawing furnace and is less affected by the furnace
temperature variation. The furnace gas flow can be
used to achieve suppression of fast diameter fluctu-
ations. This is used in combination with drawing
speed control to achieve suppression of both fast and
slow diameter fluctuations. Current manufacturing
processes are capable of producing several hundreds
of kilometers of fiber with diameter variations of ^1
micron.

There are two major sources of fiber diameter
fluctuations: short-term fluctuations caused by tem-
perature fluctuations in the furnace; and long-term
fluctuations caused by variations in the outer
diameter of the preform. Careful control of the
furnace temperature, the length of the hot zone, and
the flow of gas minimize the short-term fluctuations.
Through optimization of these parameters, diameter
errors of less than ^0.5 microns can be realized. The
long-term fluctuations in diameter are controlled by
the feedback mechanism between the diameter
measurement and the capstan.

Fiber Coating

A fiber coating is primarily used to preserve the
strength of a newly drawn fiber and therefore must
be applied immediately after the fiber leaves the
furnace. The fiber coating apparatus is typically
located below the diameter measurement gauge at a
distance determined by the speed of fiber drawing,
the tower height, and whether there is external
cooling of the fiber. Coating is usually one of the
limiting factors in the speed of fiber drawing. To
minimize any damage or contamination of the
pristine fiber leaving the furnace, this portion of
the tower, from furnace to the application of the
first coating, is enclosed in a clean, filtered-air
chamber.

A wide variety of coating materials has been
applied; however, conventional, commercial fiber
generally relies on a UV curable polymer as the
primary coating. Coating thickness is typically 50–
100 microns. Subsequent coatings can then be applied
for specific purposes. A dual coating is often used
with an inner primary coating that is soft and an
outer, secondary coating which is hard. This ratio of
low to high elastic modulus can minimize stress on
the fiber and reduce bending loss.

Figure 6 Schematic diagram of an optical fiber drawing tower

and its components.
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Alternative coatings include hermetic coatings of a
low melting temperature metal, ceramics, or amor-
phous carbon. These can be applied in-line before the
polymeric coating. Metallic coatings are applied by
passing the fiber through a molten metal while
ceramic or amorphous coatings utilize an in-line
chemical vapor deposition reactor.

Types of Fiber

The majority of silica fiber drawn today is single
mode. This structure consists of a core whose
diameter is chosen such that, with a given refractive
index difference between the core and cladding, only
a single guide mode propagates at the wavelength
of interest. With a discrete index difference between
core and cladding, it is often referred to as a step
index fiber. In typical telecommunications fiber, single
mode operation is obtained with core diameters of
2–10 microns with a standard outer diameter of
125 microns.

Multimode fiber has core diameters considerably
larger, typically 50, 62.5, 85, and 110 microns, again
with a cladded diameter of 125 microns. Multimode
fibers are often graded index, that is the refractive
index is a maximum in the center of the fiber and
smoothly decreases radially until the lower cladding
index is reached. Multimode fibers find use in non-
telecommunication applications, for example optical
fiber sensing and medicine.

Single mode fibers, which are capable of maintain-
ing a linear polarization input to the fiber, are known
as polarization preserving fibers. The structure of
these fibers provides a birefringence that removes the
degeneracy of the two possible polarization modes.
This birefringence is a small difference in the effective
refractive index of the two polarization modes that
can be guided and it is achieved in one of two ways.
Common methods for the realization of this birefrin-
gence are an elliptical core in the fiber, or through
stress rods, which modify the refractive index in one
orientation. These fiber structures are shown in
Figure 7.

While the loss minimum of silica-based fiber is near
1.55 microns, step index single-mode fiber offers
zero dispersion close to 1.3 micron wavelengths
and dispersion at the loss minimum is considerable.
A modification of the structure of the fiber, and in
particular a segmented refractive index profile in the
core, can be used to shift this dispersion minimum to
1.55 microns. This fiber, illustrated in Figure 7 is
known as dispersion shifted fiber. Similarly fibers,
with a relatively low dispersion over a wide wave-
length range, known as dispersion flattened fibers,
can be obtained by the use of multiple cladding layers.

List of Units and Nomenclature

Dopants Elements or compounds added,
usually in small amounts, to a
glass composition to modify its
properties.

Fiber drawing The process of heating and
thus softening an optical fiber
preform and then drawing out
a thin thread of glass.

Fiber loss The transmission loss of light
as it propagates through a fiber,
usually measured in dB of loss
per unit length offiber. Loss can
occur through the absorption
of light in the core or scattering
of light out of the core.

Glass An amorphous solid formed by
cooling from the liquid state to
a rigid solid with no long range
structure.

Modified chemical
vapor deposition
(MCVD)

A process for the fabrication of
an optical preform where gases
flow into the inside of a rotat-
ing tube, are heated and react

Figure 7 Structure of (a) dispersion shifted fiber and (b) two

methods of achieving polarization preserving fiber.
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to form particles of glass which
are deposited onto the wall of
the glass tube. After deposition,
the glass particles are consoli-
dated into a solid preform.

Outside vapor
deposition (OVD)

A process for the fabrication of
an optical preform where glass
soot particles are formed in
an oxy-hydrogen flame and
deposited on a rotating rod.
After deposition, the glass
particles are consolidated into
a solid preform.

Preform A fiber blank, a bulk glass rod
consisting of a core and clad-
ding glass composite which is
drawn into fiber.

Refractive index A characteristic property of
glass, which is defined by the
speed of light in the material
relative to the speed of light in
a vacuum.

Silica A transparent glass formed
from silicon dioxide.

Vapor-axial
deposition

A process similar to OVD,
where the core and cladding
layers are deposited simul-
taneously.

See also

Detection: Fiber Sensors. Fiber and Guided Wave
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Optical fibers have become a mainstay of our modern
way of life. From phone calls to the internet, their
presence is ubiquitous. The unmatched ability that
optical fibers have to transmit light is an amazing
asset that, besides being strongly part of our present,
is poised to shape the future.

The foundation of the unique ability of optical
fibers to transmit light hinges on the well-known
physical concept of total internal reflection. This
phenomenon is described by considering the behavior
of light traveling from one material (A) to a different

material (B). When light traverses the interface of the
two materials with a specific angle, its direction of
propagation is altered with respect to the normal to
the surface, according to the well-known Snell law
which relates the incident angle (onto the interface
between A and B) to the refracted angle (away from
the interface between A and B). This is written as
nA sin i ¼ nB sin r; where i is the angle of incidence, r
the angle of refraction, and nA and nB are the
refractive indices of the materials A and B. Under
appropriate conditions, a critical value of the
incidence angle (iCR) exists for which the light does
not propagate into B and is totally reflected back
into A. This value is given by iCR ¼ arcsinðnA=nBÞ: It
follows that total internal reflection occurs when light
is traveling from a medium with a higher index of
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refraction into a medium with a lower index of
refraction. As an approximation, this is the basic idea
behind light propagation in fibers.

Optical fibers are glass strands that include a
concentric core with a cladding wrapped around it.
The index of refraction of the core is slightly higher
than the index of refraction of the cladding, thereby
creating the necessary conditions for the confinement
of light within them. Such index mismatches between
the core and the cladding are determined by using
different materials for each, by doping the glass matrix
before pulling the fiber to create an index gradient, by
introducing macroscopic defects such as air-holes in
the structure of the fiber cladding (such as in the
recently developed photonic crystal fibers), or by using
materials other than glass, such as polymers or plastic.

The real physical picture of light guiding in fibers is
more complex than the conceptual description stated
above. The light traveling in the fiber is, more
precisely, an electromagnetic wave with frequencies
that lie in the optical range, and the optical fiber itself
constitutes anelectromagneticwaveguide.As such, the
waveguide supports guided electromagnetic modes
which can take on a multitude of shapes (i.e., of energy
distribution profiles), depending on the core/cladding
index of refraction profiles. These profiles are often
complex and determine the physical boundary con-
ditions that influence the field distribution within the
fiber. The nature of the fiber modes has been treated
extensively in the literature where an in-depth
description of the physical solutions can be found.

There are many distinguishing features that
identify different optical fiber types. Perhaps the
most important one, in relation to the electromag-
netic modes that the fiber geometry supports, is the
distinction that is made between single-mode fibers
and multimode fibers. As the name implies, a single-
mode fiber is an optical fiber whose index of
refraction profile between core and cladding is
designed in such a way that there is only one
electromagnetic field distribution that the fiber can
support and transmit. That is to say, light is
propagated very uniformly across the fiber. A very
common commercially used fiber of this kind is the
Corning SMF-28 fiber, which is employed in a variety
of telecommunication applications. Multimode fibers
have larger cores and are easier to couple light into,
yet the fact that many modes are supported implies
that there is less control over the behavior of light
during its propagation, since it is more difficult to
control each individual mode.

The condition for single-mode propagation in
optical fibers is determined during the design and
manufacture of the fiber by its geometrical
parameters and is specific to a certain operation

wavelength. A quantity V is defined as V ¼ ð2p=lÞ �

aðn2
core 2 n2

claddingÞ
1=2; where a is the core radius and l

is the wavelength of light. For example, a step-index
fiber (i.e., a fiber where the transition from the index
of refraction of the core to the index of refraction in
the cladding is abrupt), supports a single electro-
magnetic mode if V , 2:405:

Light propagation in optical fibers, however, is
affected by numerous other factors besides the electro-
magnetic modes that the fiber geometry allows.

First, the ability to efficiently transmit light in
optical fiber is dependent on the optical transparency
of the medium that the fiber is made of. The optical
transparency of the medium is a function of the
wavelength (lÞ of light that needs to be transmitted
through the fiber. Optical attenuation is particularly
high for shorter wavelengths and the transmission
losses for ultraviolet wavelengths become consider-
ably higher than in the near infrared. The latter
region, due to this favorable feature, is the preferred
region of operation for optical fiber based telecom-
munication applications. This ultimate physical
limit is determined by the process of light being
scattered off the atoms that constitute the glass, a
process called Rayleigh scattering. The losses due to
Rayleigh scattering are inversely proportional to
the fourth power of the wavelength ðlosses / l24Þ;

and therefore become quite considerable as l is
decreased.

The ability of optical fibers to transmit light over a
certain set of wavelengths, is quantified by their
optical attenuation. This parameter is defined as the
ratio of the output power versus the input power and
is usually measured in units of decibels (dB), i.e.,
attenuation (dB) ¼ 10 log10(Pout/Pin).

The values that are found in the literature relate
optical attenuation to distance and express the
attenuation per unit length (such as dB/km). Single-
mode fibers used in telecommunications are usually
manufactured with doped silica glasses designed to
work in the near infrared, in a wavelength range
between 1.3 and 1.6 mm (1 mm ¼ 1026 m) which
provides the lowest levels of Rayleigh scattering and
is located before the physical infrared absorption of
silica (,1.65 mm) kicks in. Such fibers, which have
been developed and refined for decades, have
attenuation losses of less that 0.2 dB/km at a
wavelength of 1.55 mm. Many other materials have
been used to meet specific optical transmission needs.
While silica remains by far the most popular
material used for optical fiber manufacturing, other
glasses are better suited for different portions of the
spectrum: quartz glass can be particularly transmis-
sive in the ultraviolet whereas plastic is sometimes
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conveniently used for short distance transmission in
the visible.

The ability to collect light at the input of the fiber
represents another crucial and defining parameter.
Returning to total internal reflection, such an effect
can only be achieved by sending light onto an interface
at a specific angle. In fibers, the light needs to be
coupled into a circular core and reach the core
cladding interface at that specific geometrical angle.
The measure of the ability to couple light in the fiber is
referred to as ‘coupling efficiency’. The core dimension
defines the geometry of the coupling process which, in
turn, determines the efficiency of the propagation of
light inside the fiber. In order to be coupled efficiently
and therefore guided within the fiber, the light has to
be launched within a range of acceptable angles. Such
a range is usually defined or derivable from the
numerical aperture (NA) of the fiber which is
approximately NA ¼ ðn2

core 2 n2
claddingÞ

1=2; or can be
alternatively described as a function of the critical
angle for total internal reflection within the fiber by
NA ¼ ncore sin iCR: Also, light has to be focused into
the core of the fiber and therefore the interplay
between core size, focusability, and NA (i.e., accep-
tance angle) of the fiber influence the coupling
efficiency into the fiber (which in turn affects
transmission). Typical telecommunication fibers
have a 10 mm core (a NA of ,0.2) and have very
high coupling efficiencies (of the order of 70–80%).
Specialized single mode fibers (such as photonic
crystal fibers) can have core diameters down to a few
microns, significantly lower coupling efficiencies, and
high numerical apertures. Multimode fibers, in con-
trast, are easy to couple into given their large core size.

Other factors that contribute to losses during
propagation are due to the physical path that the
actual optical fiber follows. A typical optical fiber
strand is rarely laid along a straight line. These types
of losses are called bending losses and can be
intuitively understood by thinking that when the
fiber is straight, the light meets its total reflection
condition at the core-cladding interface, but when
the fiber bends, the interface is altered and varies
the incidence conditions of light at the interface. If the
bend is severe, light is no longer totally reflected and
escapes from the fiber.

Another important issue that influences propa-
gation arises when the light that travels through the
fiber is sent in bursts or in pulses of light. Pulsed
light is very important in fiber transmission because
the light pulse is the carrier of optical information,
most often representing a binary digit of data. The
ability to transmit pulses reliably is at the heart of
modern day telecommunication systems. The fea-
tures that affect the transmission of pulses through

optical fibers depend, again, largely on the structure
and constituents of the fiber. One of the most
important effects on pulsed light is dispersion. This
phenomenon causes the broadening in time of the
light pulses during their travel through the fiber.
This can be easily explained by a Fourier analogy by
thinking that a short pulse in time (such as the
10–20 picosecond pulse duration that is used for
optical communications, 1 picosecond ¼ 10212

seconds) has a large frequency content (i.e., is
composed of a variety of ‘colors’). Since the speed
of light through bulk media, and therefore through
the fiber constituent, depends on wavelength,
different ‘colors’ will travel at different speeds,
arriving at the end of the fiber slightly delayed
with respect to one another. This causes a net pulse
broadening and is dependent on the properties of
the fiber that are depicted in the dispersion curve of
the fiber. This type of dispersion is called chromatic
dispersion and is dependent on the distance the pulse
travels in the fiber. A measure of the pulse broad-
ening can be calculated by multiplying the dis-
persion value for the fiber (measured in ps/km) at the
wavelength of operation times and the distance in
kilometers that the pulse travels.

There are other types of dispersion that affect
pulses traveling through fibers: light with different
polarization travels at a different speed, thereby
causing an analogous problem to chromatic distor-
tion. In multimode fibers, different modes travel
with different properties. Dispersion issues are
extremely important in the design of the next-
generation telecommunication systems. As a push is
made toward higher transmission capacity, pulses
become shorter and these issues have to be dealt
with carefully. Specifically, transmission of light in
optical fibers becomes more complex because the
interaction between the light and the fiber material
constituents becomes nonlinear. As pulses become
shorter, their energy is confined in a smaller
temporal interval, making their peak power (which
is equal to energy/time) increase. If the peak power
becomes sufficiently high, the atoms that form the
glass of which the fiber is made are excited in a
nonlinear fashion adding effects that need to be
addressed with caution. Energetic pulses at a certain
wavelength change their shape during propagation
and can become severely distorted or change
wavelength (i.e., undergo a frequency conversion
process), thereby destroying the information that
they were meant to carry.

Several physical manifestations of optical non-
linearity affect pulsed light propagation, giving rise
to new losses but also providing new avenues for
efficient transmission.
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Perhaps the most successful example of the positive
outcome of nonlinear effects in fibers is the optical
soliton. The latter is an extremely stable propagating
pulse that is transmitted through the fiber undis-
torted, since it is a result of a peculiar balance
between the linear distortion and nonlinear distortion
that cancel each other by operating in a specific region
of dispersion of the optical fiber (the anomalous
dispersion region).

Nonlinear effects in fibers are an extremely rich
area of study which, besides several drawbacks,
carries immense opportunities if the nonlinearities
can be controlled and exploited.

See also

Dispersion Management. Nonlinear Optics, Applica-
tions: Pulse Compression via Nonlinear Optics. Solitons:
Optical Fiber Solitons, Physical Origin and Properties.
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Introduction

The optical fiber is divided in two types: multimode
and singlemode. Each type is used in different applica-
tions and wavelength ranges and is consequently
characterized differently. Furthermore, the corres-
ponding test methods also vary.

The optical fiber characteristics may be divided
into four categories:

. The optical characteristics (transmission related);

. The dimensional characteristics;

. The mechanical characteristics; and

. The environmental characteristics.

These categories will be reviewed in the following
sections, together with their corresponding test
methods.

Fiber Optical Characteristics and
Corresponding Tests Methods

The following sections will describe the following
optical characteristics:

. attenuation;

. macrobending sensitivity;

. microbending sensitivity;

. cut-off wavelength;

. multimode fiber bandwidth;

. differential mode delay for multimode fibers;

. chromatic dispersion;

. polarization mode dispersion;

. polarization crosstalk; and

. nonlinear effects.

Attenuation

The spectral attenuation of an optical fiber follows
exponential power decay from the power level at a
cross-section 1 to the power level at cross-section 2,
over a fiber length L; as follows:

P2ðlÞ ¼ P1ðlÞ · e2gðlÞL ½1�

P1ðlÞ is the optical power transmitted through the
fiber core cross-section 1, expressed in mW; P2ðlÞ is
the optical power transmitted through the fiber core
cross-section 2 away from cross-section 1, expressed
in mW; gðlÞ is the spectral attenuation coefficient in
linear units, expressed in km21; and L is the fiber
length expressed in km.

Attenuation may be characterized at one or more
specific wavelengths or as a function of wavelength.
In the later case, attenuation is referred to spectral
attenuation. Figure 1 illustrates such power decay.

Equation [1] may be expressed in relative units as
follows:

log10 P2 ¼ ðlog10 P1Þ · 2 gL · log10 e ½2�

P is expressed in dBm units using the following
definition.

Figure 1 Power decay in an optical fiber due to attenuation.
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The power in dBm is equal to 10 times the
logarithm in base 10 of the power in mW; or

0 dBm ¼ 10 log10ð1 mWÞ ½3�

Then

gðlÞ½km21� ¼ ½ð10 log10 P1Þ2 ð10 log10 P2Þ�

� L log10 e ½4�

aðlÞ½dB=km� ¼ ½P1ðdBmÞ2 P2ðdBmÞ�=L ½5�

A new relative attenuation coefficient aðlÞ with units
of dB/km has been introduced, which is related to the
linear coefficient gðlÞ with units of km21 as follows:

aðlÞ ¼ ðlog10 eÞ · gðlÞ < 4;343gðlÞ ½6�

aðlÞ is the spectral attenuation coefficient of a fiber
and is illustrated in Figure 2.

Test methods for attenuation
The attenuation may be measured by the following
methods:

. cut-back method;

. backscattering method; and

. insertion loss method.

Cut-back method. The cut-back method is a direct
application of the definition in which the power levels
P1 and P2 are measured at two points of the fiber
change of input conditions. P2 is the power emerging
from the far end of the fiber and P1 is the power emerg-
ing from a point near the input after cutting the fiber.

The output power P2 is recorded from the fiber
under test (FUT) placed in the measurement setup.
Keeping the launching conditions fixed, the FUT is

cut to the cut-back length, for example 2 m from the
launching point. The FUT attenuation, between the
points where P1 and P2 have been measured, is
calculated using P1 and P2; from the definition
equations provided above.

Backscattering method. The attenuation coeffi-
cient of a singlemode fiber is characterized using
bidirectional backscattering measurements. This
method is also used for:

. attenuation uniformity;

. optical continuity;

. physical discontinuities;

. splice losses; and

. fiber length.

An optical time domain reflectometer (OTDR)
is used for performing such characterization. Adjust-
ment of laser pulsewidth and power is used to
obtain a compromise between resolution (a shorter
pulsewidth provides a better resolution but at lower
power) and dynamic range/fiber length (higher power
provides better dynamic range but with longer
pulsewidth). An example of such an instrument is
shown in Figure 3.

The measurement is applicable to various
FUT configurations (e.g., cabled fiber in production
or deployed in the field, fiber on a spool, etc.).
Two unidirectional backscattering curves are
obtained, one from each end of the fiber (Figure 4).

Each backscattering curve is recorded on a
logarithmic scale, avoiding the parts at the two ends
of the curves, due to parasitic reflections.

The FUT length is found from the time interval
between the two ends of the backscattering loss

Figure 2 Typical spectral attenuation of a singlemode fiber.
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curve together with the FUT group index of refraction,
ng; as:

Lf ¼ cfs ·
DTf

ng

½7�

cfs is the velocity of light in free space.
The bidirectional backscattering curve is obtained

using two unidirectional backscattering curves

and calculating the average loss between them.
The end-to-end FUT attenuation coefficient is
obtained from the difference between two losses
divided by the difference of their corresponding
distances.

Insertion loss method. The insertion loss method
consists of the measurement of the power loss due to

Figure 3 The backscattering method (OTDR).

Figure 4 Unidirectional OTDR backscattering loss measurement.
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the FUT insertion between a launching and a
receiving system, previously interconnected (refer-
ence condition). The powers P1 and P2 are evaluated
in a less straightforward way than in the cut-back
method. Therefore, this method is not intended for
use in manufacturing.

The insertion loss technique is less accurate
than the cut-back, but has the advantage of being

non-destructive for the FUT. Therefore, it is particu-
larly suitable in the field.

Macrobending Sensitivity

Macrobending sensitivity is the property by which
there is a certain amount of light leaking (loss) into
the cladding when the fiber is bent and the bending
angle is such that the condition of total internal
reflection is no longer met at the core-cladding
interface. Figure 5 illustrates such a case.

Macrobending sensitivity is a direct function of the
wavelength: the longer the wavelength and/or the
smaller the bending diameter, the more loss the fiber
experiences. It is recognized that 1625 nm is a
wavelength that is very sensitive to macrobending
(see Figure 6).

The macrobending loss is measured by the
power monitoring method (OTDR, especially for
field assessment, see Figure 6) or the cut-back method.

Microbending Sensitivity

Microbending is a fiber property by which the
core-cladding concentricity randomly changed along

Figure 5 Total internal reflection and macrobending effect on

the light rays.

Figure 6 Macrobending sensitivity as a function of wavelength.
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the fiber length. It causes the core to wobble inside
the cladding and along the fiber length.

Four methods are available for characterizing
microbending sensitivity in optical fibers:

. expandable drum for singlemode fibers and optical
fiber ribbons over a wide range of applied linear
pressure or loads;

. fixed diameter drum for step-index multimode,
singlemode, and ribbon fibers for a fixed linear
pressure;

. wire mesh and applied loads for step-index multi-
mode and singlemode fibers over a wide range of
applied linear pressure or loads; and

. ‘basketweave’ wrap on a fixed diameter drum for
singlemode fibers.

The results from the four methods can only be
compared qualitatively. The test is nonroutine for
general evaluation of optical fiber.

Cut-off Wavelength

The cut-off wavelength is the shortest wavelength at
which a single mode can propagate in a singlemode
fiber. This parameter can be computed from the
fiber refractive index profile (RIP). At wavelengths
below the cut-off wavelength, several modes
propagate and the fiber is no longer singlemode, but
multimode.

In optical fibers, the change from multimode to
singlemode behavior does not occur at a specific
wavelength, but rather over a smooth transition as a
function of wavelengths. Consequently, from a fiber-
optic network standpoint, the actual threshold
wavelength for singlemode performance is more
critical. Thus an effective cut-off wavelength is
described below.

The cut-off wavelength is defined as the wavelength
greater than the ratio between the total power, in the
higher-order modes and the fundamental mode, which
has decreased to less than 0.1 dB. According to this
definition, the second-order mode LP11 undergoes
19.3 dB more attenuation than the fundamental LP01

mode when the modes are equally excited.
Because the cut-off wavelength depends on the fiber

length, bends, and strain, it is defined on the basis of
the following three cases:

. fiber cut-off wavelength;

. cable cut-off wavelength; and

. jumper cable cut-off wavelength.

Fiber cut-off wavelength: Fiber cut-off wave-
length lfc is defined for uncabled primary-coated
fiber and is measured over 2 m with one loop of

140 mm radius loosely constrained, with the rest of
the fiber kept essentially straight. The presence of a
primary coating on the fiber usually will not affect
lfc: However, the presence of a secondary coating
may result in lfc being significantly shorter than
that of the primary coated fiber.

Cable cut-off wavelength: Cable cut-off wavelength
is measured prior to installation on a substantially
straight 22 m cable length prepared by exposing 1 m
of primary-coated fiber at both ends, the exposed
ends each incorporating a 40 mm radius loop.
Alternatively, this parameter may be measured on
22 m primary-coated uncabled fiber in the same
configuration as for the lfc measurement.

Jumper cable cut-off wavelength: Jumper cable
cut-off wavelength is measured over 2 m with one
loop of 76 mm radius, or equivalent (e.g., split
mandrel), with the rest of the jumper cable kept
essentially straight.

Multimode Fiber Bandwidth for Multimode Fibers

The 23 dB bandwidth of a multimode optical fiber
(or modal bandwidth) is defined as the lowest
frequency where the magnitude of the baseband
frequency response in optical power has decreased
by 3 dB relative to the power at zero frequency.
Modal bandwidth is also called intermodal dispersion
as it takes into account the dispersion between the
modes of propagation of the transmitted signal into
the multimode fiber.

Various methods of reporting the results are
available, but the results are typically expressed in
terms of the 23 dB (optical power) frequency.
Figure 7 illustrates modal bandwidth.

The bandwidth or pulse broadening may be
normalized to a unit length, such as GHz · km, or
ns/km.

Figure 7 Determination of modal bandwidth.
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Two methods are available for determining trans-
mission capacity of multimode fibers:

. the frequency domain measurement method in
which the baseband frequency response is directly
measured in the frequency domain by determining
the fiber response to a sinusoidally modulated light
source; or

. the optical time domain measurement method
(pulse distortion) in which the baseband response
is measured by observing the broadening of a
narrow pulse of light.

Differential Mode Delay for Multimode Fibers

Differential mode delay (DMD) characterizes the
modal structure of a graded-index glass-core multi-
mode fiber. DMD is useful for assessing the band-
width performance of a fiber when used with
short-pulse, narrow spectral-width laser sources.

The output from a singlemode probe fiber excites
the multimode FUT at the test wavelength. The probe
spot is scanned across the FUT endface, and the
optical pulse delay is determined at specified radial
offset positions between an inner and an outer limit.
DMD is the difference in optical pulse delay time
between the FUT fastest and slowest modes excited
for all radial offset positions between and including
the inner and the outer limits.

The related critical issues influencing DMD are the
temporal width of the optical pulse, jitter in the
timing, the finite bandwidth of the optical detector,
and the mode broadening due to the source spectral
width and the FUT chromatic dispersion.

The test method is commonly used in production
and research facilities, but is not easily accomplished
in the field. DMD may be a good predictor of
the source launching conditions. DMD may be
normalized to a unit length, such as ps/m.

Chromatic Dispersion

Chromatic dispersion in a singlemode fiber is a
combination of material dispersion and waveguide
dispersion (see Figure 8), and it contributes to pulse
broadening and distortion in a digital signal.

Material dispersion is produced by the dopants
used in glass and is important in all fiber types.
Waveguide dispersion is produced by the wavelength
dependence of the index of refraction and is critical in
singlemode fibers only.

From the point of view of the transmitter, this is due
to two causes:

. The presence of wavelengths in the source optical
spectrum. Each wavelength has a different phase

delay and group delay (different group velocities)
along the fiber, because they travel under different
index of refraction (or phase) as the index varies as
a function of wavelengths, as shown in Figure 9.

. The other cause is the modulation of the source,
which itself has two effects:
– As bit-rates increase, the spectral width of the

modulated signal increases and can become
comparable to or exceed the spectral width of
the source.

– Chirp occurs when the source wavelength
spectrum varies during the pulse. By conven-
tion, positive chirp at the transmitter occurs
when the spectrum during the rise/fall of the
pulse shifts towards shorter/longer wave-
lengths respectively. For a positive fiber
dispersion coefficient, longer wavelengths
are delayed relative to shorter wavelengths.
Hence if the sign of the product of chirp and
dispersion is positive, the two processes
combine to produce pulse broadening. If the
product is negative, pulse compression can
occur over an initial fiber length until the
pulse reaches a minimum width and then
broadens again with increasing dispersion.

Figure 9 Difference between the phase and the group index of

refraction.

Figure 8 Contribution of the material and waveguide disper-

sions to the chromatic dispersion.
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The electric field propagating into the FUT may be
simply described as follows:

Eðt; zÞ ¼ E0 sinðvt 2 bzÞ ½8�

v ¼ 2pc=l [rad/s] is the angular frequency; b ¼ kn ¼

ðv=cÞn is the effective index; as b has units of m21 it is
often referred to as wavenumber or even sometimes
propagation constant; k is the propagation constant.

The group delay tg is then given by:

db=dv ¼ b1 ¼ tg ½9�

An example of the group delay spectral distribution
is shown in Figure 10. Assuming n is not complex;
b1 is the first-order derivative of b:

The group velocity vg is given by

vg ¼ ðdb=dvÞ21 ¼ 2ðl2
=2pcÞðdb=dlÞ21 ½10�

The FUT input–output delay is given by

td ¼ L=vg ½11�

L is the FUT length.
The group index of refraction ng is given by

ng ¼ c=vg ¼ n 2 lðdn=dlÞ ½12�

The dispersion parameter or dispersion coefficient D
(ps/nm · km) is given by

D ¼ 2ðv=lÞðdtg=dvÞ ¼ 2ð2pc=l2Þðd2b=dv2Þ

¼ 2ðl=cÞðd2n=dl2Þ ½13�

d2b=dv2 ¼ b2 ½14�

An example of the spectral distribution of D
obtained from the group delay is shown in Figure 10.

b2 (ps2/km) is the group velocity dispersion
parameter, so D may be related to b2; as follows:

D ¼ 2ðv=lÞb2 ½15�

When b2 is positive then D is negative and vice-versa.
The region where b2 is positive is called normal

dispersion while the negative-b2 region is called
anomalous dispersion.

At l0; b1 is minimum, and b2 ¼ 0; then D ¼ 0:
The dispersion slope S (ps/nm2 · km), also called

the differential dispersion parameter or second-order
dispersion, is given by

S ¼ dD=dl ¼ ðv=lÞb3 þ ð2v=l2Þb2 ½16�

b3 ¼ db2=dv ¼ d3b=dv3

At l0; b1 is minimum, b2 ¼ 0; then D ¼ 0; but S is
not zero and depends on b3: An example of the
spectral distribution of S and S0 is illustrated in
Figure 10.

Overall, the general expression of b is given by

bðvÞ ¼ b0 þ ðv2 v0Þb1 þ ð1=2Þðv2 v0Þ
2b2

þ ð1=12Þðv2 v0Þ
3b3 þ · · · ½17�

Figure 11 illustrates the difference between
dispersion unshifted fiber (ITU-T Rec. G.652),
dispersion shifted fiber (ITU-T Rec. G.653) and
nonzero dispersion shifted fiber (ITU-T Rec. G.655).

Test methods for the determination of chromatic
dispersion
All methods measure the group delay at a specific
wavelength over a range and use agreed fitting
functions to evaluate l0 and S0:

In the phase shift method, the group delay is
measured in the frequency domain, by detecting,
recording, and processing the phase shift of a
sinusoidal modulating signal between a reference, a
secondary fiber path, and the channel signal.

Setup variances exist and some do not require the
secondary reference path. For instance, by using a
reference optical filter at the FUT output it is possible
to completely decouple the source from the phase-
meter. With such an approach, chromatic dispersion
may now be measured in the field over very long links
using optical amplifiers (see Figure 12).

Figure 10 Relation between the pulse (group) delay and the (chromatic) dispersion.
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In the differential phase shift method, two detec-
tion systems are used together with two wavelength
sources at the same time. In this case the chromatic
dispersion may be determined directly from the two
group delays. This technique usually offers faster and
more reliable results but costs much more than the
phase-shift technique which is usually preferred.

In the interferometric method, the group delay
between the FUT and a reference path is measured by
a Mach–Zehnder interferometer. The reference delay
line may be an air path or a singlemode fiber standard
reference material (SRM). The method can be used to
determine the following characteristics:

. longitudinal chromatic dispersion homogeneity;
and

. effect of overall or local influences, such as
temperature changes and macrobending losses.

In the pulse delay method, the group delay is
measured in the time domain, by detecting, recording,
and processing the delay experienced by pulses at
various wavelengths.

Polarization Mode Dispersion

Polarization mode dispersion (PMD) causes an
optical pulse to spread in the time domain and may
impair the performance of a telecommunications
system. The effect can be related to differential phase
and group velocities and corresponding arrival time
of different polarization components of the pulse
signal. For a sufficiently narrowband source, the
effect can be related to a differential group delay
(DGD), Dt; between a pair of orthogonally polarized
principal states of polarization (PSP) at a given
wavelength or optical frequency (see Figure 13a).

Figure 12 Test results for field-related chromatic dispersion using the phase-shift technique.

Figure 11 Chromatic dispersion for various types of fiber.
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Figure 13 PMD effect on the pulse broadening and its possible pulse impairment. (a) The pulse is spread by the DGD Dt but the bit

rate is too low to create an impairment. (b) The pulse is spread by the DGD Dt but the bit rate is high enough to create an impairment.

(c) The DGD Dt is large enough even at low bit rate to make the pulse spreading and creating impairment.
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In an ideal circular symmetric fiber, the two PSPs
propagate with the same velocity. However:

. a real fiber is not perfectly circular;

. the core is not perfectly concentric with the
cladding;

. the core may be subjected to microbending;

. the core may present localized clusters of dopants;
and

. the environmental conditions may stress the
deployed cable and affect the fiber.

Each time the fiber undergoes local stresses
and consequently birefringence. These asymmetry
characteristics vary randomly along the fiber and in
time, lead to a statistical behavior of PMD.

For a deployed cabled fiber at a given time and
optical frequency, there always exist two PSPs such
that the pulse spreading due to PMD vanishes, if only
one PSP is excited. On the contrary, the maximum
pulse spread due to PMD occurs when both PSPs are
equally excited, and is related to the difference in their
group delays, the DGD associated with the two PSPs.
For broadband transmission, the DGD statistically
varies as a function of wavelengths or frequencies and
result in an output pulse that is spread out in the time
domain (see Figures 13a–c). In this case, the
spreading can be related to the RMS (root mean
square) of DGD values kDt 2l1=2: However, if a known
distribution such as the Maxwell distribution may be
fit to the DGD distribution probability, then a mean
(or average) value of the DGD kDtl may be correlated
to the RMS value and used as a system performance
predictor in particular with a maximum value of the
DGD distribution associated to a low probability of
occurrence. This maximum DGD may then be used to
define the quality of service that would tolerate values
lower than this maximum DGD.

Test methods for polarization mode dispersion
Three methods are generically used for measuring
PMD. Other methods or analyses may exist but they
are generally not standardized or are limited in their
applications.

. Stokes parameter evaluation (SPE)
. Jones matrix eigenanalysis (JME)
. Poincaré sphere analysis (PSA)

. Fixed analyzer (FA)
. Extrema counting (EC)
. Fourier transform (FT)

. Interferometry (INTY)
. Traditional analysis (TINTY)
. General analysis (GINTY).

All methods use a linearly polarized source at the
FUT input and are suitable for laboratory measure-
ments of factory lengths of fiber and cable. However,
the interferometric method is the only method appro-
priate for measurements of cabled fiber that may be
moving or vibrating such as is found in the field.

Stokes parameter evaluation. SPE determines
PMD by measuring a response to a change of
narrowband light (from a tuneable light source with
broadband detector – JME, or a broadband source
with a filtered detector such as an interferometer –
PSA) across a wavelength range. The Stokes vector of
the output light is measured for each wavelength. The
change of these Stokes vectors with angular optical
frequency (wavelength), v and with the change in
input SOP (state of polarization), yields the DGD as a
function of wavelength.

For both JME and PSA analyses, three distinct and
known linear SOPs (orthogonal on the
Poincaré sphere) must be launched for each wave-
length. Figure 14 illustrates the test setup and
examples of test results.

The JME and PSA method are mathematically
equivalent.

Fixed analyzer. FA determines PMD by measuring
a response to a change of narrowband light across a
wavelength range. For each SOP, the change in output
power that is filtered through a fixed polarization
analyzer, relative to the power detected without the
analyzer, is measured as a function of wavelength.
Figure 15 illustrates a test setup and examples of test
results.

The resulting measured function can be analyzed in
one of two ways:

. by counting the number of peaks and valleys (EC)
of the curve and application of a formula. This
analysis is considered as a frequency domain
approach; and

. by taking the Fourier transform (FT) of the
measured function. This FT is equivalent to the
pulse spreading obtained by TINTY.

Interferometry. INTY uses a broadband light
source and an interferometer. The fringe pattern
containing the source auto-correlation, together
with the PMD related cross-correlation of the
emerging electromagnetic field, is determined by
the interference pattern of the output light, i.e., the
interferogram. The PMD determination for the
wavelength range associated with the source
spectrum is based on the envelope of the fringe
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pattern interferogram. Two analyses are available
to obtain the PMD:

. TINTYuses a set of specific operating conditions for
its successful applications and a basic setup; and

. GINTY uses no limiting operating conditions, but
in addition to the same basic setup, also using a
modified setup compared to TINTY.

Figure 16 illustrates the test setup for both
approaches and examples of test results.

Polarization Crosstalk

Polarization crosstalk is a characteristic of energy
mixing/transfer/coupling between the two PSPs in a
PMF (polarization maintaining fiber) when their
isolation is imperfect. It is the measure of the strength
of mode coupling or output power ratio between the
PSPs within a PMF.

A PMF is an optical fiber capable of transmitting,
under external perturbations, such as bending or

lateral pressures, both HEx
11 and HEy

11 polarization
modes whose electric field vector directions are
orthogonally to each other and which have different
propagation constants bx and by:

Two methods are available for measuring the
polarization crosstalk of PMF:

. power ratio method, which uses the maximum and
minimum values of output power at a specified
wavelength, and is applicable to fibers and
connectors jointed to a PMF, and to two or more
PMFs joined in series; and

. in-line method, which uses an analysis of the
Poincaré sphere, and is applicable to single or
cascaded sections of PMF, and to PMF inter-
connected with optical devices.

Nonlinear Effects

When the power of the transmission signal is
increased to achieve longer span lengths at high bit

Figure 14 PMD by Stokes parameter evaluation method.

Figure 15 PMD by fixed analyzer method.
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expressed as follows:

n ¼ n0 þ n2I ½18�

n is the nonlinearity dependent index; n0 is the linear
part of the index; n2 is the nonlinear index, also called
the Kerr nonlinear index (2.2 to 3.4 £ 10216 cm2/W);
and I is the optical intensity inside the fiber.

The field propagation at a distance L into the fiber
is described by the following equation:

EoutðLÞ ¼ Einð0Þexp½2a=2 þ ibþ gPðL; tÞ=2�L ½19�

a=2 is the attenuation; ib is the phase of the wave; and
gPðL; tÞ=2 is the nonlinearity term;

g ¼ 2pn2=lAeff ½20�

g is the nonlinearity coefficient and may be a complex
number; Aeff is the fiber core effective area; PðL; tÞ is
the total power; and l is the signal wavelength and t
the time variable.

The nonlinear coefficient is defined as n2=Aeff: This
coefficient plays a critical role in the fiber and is
closely related to system performance degradation
due to nonlinearities when very high power is used.

Methods for measuring the nonlinear coefficient.
Two methods are available for measuring the non-
linear coefficient:

. Continuous-wave dual-frequency (CWDF); and

. Pulsed single-frequency (PSF).

In the CWDF method, light from two wavelengths is
injected into the fiber. At higher power, the light from
the two wavelengths beat due to the nonlinearity and
produce an output spectrum that is spread. The
relationship of the power level to a particular
spreading is used to calculate the nonlinear coefficient.

In the PSF method, the pulsed light from a single
wavelength is injected into the fiber. Very short pulses
(,1 ns) and their input peak power must be measured
and related to the nonlinear spreading of the output
spectrum.

Stimulated Brillouin scattering
In an intensity modulated system using a source with
a narrow linewidth, significant optical power is
transferred from the forward-propagating signal to
a backward-propagating signal when the SBS power
threshold is exceeded. At that point periodic regions
of index of refraction produce a grating traveling at
speed of sound away from the source. The grating
reflects backward part of the incident light. The
reflected sound waves (acoustic phonons) scatter light
back to the source. Phase matching (or momentum
conservation) dictates that the scattered light prefer-
entially travels in the backward direction. The
scattered light will be Doppler-shifted (downshifted
or Brillouin-shifted) by approximately 11 GHz (at
1550 nm, for G.652 fiber). The scattered light has a
very narrow spectrum (very coherent) and very close
to the carrier signal and may be very detrimental.

Stimulated Raman scattering
SRS is an interaction between light and the fiber
molecular vibrations as adjacent atoms vibrate in
opposite directions (an ‘optical phonon’). Some of
the energy of the main carrier (optical pump wave)
is transferred to the molecules, thereby further
increasing the amplitude of their vibrations. If the
vibrations become large enough, a threshold is
reached at which the local index of refraction changes.
These local changes then scatter light in all directions
similar to Rayleigh scattering. However, unlike
Rayleigh scattering, the wavelength of the Raman
scattered light is shifted to longer wavelengths by an
amount that corresponds to the molecular vibration
frequencies and the Raman signal spreads over a
large spectrum.

Self-phase modulation
SPM is the effect that a powerful pulse has on its own
phase, considering that in eqn [18], IðtÞ varies in time:

. IðtÞ! nðtÞ ¼ n0 þ n2IðtÞ ! modulates the phase
b(t) of the pulse; and

. dl=dt ! dn=dt ! db=dtðchirpÞ ! broadening in the
frequency domain ! broadening in the time
domain.

IðtÞ peaks at the center of the pulse (peak power)
and consequently increases the index of refraction.
A higher index causes the wavelengths in the center
of the pulse to accumulate phase more quickly than
at the wings of the pulse:

. this causes wavelength stretching (shift to longer
wavelengths) at pulse leading edge (risetime); and

. this causes wavelength compression (shift to shorter
wavelengths) at pulse trailing edge (falltime).

Figure 17 Power output-to-power input relationship for pro-

duction of nonlinear effects.
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The pulse will then broaden with negative (normal)
dispersion and shorten with positive (anomalous)
dispersion. SPM may then be used for dispersion
compensation considering that self-phase modulation
imposes C . 0 (positive chirp). It can cancel the
dispersion if properly manage as a function of the sign
of the dispersion. SPM is one of the most critical
nonlinear effects for the propagation of soliton or
very short pulses over very long distance.

Cross-phase modulation
XPM is the effect that a powerful pulse has on the
phase of an adjacent pulse from another WDM
system channel traveling in phase or at slightly the
same group velocity. It concerns spectral interference
between two WDM channels:

. the increasing IðtÞ at the leading edge of the
interfering pulse shifts the other pulse to longer
wavelength; and

. decreasing IðtÞ at the trailing edge of the interfering
pulse shifts the other pulse to shorter wavelengths.

This produces spectral broadening, which dis-
persion converts to temporal broadening depending
on the sign of the dispersion. XPM effect is similar to
SPM except it depends on the channel count.

Four-wave (four-photon) mixing
FWM is the by-product production effect from two or
more WDM channels. For two channels IðtÞ modu-
lates the phase of each signal (v1 and v2). An intensity
modulation appears at the beat frequency v1 2 v2:

Two sideband frequencies are created in a similar
way as harmonics generation. New wavelengths are
created in a number equal to N2ðN 2 1Þ=2; where
N ¼ number of original wavelengths.

Fiber Dimension Characteristics and
Corresponding Tests Methods

Table 1 provides a list of the various fiber dimensional
characteristics and their corresponding test methods.

Fiber Geometry Characteristics

The fiber geometry is related to the core and cladding
characteristics.

Core
The core center is the center of a circle which best fits
the points at a constant level in the near-field intensity
profile emitted from the central region of the fiber,
using wavelengths above and/or below the cut-off
wavelength.

The RIP can be measured by refracted near field
(RNF) or transverse interferometry techniques and
transmitted near field (TNF).

The core concentricity error is the distance between
the core center and the cladding center. This
definition applies very well for multimode fibers.
The distance between the center of the near field
profile and the center of the cladding is also used for
singlemode fibers.

The mode field diameter (MFD) represents a
measure of the transverse electromagnetic field
intensity of the mode in a fiber cross-section and it
is defined from the far-field intensity distribution.

The MF is the singlemode field distribution of
the LP01 mode, giving rise to a spatial intensity
distribution in the fiber.

The MF concentricity error is the distance between
the MF center and the cladding center.

The core noncircularity is a measure of the
core ellipticity. This parameter is one of the causes
for creating birefringence in the fiber and
consequently PMD.

Cladding
The cladding is the outermost region of constant
refractive index in the fiber cross-section.

The cladding center is the center of a circle best
fitting the outer limit (boundary) of the cladding.

The cladding diameter is the diameter of the circle
defining the cladding center.

The cladding noncircularity is a measure of the
difference between the diameters of the two circles
defined by the cladding tolerance field divided by the
nominal cladding diameter.

Coating
The primary coating is one or more layers of protective
material applied to the cladding during or after the
drawing process to protect the cladding surface (e.g., a
250 mm protective coating). The secondary coating is
one or more layers of protective material applied over
the primary coating in order to give additional
protection or to provide a particular structure.

Table 1 Fiber dimensional characteristics

Attribute Measured parameter

Fiber geometry Core/cladding diameter

Core/cladding noncircularity

Core-cladding concentricity error

Numerical aperture

Mode field diameter

Coating geometry

Length
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Measurement of the fiber geometrical attributes
The fiber geometry is measured by the following
methods:

. TNF;

. RNF;

. Side-view technique/transverse interference;

. TNF image technique; and

. Mechanical diameter.

Test instrumentation may incorporate two or
more methods such as the one shown in Figure 18.

Transmitted near-field technique. The cladding
diameter, core concentricity error, and cladding
noncircularity are determined from the near-field
intensity distribution. Figure 19 provides a series of
examples of test results from TNF measurements.

Refracted near-field technique. The RIP across the
entire fiber (core and cladding) can bedirectly obtained
from the RNF measurement, as shown in Figure 20.

The geometrical characteristics of the fiber can be
obtained from the refractive index distribution using
suitable algorithms:

. core/cladding diameter;

. core/cladding concentricity error;

. core/cladding noncircularity;

. maximum numerical aperture (NA); and

. index and relative index of refraction difference.

Figure 21 illustrates the core geometry.

Side-view technique/transverse interference. The
side-view method is applied to singlemode
fibers to determine the core concentricity error,
cladding diameter and cladding noncircularity by
measuring the intensity distribution of light that is
refracted inside the fiber. The method is based on
an interference microscope focused on the side
view of an FUT illuminated perpendicular to the
FUT axis. The fringe pattern is used to determine
the RIP.

Figure 18 RNF/TNF combined instrumentation.
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TNF image technique. The TNF image technique,
also called near-field light distribution, is used for
the measurement of the geometrical characteristics of
singlemode fibers. The measurement is based on
analysis of magnified images at the FUT output. Two
subsets of the method are available:

. grey-scale technique which performs an x–y near-
field scan using a video system; and

. Single near-field scanning technique performing a
one-dimensional scan.

Mechanical diameter. This is a precision mecha-
nical diameter measurement technique used to

accurately determine the cladding diameter of silica
fibers. The technique uses an electronic micrometer
such as based on a double-pass Michelson inter-
ferometer. The technique is used for providing
calibrated fibers to the industry as SRM.

Numerical Aperture

The NA is an important attribute for multimode
fibers in order to predict their launching efficiency,
joint loss at splices and micro/macrobending
characteristics.

A method is available for the measurement of
the angular radiant intensity distribution (far-field)

Figure 19 MFD measurement by TNF.

Figure 20 RIP from RNF measurement.

464 FIBER AND GUIDED WAVE OPTICS / Measuring Fiber Characteristics



distribution or the RIP at the output of an FUT.
NA can be determined from the analysis of the
test results.

Mode Field Diameter

The definition of the MFD is given in the section
describing the core center above. Four measurement
methods are available:

. direct far-field scan determines MFD from the far-
field intensity distribution;

. variable aperture in far field determines MFD from
the complementary aperture transmission function
aðxÞ; x ¼ d tan u being the aperture radius and d
the distance between the aperture and the FUT:

MFD ¼
l

pd

"ð1

0
aðxÞ

x

ðx2 þ d2Þ2
dx

#
21=2

½21�

Equation [21] is valid for small-u approximation.

. near-field scan determines MFD from the near-field
intensity distribution INF; r being the radial
coordinate:

MFD ¼ 2

2
666642

ð1

0
rINFðrÞ dr

ð1

0
r

"
dl1=2ðrÞ

dr

#2

dr

3
77775

1=2

½22�

Equation [22] is valid for small-u approximation;
and

. bidirectional backscattering uses an OTDR and
bidirectional measurements to determine MFD by
comparing the FUT results with a reference fiber.

Effective Area

Aeff is a critical nonlinearity parameter and is defined
as follows:

Aeff ¼
2p½

Ð1
0 IðrÞr dr �2Ð1

0 IðrÞ2r dr
½23�

IðrÞ is the field intensity distribution of the fiber
fundamental mode at radius r: The integration in
the equation is carried out over the entire fiber
cross-section. For a Gaussian approximation:

IðrÞ ¼ exp 2 2

�
2r

MFD

�2

½24�

which yields:

Aeff ¼
p

4
MFD2 ½25�

Three methods are available for the measurement
of Aeff :

. direct far-field;

. variable aperture in far-field; and

. near-field.

Figure 21 Core geometry by RNF measurement.
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Mechanical Measurement and Test
Methods

Table 2 describes the various mechanical charac-
teristics and their corresponding test methods.

Proof Stressing

The proof stress level is the value of tensile stress or
strain applied to a full fiber length over a short period
of time. The method for fiber proof stressing is the
longitudinal tension which describes procedures for
applying tensile loads to a length of fiber. The fiber
stress is calculated from the applied tension. The
tensile load is applied over short periods of time
but not too short in order for the fiber to experience
proof stress.

Residual Stress

Residual stress is the stress built up by the thermal
expansion difference between core and cladding
during the fiber drawing process or splicing. Methods
are available for measuring residual stress based on
polarization effects. A light beam produced by a
rotating polarizer propagates to the x-axis direction
while the beam polarization is in the y–z plane and
the fiber longitudinal axis in the z-axis. The light
experiences different phase shift in the y- and z-axis
due to the FUT birefringence. The photoelastic effect
gives the relationship between this phase change and
residual stresses.

Stress Corrosion Susceptibility

The stress corrosion susceptibility is related to the
dependence of crack growth on applied stress.
It depends on the environmental conditions and
static and dynamic values may be observed.

Environmental Characteristics

Table 3 lists the fiber characteristics related to the
effect of the environment.

Hydrogen Aging for Low-Water-Peak Single-Mode
Fiber

Hydrogen aging on low-water peak fibers, such as
G.652.C, is based on a test performed at 1.0
atmosphere of hydrogen pressure at room tempera-
ture over a period of one month. Other proportional
combinations are possible.

Nuclear Gamma Irradiation

Nuclear radiation is considered on the basis of a
steady state response of optical fibers and cables
exposed to gamma radiation and to determine
the level of related radiation-induced attenuation
produced in singlemode or multimode cabled or
uncabled fibers.

The fiber attenuation generally increases when
exposed to gamma radiation. This is primarily due to
the trapping of radiolytic electrons and holes at defect
sites in the glass (i.e., the formation of ‘color centers’).
Two regimes are considered:

. the low dose rate suitable for estimating the effect
of environmental background radiation; and

. the high dose rate suitable for estimating the effect
of adverse nuclear environments.

The effects of environmental background radiation
are measured by the attenuation (cut-back method).
The effects of adverse nuclear environments are tested
by power monitoring before, during and after FUT
exposure.

See also

Fiber and Guided Wave Optics: Nonlinear Effects
(Basics). Imaging: Interferometric Imaging. Interferome-
try: Gravity Wave Detection; Overview. Polarization:
Introduction. Scattering: Scattering Phenomena in Opti-
cal Fibers.
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Table 3 Fiber environmental characteristics

Attribute

Hydrogen aging

Nuclear gamma irradiation

Damp heat

Dry heat

Temperature cycling

Water immersion

Table 2 Fiber mechanical characteristics

Attribute

Proof stress

Residual stress

Stress corrosion susceptibility

Tensile strength

Stripability

Fiber curl
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Introduction

Many physical systems in various areas such as
condensed matter or plasma physics, biological
sciences, or optics, give rise to localized large-
amplitude excitations having a relatively long lifetime.
Such excitations lead to a host of phenomena referred
to as nonlinear phenomena. Of the many disciplines of
physics, the optics field is probably the one in which
practical applications of nonlinear phenomena have
been the most fruitful, in particular, since the
discovery of the laser in 1960. This discovery has
thus led to the advent of a new branch in optics,
referred to as nonlinear optics. The applications of
nonlinear phenomena in optics include the design of
various kinds of laser sources, optical amplifiers,
light converters, light-wave communication systems
for data transmission purposes, to name a few.

In this article, we present an overview of some basic
principles of nonlinear phenomena that result from
the interaction of light waves with dielectric wave-
guides such as optical fibers. These nonlinear phenom-
ena can be broadly divided into two main categories,
namely, parametric effects and scattering phenomena.
Parametric interactions arise whenever the state of
the dielectric matter is left unchanged by the inter-
action, whereas scattering phenomena imply tran-
sitions between energy levels in the medium. More
fundamentally, parametric interactions originate from
the electron motion under the electric field of a light
wave, whereas scattering phenomena originate
from the motion of heavy ions (or molecules).

Linear and Nonlinear Signatures

The macroscopic properties of a physical system can
be obtained by analyzing the response of the system
under an external excitation. For example, consider
at time t the response of a system, such as an amplifier,

to an input signal E1 ¼ A sinðvtÞ. In the low-
amplitude limit of the output signal, the response
R1 of the system is proportional to the excitation:

R1 ¼ a1E1 ½1�

where a1 is a constant. This type of behavior corres-
ponds to the so-called linear response. In general, a
physical system executes a linear response when the
superposition of two (or more) input signals E1 and E2

yields a response which is a superposition of the output
signals, as schematically represented in Figure 1:

R ¼ a1R1 þ a2R2 ½2�

Now, in almost all real physical systems, if the
amplitude of an excitation E1 becomes sufficiently
large, distortions will occur in the output signals. In
other words, the response of the system will no longer
be proportional to the excitation, and consequently,
the law of superposition of states will no longer be
observed. In this case, the response of the system may
take the following form:

R ¼ a1E1 þ a2E2
1 þ a3E3

1 þ … ½3�

which involves not only a signal at the input frequency
v , but also signals at frequencies 2v , 3v , and so on.
Thus, harmonics of the input signal are generated.
This behavior, called nonlinear response, is at the
origin of a host of important phenomena in many

Figure 1 Schematic representation of linear and nonlinear

responses of a system, to two input signals.
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branches of sciences, such as in condensed matter
physics, biological sciences, or in optics.

Physical Origin of Optical Nonlinearity

Optical nonlinearity originates fundamentally from
the action of the electric field of a light wave on the
charged particles of a dielectric waveguide. In
contrast to conductors where charges can move
throughout the material, dielectric media consist of
bound charges (ions, electrons) that can execute only
relatively limited displacements around their equili-
brium positions. The electric field of an incoming
light wave will cause the positive charges to move in
the polarization direction of the electric field whereas
negative charges will move in the opposite direction.
In other words, the electric field will cause the
charged particles to become dipoles, as schematically
represented in Figure 2.

Then each dipole will vibrate under the influence of
the incoming light, thus becoming a source of
radiation. The global light radiated by all the dipoles
represents the scattered light. When the charge
displacements are proportional to the excitation
(incoming light), i.e., in the low-amplitude limit of
scattered radiation, the output light vibrates at the
same frequency as that of the excitation. This process
corresponds to Rayleigh scattering. On the other
hand, if the intensity of the excitation is sufficiently
large to induce displacements that are not negligible
with respect to atomic distances, then the charge
displacements will no longer be proportional to
the excitation. In other words, the response of the
medium, which is no longer proportional to the excita-
tion, becomes nonlinear. In this case, the scattered
waves will be generated not only at the excitation
frequency (the Kerr effect), say v , but also at
frequencies that differ from v (e.g., 2v , 3v). On the
other hand, it is worth noting that when all induced
dipoles vibrate coherently (that is, their relative phase
does not vary randomly), their individual radiation
may, under certain conditions, interfere construc-
tively and lead to a global field of high intensity.

The condition of constructive interference is the
phase-matching condition.

In practice, the macroscopic response of a dielectric
is given by the polarization, which corresponds to the
total amount of dipole moment per unit volume of the
dielectric. As the mass of an ion is much larger than
that of an electron, the amplitude of the ion motion is
generally negligible with respect to that of the
electrons. As a consequence, the electron motion
generally leads to the dominant contribution in the
macroscopic properties of the medium. The behavior
of an electron under an optical electric field is similar
to that of a particle embedded in an anharmonic
potential. A very simple model (called the Lorentz
model) that provides a deep insight into the dielectric
response consists of an electron of mass m and charge
2e connected to an ion by an elastic spring (see
Figure 2). Under the electric field EðtÞ, the electron
executes a displacement xðtÞ with respect to its
equilibrium position, which is governed by the
following equation:

d2x

dt2
þ 2l

dx

dt
þ v2

0x þ ðað2Þx2 þ að3Þx3 þ · · ·Þ

¼ 2
e

m
EðtÞ ½4�

where að2Þ; að3Þ; and so on, are constant parameters,
v0 is the resonance angular frequency of the electron,
and l is the damping coefficient resulting from the
dipolar radiation. When the amplitude of the electric
field is sufficiently large, then the restoring force on
the electrons becomes a nonlinear function of x;
hence the presence of terms such as að2Þx2; að3Þx3; and
so on, in eqn [4]. In this situation, the macroscopic
response of the dielectric is the polarization

P ¼ 2
X

exðv;2v;3v;…Þ ½5�

where xðv;2v;3v;…Þ is the solution of eqn [4] in the
frequency domain, and the summation extends over
all the dipole moments per unit volume. In terms of
the electric field E the polarization may be written as

P ¼ 10ðx
ð1ÞE þ xð2ÞE2 þ xð3ÞE3 þ · · ·Þ ½6�

where xð1Þ; xð2Þ; xð3Þ; and so on, represent the suscepti-
bility coefficients. Figure 3 (top left) illustrates
schematically the polarization as a function of the
electric field.

In particular, one can clearly observe that when the
amplitude of the incoming electric field is sufficiently
small (bottom left in Figure 3), the polarization (top
right) is proportional to the electric field (bottom left),
thus implying that the electric dipole radiates a wave
having the same frequency as that of the incoming
light (bottom right). On the other hand, Figure 4

Figure 2 Electric dipoles in a dielectric medium under an

external electric field.
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shows that for an electric field of large amplitude, the
polarization is no longer proportional to the electric
field, leading to radiation at harmonic frequencies
(see Figure 4, bottom right).

This nonlinear behavior leads to a host of
important phenomena in optical fibers, which are
useful for many optical systems but detrimental for
other systems.

Parametric Phenomena in Optical
Fibers

In anisotropic materials, the leading nonlinear term

in the polarization, i.e., the xð2Þ term, leads to

phenomena such as the harmonic generation or

optical rectification. This xð2Þ term vanishes in

homogeneous isotropic materials such as cylindrical

Figure 4 Polarization induced by an incoming electric field of large amplitude.
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Figure 3 Polarization induced by an electric field of small amplitude. Nonlinear dependence of the polarization as a function of field

amplitude (top left) and time dependence of the input electric field (bottom left). Time dependence of the induced polarization (top right)

and corresponding intensity spectrum (bottom right).

FIBER AND GUIDED WAVE OPTICS / Nonlinear Effects (Basics) 469



optical fibers, and there the leading nonlinear term
becomes the xð3Þ term. Thus, most of outstanding
nonlinear phenomena in optical fibers originate from
the third-order nonlinear susceptibility xð3Þ. Some of
those phenomena are described below.

Optical Kerr Effect

The optical Kerr effect is probably the most important
nonlinear effect in optical fibers. This effect induces
an intensity dependence of the refractive index, which
leads to a vast wealth of fascinating phenomena such
as self-phase modulation (SPM), cross-phase modu-
lation (CPM), four-wave mixing (FWM), modula-
tional instability (MI) or optical solitons. The Kerr
effect can be conveniently described in the frequency
domain through a direct analysis of the polarization,
which takes the following form:

PNLðvÞ ¼
3

4
10x

ð3ÞðvÞlEðvÞl2EðvÞ ½7�

The constant 3/4 comes from the symmetry properties
of the tensor xð3Þ. Setting PNLðvÞ ¼ 101NLEðvÞ; where
1NL ¼ 3

4 x
ð3ÞlEl2 is the nonlinear contribution to the

dielectric constant, the total polarization takes the
form

PðvÞ ¼ PL þ PNL ¼ 10½x
ð1ÞðvÞ þ 1NL�EðvÞ ½8�

As eqn [8] shows, the refractive index n, at a given
frequency v, is given by

n2 ¼ 1 þ xð1Þ þ 1NL ¼ ðn0 þ DnNLÞ
2 ½9�

with n2
0 ¼ 1 þ xð1Þ. In practice DnNL ! n0; and then,

the refractive index is given by

nðv; lEl2Þ ¼ n0ðvÞ þ ne
2lEl

2
½10�

where ne
2 is the nonlinear refractive index defined

by ne
2 ¼ 3xð3Þ=ð8n0Þ: The linear polarization PL is

responsible for the frequency dependence of the
refractive index, whereas the nonlinear polarization
PNL causes an intensity dependence of the refractive
index, which is referred to as the optical Kerr
effect. Knowing that the wave intensity I is given
by I ¼ alEl2; with a ¼ 1

2 10cn0; the refractive index
can be then rewritten as

nðv; IÞ ¼ n0ðvÞ þ n2I ½11�

with n2 ¼ ne
2=a ¼ 2ne

2=ð10cn0Þ: For fused silica
fibers one has typically: n2 ¼ 2:66 £ 10220 m2 W21:

For example, an intensity of I ¼ 1 GW cm22 leads to
DnNL ¼ 2:66 £ 1027; which is much smaller than
n0 < 1:45:

Four-Wave Mixing

The four-wave mixing (FWM) process is a third-order
nonlinear effect in which four waves interact through
an energy exchange process. Let us consider two
intense waves, E1ðv1Þ and E2ðv2Þ; with v2 . v1;

called pump waves, propagating in an optical fiber.
Hereafter we consider the simplest case when waves
propagate with the same polarization. In this
situation the total electric field is given by

Etotðr; tÞ ¼ E1 þ E2

¼ A1ðv1Þ exp½iðk1·r 2 v1tÞ�

þ A2ðv2Þ exp½iðk2·r 2 v2tÞ� ½12�

where k1 and k2 are the wavevectors of the fields E1

and E2, respectively. Equation [7], which gives the
nonlinear polarization induced by a single mono-
chromatic wave, remains valid provided that the
frequency spacing between the two waves is relatively
small, i.e., lDvl ¼ lv2 2 v1l ,, v0 ¼ ðv1 þ v2Þ=2:
In this context, eqn [7] leads to

PNL <
3

4
10x

ð3Þðv0ÞlEtotl
2Etot ½13�

Substituting eqn [12] in eqn [13] yields

PNL ¼ 2n0n210

��
lE1l

2
þ 2lE2l

2
�
E1

þ

�
lE2l

2
þ 2lE1l

2
�
E2 þ E2

1Ep
2 þ Ep

1E2
2

�
½14�

The term lE1l
2E1 in the right-hand side of eqn

[14] represents the self-induced Kerr effect on the
wave v1: The term lE2l

2E1; which corresponds to a
modification of the refractive index seen by the
wave v1; due to the presence of the wave v2;

represents the cross-Kerr effect. Thus, the refractive
index at frequency v1 depends simultaneously on
the intensities of the two pumps, i.e., n ¼

nðv1; lE1l
2
; lE2l

2
Þ: Similarly the third and fourth

terms in the right-hand side of eqn [14] illustrate
the self-induced and cross-Kerr effects on the wave
v2; respectively. Note that the self-induced Kerr
effect is responsible for a self-phase modulation,
which induces a spectral broadening of a pulse
propagating through the optical fiber, whereas the
cross-Kerr effect leads to a cross-phase modulation
that induces a spectral broadening of one wave in
the presence of a second wave. The two last terms
in the right-hand side of eqn [14] correspond to the
generation of new waves at frequencies 2v1 2 v2

and 2v2 2 v1; respectively. The wave with the
smallest frequency 2v1 2 v2 ¼ vs is called the
Stokes wave, whereas the wave with the highest
frequency 2v2 2 v1 ¼ vas is called the anti-Stokes
wave. These two newly generated waves interact
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with the two pumps through an energy exchange
process. This interaction is commonly referred to as
a four-wave mixing process.

From a quantum mechanical point of view, four-
wave mixing corresponds to a process in which two
photons with frequencies v1 and v2 are annihilated
with simultaneous creation of two photons at
frequencies vs and vas; respectively. The new waves
are generated at frequencies vs and vas such that

v1 þ v2 ¼ vs þ vas ½15�

which states that the total energy is conserved during
the interaction. But the condition for this FWM
process to occur is that the total momentum is
conserved, that is,

Dk ¼ ks þ kas 2 k1 2 k2 ¼ 0 ½16�

or equivalently,

nðvsÞvs þ nðvasÞvas 2 nðv1Þv1 2 nðv2Þv2 ¼ 0 ½17�

Equation [16] is known as the phase-matching
condition. Figure 5 displays a schematic diagram of
a four-wave mixing process with the corresponding
frequency spectrum.

FWM with different pump frequencies v1 – v2

is called ‘nondegenerate FWM’, whereas the case
v1 ¼ v2 is referred to as ‘degenerate FWM’, or
more simply, as three-wave mixing.

Conclusion

Optical fibers constitute a key device for many areas
of optical sciences, and in particular for ultrafast
optical communications. The nonlinear phenomena
that arise through the nonlinear refractive index
change (induced mainly by the Kerr effect) have been
largely investigated these last two decades for
applications such as all-optical wavelength conver-
sion, parametric amplification, generation of new
optical frequencies or ultrahigh repetition rate pulse
trains. However, in many other optical systems such
as optical communication systems, these nonlinear
phenomena become harmful effects, and in this case
control processes are being developed in order to
suppress or at least reduce their impact in the system.

List of Units and Nomenclature

Nonlinear refractive index n2 [m2 W21]
Optical intensity I [GW cm22 ¼ 109 W cm22]

CPM: cross phase modulation
FWM: four wave mixing
MI: modulational instability
SPM: self-phase modulation

See also

Fiber and Guided Wave Optics: Light Propagation;
Measuring Fiber Characteristics. Lasers: Optical Fiber
lasers. Optical Amplifiers: Semiconductor Optical Ampli-
fiers. Optical Communication Systems: Wavelength
Division Multiplexing. Scattering: Scattering Theory.
Solitons: Soliton Communication Systems.
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Introduction

The invention of the laser provided us with a light
source capable of generating extremely large optical
power densities (several MW/m2). At such large
power densities, matter behaves in a nonlinear
fashion and we come across new optical phenomena
such as second-harmonic generation (SHG), sum
and difference frequency generation, intensity
dependent refractive index, mixing of various
frequencies, etc. In SHG, an incident light beam at
frequency v interacts with the medium and gen-
erates a new light wave at frequency 2v: In sum and
difference frequency generation, two incident beams
at frequencies v1 and v2 mix with each other
producing sum ðv1 þ v2Þ and difference ðv1 2 v2Þ

frequencies at the output. Higher-order nonlinear
effects, such as self-phase modulation, four-wave
mixing, etc. can also be routinely observed today.
The field of nonlinear optics dealing with such
nonlinear interactions is gaining importance due to
numerous demonstrated applications in many
diverse areas such as optical fiber communications,
all-optical signal processing, realization of novel
sources of optical radiation, etc.

Nonlinear optical interactions become prominent
when the optical power densities are high and
interaction takes place over long lengths. The usual
method to increase optical intensity is to focus the
light beam using a lens system. For a given optical
power, the tighter the focusing, the larger will be the
intensity for a given optical power; however, greater
will be the divergence of the beam. Thus tighter
focusing produces larger intensities, but over shorter
interaction lengths (see Figure 1a). Optical wave-
guides, in which the light beam is confined to a small
cross-sectional area, are currently being explored for
realizing efficient nonlinear devices. In contrast to
bulk media, in waveguides, diffraction effects are
balanced by waveguiding and the beam can have
small cross-sectional areas over much longer inter-
action lengths (see Figure 1b). A simple optical
waveguide consists of a high index dielectric medium
surrounded by a lower index dielectric medium so
that light waves can be trapped in the high index
region by the phenomenon of total internal reflection.
Figure 2 shows a planar waveguide, a channel
waveguide and an optical fiber. In the planar
waveguide a film of refractive index nf is deposited/
diffused on a substrate of refractive index ns and has a
cover of refractive index nc (with ns; nc , nf). The
waveguide has typical cross-sectional dimensions of a
few micrometers. Unlike planar waveguides, in which
guidance takes place only in one dimension, in
channel waveguides the diffused region in a substrate
is surrounded on all sides by lower index media.
Optical fibers are structures with cylindrical symme-
try and have a central cylindrical core of doped silica
surrounded by a concentric cylindrical cladding of
pure silica which has a slightly lower refractive index.
Light guidance in all these waveguides takes place
through the phenomenon of total internal reflection.

In contrast to bulk interactions requiring beam
focusing, in the case of optical waveguides, the beam
can be made to have extremely small cross-sectional

Figure 2 A planar waveguide, a channel waveguide and an optical fiber.

Figure 1 (a) In bulk media, tighter focusing produces larger

intensities, but over shorter interaction lengths. (b) In optical

waveguides diffraction effects are balanced by waveguiding and

the interaction lengths are much larger.
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areas ð,25 mm2Þ over very long interaction lengths
(,20 mm in integrated optical waveguides and tens
of thousands of kilometers in the case of optical
fibers). This leads to very much increased nonlinear
interaction efficiencies even at moderate powers
(approximately a few tens of mW).

In the following sections, we will discuss some of
the important nonlinear interactions that are being
studied with potential applications to various
branches of science and engineering. Obviously it is
impossible to cover all aspects of nonlinear optics –
several books have been written in this area (see
Further Reading section at the end of this article) –
what we will do is to discuss the physics of some of
the important nonlinear effects.

Apart from intensity and length of interaction, one
of the most important requirements for many efficient
nonlinear interactions is the requirement of phase
matching. The concept of phase matching can be
easily understood from the point of view of SHG. In
SHG, the incident wave at frequency v generates a
nonlinear polarization at frequency 2v and this
nonlinear polarization is responsible for the gener-
ation of the wave at 2v:Now, the phase velocity of the
nonlinear polarization wave at 2v is the same as the
phase velocity of the electromagnetic wave at freq-
uency v; which is usually different from the phase
velocity of the electromagnetic wave at frequency 2v;
this happens due to wavelength dispersion in the
medium. When the two phase velocities are unequal,
the polarization wave at 2v (which is the source) and
the electromagnetic wave at 2v pass in and out of
phase with each other as they propagate through the
medium. Due to this, the energy flowing in from v to
2v cannot add constructively and the efficiency of
second-harmonic generation is limited. If the phase
velocities of the waves at v and 2v are matched then
the polarization wave and the wave at 2v remain in
phase leading to drastically increased efficiencies. This
condition is referred to as phase matching and plays a
very important role in most nonlinear interactions.

Nonlinear Polarization

In a linear medium, the electric polarization P is
assumed to be a linear function of the electric field E:

P ¼ 10xE ½1�

where, for simplicity, a scalar relation has been
written. The quantity x is termed as linear dielectric
susceptibility. At high optical intensities (which
corresponds to high electric fields), all media behave
in a nonlinear fashion. Thus eqn [1] is modified to

P ¼ 10ðxE þ xð2ÞE2 þ xð3ÞE3 þ …Þ ½2�

where xð2Þ; xð3Þ;… are higher order susceptibilities
giving rise to the nonlinear terms. The second term on
the right-hand side is responsible for SHG, sum and
difference frequency generation, parametric inter-
actions, etc. while the third term is responsible for
third-harmonic generation, intensity dependent
refractive index, self-phase modulation, four-wave
mixing, etc. For media possessing an inversion
symmetry, xð2Þ is zero and there is no second-order
nonlinear effect. Thus silica optical fibers, which form
the heart of today’s communication networks, do not
possess the second-order nonlinearity.

We will first discuss second-harmonic generation
and parametric amplification which arises due to the
second-order nonlinear term and then go on to effects
due to third-order nonlinear interaction.

Second-Harmonic Generation in
Crystals

The first demonstration of SHG was made in 1961 by
focusing a 3 kW ruby laser pulse ðl0 ¼ 6943 �AÞ on a
quartz crystal. An incident beam from a ruby laser
(red color) after passing through a crystal of KDP, gets
partly converted into blue light which is the second
harmonic. Ever since, SHG has been one of the most
widely studied nonlinear interactions.

We consider a plane wave of frequency v propagat-
ing along the z-direction through a medium and
consider the generation of the second-harmonic
frequency 2v as the beam propagates through the
medium. Now, the field at v generates a polarization
at 2v; which acts as a source for the generation of an
electromagnetic wave at 2v: Corresponding to the
frequencies v and 2v; the electric fields are assumed
to be given by

EðvÞ ¼
1

2
ðE1ðzÞe

iðvt2k1zÞ þ c:c:Þ ½3�

and

Eð2vÞ ¼
1

2
ðE2ðzÞe

ið2vt2k2zÞ þ c:c:Þ ½4�

respectively; c.c. stands for the complex conjugate of
the preceding quantities. The quantities:

k1 ¼ v
ffiffiffiffiffiffiffiffiffi
ð11m0Þ

p
¼ ðv=cÞnv ½5�

and

k2 ¼ 2v
ffiffiffiffiffiffiffiffiffi
ð12m0Þ

p
¼ ð2v=cÞn2v ½6�

represent the propagation vectors at v and 2v;
respectively; 11 and 12 represent the dielectric
permittivities at v and 2v; and nv and n2v represent
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the corresponding wave refractive indices. It should
be noted that the amplitudes E1 and E2 are assumed
to be z dependent – this is because at z ¼ 0 (where the
beam is incident on the medium) the amplitude E2 is
zero and this would develop as the beam propagates
through the medium. We will now develop an
approximate theory for the generation of the second
harmonic.

We start with the wave equation:

72E 2 1m0

›2E

›t2
¼ m0

›2PNL

›t2
½7�

where PNL is the nonlinear polarization. An incident
wave at frequency v generates a polarization at 2v;
which acts as a source for the generation of an
electromagnetic wave at 2v:

In order to consider SHG, we write the wave
equation corresponding to 2v with the nonlinear
polarization at 2v given by

Pð2vÞ
NL ¼

1

2
ð ~Pð2vÞ

NL e2iðvt2k1zÞ þ c:c:Þ ½8�

where

~Pð2vÞ
NL ¼ dE1E1 ½9�

and

d ¼
10x

ð2Þ

2
½10�

represents the effective nonlinear coefficient and
depends on the nonlinear material, the polarization
states of the fundamental and the second harmonic
and also on the propagation direction. Simple
manipulations give us, for the rate of change of
amplitude of the second harmonic wave:

dE2

dz
¼ 2

im0 dcv

n2v
E2

1ðzÞe
iðDkÞz ½11�

where

Dk ¼ k2 2 2k1 ¼ ð2v=cÞðn2v 2 nvÞ ½12�

and we have assumed:

d2E2=dz2 p k2ðdE2=dzÞ ½13�

In order to solve eqn [11] we neglect depletion of the
fundamental field, i.e., E1ðzÞ is almost a constant and
the quantity E2

1 on the right-hand side can be assumed
to be independent of z: If we now integrate eqn [11],
we obtain:

E2ðzÞ ¼ 2
im0 dcv

n2v
zE2

1eis sin s

s
½14�

where

s ¼
1

2
ðDkÞz ¼ ðv=cÞðn2v 2 nvÞz ½15�

Now, the powers associated with the beams corre-
sponding to v and 2v are given by:

P1 ¼
nv

2cm0

SlE1l
2
; P2 ¼

n2v

2cm0

SlE2l
2

½16�

where S represents the cross-sectional area of the
beams. Substituting for lE2l

2 from eqn [16], we get
after some elementary simplifications:

h ¼
P2

P1

¼
2c3m3

0d2v2

ðnvÞ2n2v
z2 P1

S

�
sin s

s

�2

½17�

when h represents the SHG efficiency. Note that the
efficiency of SHG increases if P1=S; the intensity of
the fundamental wave increases. Also h increases if
the nonlinear coefficient d increases (obviously) and
if the frequency increases. However, for a given
power P1; the conversion efficiency increases if the
area of the beam decreases – thus a focused beam will
have a greater SHG efficiency. The most important
factor is ðsin s=sÞ2 which is a sharply peaked function
around s ¼ 0; attaining a maximum value of unity at
s ¼ 0: Thus for maximum SHG efficiency:

s ¼ 0 ) n2v ¼ nv ½18�

i.e., the refractive index at 2v must be equal to the
refractive index at v – this is known as the phase
matching condition.

The phase matching condition can be pictorially
represented by a vector diagram (see Figure 3).
In Figure 3, k1v and k2v represent the wave vectors
of the fundamental and the second harmonic respect-
ively. To achieve reasonably effective SHG, it is very
important to satisfy the phase-matching condition.
Efficiencies under nonphase matched operation can
be orders of magnitude lower than under phase-
matched operation.

We see from eqn [17] that the smallest z for which h

is maximum is:

z ¼ Lc ¼
p

Dk
¼

pc

2vðn2v 2 nvÞ
½19�

Figure 3 Vector diagram representing the phase matching

condition for SHG.
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where we have used eqn [15] for Dk: The length Lc is
called the phase coherence length and represents the
maximum crystal length up to which the second-
harmonic power increases. Thus, if the length of the
crystal is less than Lc; the second-harmonic power
increases almost quadratically with z: For z . Lc; the
second-harmonic power begins to reduce again.

In general, because of dispersion, it is very difficult
to satisfy the phase-matching condition. However, in a
birefringent medium, for example with no . ne; it
may be possible to find a direction along which the
refractive index of the o-wave for v equals the
refractive index of the e-wave for 2v (see Figure 4).
For media with ne . no; the direction would corre-
spond to that along which the refractive index of the
e-wave forv equals the refractive index for the o-wave
for 2v: This can readily be understood by considering
a specific example. We consider the SHG in KDP
corresponding to the incident ruby laser wavelength
(l0 ¼ 0:6943 mm; v ¼ 2:7150 £ 1015 Hz). For this
frequency:8<

: nv
o ¼ 1:50502; nv

e ¼ 1:46532

n2v
o ¼ 1:53269; n2v

e ¼ 1:48711

9=
; ½20�

The refractive index variation for the e-wave is
given by:

neðuÞ ¼

 
sin2u

n2
e

þ
cos2u

n2
o

!
2

1
2

½21�

where u is the angle that the wave propagation
direction makes with the optic axis. Now, as can be
seen from the above equations:

ne , neðuÞ , no ½22�

Since no at 0.6943 mm lies between ne and no at
0.34715 mm, there will always exist an angle um along
which n2v

e ðumÞ ¼ nv
o : We can solve for um and obtain:

cos um ¼

"
ðnv

o Þ
2 2 ðn2v

e Þ2

ðn2v
o Þ2 2 ðn2v

e Þ2

#1=2
n2v

o

nv
o

½23�

For the values given by eqn [20], we find um ¼ 50:58:

Quasi Phase Matching (QPM)

As mentioned earlier, phase matching is extremely
important for any efficient nonlinear interaction.
Recently the technique of quasi phase matching
(QPM) has become a convenient way to achieve
phase matching at any desired wavelength in any
material. QPM relies on the fact that the phase
mismatch in the two interacting beams can be
compensated by periodically readjusting the phase
of interaction through periodically modulating the
nonlinear characteristics of the medium at a spatial
frequency equal to the wavevector mismatch of the
two interacting waves. Thus in SHG, when the
nonlinear polarization at 2v and the electromagnetic
wave at 2v have an accumulated phase difference of
p; then the sign of the nonlinear coefficient is reversed
so that the energy flowing from the polarization to the
wave can add constructively with the existing energy
(see Figure 5). Thus, by properly choosing the period
of the spatial modulation of the nonlinear coefficient,
one could achieve phase matching. This scheme,
QPM, is being very widely studied for application to
nonlinear interactions in bulk and in waveguides.

In a ferroelectric material such as lithium niobate,
the signs of the nonlinear coefficients are linked to the
direction of the spontaneous polarization. Thus a

Figure 4 In a birefringent medium, for example with no . ne,

it may be possible to find a direction along which the refractive

index of the o-wave for v equals the refractive index of the e-wave

for 2v.

Figure 5 By reversing the sign of the nonlinear coefficient after

every coherence length, the energy in the second harmonic can

be made to grow. (a) Perfect phase matching; (b) Quasi phase

matching; (c) Nonphase matched.
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periodic reversal of the domains of the crystal can be
used for achieving QPM (see Figure 6). This is the
currently used technique to obtain high-efficiency
SHG and other nonlinear interactions in LiNbO3,
LiTaO3, and KTP. The most popular technique today,
to achieve periodic domain reversal in LiNbO3, is the
technique of electric field poling. In this method, a
high electric field pulse is applied to properly oriented
lithium niobate crystal using lithographically defined
electrode patterns to produce a permanent periodic
domain reversed pattern. Such a periodically domain
reversed LiNbO3 crystal with the periodically
reversed domains going through the entire depth of
the crystal is also referred to as PPLN (periodically
poled lithium niobate, pronounced ‘piplin’) and is
now commercially available.

In order to analyze SHG in a periodically poled
material, let us assume that the nonlinear coefficient d
varies sinusoidally with a period L. In such a case we
have:

d ¼ d0 sinðKzÞ ½24�

where d0 is the amplitude of modulation of the
nonlinear coefficient and Kð¼ 2p=LÞ represents the
spatial frequency of the periodic modulation. For
easier understanding we are assuming the modulation
to be sinusoidal; in general, the modulation will be
periodic but not sinusoidal. Any periodic modulation
can be written as a superposition of sinusoidal and
cosinusoidal variations. Thus our discussion is valid
for one of the Fourier components of the variation.

By using eqn [24], eqn [11] for the variation of the
amplitude of the second harmonic becomes:

dE2

dz
¼ 2

im0d0cv

n2v
E2

1ðzÞe
iðDkÞz sinðKzÞ ½25�

which can be written as:

dE2

dz
¼ 2

m0d0cv

2n2v
E2

1ðzÞe
iðDkÞz½eiKz

2 e2 iKz� ½26�

Using similar arguments as earlier, it can be shown
that if Dk 2 K ¼ 0; then only the second term within

the brackets in eqn [26] contributes to the growth of
the second harmonic and similarly if Dk þ K ¼ 0;
then only the first term within the brackets contri-
butes to the growth of the second harmonic. The first
condition implies that:

2
2p

l0

ðn2v 2 nvÞ2
2p

L
¼ 0 ½27�

where L ¼ 2p=K represents the spatial period of the
modulation of the nonlinear coefficient, and l0 is the
wavelength of the fundamental. Thus the modulation
period L required for QPM SHG is:

L ¼
l0

2ðn2v 2 nvÞ
¼ 2 Lc ½28�

Figure 7 shows the vector diagram corresponding to
QPM SHG. The phase mismatch between the
fundamental and second harmonic is compensated
by the spatial frequency vector of the periodic
variation of d.

In the case of waveguides, nv and n2v would
represent the effective indices of the modes at the
fundamental and the second-harmonic frequency. It
may be noted that the index difference between the
fundamental and the second harmonic is typically 0.1
and thus the required spatial periods for a funda-
mental wavelength of 800 nm is ,4 mm.

The main advantage of QPM is that it can be used
at any wavelength within the transparency window of
the material; only the period needs to be correctly
chosen for a specific fundamental wavelength. One
can also choose appropriate polarization to make use
of the largest nonlinear optical coefficients. Another
advantage is the possibility of varying the domain
reversal period (chirp) to achieve specific interaction
characteristics such as increased bandwidth, etc.

In general, the spatial variation of the nonlinear
grating is not sinusoidal. In this case the efficiency of
interaction would be determined by the Fourier
component of the spatial variation at the spatial
frequency corresponding to the period given by
eqn [28]. Also, since the required periods are very
small, it is possible to use a higher spatial period of
modulation and use one of the Fourier components
for the nonlinear interaction process. Thus, in the
case of periodic reversal of the nonlinear coefficient

Figure 6 QPM can be achieved by a periodic reversal of the

domains of a ferroelectric material. Arrows represent the direction

of the spontaneous polarization of the crystal. Figure 7 Vector diagram corresponding to QPM-SHG.
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with a spatial period given by:

Lg ¼ m
l0

2ðn2v 2 nvÞ
; m ¼ 1;3;5;… ½29�

which happens to be the mth harmonic of the
fundamental spatial frequency required for QPM,
the corresponding nonlinear coefficient that would be
responsible for SHG would be the Fourier amplitude
at that spatial frequency. This can be taken into
account by defining an effective nonlinear coefficient:

dQPM ¼
2d0

mp
½30�

Of course the largest effective nonlinear coefficient is
achieved by using the fundamental frequency with
m ¼ 1: Higher spatial periods are easier to fabricate
but would lead to reduced nonlinear efficiencies.

As compared to bulk devices, in the case of
waveguides, the interacting waves are propagating
in the form of modes having specific intensity
distributions in the transverse plane. Because of this,
the nonlinear interaction also depends on the overlap
between the periodically inverted nonlinear medium,
the fields of the fundamental and second-harmonic
waves. Thus if Evðx; yÞ and E2vðx; yÞ represent the
electric field distributions of the waveguide modes at
the fundamental and second-harmonic frequency,
then the efficiency of SHG depends on the following
overlap integral:

Iovl ¼
ðð

d0ðx; yÞE
2
vðx; yÞE2vðx; yÞ dx dy ½31�

where d0ðx; yÞ represents the transverse variation of
the nonlinear coefficient of the waveguide. Thus
optimization of SHG efficiency in the case of
waveguide interactions has to take account of the
overlap integral.

Since QPM relies on periodic phase matching, it is
highly wavelength dependent. Thus the required
period L is different for different fundamental
frequencies. Any deviation in the frequency of the
fundamental would lead to a reduction in the
efficiency due to deviation from QPM condition.
Thus the pump laser needs to be highly stabilized at a
frequency corresponding to the fabricated period.

Apart from SHG, QPM has been used for other
three-wave interaction processes such as difference
frequency generation, parametric amplification, etc.
Among the many materials that have been studied for
SHG using QPM, the important ones are lithium
niobate, lithium tantalite, and potassium titanyl
phosphate (KTP). Many techniques have been devel-
oped for periodic domain reversal to achieve a
periodic variation in the nonlinear coefficient.

This includes electric field poling, electron bombard-
ment, thermal diffusion treatment, etc.

Third-Order Nonlinear Effects

In the earlier sections, we discussed effects arising out
of second-order nonlinearity, i.e., the term pro-
portional to E2 in the nonlinear polarization. This
nonlinear term is found only in media not possessing
an inversion symmetry. Thus amorphous materials or
crystals possessing inversion symmetry do not exhibit
second-order effects. The lowest-order nonlinear
effects in such a medium is of an order three wherein
the nonlinear polarization is proportional to E3:

Self-phase modulation (SPM), cross-phase modu-
lation (XPM) and four-wave mixing (FWM) rep-
resent some of the very important consequences of
third-order nonlinearity. These effects have become
all the more important as they play a significant and
important role in wavelength division multiplexed
optical fiber communication systems.

Self-Phase Modulation (SPM)

Consider the propagation of a plane light wave at
frequency v through a medium having xð3Þ non-
linearity. The polarization generated in the medium is
given by

P ¼ 10xE þ 10x
ð3ÞE3 ½32�

If we consider a single frequency wave with an
electric field given by

E ¼ E0 cosðvt 2 kzÞ ½33�

then

P ¼ 10xE0 cosðvt 2 kzÞ

þ 10x
ð3ÞE3

0 cos3ðvt 2 kzÞ ½34�

Expanding cos3u in terms of cos u and cos 3u; we
obtain the following expression for the polarization
at frequency v:

P ¼ 10

�
xþ

3

4
xð3ÞE2

0

�
E0 cosðvt 2 kzÞ ½35�

For a plane wave given by eqn [33], the intensity is

I ¼
1

2
c10n0E2

0 ½36�

where n0 is the refractive index of the medium at low
intensity. Then

P ¼ 10

 
xþ

3

2

xð3Þ

c10n0

I

!
E ½37�

The polarization P and electric field are related
through the following equation:

P ¼ 10ðn
2 2 1ÞE ½38�
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where n is the refractive index of the medium.
Comparing eqns [37] and [38], we get

n2 ¼ n2
0 þ

3

2

xð3Þ

c10n0

I ½39�

where

n2
0 ¼ 1 þ x ½40�

Since the last term in the eqn [39] is usually very
small, we get

n ¼ n0 þ n2I ½41�

where

n2 ¼
3

4

xð3Þ

c10n2
0

½42�

is the nonlinear coefficient.
For fused silica n0 < 1:47; n2 < 3:2 £ 10220 m2=W

and if we consider power of 100 mW having a cross-
sectional area of 100 mm2, the resultant intensity is
109 W/m2 and the corresponding change in refractive
index is

Dn < n2I < 3:2 £ 10211 ½43�

Although this is very small, when the beam propa-
gates over an optical fiber over long distances (a few
hundred to a few thousand kilometers), the accumu-
lated nonlinear effects can be significant.

In the case of an optical fiber, the light beam
propagates as a mode having a specific transverse
electric field distribution and thus the intensity is not
constant across the cross-section. In such a case, it is
convenient to express the nonlinear effect in terms of
the power carried by the mode (rather than in terms
of intensity). If the linear propagation constant of the
mode is represented by b; then in the presence of
nonlinearity, the effective propagation constant is
given by

bNL ¼ bþ
k0n2

Aeff

P ½44�

where k0 ¼ 2p=l0; P is the power carried by the mode.
The quantity Aeff represents the effective transverse
cross-sectional area of the mode and is defined by

Aeff ¼

"ð1

0

ð2p

0
c2ðrÞr dr df

#2

ð1

0

ð2p

0
c4ðrÞr dr df

½45�

where cðrÞ represents the transverse mode field
distribution of the mode. For example, under the
Gaussian approximation:

cðrÞ ¼ c0 e2r2=w2
0 ½46�

where c0 is a constant and 2w0 represents the mode
field diameter (MFD), we get:

Aeff ¼ pw2
0 ½47�

It is usual to express the nonlinear characteristic of
an optical fiber by the coefficient given by

g ¼
k0n2

Aeff

½48�

Thus, for the same input power and same wavelength,
smaller values of Aeff lead to greater nonlinear effects
in the fiber. Typically:

Aeff , 50–80 mm2 and

g < 2:4 W21 km21 to 1:5 W21 km21
½49�

When a light beam propagates through an optical
fiber, the power decreases because of attenuation.
Thus, the corresponding nonlinear effects also reduce.
Indeed, the phase change suffered by a beam in
propagating from 0 to L is given by

f ¼
ðL

0
bNL dz ¼ bL þ g

ðL

0
P dz ½50�

If a represents the attenuation coefficient, then

PðzÞ ¼ P0 e2az ½51�

and we get

f ¼ bL þ gP0Leff ½52�

where

Leff ¼
1 2 e2aL

a
½53�

is referred to as the effective length. For aL q 1;
Leff < 1=a and for aL p 1; Leff < L:

The effective length represents the length of the
fiber over which most of the nonlinear effects has
accumulated. For a loss coefficient of 0.20 dB/km,
Leff < 21 km:

If we consider a fiber length much longer than Leff;

then to have reduced impact of SPM, we must have

gP0Leff p 1 ½54�

or

P0 p
1

gLeff

<
a

g
½55�

For a ¼ 4:6 £ 1022 km21 (which corresponds to an
attenuation of 0.2 dB/km) and g ¼ 2:4 W21 km21;

we get

P0 p 19 mW ½56�
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Propagation of a Pulse

When an optical pulse propagates through a medium,
it suffers from the following effects:

(i) attenuation;
(ii) dispersion; and

(iii) nonlinearity.

Attenuation refers to the reduction in the pulse
energy due to various mechanisms, such as scattering,
absorption, etc. Dispersion is caused by the fact that a
light pulse consists of various frequency components
and each frequency component travels at a different
group velocity. Dispersion causes the temporal width
of the pulse to change; in most cases it results in an
increase in pulse width, however, in some cases the
temporal width could also decrease. Dispersion is
accompanied by chirping, the variation of the instan-
taneous frequency of the pulse within the pulse
duration. Since both attenuation and dispersion cause
a change in the temporal variation of the optical
power, they closely interact with nonlinearity in
deciding the pulse evolution as it propagates through
the medium.

Let Eðx; y; z; tÞ represent the electric field variation
of an optical pulse. It is usual to express E in the
following way:

Eðx; y; z; tÞ ¼
1

2
½Aðz; tÞcðx; yÞeiðv0t2b0zÞ þ c:c:� ½57�

where Aðz; tÞ represents the slowly varying complex
envelope of the pulse, cðx; yÞ represents the transverse
electric field distribution, v0 represents center fre-
quency, and b0 represents the propagation constant
at v0:

In the presence of attenuation, second-order
dispersion and third-order nonlinearity, the complex
envelope Aðz; tÞ can be shown to satisfy the following
equation:

›A

›z
¼ 2

a

2
A 2 b1

›A

›t
þ i

b2

2

›2A

›t2
2 iglAl2A ½58�

Here

b1 ¼

����� dbdv

�����
v¼v0

¼
1

vg

½59�

represents the inverse of the group velocity of the
pulse, and

b2 ¼

����� d2b

dv2

�����
v¼v0

¼ 2
l2

0

2pc
D ½60�

where D represents the group velocity dispersion
(measured in ps/km nm).

The various terms on the RHS of the eqn [58]
represent the following:

I term: attenuation
II term: group velocity term

III term: second-order dispersion
IV term: nonlinear term

If we change to a moving frame defined by
coordinates T ¼ t 2 b1z; eqn [58] becomes

›A

›z
¼ 2

a

2
A þ i

b2

2

›2A

›T2
2 iglAl2A ½61�

If we neglect the attenuation term, we obtain the
following equation which is also referred to as the
nonlinear Schrödinger equation:

›A

›z
¼ i

b2

2

›2A

›T2
2 iglAl2A ½62�

The above equation has a solution given by

Aðz; tÞ ¼ A0 sech sT e2 igz ½63�

with

A2
0 ¼ 2

b2

g
s 2

; g ¼ 2
s 2

2
b2 ½64�

Equation [63] represents an envelope soliton and
has the property that it propagates undispersed
through the medium. The full width at half maximum
(FWHM) of the pulse envelope will be given by
t f ¼ 2t0; where

sech2st0 ¼
1

2
½65�

which gives the FWHM tf:

tf ¼ 2t0 ¼
2

s
lnð1 þ

ffiffi
2

p
Þ <

1:7627

s
½66�

The peak power of the pulse is:

P0 ¼ lA0l
2
¼

lb2l
g

s 2 ½67�

Replacing s by tf; we obtain

P0t
2
f <

l2
0

2cy
D ½68�

where we have used eqn [60]. The above equation
gives the required peak for a given tf for the
formation of a soliton pulse.

As an example, we have tf ¼ 10 ps; g ¼ 2:4 W21

km21; l0 ¼ 1:55 mm; D ¼ 2 ps=km nm and the
required peak power will be P0 ¼ 33 mW:

Soliton pulses are being extensively studied
for application to long distance optical fiber
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communication. In actual systems, the pulses have to
be optically amplified at regular intervals to compen-
sate for the loss suffered by the pulses. The amplifica-
tion could be carried out using erbium doped fiber
amplifiers (EDFAs) or fiber Raman amplifiers.

Spectral Broadening due to SPM

In the presence of only nonlinearity, eqn [61] becomes

dA

dz
¼ 2iglAl2A ½69�

whose solution is given by

Aðz; tÞ ¼ Aðz ¼ 0; tÞe2 igPz ½70�

where P ¼ lAl2 is the power in the pulse. If P is a
function of time, then time dependent phase term at
z ¼ L becomes

eifðtÞ ¼ ei½v0t2gPðtÞL� ½71�

We can define an instantaneous frequency as

vðtÞ ¼
df

dt
¼ v0 2 gL

dP

dt
½72�

for a Gaussian pulse:

P ¼ P0 e22T2=t 2
0 ½73�

giving

vðtÞ ¼ v0 þ
4gLTP0 e22T2=t 2

0

t 2
0

½74�

Thus the instantaneous frequency within the pulse
changes with time, leading to chirping of the pulse
(see Figure 8). Note that since the pulsewidth has not

changed, but the pulse is chirped, the frequency
spectrum of the pulse has increased. Thus SPM leads
to the generation of new frequencies. By Fourier
transform theory, an increased spectral width implies
that the pulse can now be compressed in the temporal
domain by passing it through a medium with the
proper sign of dispersion. This is indeed one of the
standard techniques to realize ultrashort femtosecond
optical pulses.

Cross Phase Modulation (XPM)

Like SPM, cross-phase modulation also arises due to
the intensity dependence of refractive index, leading
to spectral broadening. Unlike SPM, in the case of
XPM, intensity variations of a light beam at a
particular frequency modulate the phase of light
beam at another frequency. If the signals at both
frequencies are pulses, then due to difference in group
velocities of the pulses, there is a walk off between the
two pulses, i.e., if they start together, they will
separate as they propagate through the medium.
Nonlinear interaction takes place as long as they
physically overlap in the medium. Smaller the
dispersion, smaller will be the difference in group
velocities (assuming closely spaced wavelengths) and
the longer they will overlap. This would lead to
stronger XPM effects. At the same time, if two pulses
pass through each other, then since one pulse will
interact with both the leading and the trailing edge of
the other pulse, XPM effects will be nil provided there
is no attenuation. In the presence of attenuation in the
medium, the pulse will still get modified due to XPM.
A similar situation can occur when the two interact-
ing pulses are passing through an optical amplifier.

To study XPM, we assume simultaneous propa-
gation of two waves at two different frequencies
through the medium. If v1 and v2 represent the two
frequencies, then one obtains for the variation of the
amplitude A1 of the frequency v1:

dA1

dz
¼ 2igð ~P1 þ 2 ~P2ÞA1 ½75�

where ~P1 and ~P2 represent the powers at frequencies
v1 and v2, respectively. The first term in eqn [75]
represents SPM while the second term corresponds to
XPM. If the powers are assumed to attenuate at the
same rate, i.e.:

~P1 ¼ P1 e2az
; ~P2 ¼ P2 e2az ½76�

then the solution of eqn [75] is

A1ðLÞ ¼ A1ð0Þ e2 igðP1þ2P2ÞLeff ½77�

where, as before, Leff represents the effective length of
the medium. When we are studying the effect of

Figure 8 Due to self phase modulation, the instantaneous

frequency within the pulse changes with time leading to chirping of

the pulse.
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power at v2 on the light beam at frequency v1; we
will refer to the wave at frequency v2 as pump, and
the wave at frequency v1 as probe or signal. From
eqn [77] it is apparent that the phase of signal at
frequency v1 is modified by the power at another
frequency. This is referred to as XPM. Note also that
XPM is twice as effective as SPM.

Similar to the case of SPM, we can now write for
the instantaneous frequency in the presence of XPM
as eqn [72]:

vðtÞ ¼ v0 2 2gLeff

dP2

dt
½78�

Hence the part of the signal that is influenced by the
leading edge of the pump will be down-shifted in
frequency (since in the leading edge dP2=dt . 0Þ and
the part overlapping with the trailing edge will be up-
shifted in frequency (since dP2=dt , 0Þ: This leads to a
frequency chirping of the signal pulse just as in the
case of SPM.

If the probe and pump beams are pulses, then
XPM can lead to induced frequency shifts depend-
ing on whether the probe pulse interacts only with
the leading edge or trailing edge or both, as they
both propagate through the medium. Let us consider
a case when the group velocity of pump pulse is
greater than that of the probe pulse. Thus, if both
pulses enter the medium together, then since the
pump pulse travels faster, the probe pulse will
interact only with the trailing edge of the pump.
Since in this case dP2=dt is negative, the probe pulse
suffers a blue-induced frequency shift. Similarly if
the pulses enter at different instants but completely
overlap at the end of the medium, then dP2=dt . 0
and the probe pulse would suffer a red-induced
frequency shift. Indeed, if the two pulses start
separately and walk through each other, then there
is no induced shift due to cancellation of shifts
induced by leading and trailing edges of the pump.
Figure 9 shows measured induced frequency shift of
532 nm probe pulse as a function of the delay
between this pulse and a pump pulse at 1064 nm,
when they propagate through a 1 m long optical
fiber.

When pulses of light at two different wavelengths
propagate through an optical fiber, due to different
group velocities of the pulses, they pass through
each other, resulting in what could be termed as a
collision. In the linear case, the pulses will pass
through without affecting each other, but when
intensity levels are high, XPM induces phase shifts
in both pulses. We can define a parameter termed
walk off length Lwo which is the length of the
fiber required for the interacting pulses to walk

off relative to each other. The walk off length is
given by

Lwo ¼
Dt

DDl
½79�

where D represents the dispersion coefficient, and
Dl represents the wavelength separation between
the interacting pulses. For return to zero (RZ)
pulses, Dt represents the pulse duration while for
nonreturn to zero (NRZ) pulses, Dt represents the
rise term or fall time of the pulse. Closely spaced
channels will thus interact over longer fiber lengths,
thus leading to greater XPM effects. Larger dis-
persion coefficients will reduce Lwo and thus the
effects of XPM. Since the medium is attenuating, the
power carried by the pulses decreases as they
propagate and thus leading to reduced XPM effect.
The characteristic length for attenuation is the
effective length Leff; defined by eqn [53]. If Lwo p

Leff; then over the length of interaction of the pulses,
the intensity levels do not change appreciably and
the magnitude of the XPM-induced effects will be
proportional to the wavelength spacing Dl: For
small Dl’s, Lwo q Leff and the interaction length is
now determined by the fiber losses (rather than by
walk off) and the XPM-induced effects become
almost independent of Dl: Indeed, if we consider
XPM effects between a continuous wave (cw) probe
beam and a sinusoidally industry modulated pump
beam, then the amplitude of the XPM-induced

Figure 9 Measured induced frequency shift of 532 nm probe

pulse as a function of the delay between this pulse and a pump

pulse at 1064 nm, when they propagate through a 1 m long

optical fiber. (Reproduced from Baldeck PL, Alfano RR and

Agrawal GP (1998) Induced frequency shift of copropagating

ultrafast optical pulses. Applied Physics Letters 52: 1939–1941

with permission from the American Institute of Physics.)
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phase shift ðDFprÞ in the probe beam is given by:

DFpr < 2gP2mLeff for Lwo q Leff

DFpr < 2gP2mLwo for Lwo p Leff

½80�

Here P2m is the amplitude of the sinusoidal power
modulation of the pump beam.

XPM-induced intensity interference can be studied
by simultaneously propagating an intensity modu-
lated pump signal and a cw probe signal at a different
wavelength. The intensity modulated signal will
induce phase modulation on the cw probe signal
and the dispersion of the medium will convert the
phase modulation to intensity modulation of the
probe. Thus, the magnitude of the intensity fluctu-
ation of the probe signal serves as an estimate of
the XPM induced interference. Figure 10 shows the
intensity fluctuations on a probe signal at 1550 nm,
induced by a modulated pump for a channel
separation of 0.6 nm. Figure 11 shows the variation
of the RMS value of probe intensity modulation with
the wavelength separation between the intensity
modulated signal and the probe. The experiment
has been performed over four amplified spans of
80 km of standard single mode fiber (SMF) and
nonzero dispersion shifted fiber (NZDSF). The large
dispersion in SMF has been compensated using
dispersion compensating chirped gratings. The
probe modulation, in the case of SMF, decreases
approximately linearly with 1=Dl for all Dls; the
modulation is independent of Dl: In contrast the
NZDSF shows a constant modulation for Dl # l nm.

This is consistent with the earlier discussion in terms
of Lwo and Leff:

Four-Wave Mixing (FWM)

Four-wave mixing (FWM) is a nonlinear interaction
that occurs in the presence of multiple wavelengths in
a medium, leading to the generation of new frequen-
cies. Thus, if light waves at three different frequencies
v2; v3; v4 are launched simultaneously into a
medium, the same nonlinear polarization that led to
intensity dependent refractive index, leads to non-
linear polarization component at a frequency:

v1 ¼ v3 þ v4 2 v2 ½81�

This nonlinear polarization, under certain con-
ditions, leads to the generation of electromagnetic
waves at v1: This process is referred to as four-wave
mixing due to the interaction between four different
frequencies. Degenerate four-wave mixing corre-
sponds to the case when two of the input waves
have the same frequency. Thus, if v3 ¼ v4; then
inputting waves at v2 and v3 leads to the generation
of waves at the frequency

v1 ¼ 2v3 2 v2 ½82�

During FWM process, there are four different
frequencies present at any point in the medium. If we
write the electric field of the waves as

Ei ¼
1

2
½AiðzÞciðx; yÞe

iðvit2bizÞ þ c:c:�;

i ¼ 1; 2;3; 4

½83�

Figure 10 Intensity fluctuations induced by cross phase

modulation on a probe signal at 1550 nm by a modulated pump

for a channel separation of 0.6 nm. (Reproduced with permission

from Rapp L (1997) Experimental investigation of signal distortions

induced by cross phase modulation combined with dispersion.

IEEE Photon Technical Letters 9: 1592–1595, q 2004 IEEE.)

Figure 11 Variation of the RMS value of probe intensity

modulation with the wavelength separation between the intensity

modulated signal and the probe. (Reproduced with permission

from Shtaif M, Eiselt M and Garret LD (2000) Cross-phase

modulation distortion measurements in multispan WDM systems.

IEEE Photon Technical Letters 12: 88–90, q 2004 IEEE.)
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where, as before, AiðzÞ represents the amplitude of the
wave, ciðx; yÞ the transverse field distribution, and bi

the propagation constant of the wave. The total
electric field is given by

E ¼ E1 þ E2 þ E3 þ E4 ½84�

Substituting for the total electric field in the equation
for nonlinear polarization, the term with frequency
v1 comes out as

Pðv1Þ
NL ¼

1

2
½Pðv1Þ

NL eiðv1t2b1zÞ þ c:c:� ½85�

where

Pðv1Þ
NL ¼

310

2
xð3ÞAp

2A3A4c2c3c4 e2 iDbz ½86�

and

Db ¼ b3 þ b4 2 b2 2 b1 ½87�

In writing eqn [86], we have only considered the
FWM term, neglecting the SPM and XPM terms.

Substituting the expression for Pðv1Þ
NL in the wave

equation for v1 and making the slowly varying
approximation (in a manner similar to that employed
in the case of SPM and XPM), we obtain the
following equation for A1ðzÞ:

dA1

dz
¼ 22igAp

2A3A4 e2 iDbz ½88�

where g is defined by eqn [48] with k0 ¼ v=c; v

representing the average frequency of the four
interacting waves, and Aeff is the average effective
area of the modes.

Assuming all waves to have the same attenuation
coefficient a and neglecting depletion of waves at
frequencies v2; v3 and v4; due to nonlinear conver-
sion we obtain for the power in the frequency v1 as

P1ðLÞ ¼ 4g 2P2P3P4L2
effh e2aL ½89�

where

h ¼
a2

a2 þ Db2

2
64

1 þ
4e2aL sin2 DbL

2
ð1 2 e2aLÞ2

3
75

½90�

and Leff is the effective length (see eqn [53]).
Maximum four-wave mixing takes place when
Db ¼ 0; since in such a case h ¼ 1: Now:

Db ¼ bðv3Þ þ bðv4Þ2 bðv2Þ2 bðv1Þ ½91�

Since the frequencies are usually close to each other,
we can make a Taylor series expansion about any

frequency, say v2: In such a case, we obtain

Db ¼ ðv3 2 v2Þðv3 2 v1Þ

����� d2b

dv2

�����
v¼v2

½92�

In optical fiber communication systems, the channels
are usually equally spaced. Thus, we assume the
frequencies to be given by

v4 ¼ v2 þ Dv; v3 ¼ v2 2 2Dv and

v1 ¼ v2 2 Dv

½93�

Using these frequencies and eqn [60], eqn [92] gives
us:

Db ¼ 2
4pDl2

c
ðDnÞ2 ½94�

where Dv ¼ 2pDn: Thus maximum FWM takes place
when D ¼ 0: This is the main problem in using
wavelength division multiplexing (WDM) in dis-
persion shifted fibers which are characterized by
zero dispersion at the operating wavelength of
1550 nm, as FWM will then lead to crosstalk
among various channels. FWM efficiency can be
reduced by using fiber with nonzero dispersion. This
has led to the development of nonzero dispersion
shifted fiber (NZDSF) which have a finite nonzero
dispersion of about ^2 ps/km nm at the operating
wavelength.

From eqn [94], we notice that for a given dispersion
coefficient D; FWM efficiency will reduce as Dn

increases.
In order to get a numerical appreciation, we

consider a case with D ¼ 0; i.e., Db ¼ 0: For such a
case h ¼ 1: If all channels were launched with equal
power Pin then:

P1ðLÞ ¼ 4g 2P3
inL2

eff e2aL ½95�

Thus the ratio of power generated at v1; due to FWM
and that existing at the same frequency, is

Pg

Pout

¼
P1ðLÞ

Pin e2aL
¼ 4g 2P2

inL2
eff ½96�

Typical values are Leff ¼ 20 km; g ¼ 2:4 W21 km21:

Thus:

Pg

Pout

< 0:01P2
inðmW2Þ ½97�

Figure 12 shows the output spectrum measured at
the output of a 25 km-long dispersion shifted fiber
ðD ¼ 20:2 ps=km nmÞ when three 3 mW wavelengths
are launched simultaneously. Notice the generation of
many new frequencies by FWM. Figure 13 shows the
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ratio of generated power to the output as a function
of channel spacing Dl for different dispersion
coefficients. It can be seen that by choosing a nonzero
value of dispersion, the four-wave mixing efficiency
can be reduced. Larger the dispersion coefficient,
smaller can be the channel spacing for the same
crosstalk.

Since dispersion leads to increased bit error rates in
fiber optic communication systems, it is important to
have low dispersion. On the other hand, lower
dispersion leads to crosstalk due to FWM. This
problem can be resolved by noting that FWM
depends on the local dispersion value in the fiber,

while the pulse spreading at the end of a link depends
on the overall dispersion in the fiber link. If one
chooses a link made up of positive and negative
dispersion coefficients, then by an appropriate choice
of the lengths of the positive and negative dispersion
fibers, it would be possible to achieve a zero total link
dispersion while at the same time maintaining a large
local dispersion. This is referred to as dispersion
management in fiber optic systems.

Although FWM leads to crosstalk among different
wavelength channels in an optical fiber communi-
cation system, it can be used for various optical
processing functions such as wavelength conversion,
high-speed time division multiplexing, pulse com-
pression, etc. For such applications, there is a
concerted worldwide effort to develop highly non-
linear fibers with much smaller mode areas and
higher nonlinear coefficients. Some of the very novel
fibers that have been developed recently include
holey fibers, photonic bandgap fibers, or photonic
crystal fibers which are very interesting since they
possess extremely small mode effective areas
(,2.5 mm2 at 1550 nm) and can be designed to
have zero dispersion even in the visible region of the
spectrum. This is expected to revolutionize non-
linear fiber optics by providing new geometries to
achieve highly efficient nonlinear optical processing
at lower powers.

Supercontinuum Generation

Supercontinuum (SC) generation is the phenomenon
in which a nearly continuous spectrally broadened
output is produced through nonlinear effects on high
peak power picosecond and subpicosecond pulses.
Such broadened spectra find applications in spec-
troscopy, wavelength characterization of optical
components such as a broadband source from
which many wavelength channels can be obtained
by slicing the spectrum.

Supercontinuum generation in an optical fiber is a
very convenient technique since it provides a very
broad bandwidth (.200 nm), the intensity levels
can be maintained high over long interaction
lengths by choosing small mode areas, and the dis-
persion profile of the fiber can be appropriately
designed by varying the transverse refractive index
profile of the fiber.

The spectral broadening that takes place in the fiber
is attributed to a combination of various third-order
effects such as SPM, XPM, FWM, and Raman
scattering. Since dispersion plays a significant role
in the temporal evolution of the pulse, different
dispersion profiles have been used in the literature to
achieve broadband SC.

Figure 12 Generation of new frequencies because of FWM

when waves at three frequencies are incident in the fiber.

(Reproduced with permission from Tkach RW, Chraplyvy AR,

Forghiari F, Gnanck AH and Derosier RM (1995) Four-photon

mixing and high speed WDM systems. Journal of lightwave

Technology 13: 841–849, q 2004 IEEE.)

Figure 13 Ratio of generated power to the output as a function

of channel spacing Dl for different dispersion coefficients.

(Reproduced with permission from Tkach RW, Chraplyvy AR,

Forghiari F, Gnanck AH and Derosier RM (1995) Four-photon

mixing and high speed WDM systems. Journal of lightwave

Technology 13: 841–849, q 2004 IEEE.)
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Some studies have used dispersion decreasing
fibers, dispersion flattened fibers, while others have
used a constant anamolous dispersion fiber followed
by a normal dispersion fiber.

Figure 14 shows the SC spectrum generated by
passing 25 GHz optical pulse train at 1544 nm
generated by a mode locked laser diode and amplified
by an erbium doped fiber. The fiber used for SC
generation is a polarization maintaining dispersion
flattened fiber. The output is a broad spectrum
containing more than 150 spectral components at a
spacing of 25 GHz with a flat top spectrum over
18 nm. The output optical powers range from
29 dBm to þ3 dBm. Such sources are being
investigated as attractive solutions for dense WDM
(DWDM) optical fiber communication systems.

Conclusions

The advent of lasers provided us with an intense
source of light and led to the birth of nonlinear optics.
Nonlinear optical phenomena exhibit a rich variety of
effects and coupled with optical waveguides and
fibers, such effects can be observed even at moderate
optical powers. With the realization of compact
femtosecond lasers, highly nonlinear holey optical
fibers, quasi phase matching techniques, etc, the field
of nonlinear optics is expected to grow further and
lead to commercial exploitation such as in compact
blue lasers, soliton laser sources and multiwavelength
sources and for fiber optic communication.

List of Units and Nomenclature

Attenuation The decrease in optical power
of a propagating mode usually
expressed in dB/km

Birefringent
medium

A medium characterized by two
different modes of propagation
characterized by two different
polarization states of a plane
light wave along any direction

Cross-phase
modulation
(XPM)

The phase modulation of a pro-
pagating light wave due to the
nonlinear change in refractive
index of the medium brought
about by another propagating
light wave

Effective
length ðLeffÞ

The length over which most of the
nonlinear effect is accumulated in
a propagating light beam

Four-wave
mixing (FWM)

The mixing of four propagating
light waves due to intensity
dependent refractive index of the
medium. This mixing leads to the
generation of new frequencies
from a set of two or three input
light beams

Mode effective
area ðAeffÞ

The cross sectional area of the
mode which determines the non-
linear effects on the propagating
mode. This is different from the
core area

Nonlinear
polarization
ðPNLÞ

When the response of the medium
to an applied electric field is
not proportional to the applied
electric field, then this results in a
nonlinear polarization

Optical
waveguides

Devices which are capable of
guiding optical beams by over-
coming diffraction effects using

Figure 14 Super Continuum spectrum generated by passing

25 GHz optical pulse train at 1544 nm generated by a mode

locked laser diode and amplified by an erbium doped fiber.

(Reproduced from Yamada E, Takara H, Ohara T, Satc K,

Morioka T, Jinguji K, Itoh M and Ishi M (2001) A high SNR, 150 Ch.

Supercontinuum CW optical source with high SNR and precise 25

GHz spacing for 10 Gbit/s DWDM systems. Electronics Letters

37: 304–306 with permission from IEEE.)
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the phenomenon of total internal
reflection

Phase coherence
length

The minimum crystal length upto
which the second harmonic
power generated by the nonlinear
interaction increases

Phase matching Condition under with the non-
linear polarization generating
an electromagnetic wave propa-
gates at the same phase velocity
as the generated electromag-
netic wave

Pulse dispersion The broadening of a light pulse as
it propagates in an optical fiber

Quasi-phase
matching
(QPM)

Periodic modulation of the non-
linear coefficient to achieve effi-
cient nonlinear interaction

Second-harmonic
generation
(SHG)

The generation of a wave of
frequency 2v from an incident
wave of frequency v through non-
linear interaction in a medium

Self-phase
modulation
(SPM)

The modulation of the phase of a
propagating light wave due to the
nonlinear change in refractive
index of the medium brought
about by itself

Supercontinuum
generation (SC)

The phenomenon in which a
nearly contiunuous spectrally
broadband output is produced
through nonlinear effects on
high peak power picosecond and
sub-picosecond pulses

Walk off length
ðLwoÞ

Length of the fiber required for
two interacting pulses at different
wavelengths to walk off relative
to each other

See also

Nonlinear Optics, Applications: Phase Matching.
Nonlinear Optics, Basics: x(2)–Harmonic Generation;
x(3) –Third-Harmonic Generation; Four-Wave Mixing.
Spectroscopy: Second Harmonic Spectroscopy.
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Introduction

In order to be put to practical use in the telecommu-
nication network, optical fibers must be protected
from environmental and mechanical stresses which
can change their transmission characteristics and
reliability.

The fibers, during manufacturing, are individually
protected with a thin plastic layer (extruded during
the drawing) to preserve directly their characteristics
from damage due to the environment and handling.
This coating surrounding the fiber cladding (with an
external diameter of 125 mm) is known as the
primary coating, which is obtained with a double
layer of UV resin for a maximum external diameter of
about 250 mm.

Primary coated fiber, at the end of the manufactur-
ing process, is subjected to a dynamic traction
test (proof-test) to monitor its mechanical strength.
This test, carried out on all fibers manufactured,
consists of the application of a well-defined strain
(from 0.5% to 1%) for a fixed time (normally 1 s) and
thus permits the exclusion of, from successive
cabling, those fibers with poor mechanical
characteristics.

At the end of the manufacturing process the optical
fibers are not directly usable. It is necessary to
surround the single fiber (or groups of fibers) with a
structure which provides protection from mechanical
and chemical hazards and allows for stresses that may
be applied during cable manufacture, installation,
and service.

Suitable protection is provided using fiber con-
ditioning within the cable (secondary coating or
loose cabling), while entire protection is obtained
with some cable elements, such as strength mem-
bers, core assembling, filling, and outer protections.
Moreover, the cable structure and its design is
heavily influenced by the application (e.g., number
of fibers), installation (laying and splicing), and
environmental conditions of service (underground,
aerial, or submarine).

In this article, the main characteristics of optical
cables (with both multimode or single mode fibers)
are described and analyzed, together with suitable
solutions.

Secondary Fiber Coating

The fiber, before cabling, can be protected with a
secondary coating (a tight jacketing) to preserve it
during cable stranding. However, fiber with only a
primary coating may be cabled with a suitable cable
protection.

In the first case the fiber can be directly stranded to
form a cable core; in the second case, a single group of
fibers must be inserted into a loose structure (tubes
or grooves) with a proper extra-length. These two
solutions are not always distinguishable; in fact, tight
fibers inserted into loose tubes or grooves are often
used.

The implementation of the secondary coating and
the choice of proper materials requires particular
attention, in order to avoid microbending effects on
the fiber, which can cause degradation of the
transmission characteristics. Microbending is caused
by the pressure of the fiber on a microrough surface,
or by the fiber buckling, due to the contraction of the
structure (e.g., secondary coating) containing it.
Microbending causes an increase in fiber attenuation
at long wavelengths (1300 and 1550 nm) for both
single and multimode fibers, but is particularly
emphasized in multimode fibers.

Tight Jacket

In a tight protection, the primary coating fiber is
surrounded by a second plastic jacket in contact with
the fiber. This jacket mainly protects the fiber from
lateral stresses that can cause the microbending.

The fiber can be individually protected with a
single or double layer of plastic material or in a
ribbon structure. In Figure 1 four different types of
tight jacket are shown. In Figure 1a and b the fibers
are singularly protected with a single or double
layer up to an external diameter of 0.9 mm. The
second type is normally preferred because the
external hard plastic gives a good fiber protection
and the inner soft plastic avoids microbending
effects on the fiber.

In a ribbon structure, from 4 to 16 primary coated
fibers are laid close and parallel and covered with
plastic. Two types of ribbon are normally classified
‘encapsulated’ (Figure 1c) or ‘edge bonded’
(Figure 1d). In the first case, the fibers are assembled
with a common secondary coating (one or two
layers), in the second case, an adhesive is used to
stick together the fibers with only the primary
coating.
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Care should be taken in applying tight protection,
in particular for a ribbon structure, to avoid an
attenuation increase due to the action of the jacket on
the fiber (in particular for the thermal contraction of
the coating materials). The ribbon structure is
designed to permit the simultaneous junction of
multiple fibers; for this reason the ribbon geometry
must be precision controlled.

Loose Jacket

In a loose protection the fiber can be inserted into a
cable with only the primary coating. A thin layer of
colored plastic may be added onto the primary
coating to identify the fiber in the cable. The fibers
are arranged in a tube or in a groove on a plastic core
(slotted core). The diameter of the tube or the
dimension of the core must be far larger than the

diameter of the fiber so that the fiber is completely
free inside the structure. The fibers can be inserted
into a tube or into a slotted core, singularly or in
groups. The space inside the tube around the fibers
can be empty or filled with a suitable jelly. Some
examples of loose structures are shown in Figure 2. In
the tube structure, the external diameter of the jacket
depends on the number of the fibers: for a single fiber
up to 2 mm (Figure 2a), and for a multifiber tube
(Figure 2b) up to 3 mm (for 10 fibers).

Examples of slotted core structures are shown in
Figure 2c and d, respectively, for one fiber and for a
group of fibers, the dimensions of grooves depending
on the number of fibers.

Plastic materials with a high Young modulus are
normally used for the tube that is extruded on the
single or on the group of fibers. Instead, for the slotted
core, plastic materials with good extrusion are used to
obtain a precise profile of the grooves.

The loose structure guarantees freedom to the
fibers in a defined interval of elongation and
compression. Out of this interval, microbending
effects can arise which increase fiber attenuation.
Axial compression generally occurs when the cable is
subjected to low temperatures and is generated from
the thermal contraction of the cable materials that is
different from that of the fibers. Axial elongation
normally occurs when the cable is pulled or by the
effects of high temperature.

For a correct design of a cable with a loose
structure, the extra length of the fiber with respect
to the tube or groove dimension and the stranding
pitch must be evaluated, starting from the range of
axial compression and elongation. In fact, care must
be taken to prevent the fiber from being strained or
forced against the tube or groove walls in the
designed range.

For the tube solution, the extra length of the fibers
is controlled during the tube extrusion; for the slotted
core solution, the length is controlled during cabling,
giving a controlled tension to the slotted core.
The loose structure is often used for the cabling of
fibers with tight jacketing, joining the advantages of
the tight protection and loose cable. This solution is
typical for ribbon cables.

Fiber Identification

To identify the fibers in a cable, a proper coloration
with defined color codes must be given to the single
fibers. In the tight protection, the tight buffer is
directly colored during extrusion. In the loose
protection, a thin colored layer is added on the
primary coating of the fiber; tubes or slotted core may

Figure 1 Different types of tight coatings.
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be also colored to identify groups of fibers in high
potentiality cables.

Cable Components

The fundamental components of an optical cable are:
the cable core with the optical fibers, the strength
member (one or more) which provide the mechanical
strength of the cable, sheaths which provide the
external protection, and filling materials.

Cable Core

The optical fibers with the secondary coating (tight or
loose) are rejoined together in a cable core. For tight
fibers or loose tubes, the cable core is obtained by
stranding the fibers or the tubes around central
elements that normally act as strength members too
(see below).

The stranding pitch must be long enough to avoid
excessive bending of the fibers and short enough to
guarantee stress apportionment among the fibers in
cable bends and maximum elongation of the cable
without fiber strain. Normally, a helical stranding is
used, but often SO stranding, that consists in an
inversion of stranding direction every three of more
turns, is employed. The second stranding type makes
the cabling easier but may reduce its performance.

The unit core or the slotted core are made of
plastic and normally incorporate a central strength
member.

Strength Member

The strength member may be defined as an element
that provides the mechanical strength of the cable, to
withstand elongation and contraction during the
installation and to ensure thermal stability. Fiber
elongation, when the cable is pulled or the fiber
compressed due to low temperatures, depends greatly

on the characteristics of the strength member inserted
in the cable.

As the maximum elongation values suggested for
the fibers are in the range from 20 to 30% of the
proof-test value, the maximum elongation allowed
for a tight cable is ,0.1% instead of ,0.3% for a
loose cable. To warrant these performances, a
material with a high Young modulus is normally
used as a strength member. Also, the strength member
must be light (to avoid excessive cable weight) and
flexible: these properties make it easier when laying
the cable in ducts.

The strength member may be metallic or non-
metallic and may be inserted in the core (Figure 3a) or
in the outer part of the cable (Figure 3b), normally
under the external sheath. Often two strength
members are placed in an optical cable: the first one
in the core and the second one under the sheath
(Figure 3c).

Metallic strength members, generally one or more
wires of steel, are inserted in the center or in the outer
part of the cable. The steel, for its low thermal
expansion coefficient and high Young modulus,
behaves as a good strength member, particularly

Figure 3 Different locations of the strength member in an optical

cable.

Figure 2 Different types of loose coatings.
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when it is arranged in the central core. Steel is a
nonexpensive material, but needs protection against
corrosion and electrical-induced voltages, such as by
lightning or current flow in the ground.

If cables with high flexibility are requested, steel is
not suitable and aramid fiber yarn or glass-fiber
reinforced plastic (G-FRP) are used, particularly
when the strength member is placed in the outer
part of the cable. Glass fiber elements are generally
used as a compressive strength member in the central
cable core to avoid contraction at low temperatures,
but they may be used as strength elements when the
traction strength is low.

Aramid yarns are not active as resisting com-
pression elements but are normally arranged in the
outer part of the optical cable. Aramid yarns have a
high Young modulus (as with steel) and low specific
weight: in commercial form they consist of a large
number of filaments gathered into a layer. Normally
two layers stranded in opposite directions are used to
avoid cable torsion during the installation.

Metal-free cables are protected by G-FRP and
aramid yarns. This solution results in optical cables
which are insensitive to electrical interferences.

Sheaths

The functions of the sheaths are to protect an optical
cable during its life, in particular from mechanical
and environmental stresses. During the installation or
when the cable is in service, it may be subjected to
mechanical stresses, for example, presence of humid-
ity or water and chemical agents. The sheaths act as a
barrier to avoid degradations of the fibers in the
internal cable core.

The plastic sheaths (one or more, depending on
the cable type and structure) are extruded over
the core. This extrusion is a delicate operation in
cable manufacturing because the cable core may be
subjected to tension, while during the cooling the
thermal compression of the plastic produces a stress
on all the cable elements. Examples of cable sheaths
are shown in Figure 4.

Different plastic materials, such as polyvinyl-
chloride (PVC), polyethylene, and polyurethane are
normally used. PVC has excellent mechanical proper-
ties, flexibility, and is flame retardant but is permeable
to humidity. On the other hand, high-density poly-
ethylene has a permeability lower than PVC, with
good mechanical properties and low coefficient of
friction, but it is more flammable than PVC and less
flexible. Finally, polyurethane, for its softness
and high flexibility, is often used for inner sheaths.
When low toxicity is requested (e.g., in indoor
cables), halogen-free materials are employed.

Often a metallic barrier is used under the external
sheath to prevent moisture entering the cable core.
The type most widely used is an aluminum ribbon (of
a few tenths of a millimeter) bonded into the external
polyethylene sheath, during the sheath extrusion.
This structure is normally indicated as a LAP
(laminated aluminum polyethylene) sheath.

When the cable is directly buried, a metallic armor
(corrugated steel tape or armoring wires) is generally
inserted. The metallic armor protects the cable core
against radial stresses but it is also used as protection
against rodents and insects.

Filling Compounds and Other Components

Fillings are used in optical cables to avoid the
presence of moisture and water propagation in the
cable core should a failure occur in the cable sheath.
Suitable jelly compounds, with constant viscosity at a
wide range of temperatures and chemical stabilities,
are generally inserted in the cable core and, some-
times, in the outer protection layer. In loose struc-
tures, the jelly is in direct contact with the fibers: the
compound must be compatible with them and
guarantee the fiber freedom. Special compounds
may be used to adsorb and permanently fix any
hydrogen present in the cable core. The presence of
hydrogen gas, that may be generated from the
internal materials of the cable (mainly metals), is
harmful to the fibers because it causes permanent
attenuation increases and thus damage to them.

With the generic terminology ‘other components’,
some other components used in the optical cables
are included. They are often similar to those used
in conventional cables. The most important are:
insulated conductors, plastic fillers, and cushion
layers and tapes around the fiber core.

Insulated copper conductors may be incorporated
in the cable core, for example, to carry power supply

Figure 4 Examples of optical cable sheaths.
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or as service channels, or to detect the presence of
moisture in the cable (in this case, the insulation is
missing or partial). The conductors may cause
problems due to the voltages induced by power
lines or lighting.

Plastic fillers are often used to complete the cable
core geometry. Cushion layers are used to protect the
cable core against radial compression. Normally, they
are based on plastic materials wound around the core.
Tapes are wound around the cable core to hold the
assemblies together and secondly to provide a heat
barrier during the sheath extrusion. Mylar tapes are
usually employed.

Optical Cable Structures, Types,
and Applications

Cable Structures

The structure of an optical cable is strictly dependent
on the construction method and the application type
that determines the design and the grade of external
protection. The main core (or inner) structures of an
optical cable can be classified as: stranded structures
(tight and loose); slotted core cable; or ribbon cable.
In this section, a few examples of cable structures are
presented. Below, separate sections are devoted to
submarine cables and to special application cables,
for their particular structures and features.

In the stranded tight structure, a low number of tight
or loose fibers is stranded around a strength member
to form a cable unit. Some of this cable unit may be
joined to constitute a cable with a medium/high
number of fibers (Figure 5a). Alternatively the fibers
may be arranged in a multilayer structure (Figure 5b).

The main advantages of a tight stranded structure
are the small dimensions of the cable core, even when
a large number of fibers are involved, and also the

facility of handling. Care must be taken in the design
of the strength member: in fact, the fibers are
immediately subjected to tension when the cable is
pulled into the ducts or compressed when subjected to
low temperatures.

In the stranded loose structures, two categories of
cables are defined, one fiber per tube and a group of
fibers (up to 20) per tube (Figure 5c). As already
mentioned, in the loose structures, the fibers are free
inside the tube and for this reason the cable is less
critical than the tight cable. The external dimensions
of loose cables are larger than tight cables, but the
solution with multiform tubes allows for cables with
a high number of fibers in relatively small dimensions.

Slotted core cables (Figure 2c,d) contain fibers with
only the primary coating and may be divided, as in
the stranded loose structure, into one fiber per groove
or into a group of fibers per groove. The cable design
and the choice of a suitable plastic material for the
slotted core joined to a proper strength member, make
it possible to obtain cables with fiber stability at a
wide range of temperature. As in the loose stranded
solutions, the slotted core solution is adopted to
obtain cables with a high number of fibers in small
dimensions.

In the ribbon solution, the fibers (from 4 to 16)
are placed in a linear ribbon array. Many ribbons are
stacked together to constitute the optical unit.
The ribbon cable normally has a loose structure
(loose tube or slotted core). Three structures are
shown in Figure 6. In the first example (classical
AT & T cable), 12 ribbons of 12 fibers are
directly stacked and stranded in a tube (Figure 6a).
In the second and third examples, ribbons are inserted
into tubes or grooves (Figure 6b,c). Several tubes or
slotted cores can be assembled together to give a cable
with very high fiber density. The ribbon approach
may be efficient when a large number of fibers must be

Figure 5 Structures of stranded core cables.
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simultaneously handled, spliced, and terminated at
connectors.

Types and Applications

The choice of an optical cable is heavily established
by many factors, but mainly on the type of installa-
tion. On this basis, some different typology of cables
may be identified: aerial cables, duct cables, direct
buried cables, indoor cables, underwater cables, etc.

Aerial cables can be clasped onto a metal strand or
can be self supporting. In the first case, the cable is not
subjected to a particular tension but requires good
thermal and mechanical performances. This solution
is chosen when the cable must withstand strong ice
and wind and when long distances between the poles
are required. All the structures mentioned above may
be adopted. In the second case, the cable is normally
exposed to high mechanical stresses during its life and
high tensile strength must be guaranted to maintain
the fiber elongation at a safety level. Generally,
loose structures are preferred for their greater fiber
freedom. Often, in self-supporting cables, the
strength member is external to the cable core. An
example is shown in Figure 7.

Cables pulled in ducts must be resistant to pulling
and torsion forces, and light and flexible to permit the
installation of long sections. The cable must also
protect the fibers against water and moisture that may
be present in ducts or manholes. Usually the cable is
filled with a jelly compound, a metallic barrier is
normally used and, often, an armoring is added when
protection against rodents is necessary. All the
structures described above may be employed in duct
cables.

The characteristics of direct buried cables are very
similar to those of duct cables, but additional
protections, such as metallic armoring, are required

to avoid the risk of damages from digging and other
earthmoving work.

Cables for indoor applications normally require a
smaller number of fibers. Their main characteristics
are: small dimensions, flexibility, small curvature
radius, and ease in handling and jointing. For indoor
applications, the sheath must not permit flame
propagation and must have a low emission of toxic
gases and dark smoke. Tight cables are preferably
used for indoor applications due to their compactness
and small dimensions.

Underwater cables are employed in the crossing of
rivers, in lakes and lagoons, and for shallow water
applications in general. Such cables must have
stringent requirements such as resistance to moisture
and water penetration and propagation, pulling
resistance (during the installation, and recovery in
event of failure), and high resistance to static pressure
and core structure compatible with land cables (when
it is part of a ground link). In addition, due to the
presence of metallic structures, attention should be
paid to hydrogen effects.

Figure 6 Structures of ribbon cables.

Figure 7 Self-supporting aerial cable.
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Submarine Cables

Submarine cable is manufactured for laying in deep-
sea conditions. In designing a submarine cable, it is
necessary to provide high reliability that the mech-
anical and transmission characteristics of the optical
fibers will be stable over a long period of time.
Different cables are used for submarine applications,
but generally follow the basic scheme of Figure 8.

The central core (with a few fibers – up to 12 – in a
slotted core or in a tight structure) is surrounded by a
double layer of steel wires that act as strength members
against tensile action and water pressure. Metal pipes
at the inner or outer sides of the strength member, act
as a water barrier and as power supply conductors (for
the supply of the undersea regenerators).

The outer polyethylene insulating sheath is the
ultimate protection for the ordinary deep-sea cable.
For cables requiring special protection, steel wire
armoring (anti-attack from fishes), and further
polyethylene are added.

The cable must have stringent mechanical require-
ments, such as resistance to traction, torsion, crushing,
impact, and to shark attack. The cable must be suitable
for installation using standard cable-laying ships.
Furthermore the cable materials must have low
content of hydrogen and emissions. If necessary, a
hydrogen absorber may be included in the cable core.

Special Cables

This category comprises cables not specifically used in
ordinary telecommunication networks, but cables

used for specific applications and according to
specified requirements. Cables for military use are
normally employed for temporary plant restoration.
They must be light but crush resistant and with good
mechanical characteristics. Cables for mobile appli-
cations (robots, elevators, aircrafts, submarines, etc.)
generally require high flexibility and tensile strength.
Special cables may be installed in particular environ-
ments, where they must be insensitive, for instance, to
nuclear radiation, chemical agents, and high
temperatures.

Optical cables can be installed in power lines,
together with the power conductors, or into the
ground wires of high-voltage overhead power lines.
In this last type of cable, the central stranded steel
wire, making up the ground wire, is replaced with a
metal tube containing the optical unit (normally a
small groups of optical fibers inserted in a tube or in a
slotted core).

Blown Fiber

This technology consists of the installation of a
single fiber or of small fiber bundles (or cables) into
pre-installed tubes or ducts using a flux of com-
pressed air. Initially, cables with empty tubes are
installed and successively, at the time of need, the
tubes can be filled by blowing fibers (singly, or in
bundles) or cables. The installation time is normally
fast; some compressors can blow tens of meters in a
minute. The typical maximum blowing distance is
about 1 km for horizontal planes, but it is reduced

Figure 8 Basic structure of a submarine cable.
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along winding roads. The advantage of this tech-
nique is to produce variable and flexible structures,
increasing the number of fibers to fit the network
need. Besides, substitutions or change of fibers
can be quickly carried out without substitution of
the cable.

See also

Fiber and Guided Wave Optics: Dispersion. Light
Emitting Diodes.
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Introduction

Modern telecommunications networks are based
on fiber optics as signal transporters. In these
networks the signals travel in the form of light
confined within the fibers. As light power travels
through the fibers from the source apparatus to the
receiver, a number of components are employed to
manage the optical signal. All other components that
are not used to manage the signal are called ‘passive
optical components’. They serve several functions,
such as to join two different fibers to distribute the
signal onto more optical branches to limit the optical
power to select particular wavelengths, and so on.

These components can be located anywhere in the
network, depending on their function and on the
network architecture. However, their main location is
near the apparatus in which it is necessary to manage
the signal before it is sent through the network or at
the junction in the network where it is sent on to the
receiver.

The main types of passive components that are
found in a network can be grouped as follows:

. Joint devices:
. Optical connectors;
. Mechanical splices.

. Branching devices:
. Nonwavelength-selective branching devices;
. WDM.

. Attenuators;

. Filters;

. Isolators;

. Circulators.

Optical fibers are also divided into several
groups (multimode 50/125, multimode 62.5/125,
singlemode, dispersion shifted, NZD, and so on).
There are also components of different typology
that match up with each particular fiber. However,
the general concept in terms of functionality,
technology, and characteristic parameters, are the
same among passive optical components of the
same type (connectors, branching devices, or attenua-
tors) but of different groups (single-mode, multi-
mode, etc.).

Optical Joint Devices

The function of an optical joint is to perform a
junction between two fibers, giving optical continuity
to the line. Two different classes of joint can be
considered: the connectors and the splices. The joints
made by using connectors, are flexible points in the
network, which means they can be opened and
reconnected several times in order, for example, to
reconfigure the network plan. However, a splice is a
fixed joint and usually cannot be opened and re-
mated. There are two type of splice: mechanical
splices, holding joints to fibers by glue or mechanical
crimp, and fusion splices fusing the two fiber heads
with a suitable fusion splicer.

General Considerations

Considering that fibers can be described as pipes,
in the core of which flows light, continuity between
two fibers means that the two cores must be
aligned in a stable and accurate way. Obviously
this alignment must be carried out with minimum
power loss in the junction. The main factors that
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affect the power loss in a joint point between two
fibers are:

. x ¼ Lateral offset;

. z ¼ Longitudinal offset;

. u ¼ Angular misalignment; and

. wT=wR ¼ Mode field diameter ratio (in the single
mode fiber) or numerical aperture ratio (in the
multimode fiber).

These geometrical mismatching between the two
fibers is represented in Figure 1.

The function that describes the joint attenuation
is different for single-mode and multimode con-
nectors, but the parameters that contribute to it are
the same. The general formulation for these func-
tions are complicated and, in particular, for the
multimode connector it involves an integral on the
shape distribution of the light in the fiber core.
These functions become simpler in particular
conditions: for example, if we consider a single-
mode joint without a gap between the two fibers
(that is the more usual condition in the modern
connectors) the z parameter is nil, and in this case
the function that describes the attenuation of the

connector is

AðdBÞ ¼210 log
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where n is the fiber core refractive index and l is
the wavelength of the light.

Figure 2 shows the trend of eqn [1], where the
parameter ranges in the graphs are typical for the
most common products on the market. It is evident
that the main contribution to attenuation arises from
the lateral offset.

For connectors of good quality, both for single-
mode and multimode fibers, the attenuation values
are in the range of a few tenths of dB (typically less
than 0.3 dB). Another important factor for a joint, in
particular for connectors used in networks for high
speed or analog signals, is the return loss (RL).
This is a parameter that gives a measure of the
quantity of light back-reflected onto the optical
discontinuity of the connector, due to the Fresnel
effect. The RL is defined as the ratio in dB between the
incident light power (Pinc) and the reflected light
power (Pref):

RL ¼ 210 log

 
Pref

Pinc

!
½2�

Fresnel reflection arises when the light passes between
two media with different refractive indices. In the
case of connectors in which the two fibers are not
in contact, the light passes from the silica of the fiberFigure 1 Main parameter that affects the joint power loss.

Figure 2 Single mode connector attenuation as a function of the geometrical parameters. Each curve is plotted keeping the other

parameter constant.
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core to the air in the gap. This causes the reflection of
4% of the incident light that, as RL, is about 14 dB.

To improve the RL performances of an optical
joint, it is necessary to reduce the refractive index
difference. This can be achieved either by index
matching material between the two fibers that
reduces the differences between the refractive index
of the fiber and the gap, or by performing a physical
contact between the fiber heads. The first technique is
typically used in mechanical splices but, due to the
problem related with the pollution contamination of
the index matching, it is not a good solution for
connectors that are to be opened and reconnected
several times.

The physical contact solution is the most frequently
adopted for these connectors. Physical contact is
obtained by polishing the ferrule and the fiber end-
faces in a convex shape, with the fiber core positioned
in the apex (Figure 3). With this technique, the typical
values of return loss for a single mode connector are
in the range from 35 dB to 55 dB, depending on the
polishing grade. The residual back-reflected light is
generated in the thin layer of the fiber end surface,
because of slight changes in the refractive index due
to the polishing process.

Higher return loss values (small quantity of
reflected light) are achieved with the angled physical
contact (APC) technique. This is obtained by polish-
ing the convex ferrule end face angled with respect to
the fiber axis. In this way, the light is not back
reflected into the fiber core, but into the cladding, and
is thus eliminated (Figure 4). In APC connectors,
typical return loss values are greater than 60 dB.

Optical Connectors

On the market are several types of optical connectors.
It is possible to divide them into three main groups:

. Connectors with direct alignment of bare fiber;

. Connectors with alignment by means of a ferrule;
and

. Multifiber connectors.

Connectors with direct alignment of bare fiber
In this type of connector the bare fibers are aligned
on an external structure that is usually a V-groove
(Figure 5). Two configurations can be performed:
plug and socket or plug–adapter–plug. In the first
case, the fiber in the socket is fixed and the one in the
plug aligns to it. In the plug–adapter–plug configur-
ation, two identical plugs containing the bare fibers
are locked onto an adapter in which the fibers are
placed on the aligned structure. These connectors are
cheaper than the connectors with a ferrule,
(described below), but this is unreliable. In fact, the
bare fibers are delicate and brittle and they can be
affected by the external mechanical or environmental
stresses.

Connectors with alignment by means ferrule
In this type of connector, the fibers are fixed in a
secondary alignment structure, usually of cylindrical
shape, called a ferrule. The fiber alignment is
obtained by inserting the two ferrules containing the
fibers into a sleeve. Usually this type of connector is in
the plug–adapter–plug configuration (Figure 6).
With this technique, the precision of the alignment
is moved from the V-groove precision to the dimen-
sional tolerance of the ferrule. Typical tolerance
values on the parameters for a cylindrical ferrule
with a diameter of 2.5 mm, are in the range of a tenth
of a micrometer, and must be verified on the diameter,
eccentricity between the hole (through which the fiber
is fixed) and cylindricity of the external surface.

Multifiber connectors
In some types of optical cable, the fibers are organized
in multiple structures, in which many fibers are
glued together to form a ribbon. The ribbon can have

Figure 3 Back reflection effects in PC connectors.

Figure 4 Back reflection effects in APC connectors. Figure 5 Scheme of the bare fibers alignment on a V-groove.
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2, 4, 8, 12, or 16 fibers, for example. When these
cables are used, it is convenient to maintain the
ribbon fiber structure in the connectors (until the
point in which it is necessary to use the fibers
singularly). Multifiber connectors are typically
based on a secondary alignment on a plastic ferrule
of rectangular shape in which the fibers maintain the
same geometry that they have in the ribbon. The
rectangular ferrules of the two plugs are normally
aligned by means of two metallic pins placed in two
hole in line with the fiber. In Figure 7, a scheme of a
multifiber connector is shown.

Mechanical Splices

Mechanical splices are yet another way to join
together two fibers. All the main considerations for
the connectors are true for the mechanical splices.
The difference is that the mechanical splice is a fixed
joint and, normally, it cannot be opened and re-
mated. Mechanical splices, both for single fiber and
for multifiber structures, are the most usually
manufactured. In a mechanical splice, the fibers are
aligned directly in a V-groove and fixed by glue or a
mechanical holder.

These components are cheaper than fusion splices
but their optical, mechanical, and environmental
functions are lower than the fusion splices. Figure 8,
shows a mechanical splice for multifibers in which
the fibers are crimped on a V-groove array. Usually,
to avoid high optical reflection in the junction point,
this type of joint is filled with index matching
material.

Branching Devices

Branching devices are passive components devoted
to distributing the optical power from an input fiber
to two or more fibers. These components can
be classified in two broad classes, on the basis of
the wavelength dependence. The nonwavelength-
selective branching devices, called also couplers or
splitters, share the input power to two or more
fibers independently from the light wavelength.

The components that perform the light distribution
on more fibers on the basis of the different wave-
lengths of the input light are called a WDM
(wavelength division (de)multiplexer).

Branching devices have three or more ports,
bare fiber or connectors, for the input and/or
output of optical power, and share optical power
among these ports. A generic branching device
can be represented as a multiport device having N
input ports and M output ports, as shown in the
Figure 9.

The optical characteristics of a branching device
can be represented by a square transfer matrix of
n £ n coefficients, where n is the total number of
the component ports. Each coefficient tij in the matrix
is the fractional optical power transferred among
designated ports, that is the ratio of the optical power
Pij transferred out of port j with respect to input

Figure 6 Scheme of a plug–adapter–plug connector with alignment by ferrules and sleeve.

Figure 7 Multifiber connector.

Figure 8 Example of a multifiber mechanical splice.
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So, according to the relationship between two ports,
the coefficients represent several parameters. For
example, if the port i is an input port and j is an
output port, tij is the transferred power signal through
the component, while if they exist as two isolated
ports the coefficients represent the crosstalk between
the two ports.

The three main techniques to obtain this type of
component are:

(i) All fiber components;
(ii) Micro-optics; and

(iii) Integrated optics.

Nonwavelength-Selective Branching Devices

A nonwavelength-selective branching device is a
component having three or more ports, which shares
an input signal among the output ports in a
predetermined fashion. Usually these components
are completely reversible and so they also work as a
combiner of signals from more input ports onto a
single output port.

There are several types of couplers for different
applications:

. Y-coupler with one input port and two output
ports;

. X-coupler with two input ports and two output
ports; and

. Star coupler with more than two ports in input
and/or in output.

Moreover the couplers can be symmetrical, and in
this case they divide the input power light onto n
equal output flows, or asymmetrical devices in which
the quantity of power light in the output ports is
shared in a predefined nonuniform way.

The techniques used to carry out this type of device
are mainly the fusion technique or planar technique.
The first one is based on the phenomenon of
evanescent wave coupling: when the core of two
optical guides (as fibers) are located in close
proximity, a power exchange from a guide to another
is possible. This configuration can be obtained
by stretching the fibers under controlled fusion
(see Figure 10).

The planar technique, that is the simpler integrated
optic application, is based on the optical guides with
appropriate shapes being placed directly onto a
silicon wafer by means of lithographic processes
(Figure 11).

The fusion technique has the advantage of being
‘all in fiber’ so the component is ready to be inserted
into the optical networks by means of usual joint
techniques. But for a high number of ports, the
coupling ratio among the branches cannot be
controlled in a precise way and the cost of the
fusion device is proportional to the number of the
branches. On the contrary, a device obtained with
the planar technology must be coupled with fibers
normally used and this operation may be difficult
due to the different geometry of the planar guide
(rectangular) and the fiber (circular). On the other
hand, this technology allows a high precision in the
optical characteristics of the component and the
cost of the device is independent of the branch
number.

WDM

A wavelength-selective branching device, usually
called WDM (Wavelength Depending Multiplexer),

Figure 9 Scheme of a generic N £ M branching device.

Figure 10 Scheme of a fusion 2 £ 2 coupler.
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is a component having three or more ports which
shares an input signal among the output ports in a
predetermined fashion, depending on the wavelength,
so that at least two different wavelength ranges are
nominally transferred between two different couples
of ports.

WDM devices may be divided in three categories
on the basis of the bandwidth of the channels (the
spacing between two adjacent wavelength discrimi-
nated by the device):

(i) DWDM (Dense WDM) device operates for
channel spacing equal or less than 1000 GHz
(about 6–8 nm in the range of typical optical
wavelength used in telecommunications systems,
1310 or 1550 nm);

(ii) CWDM (Coarse WDM) device operates for
channel spacing less than 50 nm and greater
than 1000 GHz; and

(iii) WWDM (Wide WDM) device operates for
channel spacing equal or greater than 50 nm.

These components are used to combine, at the
input side of an optical link in only one fiber, more
optical signals with different wavelengths and separ-
ate them at the receiving end. This technology allows
to send along a fiber, more communication channels,
thus increasing the total bit rate transmitted. These
types of components can be obtained using filters to
select single a wavelength (as a diffractive grating that
resolves the light into its monochromatic com-
ponents) or using the phenomena of evanescent field
coupling occurring between two adjacent fiber cores
(as described for coupler devices), controlling in a
precise way the coupling zone; this is, in fact,
dependent on the wavelength (Figure 12).

Using wavelength filters, as they select a singular
wavelength, it is necessary to perform a cascade filter
structure for separating more than two wavelengths.

Micro-optic technologies are generally used for
multimode fiber due to the critical collimation
problem. For the single-mode fiber the evanescent
field coupling technique is applied directly to fiber or
to planar optical guides.

Another efficient technique to create WDM devices
is with a fiber Bragg grating (FBG) wavelength filter
directly applied to the fiber. FBGs consist in periodic
modulation (see Figure 13) of the refractive index
along the core of the fiber, and they act as reflection
filters.

During the fabrication process (see Figure 14) the
core of the optical fiber is exposed to UV radiation,
and this exposure increases the refractive index of the
core in defined zones, with a periodic shape obtained
by the interference fringe created by crossing two
coherent beams.

Figure 11 Scheme of the process to obtain a planar coupler and an example of a device.

Figure 12 (a) Scheme of the filter technique and (b) diffractive

device technique.

Figure 13 Scheme of FBG.
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Figure 15 shows a representative spectral curve of a
FBG filter centered at 1625 nm. The central wave-
length, the width, and the value of reflection depend
on the grating period (d) and on the deposited UV
energy in the fiber core.

Other Passive Optical Components

In an optical network, besides the devices described
above, there are a number of other passive optical
components that perform particular functions on the
optical signal; the main ones are:

Attenuators These are devices used to attenuate the
optical power, for example, in front of a
receiver when the optical line is short
and the power of the received signal is
still too high for the detector, or when it
is necessary to equalize the signals
arriving from different optical lines. It
exists both in tunable and fixed versions.
The first ones allow adjustment of the
attenuation value, however, the second
ones have a fixed and predefined value.
The fixed optical attenuators can be
obtained by inserting a filter or stressing

a fiber in a controlled and permanent
way. The tunable attenuators are based
on variable optical parameters as, for
example, the distance or the lateral
offset in an optical connection. They
exist both as connect lengths of fiber
(attenuated optical jumpers) or as com-
pact components similar to a double
connector (plug stile attenuator).

Filters These are components with two ports
employed to select or to filter some fixed
wavelengths. They can be divided into
the following categories:

† short-wave pass (only wavelengths
lower than or equal to a specified
value are passed);

† long-wave pass (only wavelengths
greater than or equal to a specified
value are passed);

† band-pass (only an optical window is
allowed); and

† notch (only an optical window is
inhibited).

It is also possible to have a combination
of the above categories. The optical
filtering can be obtained by inserting
one or more filtering devices (as inter-
ferential films) into a fiber or creating a
filter directly on the fiber by the FBG
described above.

Isolators These are nonreciprocal two-port opti-
cal device in which the light flows in the
forward direction, and not in the reverse
one. The isolators are used to suppress

Figure 16 Principle scheme of an optical circulator.

Figure 14 Scheme of FBG production.

Figure 15 Transmission characteristic of FBG.
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backward reflections along an optical
fiber transmission line, while
having minimum insertion loss in the
forward direction. Fiber optic isolators
are commonly used to avoid back
reflections into laser diodes and
optical amplifiers, which can make the
laser and amplifiers oscillate unstably,
and cause noise in the fiber optic
transmission system.

Circulators These are passive components having
three or more ports numbered sequen-
tially ð1;2;…;nÞ through which optical
power is transmitted nonreciprocally
from port 1 to port 2,…, from port ðiÞ
to port ði þ 1Þ;… and from port n to
port 1 (Figure 16).

See also

Diffraction: Fresnel Diffraction. Optical Communication
Systems: Wavelength Division Multiplexing.
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Fiber gratings are periodic index variations inscribed
into the core of an optical fiber, and are important
devices for manipulating fiber guided light. Since their
first fabrication in the late 1970s, fiber grating use
and manufacture has increased significantly and they
are now employed commercially as optical filters,
reflectors and taps in telecommunications systems,

and as strain and temperature sensors in various
industries. We review optical fibers and the funda-
mentals of fiber grating characteristics as well as
fabrication. Finally we consider several of the major
industrial and scientific applications of fiber gratings.

Fiber Modes

A fiber grating couples light between the modes of an
optical fiber, and therefore a knowledge of these
modes is essential to understanding the characteristics
of fiber gratings. In what follows, we emphasize
single-mode fibers used near 1550 nm because these
are very important in most practical applications that
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use fiber gratings. A single-mode fiber can be viewed
as a thin cylinder of silica with a central raised index
region of small enough diameter so that only a single
mode is guided through total internal reflection at the
core boundary. The electric field (E-field) of the
fundamental mode propagating in the core is
described by a characteristic transverse E-field profile
and a propagation constant k:

E ¼ Eðr;wÞe2iðvt2kzÞ

½1�

k ¼ 2pneff

�
l

Here r and w are the radial and azimuthal directions, z
is measured longitudinally along the fiber, v is the
radial frequency, and l is the vacuum wavelength,
and the E-field points in the same direction every-
where. As the second equation indicates, the fiber
mode propagates in the fiber as though it has an
effective refractive index neff.

The silica cladding acts to isolate the core mode
from the outside, hence the core mode penetrates very
little into the cladding. However, if the outer cladding
surface allows total internal reflection, the cladding
may also guide light. Such ‘cladding modes’ are also
important in understanding fiber gratings, since the
grating couples the core mode with the cladding
modes. As shown in Figure 1, the cladding modes
extend outside the core into the cladding region, and
their effective index is therefore always less than that
of the core mode. We also note that in the case when
the outer coating of the fiber does not support total
internal reflection, ‘leaky’ cladding modes result. In
the limit that there is no reflection at the cladding

boundary a continuum of ‘radiation modes’ results.
Although these modes are not guided, they are
exploited in a variety of applications and can be
carefully tailored by a suitably designed fiber grating.
Note that the radiation and cladding modes exist
regardless of the presence of a grating; a grating
simply couples power from the core mode to the
cladding/radiation modes; the grating is typically only
a small perturbation on the index profile of the
waveguide and the corresponding mode fields.

Fiber Grating Theory

Fiber gratings are longitudinal periodic variations in
the refractive index (or, more generally, the dielectric
function) of the core and/or cladding of an optical
fiber. The scattering from any grating may be under-
stood simply by considering the scattering off each
successive period and adding these contributions
while taking the phase of the E-field into account.
Figure 2 illustrates this analysis in the case of a fiber
Bragg reflector. When the reflections from each period
of the grating add constructively, a strong back-
reflection results. This is known as Bragg reflection.
The condition for Bragg reflection is given by:

lBragg2neff ¼ Lgrating ½2�

Here lBragg is the vacuum wavelength of the light
(equivalent to its frequency, v ¼ 2pc=lÞ; neff is the
effective index of the mode, and Lgrating is the period
of the grating refractive index modulations. This
Bragg reflection is evident in a narrow dip in the

Figure 1 Fiber modes. Refractive index profile of a step index, single-mode fiber (dashed line). Radial profiles of mode E-fields of the

fundamental (LP01) core mode, guided within the raised index region defined by the core, and one of the many higher-order cladding

modes guided by the outer, air–silica interface. Also shown is a fiber indicating the ray paths for core, cladding, and radiation modes.
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transmission spectrum of the grating (see Figure 3a).
The ability of a fiber grating to selectively reflect the
core light at one wavelength is one of its most
important practical properties since it can be used as a
narrowband filter or reflector. As a fiber component,

the fiber grating has the advantage of compactness
and provides in-line wavelength filtering.

The condition for Bragg reflection may be
expressed more generally as a phase-matching con-
dition. Phase matching refers to the condition when
the phases of all the grating-scattered waves are the
same and there is constructive interference. More
specifically, this condition expresses the relationship
between the spatial frequencies of the incident light,
the scattered light, and the grating modulation,
necessary for constructive interference in the scat-
tered light. For a grating, the phase matching
condition may be expressed in terms of the grating
wavevector, Kgrating ¼ 2p=Lgrating and of the two
mode propagation constants, kincident and kscattered

(defined in eqn [1])

kincident 2 Kgrating ¼ kscattered ½3�

Using phase matching, we can understand the
various transmission spectra that result from fiber

Figure 3 Phase matching. Fiber grating resonances occur when the phase matching condition is satisfied: kinc 2 Kgrating ¼ kscat.

Propagation constants ðk ¼ 2pneff=lÞ of the fiber modes are indicated as hash marks on the vertical line. The region indicates the regime

of unguided radiation modes. The fiber grating is represented by its longitudinal spatial frequency (wavevector) Kgrating ¼ 2p=Lgrating;

whereLgrating is the period of the grating. Assuming an incident forward-going core mode, the grating wavevector then phase matches to

(a) counter-propagating core and cladding modes (fiber Bragg grating, FBG), (b) continuum of radiation modes, or (c) a copropagating

cladding mode (long-period grating, LPG).

Figure 2 Bragg reflection. Each period of the grating reflects a

small fraction of the incident light. When the period of the grating is

adjusted so that these reflections add coherently, a strong Bragg

reflection results and a narrow dip is observed in the transmission

spectrum of the fiber (see Figure 3a). As shown in Figures 3

and 4, Bragg reflection can also occur into cladding modes.

FIBER GRATINGS 503



gratings. Figure 3 shows the transmission character-
istic observed for core guided light in a single-mode
fiber containing three different types of gratings:
Bragg reflector, radiation mode coupler, and copro-
pagating mode coupler. Each grating has a different
type of phase matching condition. Figure 3 also
depicts the phase matching condition in eqn [3]
graphically. The vertical line contains a mark
representing the propagation constants, k, of modes
of a single mode fiber (both positive and negative for
the two propagation directions) and a solid black
region representing the radiation mode continuum.
Bragg reflection into backward-propagating core and
cladding modes occurs for short grating periods
ðKgrating , 2kcoreÞ: Such gratings are known as fiber
Bragg gratings (FBGs) and a typical transmission
spectrum with a strong Bragg reflection and several
cladding mode resonances is shown in Figure 3a (a
typical Bragg reflection spectrum is shown in Figure 8
below; the FBG grating period was ,500 nm). Core-
cladding mode reflection results in loss resonances
for wavelengths shorter than the core–core Bragg
reflection. When the grating period is very long (in
general, Kgrating , kcoreðncladding 2 1Þ=ncladding; typi-
cally Lgrating is ,1000 times that of an FBG), phase
matching to copropagating cladding modes occurs.
Such gratings are known as long-period gratings
(LPGs). A typical LPG spectrum is shown in Figure 3c.
The LPG resonance corresponds to coupling between
the core mode and a single copropagating cladding
mode. For wavevectors in between these two regimes,
coupling to the continuum of radiation modes is
possible. An example of such a grating spectrum is
shown in Figure 3b. We note that fiber cladding
modes can be either well guided (resulting in the
sharp grating resonances of Figure 3a) or poorly
guided (resulting in a broad continuum of Figure 3b)
depending on the fiber surface. The radiation mode
approximation is valid in the limit that the cladding
mode is very poorly guided (i.e., has high loss) within
the grating region.

While phase matching yields the resonance wave-
lengths of a fiber grating, the strengths of these
resonances must be derived from a full solution of
Maxwell’s equations. The most common approxi-
mation used in these calculations is known as coupled
mode theory (CMT). In CMT, the longitudinal
refractive index variation is assumed to be a small
perturbation to the waveguide modes, which results
only in a change in the propagation constant of the
modes but does not change the transverse dependence
of the mode E-fields (see eqn [1]). CMT then assumes
that the E-field amplitude of each mode varies slowly
(compared to wavelength) along the grating. A pair of
coupled equations relating the two mode amplitudes

as a function of position along the grating can then be
derived, and these allow for computation of the
grating reflection and transmission. The coupling
between two modes is determined by an overlap
integral k12 between the product of the E-fields of the
two modes (E1 and E2) and the periodic refractive
index variation:

k12 /
ðð

Area
E1ðr;fÞE2ðr;fÞdnðr;fÞ dA ½4�

where dn(r,f) is derived from the refractive index
modulation:

dnðr;f; zÞ ¼ dnðr;fÞ cosðKgratingzÞ ½5�

This overlap integral is useful because it allows for a
rough comparison of the strength of resonances for
different modes without the need to obtain a full
CMT solution. In the simple case of Bragg reflection
of the core mode in a standard single-mode fiber
(see Figure 1):

k ¼
pdnh

l
; ½6�

where h < 0:8 is the overlap integral of the core mode
intensity with the core.

To understand fiber grating spectra we first discuss
a ‘uniform’ Bragg grating, of length L. Such a grating
has uniform index modulation along its length and is
shown in Figure 4a. Depending on the length and
refractive index modulation of the grating, it may be
classified as either weak or strong. The division
between these two regimes may be understood by
considering the light scattered by each successive
period of the grating. The fraction of light scattered
from each period can be approximated by dn/2n using
the Snell’s law reflectance formula. The boundary
between a strong and a weak grating occurs when the
grating is either long enough or strong enough that
the sum of the scattering from all periods is of order 1.
This division may also be expressed in terms of k and
L: kL , 1:

In the weak limit, the incident light propagates
through the grating with very little scattering. In this
case, both the LPG and FBG resonances have
transmission spectra that are approximately related
to the Fourier transform of the grating index profile.
(For LPGs, this may not hold if modal dispersion is
large; see the discussion below.) In the case of a
uniform grating profile, this results in a 1 2 sinc2

wavelength dependence of the transmission spectrum
and a spectral width dl=l , Lgrating=L ¼ 1=Nperiods as
shown in Figure 4a. An important feature of the
uniform grating is the side lobes. The side lobes result
from the sudden ‘turn on’ of the grating. In the FBG,
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they can be understood as resonances of the effective
Fabry–Perot cavity defined by the sharp grating
boundaries.

In the strong limit, a substantial fraction of light is
scattered out of the incident mode, and the FBG and
LPG transmission spectra become different. As shown
in Figure 4a, the FBG spectrum widens to a width
determined only by dn: dl=l ¼ dn=n: The incident
light penetrates only a short distance ð, l=dnÞ into the
grating before being completely reflected. The strong
LPG, on the other hand, becomes ‘overcoupled’ as the
second mode is reconverted into the incident mode.
The result is a higher transmission for the incident
core mode (provided that the scattered mode propa-
gates without loss).

While uniform gratings are easy to model and
manufacture, most practical fiber gratings have a
nonuniform profile. In a nonuniform grating profile,
both the refractive index modulation amplitude,
dnAC(z), and the average effective index value,
dnDC(z), may vary along the fiber grating length:

dnðzÞ ¼ dnDCðzÞ þ dnACðzÞ cosðKgratingzÞ ½7�

By controlling the ac and dc index change, a
greatly improved filter may be fabricated. Figure 4b
shows the index profile and the grating transmission
spectrum of a fiber Bragg grating with an ‘unapo-
dized’ Gaussian profile. Note that due to the smooth
increase in modulation amplitude, the sidebands of
the uniform grating have been eliminated. However,
because the dc index (and hence Bragg condition) is
not constant within the grating, sharp resonant
structure is observed within the grating resonance.
This structure can be understood as Fabry–Perot
resonances in the cavity formed by the nonuniform
Bragg condition within the grating. Figure 4c shows
a grating with a ‘100% dc apodized’ Gaussian
profile. This grating has a constant dc refractive
index within the grating and therefore the resonance
is smooth and symmetric. Most useful bandpass
filters require a profile close to 100% apodization.
Although not shown in Figure 4, a smoothly varying
index profile also eliminates the sidelobes in LPG
resonances.

Other important types of nonuniform fiber gratings
include chirped fiber gratings and superstructure fiber
gratings. In a chirped fiber grating the grating period

Figure 4 Fiber Bragg grating refractive index profiles and spectra. (a) A uniform profile with transmission spectra for both strong and

weak index modulations. (b) An ‘unapodized’ Gaussian grating profile showing Fabry–Perot-like structure within the grating resonance.

(c) A ‘100% dc apodized’ Gaussian grating profile showing a symmetric transmission spectrum. (d) A superstructure grating exhibiting

four resonance peaks.
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slowly changes along the length of the grating. As
discussed below, chirped fiber gratings may be used as
chromatic dispersion compensators. They may also
be used as broadband reflectors. LPGs may also be
chirped to produce a broadband response. Super-
structure gratings have oscillations in the period
and/or amplitude of the refractive index modulations.
The resulting grating can have several resonance
peaks (see Figure 4d). The properties of nonuniform
gratings may be computed using CMT and also
understood intuitively using ‘band-diagrams’ and an
effective index model of the fiber grating response.

Grating spectra showing radiation mode coupling
are unlike FBGs or LPGs because there is no conver-
sion of the radiation modes back to the incident core
mode. The sharp resonances smooth out into a broad
continuum. The grating transmission spectrum
depends less on the refractive index profile of the
grating than on the overlap of the core mode and
grating with the radiation modes. Radiation mode
coupling is greatly affected by tilting the grating
planes with respect to the axis of the fiber. As dis-
cussed below, such tilted gratings may be designed as
loss filters and optical fiber taps. Grating tilt has also
been applied to decrease core mode back-reflection.

LPG resonances (and to some degree FBGs) may
also exhibit strong dependence on the modal dis-
persion (or variation of the propagation constant, k,
with wavelength). This wavelength dependence can
dominate the wavelength dependence arising from
CMT, making the resonance more or less narrow than
predicted by CMT without modal dispersion. In an
extreme case, very broadband LPG resonances
(40 nm) may be produced between the core mode
and a specially designed higher-order mode whose
propagation constant varies such that it is resonant
with the core mode over a large bandwidth.

Fiber Grating Fabrication

Photosensitivity

The key discovery leading to the study and practical
application of fiber gratings was the phenomenon of
UV-induced photosensitivity in the conventional
germanosilicate optical fibers used in telecommunica-
tions systems. UV irradiation of the germanosilicate
core region can produce refractive index changes in
the range 0.01 to 0.0001. Such refractive index
changes are large enough to produce useful filters and
reflectors. The refractive index change is most
efficiently produced by irradiation close to 242 nm
or around 193 nm, where germanosilicate glass has
strong absorptions. Numerous other dopants have
been shown to be photosensitive at wavelengths

ranging from 484 nm to 155 nm. These include P, Ce,
Pb, Sn, N, Sn-Ge, Sb, and Ge-B. Other dopants, such
as Al and F, show very little photosensitivity.

A second major discovery enabling practical
manufacture of fiber gratings was the effect of
‘hydrogen loading’. The fiber is placed in a pressur-
ized hydrogen atmosphere until molecular hydrogen
has diffused into the core region to a level of a few
mole percent (a level similar to that of the photosen-
sitive dopants). UV irradiation of the resulting fiber
produces index changes an order of magnitude larger
than in the unloaded fiber. Hydrogen loading allows
gratings to be easily imprinted in conventional single-
mode fibers, whose Ge content is too low to allow for
strong gratings. The increase in photosensitivity is
true for most photosensitive dopants. Index changes
in excess of 1022 have been produced with hydrogen
loading. In order to avoid increased OH absorption in
the telecommunications band (1520–1630 nm), deu-
terium (D2) is normally used in place of hydrogen.

The origins of UV photosensitivity are not fully
understood; however, at least two mechanisms are
agreed to contribute to the index change. Firstly, as is
evident from Figure 5, the UV absorption spectrum is
modified during UV exposure. This bleaching corre-
sponds to a change in refractive index in the infrared
which may be computed using the Kramers–Kronig
relations. In particular, the absorption band at

Figure 5 UV absorption spectrum of Ge-doped silica before

and after irradiation with 242 nm light, showing bleaching of the

Ge-oxygen deficient defect feature at 242 nm.
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242 nm resulting from germanium oxygen deficient
centers is bleached, indicating that these defects are
modified during exposure. The infrared index change
results both from this bleaching and from the change
in the UV absorption edge at ,190 nm. Secondly,
absorption of UV causes the silica matrix to contract.
This compaction and the resulting stress distribution
also change the refractive index.

Both mechanisms are enhanced by the presence of
hydrogen in the silica lattice. The hydrogen reacts with
oxygen, thus increasing the number of UV-absorbing
germanium oxygen-deficient centers. As a result, in
hydrogen loaded fibers, more of the Ge atoms
participate in the index change, explaining the large
increase in photosensitivity. The number of oxygen-
deficient defects may also be increased during fiber
manufacture by collapsing the fiber preform in a low-
oxygen atmosphere. Such fibers show increased
photosensitivity without the need for hydrogen load-
ing. Co-doping a Ge-doped fiber with boron has also
been shown to increase the level of photosensitivity of
a fiber for a given level of index change in the core.

An important aspect of UV-induced index changes
is that they require thermal annealing to ensure long-
term stability. Sufficient exposure to elevated tem-
peratures can completely erase the refractive index
change in some Ge-doped gratings. Gratings can be
completely erased by several hours of heating to
greater than 500 8C. Thermal stability has been
described by an activation energy model which
assumes a distribution of energies for the defects
giving rise to the refractive index change. Therefore,
at a given anneal temperature a fixed fraction of the

index change will quickly decay, leaving only stable
defects that easily survive at lower temperatures. By
annealing at several temperatures for a fixed time, a
relationship between temperature and time required
for a given refractive index decay may then be derived
and used in accelerated aging tests of fiber gratings.
For 20-year grating reliability of ,1% decrease
in UV-induced refractive index change, a typical
Ge-doped grating requires annealing at 140 8C for
12 hours.

Grating Inscription

The first method used in UV grating inscription is
known as ‘internal writing’. In this method light
propagating in the fiber causes a standing wave to
form within the core, and UV photosensitivity from a
two-photon process results in permanent grating
formation. Both LPG and FBG resonances have
been fabricated using this method. The technique is
inflexible, however, because the grating parameters
are not easily controlled.

Another important advance that made possible the
widespread use of fiber gratings is the ‘transverse side-
writing’ technique. In this method, a UV interference
pattern is projected through the side of the fiber onto
the core region. The first demonstration of this
technique employed a free space interferometer to
produce the UV fringes. A significant improvement on
this technique employs a zero-order nulled phase
mask to generate the interference pattern. The phase
mask acts to split the incident beam, and these two
then form the interference pattern. The method is
shown in Figure 6. The advantage of the phase mask

Figure 6 Phase mask fabrication of a fiber grating.
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technique is that the fringes are very stable, since the
UV beams propagate only a short distance. Another
important technique for writing fiber gratings is the
‘point-by point’ writing method. In a point-by-point
technique the UV interference pattern is modulated
and translated along a fiber in such a way that a long
grating may be formed. Although complex and
sensitive, such methods can yield gratings as long as
a few meters and also allow for the fabrication of
complex grating profiles. Point-by-point methods
have been used to fabricate broadband chirped
dispersion compensating gratings and Bragg reflec-
tors with very low dispersion.

LPGs may also be fabricated with UV irradiation.
An amplitude mask is typically used. Requirements
for beam coherence are greatly reduced because of
the long period (typically a few hundred microns).
Other techniques may also be used to fabricate LPGs.
The fiber may be periodically deformed by heating
or with periodic microbends. Dynamic LPGs may
also be produced by propagating acoustic waves
along the fiber.

Applications

Fiber gratings are key enabling technologies in a
number of important applications. In this section we
review these, highlighting the unique functionalities
that can be provided by fiber gratings.

Fiber Grating Strain and Temperature Sensitivity

Fiber gratings are sensitive to both strain and
temperature and may therefore be used as sensors.
Both LPG and FBG resonances change with strain
and temperature. LPGs show greater but more
complicated sensitivity and typically FBGs are used
in such applications. Strain sensitivity arises from the
fact that gratings are extended in length. Because
fibers are very thin (diameter ,125 mm), significant
extension is possible. A smaller strain sensitivity
arises from the stress optic effect. Typical sensitivity at
1550 nm is ,1 pm/1 m1 in FBGs. Temperature
sensitivity arises from temperature dependence of
the refractive index and gives rise to a change order
0.011 nm/8C of temperature change of the FBG. FBG
strain sensors have been applied to map stress
distributions and can be employed in a distributed
manner with many Bragg reflectors in one fiber being
examined with one detector.

These sensitivities may also be used to make fiber
grating filters tunable. Temperature changes are more
stable but typically give 1–2 nm of change in an FBG
resonance. Strain tuning is more difficult to package
commercially but can give up to 4 nm in extension

and more than 10 nm in compression. Passive
thermal stabilization of grating resonances may also
be achieved by designing packages in which strain
and temperature variations cancel each other.

Fiber Grating Stabilized Diode Lasers and Fiber
Lasers

One of the first important commercial applications of
fiber gratings was in stabilization of fiber coupled
diode lasers. Normally these lasers operate on several
cavity modes making the output unstable. If feedback
is provided in the form of a narrowband reflection
then the laser output will be only in this narrow
bandwidth. The fiber grating is implemented in the
fiber pigtail of the diode laser and typically provides a
few percent reflectivity over a bandwidth of ,1 nm.
The application is depicted schematically in Figure 7.

More generally, fiber gratings have been used to
realize fiber laser cavities and fiber distributed feed-
back lasers. One important example is the cascaded
Raman resonator fiber laser, in which several FBGs
recycle Raman pump light to produce high-power,
fiber coupled light at any design wavelength.

Optical Add/Drop Multiplexers

Another important commercial FBG application is
the optical add/drop multiplexer (see Figure 8). These
are key components in wavelength division multi-
plexed (WDM) networks. WDM networks transmit
large amounts of data through a single fiber by
modulating several optical carrier wavelengths and
sending all the wavelengths through a single fiber. The
optical add/drop multiplexer allows individual wave-
lengths to be added or dropped from a given fiber.

Fiber Bragg gratings are useful in this application
because of the very narrow resonances that are
achievable (typically a few tenths of a nm at
1550 nm). For wavelengths close to the Bragg
wavelength an FBG strongly reflects. The reflectivity
and bandwidth are determined by the depth of the
index modulation and grating length, as discussed
earlier. These degrees of freedom make fiber gratings
ideal filters to be used in wavelength division multi-
plexed lightwave networks, in which multiple chan-
nels are transmitted along long lengths of optical
fiber. Figure 8 illustrates schematically the principle of

Figure 7 Fiber Bragg grating stabilized diode laser. The fiber

grating reflector in the laser pigtail provides a small level of

feedback to stabilize the laser output power and wavelength.
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a fiber grating based add/drop multiplexer. The
grating is located between two three-port optical
circulators. (A circulator is a bulk optic element that
allows transmission only from port n to port n þ 1:Þ
Different channels are incident upon the grating from
the left and only one particular channel undergoes
reflection at the grating. Note that by carefully
designing the grating properties the reflectivity in
the adjacent channel can be made to be negligible.
This one channel is reflected and re-routed by the
three-port circulator. The remainder of the channels
are transmitted through the grating. The grating also
enables the ‘add’ functionality. In this case light
originating from a different part of the optical
network enters the link again through an optical
circulator and is reflected off the fiber grating.

Gain-Flattening Loss Filters

A primary strength of fiber gratings is the diversity of
filter shapes that is achievable through modification
of the grating profile. Gain-flatteners are an import-
ant application requiring such filter design. Gain-
flattening filters are important in WDM telecommu-
nications systems in order to smooth the wavelength
dependence of fiber amplifiers (such as Er or Raman
amplifiers). Both LPGs and FBGs may be employed as
gain flattening filters. The desired loss spectrum is
translated into a corresponding grating profile. LPGs
have the advantage of low return loss, but the LPG
resonance wavelengths and strengths are very sensi-
tive to the fiber geometry, making the computation of
the grating profile less accurate. FBGs may also be

used in both tilted and untilted form; however they
typically have back-reflections that require careful
fiber grating growth or an isolator to suppress back-
reflections. Figure 9 shows an example of a gain
equalizing loss filter using LPGs.

Dispersion Compensator

Chromatic dispersion can limit the transmission
distances and capacities of long-haul fiber links.
Chromatic dispersion arises from the variation in
propagation velocity with wavelength. An initially
sharp pulse is thus dispersed and begins to overlap
with adjacent pulses resulting in degraded signal
quality. A key technology for long-haul fiber links is
therefore ‘dispersion compensation’. The most com-
mon solution has been ‘dispersion compensating fiber’
(DCF), which is simply fiber in which the chromatic
dispersion has been engineered to be the exact
opposite of the dispersion in the fiber link. Limitations
of DCF include nonlinearities, higher-order dis-
persion, and lack of tunability. Fiber gratings offer
an alternative approach that overcomes the problems.

Fiber Bragg gratings can provide strong chromatic
dispersion when operated in reflection with a three-
port circulator (see Figure 10). In this case the grating
period is made to vary along the length of the grating.
This means that different wavelengths in a pulse
reflect at different positions in the grating. This gives
rise to wavelength-dependent group delay and there-
fore chromatic dispersion. The advantage of the fiber
grating compared to DCF is that the device can be
made to be very compact, with potentially lower

Figure 8 Top: Add/drop node employing fiber grating reflector. Bottom: characteristic reflection and transmission spectrum of an

add/drop fiber grating filter.
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insertion loss, reduced optical nonlinearity, and
controllable optical characteristics. In particular
fiber gratings offer the possibility of engineering the
chromatic dispersion to allow for compensation of
dispersion slope and other degradations such as
polarization mode dispersion.

Optical Monitors

Fiber gratings may also be employed as compact
optical taps coupling core guided light to the

radiation modes propagating outside the fiber (see
Figure 3b). When a conventional Bragg grating is
tilted with respect to the fiber axis it can scatter light
out of the fiber in a highly directional manner. The
angle of scatter is also wavelength dependent
because of the phase matching condition discussed
above. This wavelength dependence may form the
basis of a compact wavelength monitor. The fiber
grating is used to simultaneously couple light out of
the fiber and separate the wavelengths. A simple

Figure 9 Long-period grating gain equalizer. Several individual gratings (dashed line) are combined to produce the overall shape

(solid line).

Figure 10 Chirped fiber grating dispersion compensator.

510 FIBER GRATINGS



detector array can then measure a spectrum of all
the channels in a typical WDM system (see
Figure 11).

Fiber grating taps may also scatter light in a
polarization sensitive manner. This may be achieved
by tilting the fiber grating by 458 with respect to the
fiber axis. The resulting broadband taps may be
employed in compact polarization monitoring
schemes in which detectors are placed on the outside
of the fiber to detect light at specific polarizations.

Advanced Topic in Fiber Gratings

Fiber Gratings in Air–Silica Microstructured Optical
Fibers

Air–silica microstructure fibers (ASMFs), also known
as ‘holey’ fibers, are fibers with air regions running
along their length and allow for more complicated
modal properties than conventional silica-doped
fiber. It has been shown that fiber gratings can be
UV written into photosensitive regions of various
types of microstructure fibers. ASMF gratings open
new possibilities for fiber grating devices. In addition,
they are useful in studying the guidance properties of
ASMFs, because they can selectively excite higher-
order modes of the fiber. The phase matching
condition may be used to derive the effective indices
of the higher-order modes and mode profiles may be
recorded by imaging a cleaved surface. Such measure-
ments agree well with standard beam propagation
computations. Figure 12 shows an example of a mode
field image generated with a FBG.

One important application of ASMF gratings is a
widely tunable LPG filter. Such filters employ a
‘hybrid waveguide’ formed by infusing a polymer
into the air regions. Because the polymer index is
much more sensitive to temperature than silica, the
guidance properties of the cladding modes may be
tuned. Thus, widely tunable LPG filters may be
formed. Moreover, because the cladding modes are
confined within an ‘inner cladding’ such filters are
insensitive to external index, allowing for instance,

the use of on-fiber, thin film heaters for power-
efficient temperature tuning.

Nonlinear Optics in Fiber Gratings

The linear properties of fiber gratings are well
understood and as explained earlier lead to a number
of interesting phenomena and applications. When the
peak intensity of the optical field is very high a new
class of nonlinear effects can occur. These optical
nonlinearities arise from the intrinsic nonlinearity of
the material system in which the grating is inscribed.
In the case of optical fibers, the dominant nonlinearity
is third-order nonlinearity which manifests itself in
the refractive index of the material depending on the
peak intensity of the optical field: n ¼ n0 þ n2I: This
nonlinearity gives rise to a number of dramatic
nonlinear effects in fiber gratings, including all-
optical switching, bistability, multistability, soliton
generation, pulse compression, and wavelength
conversion.

To understand these effects we consider an intense
optical field incident upon a fiber grating with a
central wavelength tuned inside the stopband of the
grating where the reflectivity is high. At low
intensities the pulse is reflected and only a small
amount of light leaks through the grating. As the
intensity of the incident optical field is increased the
optical nonlinearity becomes significant and results in
shifting of the local Bragg wavelength of the grating.
This in turn can lead to an increase in transmission of
light through the grating and bistable operation.

Theoretical studies of the continuous wave non-
linear properties of periodic media show that such
media can exhibit switching as well as bistability and
multistability. This prediction has been confirmed

Figure 11 Fiber grating wavelength monitor. The fiber grating

acts to scatter light out of fiber and simultaneously disperse the

light.

Figure 12 Cross-section of an air–silica microstructure fiber

along with measured and simulated modes guided by the air

regions.
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experimentally in a variety of geometries, such as in
semiconductors, and in colloidal crystals. Experi-
ments studying nonlinear effects in gratings can also
be performed in optical fiber gratings. In these
experiments short optical pulses are typically used
in order to obtain the very high intensities. This has
several key advantages. The first of these is that long,
high-quality Bragg gratings can be permanently
imprinted into the core of optical fibers by side
illumination with interfering ultraviolet beams (see
above). This allows for very long interaction lengths
(compared to picosecond pulse lengths) and enables
nonlinear propagation phenomena to be studied in
detail. These include a number of propagation
phenomena, such as the formation and propagation
of Bragg solitons, modulational instability, and pulse
compression. The second advantage is that although
the nonlinearity is weak, it has a response time of the
order of a few femtoseconds, and thus acts essentially
instantaneously on the scale of all but the shortest
optical pulses. Finally, the ability to engineer the fiber
grating offers a number of unique geometries and
potential applications of nonlinear fiber gratings.

A key idea in the interpretation of nonlinear optics
in fiber Bragg gratings is the Bragg soliton. Briefly, in
these solitons the enormous dispersion provided by
the fiber Bragg grating is balanced by the fiber
nonlinearity. This is analogous to the optical soliton
that has been demonstrated in standard single-mode
fiber where the dispersion is predominantly associ-
ated with the intrinsic material properties of silica.
Since the dispersion of a Bragg grating can be five
orders of magnitude larger than that of unprocessed
fiber, Bragg solitons can be observed in gratings of
only a few centimeters in length, thus rivaling the
compactness of other soliton geometries, such as
spatial solitons. Of course this implies that the
required optical intensities to generate Bragg solitons
are correspondingly higher than in uniform media.

Figure 13 shows an example of experimental
results when the peak intensity of a pulse incident
upon a fiber grating was approximately 10 GW/cm2

and the incident pulse is tuned to the anomalous
dispersion regime of the grating. In particular,
Figure 13 shows the transmitted intensity versus
time for different values of detuning. By varying the
strain on the grating, we can change the detuning of
the input pulse, and thus tune to different points on
the dispersion curve. Note also from Figure 13 that
far from the photonic bandgap edge, where the
grating-induced dispersion is negligible, the pulse is
unaffected and propagates through the grating at the
speed of light. Closer to the edge of the photonic
bandgap the pulse is substantially compressed due to
the formation of a Bragg soliton. In addition to this

compression, the transmitted pulse is substantially
delayed in time as a result of the reduced group
velocity of the pulse propagating through the grating.

List of Units and Nomenclature

cw Continuous wave
FBG Fiber Bragg grating
LPG Long-period grating

See also

Detection: Fiber Sensors. Fiber and Guided Wave
Optics: Fabrication of Optical Fiber; Light Propagation;
Measuring Fiber Characteristics; Nonlinear Optics; Optical
Fiber Cables. Lasers: Optical Fiber Lasers. Optical
Amplifiers: Optical Amplifiers in Long-Haul Transmission
Systems. Optical Communication Systems: Architec-
tures of Optical Fiber Communication Systems; Basic
Concepts. Optical Materials: Optical Glasses. Photon
Picture of Light.
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Introduction

Coherent optical information processing is almost
entirely based on the Fourier-transform property of a
lens. A Fourier-transform lens is actually an ordinary
lens. If the input transparency is placed in the front
focal plane of the lens and illuminated with coherent
collimated light (planewave), the amplitude function
in the back focal plane of the lens will be the Fourier
transform of the input transparency as shown in
Figure 1. A coherent optical processor usually
consists of two lenses, as shown in Figure 2, thus it
performs two Fourier transforms successively. The
first lens transforms the input function from space
domain into frequency domain, and the second
lens transforms back the frequency function from
frequency domain to the output function in space
domain.

Fourier Transform Property of Lens

Recently, the Fourier-transform property of lenses
has been explained, simply using the concept of
linear system and geometrical optics. In contrast,
the Fourier-transform property of lenses is tra-
ditionally analyzed, based on the Fresnel–Kirchhoff
diffraction theory involving quadratic phase terms
(eqns [2] and [3]). In this article, we adopt the

simple geometrical theory based on geometrical
optics.

We start our discussion by looking at Figure 1.
Consider that a coherent point source is at the center
of the front focal plane of the lens, which is denoted
by plane ðx; yÞ: The point source generates a
collimated beam parallel to the optical axis. The
amplitude function at the back focal plane of the lens,
which is denoted by plane ðu; vÞ; can be described as
unity. Consequently, we can express mathematically:

f ðx; yÞ ¼ dðx; yÞ ½1�

Fðu; vÞ ¼ 1 ½2�

where f ðx; yÞ is the amplitude function in the front
focal plane, and Fðu; vÞ is the amplitude function in
the back focal plane.

If the point source shifts a distance a along the y-
axis, the amplitude function in the front focal plane is

f ðx; yÞ ¼ dðx; y þ aÞ ½3�

The off-axis point source generates a tilted collimated
beam. If we place a screen in the plane ðu; vÞ; we will
see uniform intensity across the screen similar to that
which would be seen when the source is centered on
the axis. Mathematically, it means:

lFðu; vÞl2 ¼ 1 ½4�

However, the phase of the amplitude function is not
uniform, since the collimated beam is not parallel to
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the optical axis. In other words, plane ðu; vÞ is not
parallel to the wavefront.

If the phase at the center of plane ðu; vÞ is
considered zero, the phase at any point at
plane ðu; vÞ can be calculated referring to Figure 3.
Using simple geometry, we know that

dðu; vÞ ¼
a

f
v ½5�

where dðu; vÞ is the optical path difference. Corre-
spondingly, the phase is

fðu; vÞ ¼
2p

lf
av ½6�

where l is the wavelength of light.
In complex representation, the amplitude function

is expressed as

Fðu; vÞ ¼ Aðu; vÞ exp½ifðu; vÞ� ½7�

where Aðu; vÞ and fðu; vÞ are magnitude and phase of
the amplitude function, respectively. From eqn [4],
we know that

Aðu; vÞ ¼ lFðu; vÞl ¼ 1 ½8�

Substituting eqns [8] and [6] into [7] yields

Fðu; vÞ ¼ exp

 
i
2p

lf
av

!
½9�

Equation [9] is the amplitude function in the back
focal plane of the lens, when the amplitude function
in the front focal plane of the lens is given by eqn [3].

Consider now that coordinate (x,y) is rotated by
angle a to new coordinates (x0,y0) as shown in
Figure 4a. The amplitude function in the front focal
plane now becomes

f ðx0
; y0Þ ¼ dðx0 þ p0

; y0 þ q0Þ ½10�

where

p0 ¼ a sin a ½11a�

q0 ¼ a cos a ½11b�

Correspondingly, coordinate ðu; vÞ is also rotated by
the same angle a to new coordinates ðu0; v0Þ as shown
in Figure 4b. The old coordinates u and v can be
described in terms of new coordinates u0 and v0 as
follow:

u ¼ u0 cos a2 v0 sin a ½12a�

v ¼ u0 sin aþ v0 cos a ½12b�

Figure 1 A lens Fourier-transforms amplitude function f ðx ; yÞ in

the front focal plane to amplitude function F ðu; vÞ in the back focal

plane.

Figure 2 A pair of lenses form 4-f coherent optical processor.

Figure 3 Calculation of phase function in the back focal plane

ðu; v Þ based on geometrical optics.

Figure 4 (a) Front focal plane coordinate system ðx ; yÞ is

rotated by a: (b) Similarly, back focal plane coordinate system

ðu; v Þ is rotated by a:
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Substituting eqn [12b] into eqn [6] yields

fðu0
; v0Þ ¼

2p

lf
aðu0 sin aþ v0 cos aÞ ½13�

Further, substituting eqns [11a] and [11b] into
[13] yields

fðu0
; v0Þ ¼

2p

lf
ðp0u0 þ q0v0Þ ½14�

Thus, the amplitude function in the back focal plane
of lens is

Fðu0
; v0Þ ¼ exp

"
i
2p

lf
ðp0u0 þ q0v0Þ

#
½15�

For convenience, we now change parameters x0 and
y0 to x and y; u0 and v0 to u and v; p0 and q0 to 2p and
2q: Equations [10] and [15] become

f ðx; yÞ ¼ dðx 2 p; y 2 qÞ ½16�

Fðu; vÞ ¼ exp

"
2 i

2p

lf
ðpu þ qvÞ

#
½17�

We may simply consider that f ðx; yÞ is an input
function and Fðu; vÞ is an output function of a system,
since they are both physically the same amplitude
functions. If there are two mutually coherent point
sources at ð0;0Þ and ð0;2aÞ with different amplitudes
k and l in the front focal plane, the input function is

f ðx; yÞ ¼ kdðx; yÞ þ ldðx; y þ aÞ ½18�

These two point sources will generate two collimated
beams. Since they are mutually coherent, two
collimated beams will interfere, and the resultant
amplitude function in the back focal plane is simply
the superposition of two beams, which is

Fðu; vÞ ¼ k þ l exp

 
i
2p

lf
av

!
½19�

Thus, the lens is a linear system when the light is
coherent. Furthermore, if input function f ðx; yÞ is a
group of mutually coherent point sources with differ-
ent amplitudes (i.e., an optical transparency illumina-
ted with a planewave), it can be expressed as follows:

f ðx; yÞ ¼
ðð1

21
f ðp; qÞdðx 2 p; y 2 qÞdp dq ½20�

Since the lens is a linear system, output function will
be the same superposition as follows:

Fðu;vÞ¼
ðð1

21
f ðp;qÞexp

"
2i

2p

lf
ðpuþqvÞ

#
dpdq ½21�

By again changing parameters p and q to x and y;
respectively, eqn [21] becomes

Fðu;vÞ¼
ðð1

21
f ðx;yÞexp

"
2i

2p

lf
ðxuþyvÞ

#
dxdy ½22�

which is the optical Fourier transform of the input
function f ðx;yÞ:

4-f Coherent Optical Processor

If the amplitude function in the front focal plane of a
lens is denoted by f ðx; yÞ; then the amplitude function
in the back focal plane is simply Fðu; vÞ given in
eqn [22], which is the Fourier transform of f ðx; yÞ:
Mathematically, f ðx; yÞ can also be derived from
Fðu; vÞ (eqn [4]). After neglecting the normalization
factor, it can be expressed as follows:

f ðx;yÞ ¼
ðð1

21
Fðu;vÞexp

"
i
2p

lf
ðxuþyvÞ

#
du dv ½23�

The normalization factor ð1=lf Þ2 is caused by the
coordinate scale factor lf in the Fourier-transform
plane ðu;vÞ:

Equations [22] and [23] are Fourier transform and
inverse Fourier transform, respectively. The operation
of Fourier transform is represented by a notation F{·};
and inverse Fourier transform is F21{·}:

Two Fourier transform lenses can be combined
into a two-lens processor, which is better known as a
4-f optical processor, as shown in Figure 2. Figure 2
illustrates the principle of a 4-f optical processor, in
which f ðx; yÞ; Fðu; vÞ; and f ðj;hÞ are amplitude
functions in input, Fourier transform, and output
planes, respectively. Since Fðu; vÞ is the function of
spatial frequency, Fourier-transform plane is also
called a frequency plane. Since a lens performs
only Fourier transform, to perform inverse Fourier
transform, the output plane must be rotated by
1808. Thus, orientations of j and h correspond to
2x and 2y:

In practice, f ðx; yÞ is represented by an optical
mask, which can be a film transparency or a spatial
light modulator. The optical mask with f ðx; yÞ
amplitude transmittance is illuminated with colli-
mated coherent light to produce the amplitude
function f ðx; yÞ: The Fourier transform Fðu; vÞ is
physically formed in the frequency plane. The
frequency content of the input function f ðx; yÞ can
be directly altered by placing an optical mask in the
frequency plane. Finally, an image with amplitude
function f ðj;hÞ is formed in the output plane. Notice
that all detectors, including our eyes, detect intensity
that is the square of amplitude.
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According to eqn [22], Fðu; vÞ can be expressed in
terms of f ðx; yÞ as

Fðu; vÞ ¼ F{f ðx; yÞ} ½24�

Similarly, the amplitude function in the output plane
must be

f ðx0
; y0Þ ¼ F{Fðu; vÞ} ½25�

where ðx0; y0Þ is the coordinate of the output plane
having the same orientation as ðx; yÞ in the input
plane. This function can be expressed in terms of
inverse Fourier transform as follows:

f ð2x0
;2y0Þ ¼ F21{Fðu; vÞ} ½26�

A rotated coordinate ðj;hÞ; shown in Figure 2,
substitutes ð2x0;2y0Þ; such that

f ðj;hÞ ¼ F21{Fðu; vÞ} ½27�

Thus, the successive operations can be simply
illustrated by the diagram shown in Figure 5.

Spatial Filtering

The origin of optical information processing can be
traced as far back as the work of Abbe of 125 years
ago. His interest at that time concerned the theory of
microscopy in order to establish a scientific approach
to microscope design. He found that a larger aperture
resulted in higher resolution. An object under the
microscope, whose size was of the order of the
wavelength of light, diffracted the illuminating light,
i.e., the straight light was bent. If the aperture of the
objective lens was not large enough to collect all of
the diffracted light, the image did not correspond
exactly to that object. Rather, it related to a fictitious
object whose complete diffracted light pattern
matched the one collected by the objective lens.
These lost portions are associated with the higher
spatial frequency. Their removal will result in a loss in
image sharpness and resolution. The basic ideas of
Abbe’s theory were later clarified in a series of
experiments by Porter in the early 1900s.

Since the late 1940s, the possibility of applying
coherent optical techniques to image processing had
been explored. In 1960, Cutrona et al. presented an
optical system using lenses to perform Fourier trans-
forms. Thus, every Fourier transformation in the

processor can be realized by a lens. The power of this
architecture is its capability of forming Fourier
spectra and also being cascaded.

Consider an image formed by an optical system
such as a camera; because of the error or limitation of
the system, the perfect point in the object may smear.
If we consider that the original object is the collection
of a large number of very fine points, the formed image
will be the collection of the same number of blurred
spots, instead offine points. Thus, the image formation
can be expressed by convolution. The blurred spot is
represented by the impulse response hðx; yÞ; which
is the characteristic of the optical system.

When the input is a point (an impulse), its
amplitude function is a delta function dðx; yÞ; and
the output amplitude function is hðx; yÞ: The observed
image is the intensity function lhðx; yÞl2: Since it
indicates the spread of a point, lhðx; yÞl2 is called
the point spread function.

The output image function oðx; yÞ is the convolu-
tion of input function f ðx; yÞ and the impulse response
hðx; yÞ as follows:

oðx; yÞ ¼
ðð1

21
f ðp;qÞhðx 2 p; y 2 qÞdp dq ½28�

Notice that hðx 2 p; y 2 qÞ is the blurred spot
centered at ðp;qÞ: Hðu; vÞ; Fðu; vÞ; and Oðu; vÞ are
Fourier transforms of hðx; yÞ; f ðx; yÞ; and oðx; yÞ;
respectively. Substitution of

hðx2p;y2qÞ¼
ðð1

21
Hðu;vÞ

£exp

"
i
2p

lf
½ðx2pÞuþðy2qÞv�

#
dudv

½29�

then

Fðu;vÞ¼
ðð1

21
f ðp;qÞexp

"
2 i

2p

lf
ðpuþqvÞ

#
dpdq

½30�

yields

oðx;yÞ¼
ðð1

21
Fðu;vÞHðu;vÞexp

"
i
2p

lf
ðxuþyvÞ

#
dudv

½31�

Since

oðx;yÞ¼
ðð1

21
Oðu;vÞexp

"
i
2p

lf
ðxuþyvÞ

#
dudv ½32�

we obtain

Oðu;vÞ¼Hðu;vÞFðu;vÞ ½33�

Figure 5 Block diagram of 4-f coherent optical processor.
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The function Hðu;vÞ; which is the Fourier trans-
form of the impulse response hðx;yÞ; is called transfer
function. Actually, Hðu;vÞ changes the spectrum
of input function Fðu;vÞ to become Oðu;vÞ and
the spectrum of the output function becomes
Hðu;vÞFðu;vÞ:

The first application of spatial filtering may be the
restoration of a photograph. The image formed by a
camera is a collection of spots. If the image is in focus,
the size of the spots is very fine, and thus the image
looks sharp. If the image is out of focus, the spot size
is fairly large and the image is blurred. Interestingly,
an out-of-focus image can be restored using spatial
filtering technique.

Consider that the original image is f ðx; yÞ: Because
it is out of focus, a point in the image becomes a spot
expressed by hðx; yÞ: If the image is in focus, hðx; yÞ is
a delta function. If the in-focus image is f ðx; yÞ; its
frequency function is Fðu; vÞ: The defocused image
oðx; yÞ is expressed by eqn [28], and its frequency
function is Fðu; vÞHðu; vÞ: To produce the in-focus
image, the frequency function must be Fðu; vÞ: Thus
Fðu; vÞHðu; vÞ must be multiplied by the filter function
of 1=Hðu; vÞ to produce Fðu; vÞ only. The filter of
1=Hðu; vÞ can be made from a photographic plate to
provide its magnitude, and a glass plate having two
values of thickness to provide þ1 and 21 signs.
The glass plate is essentially a phase filter. The
photographic plate with varying density function is
an amplitude filter. By passing frequency function
Fðu; vÞHðu; vÞ through the combination of amplitude
and phase filters, it will result in Fðu; vÞ only.
When Fðu; vÞ is again Fourier transformed by a lens,
an in-focus image f ðx; yÞ will be produced.

Complex Matched Spatial Filtering

The restoration of a photograph mentioned above,
utilizes the filter function 1=Hðu; vÞ; which has
positive and negative real values. We will see an
application in which the filter function is a complex
function. A complex function filter can be produced
by a single hologram, instead of using a combination
of a phase filter and an amplitude filter. The complex
matched spatial filter can perform a correlation, as
first demonstrated by Vander Lugt. The complex filter
is actually a Fourier transform hologram proposed by
Leith and Upatnieks.

The synthesis of a complex filter is shown in
Figure 6. First, a function gðx; yÞ is displayed in the
input plane by a transparency or spatial light
modulator and illuminated with a collimated coher-
ent light beam. Its Fourier-transform Gðu; vÞ is
generated in the back focal plane of the lens. The
hologram is made in the Fourier-transform plane by

recording the interference pattern of Gðu; vÞ and the
reference beam Rðu; vÞ: Rðu; vÞ is an oblique colli-
mated beam, having magnitude of unity, which is
expressed mathematically as

Rðu; vÞ ¼ expðiauÞ ½34�

and

a ¼
2p sin a

l
½35�

where a is the angle of the reference beam and l is the
wavelength of light.

The transmittance of the recorded hologram will be

Tðu; vÞ ¼ lGðu; vÞ þ Rðu; vÞl2

¼ lGðu; vÞl2 þ 1 þ Gðu; vÞ expð2iauÞ

þ Gpðu; vÞ expðiauÞ ½36�

where p denotes the complex conjugate. The holo-
gram, which is called a complex matched spatial filter,
is then placed back in the Fourier-transform plane, as
shown in Figure 7. A new input function f ðx; yÞ is
displayed in the input plane. The Fourier-transform of
input function, Fðu; vÞ will be generated in the
Fourier-transform plane. The amplitude of light,

Figure 6 Synthesis of complex matched spatial filter is the

recording of Fourier-transform hologram.

Figure 7 Optical processing using complex matched spatial

filter in a 4-f processor.
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immediately after the complex matched spatial
filter, is

Fðu; vÞTðu; vÞ ¼ ðlGðu; vÞl2 þ 1ÞFðu; vÞ

þ Fðu; vÞGðu; vÞ expð2iauÞ

þ Fðu; vÞGpðu; vÞ expðiauÞ ½37�

The second lens then produces the inverse
Fourier transform of Fðu; vÞTðu; vÞ in the output
plane:

F21{Fðu; vÞTðu; vÞ} ¼ F21{ðlGðu; vÞl2 þ 1ÞFðu; vÞ}

þ F21{Fðu; vÞGðu; vÞ expð2iauÞ}

þ F21{Fðu; vÞGpðu; vÞ expðiauÞ}

½38�

The first term will be at the center of the output
plane. The second and the third terms will appear
at ðb;0Þ and ð2b;0Þ in ðj;hÞ plane, respectively,
where

b ¼ f sin a ½39�

and f is the focal length of lens.
We are now in a position to analyze the in-

verse Fourier transform of Fðu; vÞGðu; vÞ and
Fðu; vÞGpðu; vÞ: Referring to eqns [28]– [33], the
inverse Fourier transform of Fðu; vÞGðu; vÞ is the
convolution of f ðj;hÞ and gðj;hÞ: Thus, the complex
matched spatial filtering can also be applied to the
restoration of photography mentioned previously
without using the combination of amplitude and
phase filters.

The inverse Fourier transform of Fðu; vÞGpðu; vÞ is
derived as follows:

o3ðj;hÞ ¼
ðð1

21
Fðu; vÞGpðu; vÞ

£ exp

"
i
2p

lf
ðju þ hvÞ

#
du dv ½40�

Substitute

Fðu; vÞ ¼
ðð1

21
f ða;bÞ

£ exp

"
2 i

2p

lf
ðau þ bvÞ

#
da db ½41�

and

Gpðu; vÞ ¼
ðð1

21
gpð2p;2qÞ

£ exp

"
2 i

2p

lf
ðpu þ qvÞ

#
dp dq ½42�

into eqn [40], one obtains

o3ðj;hÞ ¼
ðð1

21
f ða;bÞ

ðð1

21
gpð2p;2qÞ

£
ðð1

21
exp

"
i
2p

lf
ðj2 a2 pÞu

þ ðh2 b2 qÞv

#
du dv dp dq da db

o3ðj;hÞ ¼
ðð1

21
f ða;bÞ

ðð1

21
gpð2p;2qÞ

£ dðj2 a2 p;h2 b2 qÞdp dq da db

o3ðj;hÞ ¼
ðð1

21
f ða;bÞgpða2 j;b2 hÞda db ½43�

Equation [43] is the correlation of f ðx; yÞ and gðx; yÞ:
It is apparent that the correlation output o3ðj;hÞ will
achieve the maximum when f ðx; yÞ is identical to
gðx; yÞ: If f ðx; yÞ and gðx; yÞ are different, the
correlation function will be a flat function with
minor random fluctuation. Optical correlators using
complex matched spatial filters have been applied to
automatic pattern recognition.

Joint Transform Correlator

Alternatively, the joint transform correlator can
perform a correlation without recording a complex
matched spatial filter in advance. In addition to the
correlation, the joint transform correlator can also be
used as a general optical processor.

A transparency with amplitude transmittance
f ðx; yÞ is centered at ð2a;0Þ; and a second transpar-
ency with amplitude transmittance gðx; yÞ; is centered
at ða;0Þ: The two transparencies are illuminated by a
coherent collimated beam and jointly Fourier trans-
formed by a single lens as shown in Figure 8. In the
back focal plane of the lens, the amplitude function
Sðu; vÞ is

Sðu; vÞ ¼
ðð1

21
½f ðx þ a; yÞ þ gðx 2 a; yÞ�

£ exp

"
2 i

2p

lf
ðxu þ yvÞ

#
dx dy ½44�
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Sðu; vÞ is the joint Fourier spectrum of f ðx; yÞ and
gðx; yÞ: It can be written as

Sðu; vÞ ¼ Fðu; vÞ exp

"
i
2p

lf
au

#

þ Gðu; vÞ exp

"
2 i

2p

lf
au

#
½45�

where Fðu; vÞ and Gðu; vÞ are Fourier transforms of
f ðx; yÞ and gðx; yÞ; respectively.

If a square-law detector is placed in the back focal
plane of the lens, the recorded pattern of joint power
spectrum lSðu; vÞl2 is

lSðu; vÞl2 ¼ lFðu; vÞl2

þ Fðu; vÞGpðu; vÞ exp

"
i
4p

lf
au

#

þ Fpðu; vÞGðu; vÞ exp

"
2 i

4p

lf
au

#

þ lGðu; vÞl2 ½46�

where p denotes the complex conjugate. A photo-
graphic plate is a square-law detector and can be used
to record lSðu; vÞl2:When the developed plate is placed
in the input plane, as shown in Figure 9, the input
transmittance is lSðu; vÞl2 as given in eqn [46].

The inverse Fourier transform of the joint power
spectrum lSðu; vÞl2, in the back focal plane of the
lens, is

oðj;hÞ¼
ðð1

21
lSðu;vÞl2 exp

"
i
2p

lf
ðjuþhvÞ

#
dudv ½47�

which consists of four terms, according to eqn [46].
We now analyze this equation term by term. The first
term is

o1ðj;hÞ¼
ðð1

21
lFðu;vÞl2 exp

"
i
2p

lf
ðjuþhvÞ

#
dudv

½48�

which is the auto-correlation of f ðx;yÞ

o1ðj;hÞ¼
ðð1

21
f ða;bÞf pða2j;b2hÞdadb ½49�

The second term is

o2ðj;hÞ¼
ðð1

21
Fðu;vÞGpðu;vÞ exp

"
i
4p

lf
au

#

£ exp

"
i
2p

lf
ðjuþhvÞ

#
dudv ½50�

which is

o2ðj;hÞ¼
ðð1

21
f ða;bÞgp½a2ðjþ2aÞ;b2h�dadb

½51�

Equation [51] is the correlation between f ðx;yÞ and
gðx;yÞ; shifted by 22a in the j-axis direction.

Similarly, the third term will be the correlation
between gðx; yÞ and f ðx; yÞ; shifted by 2a in the j-axis
direction:

o3ðj;hÞ¼
ðð1

21
gða;bÞf p½a2ðj22aÞ;b2h�dadb ½52�

And the fourth term is

o4ðj;hÞ¼
ðð1

21
gða;bÞgpða2j;b2hÞdadb ½53�

which is the auto-correlation of gðx;yÞ and overlaps
with the first term at the center of the output plane.

From the analysis given above, it is understood that
the correlation of f ðx; yÞ and gðx; yÞ; and the
correlation of gðx; yÞ and f ðx; yÞ; are shifted by 22a
and 2a; respectively, along the j-axis. The correlation
outputs are centered at ð22a;0Þ and ð2a;0Þ in the
back focal plane of the lens. If f ðx; yÞ and gðx; yÞ are
the same, the two correlation outputs are identical.
The first and fourth terms are the autocorrelations of
f ðx; yÞ and gðx; yÞ; centered at ð0;0Þ: Thus the
second and third terms, which are correlation signals,
can be isolated. A versatile real-time joint transform

Figure 8 Joint Fourier transform of two input functions. Figure 9 Fourier transform of the joint power spectrum.
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correlator, using inexpensive liquid crystal televi-
sions, is widely used in laboratory demonstration.

See also

Information Processing: Coherent Analogue Optical
Processors. Spectroscopy: Fourier Transform Spec-
troscopy.
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Introduction

Lenses are carefully shaped pieces of transparent
material used to form images. The term ‘transparent’
does not necessarily mean that the lens is transmitting
visible light. The element germanium, well-known in
the transistor industry, is a light-gray opaque crystal
which forms images with infrared radiation, and
provides the optics for night-vision instruments. The
lenses used in cameras, telescopes, microscopes, and
other well-known applications, are made from special
glasses or – more recently – from plastics. Hundreds
of different optical glass formulas are listed in the
manufacturers’ catalogues. Plastics have come into
use in recent years because it is now possible to mold
them with high precision. The way in which lenses
form images has been studied for several hundred
years, resulting in an enormous and very complicated
literature. In this article, we show how this theory
can be simplified by introducing the restriction
that lenses are perfect. This limitation provides an
easy introduction to the image forming process. A
companion article Geometrical Optics: Aberrations,
will deal with imperfect components, showing

how their defects degrade images and how
corrections are made.

The Cardinal Points and Planes of
an Optical System

The location, size and orientation of an image are
items of information which a designer needs to know.
The nature of the image can be determined by a
simple model of an optical system, based on two
experimental observations. The first is well-known
and is pictured in Figure 1. Parallel rays of light
passing through a double convex lens (a simple
magnifying glass, for example) should meet at the
focal point or focus, designated as F0: For rays from
the right side of the lens, another such point F exists at
an equal distance from the lens. The other experiment
uses the lens to magnify (Figure 2a). The amount of
magnification decreases as the lens is brought closer
to ‘ISAAC NEWTON’ (Figure 2b), and when the lens
touches the paper, object and image are approxi-
mately the same size. The locations of object and
image corresponding to equality in size are called the
unit or principal points H and H0; respectively, and
the set of four points F; F0; H; and H0 are the cardinal
points. Therefore, the planes through these points
normal to the axis of the lens are the cardinal planes.
Figure 3 shows an object whose image we can now
determine. The coordinate orientation in this figure
may appear strange at first. It is customary in optics to
designate the lens axis as OZ, and the other two axes
form a right-handed system. The x-axis then lies in the



plane of the figure; the y-axis, coming out of the paper
and perpendicular to it, is not shown. The object, of
height x, is placed to the left of the focal point F: The
cardinal points occur in the order F; H; H0; F0; since
we expect – based on the experiment corresponding
to Figure 2 – that the unit points are very close to the
lens. Another fact to be demonstrated later is that H
and H0 are actually inside the lens. Two rays are
shown leaving the point P at the top of the object.
The ray which is parallel to the axis strikes the unit
plane through H and continues to the right,
completely missing the lens. The ray then meets the
unit plane through H0 at a point which must be a
distance x from the axis. To understand why, we
recognize that if the object were relocated so as to lie

on the object-space unit plane, the ray emerging at the
other unit plane will be at a distance x from the axis;
as required by the definition of these planes. We then
assume that the ray is bent or refracted at the unit
plane at H0 and proceeds to, and beyond, the focal
point F0: The second ray, from P through the focal
point F; is easily traced since the lens is indifferent to
the direction of the light. Assume temporarily that we
know the location of the image point P0: Let a parallel
ray leave this point and travel to the left. The
procedure just given indicates that this ray will strike
the unit plane at H0; emerge at the other unit plane, be
refracted so as to pass through F and reach the object
point P: Then reversing the direction of this ray, it will
start at P; emerge at the unit plane H0 and travel
parallel to the axis, intersecting the other ray at P0:

The distance between F and H is called the object
space focal length f ; with f 0 being the corresponding
image space quantity. Simple geometry, making use
of the similar triangles and the distances indicated in
this diagram, can be used to derive the Newton lens
equation or the equivalent Gauss lens equation.
Detailed derivations of these two equations will be
found in either of the sources listed in the Further
Reading at the end of this article. It is not usually
made clear in physics texts that these equations apply
only to the special case of a single, thin lens, and we
shall not apply them here. The image in this figure is
real, inverted, and reduced. That is, it is smaller than
the object, oriented in the opposite direction, and can
be projected onto a screen located at the image
position. This result can be verified by using an
ordinary magnifier to form the image of a distant
light source on a sheet of white paper.

Figure 2 Magnification by a double convex lens. The

magnification in (a) is reduced when the lens is brought closer

to the image (b).

Figure 3 Ray tracing using cardinal points and planes.

Figure 1 Focal points of a double convex lens.
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Paraxial Matrices

To consider how light rays behave in optical systems,
we introduce the index of refraction n of a material
medium, defined as the ratio of the velocity of light c
in a vacuum to its velocity v in that medium, or:

n ¼
c

v
½1�

The velocity of light in air is approximately the same
as it is in a vacuum. A light ray crossing the interface
between air and a denser medium such as glass will
be bent towards the normal to the surface. This is
the phenomenon of refraction and the amount
of bending is governed by Snell’s law, which has
the form:

n sin u ¼ n0 sin u 0 ½2�

where n and n0 are the indices of refraction of the two
media and u and u 0 are the angles as measured from
the normal. Figure 4 shows a ray of light leaving
an object point P and striking the first surface of a lens
at point P1: It is refracted there, and proceeds to the
second surface. All rays shown lie in the z, x-plane
or meridional plane, which passes through the
symmetry axis OZ. The amount of refraction is
specified by Snell’s law, eqn [2], which we shall now
simplify. The sine of an angle can be approximated
by the value of the angle itself, if this value is small
when expressed in radians (less than 0.1 rad), and

Snell’s law simplifies to

n1u1 ¼ n0
1u

0
1 ½3�

This is called the paraxial form of Snell’s law; the
word paraxial means ‘close to the axis’. It turns out,
however, that the Snell’s law angles are not con-
venient to work with, and we eliminate them with
the terms:

u1 ¼ a1 þ f; u 0
1 ¼ a0

1 þ f ½4�

where a1 is the angle which the incident ray makes
with the axis OZ, a0

1 is the corresponding angle for
the refracted ray, and f is the angle which the radius
r1 (the line from C to P1) of the lens surface makes at
the center of curvature C: This particular angle can be
specified as

sin f ¼
x1

r1

½5�

but using the paraxial approximation simplifies
this to

f ¼
x1

r1

½6�

Substituting for the angles gives

n0
1a

0
1 ¼

n1 2 n0
1

r1

þ n1a1 ½7�

Notice that the distance from the point P1 to the axis
is labeled as either x1 or x0

1: This strange notation
leads to the trivial relation

x1 ¼ x0
1 ½8�

and this can be combined with eqn [7] to obtain the
matrix equation:0

@ n0
1a

0
1

x0
1

1
A ¼

0
@ 1 2k1

0 1

1
A
0
@ n1a1

x1

1
A ½9�

where the constant k1 is called the refracting power
of surface 1 and is defined as

k1 ¼
n0

1 2 n1

r1

½10�

To review the procedure for matrix multiplication,
the first element n0

1a
0
1 in the one-column product

matrix is calculated by multiplying the upper
left-hand corner of the 2 £ 2 matrix with the first
element of the one-column matrix to its right,
obtaining 1ðn1a1Þ; and to this is added the product
2k1x1 of the upper right-hand element in the
2 £ 2 matrix and the second member of the
one-column matrix. This square matrix is calledFigure 4 Ray passing through a double convex lens.
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the refraction matrix R1 for surface 1, defined as

R1 ¼

0
@ 1 2k1

0 1

1
A ½11�

Next, we look at what happens to the ray as it
travels from surface 1 to surface 2. As it goes from
P1 to P2; its distance from the axis becomes

x2 ¼ x0
1 þ t01 tan a0

1 ½12�

or using the paraxial approximation for small
angles:

x2 ¼ x0
1 þ t01a

0
1 ½13�

Another approximation we shall use is to regard t01
as being equal to the distance between the lens
vertices V1 and V2: Using the identity:

a2 ¼ a0
1 ½14�

leads to a second matrix equation:0
@ n2a2

x2

1
A ¼

0
@ 1 0

t01=n
0
1 1

1
A
0
@ n0

1a
0
1

x0
1

1
A ½15�

where the 2 £ 2 translation matrix T21 is defined as

T21 ¼

0
@ 1 0

t01=n
0
1 1

1
A ½16�

To get an equation which combines a refraction
followed by a translation, we take the one-column
matrix on the left side of eqn [9] and substitute it
into eqn [15] to obtain0

@ n2a2

x2

1
A ¼ T21R1

0
@n1a1

x1

1
A ½17�

Note that the 2 £ 2 matrices appear in right to left
order and that the multiplication of two square
matrices is an extension of the rule given above. This
equation gives the location and slope of the ray
which strikes surface 2 after a refraction and a
translation. To continue the ray trace at surface 2,
we introduce a second refraction matrix R2 by
expressing k2 in terms of the two indices at this
surface and the radius. Then eqn [17] is extended to
give the relation:0

@n0
2a

0
2

x0
2

1
A ¼ R2T21R1

0
@ n1a1

x1

1
A ½18�

This process can obviously be applied to any number
of components. The product of the three 2 £ 2

matrices in the above equation is known as the
system matrix S21 and it completely specifies the
effect of the lens on the incident ray passing through
it. It is also written as

S21 ¼ R2T21R1 ¼

0
@ b 2a

2d c

1
A ½19�

where the four quantities a; b; c; and d are known as
the Gaussian constants. They are used extensively in
specifying the behavior of a lens or an optical
system. We now state the sign and notation
conventions which are necessary for the application
of paraxial matrix methods:

1. Light normally travels from left to right.
2. The optical systems we deal with are symmetrical

about the z-axis. The intersections of the refract-
ing or reflecting surfaces with this axis are the
vertices and are designated in the order encoun-
tered as V1; V2; etc.

3. Positive directions along the axes are measured
from the origin in the usual Cartesian fashion, so
that horizontal distances (that is, along the z-axis)
are positive if measured from left to right. Angles
are positive when measured up from the z-axis.

4. Quantities associated with the incident ray are
unprimed; those for the refracted ray are primed.

5. A subscript denotes the associated surface.
6. If the center of curvature of a surface is to its right,

the radius is positive, and vice versa.
7. There is a special rule for mirrors to be explained

below.

Using the Gaussian Constants

Figure 5 shows the double convex lens of Figure 4
with the assumed locations of the cardinal points
indicated. These positions, which we shall now
determine accurately, are at distances designated as
lF; l

0

F; lH; and l
0

H and are measured from the associated
vertex. The object position can be called t; a positive
quantity which is measured to the right from object to
the first vertex, or it can be called t1 if measured in the
opposite direction. For the first choice, the matrix
specifying the translation from object to lens will
have the quantity t=n1 in its lower left-hand corner.
However, it is both logical and convenient to use the
first vertex as the reference point. Hence, we replace
t=n1 in the translation matrix with the quantity
2t1=n1; and remember to specify t1 as a negative
number when calculating the image position. The
equation connecting object and image is obtained by
starting with this matrix, multiplying it by the system
matrix of eqn [19], and finally by a translation matrix
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corresponding to the translation t2
0 from lens to

image to obtain:

0
@ n0

2a
0
2

x0

1
A ¼

0
@ 1 0

t02=n
0
2 1

1
A
0
@ b 2a

2d c

1
A

�

0
@ 1 0

2t1=n1 1

1
A
0
@ n1a1

x

1
A ½20�

where a or a1 is the angle that the ray from the top
of the object makes with the z-axis. This equation
takes the initial value of the inclination a and of the
position x of the ray leaving the object, and
determines the final values, a0 and x0 at the image.
The product of the three 2 £ 2 matrices on the
right-hand side can be consolidated into a single
matrix called the object-image matrix SP0P: Then
eqn [20] can be written as

0
@ n0

2a
0
2

x0

1
A ¼ SP0P

0
@ n1a1

x

1
A ½21�

and this matrix has the complicated form:

SP0P ¼

0
BBBB@

b þ
at1

n1

2a

bt02
n2
0
þ

at1t02
n1n0

2

2 d 2
ct1

n1

c 2
at02
n0

2

1
CCCCA ½22�

If we put this matrix into the previous equation, we
obtain an unsatisfactory result: the value of x0 will
depend on the angle a1 made by the incident ray, as
can be seen by multiplying the two matrices on the
right side. The ratio of x0 to x is called the

magnification m; that is

m ¼
x0

x
½23�

A perfect image can be formed only if the
magnification is determined solely by the object
distance and the constants of the lens. To eliminate
this difficulty, the lower left-hand element in the
matrix, eqn [22] is required to be equal to zero, and
the magnification is then:

m ¼
x0

x
¼ c 2

at02
n0

2

½24�

The determinant of this matrix is unity, since it is
the product of three matrices whose individual
determinants are unity. It follows that

1

m
¼ b þ

at1

n1

½25�

so that 0
@ n0

2a
0
2

x0

1
A ¼

0
@ 1=m 2a

0 m

1
A
0
@ n1a1

x

1
A ½26�

Using the fact that the lower left-hand element of
the matrix eqn [22] is zero shows that

t02
n0

2

¼
d þ ct1=n1

b þ at1=n1

;
t1

n1

¼
d 2 bt02=n

0
2

2 c þ at02=n
0
2

½27�

This equation connects the object distance t1 with
the image distance t 0

2; both quantities being
measured from the appropriate vertex. This relation
is known as the generalized Gauss lens equation. It
applies to all lens systems, no matter how
complicated.

We can determine the location of the unit planes by
letting m ¼ 1: This t 0

2 in eqn [27] is the location l0H of
the image space unit plane, and it becomes

l0H ¼
n0

2ðc 2 1Þ

a
½28�

This relation expresses the location of the unit plane
on the image side as the distance from V2 to H0.
Similarly, the location of H with respect of V1 is

lH ¼
n1ð1 2 bÞ

a
½29�

To locate the focal planes, consider a set of parallel
rays coming from infinity and producing a point
image at F0: The terms containing t1 in eqn [27] are

Figure 5 Definitions of cardinal plane locations.
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much larger than d or b, and this relation becomes

l0F ¼
n0

2c

a
½30�

Letting t02 become infinite in the right-hand half of
eqn [27], the location of F is given by the equation

lF ¼
2n1b

a
½31�

The focal lengths f and f 0 shown in Figure 5 were
defined earlier as the distances between their
respective focal and unit planes. Hence

f 0 ¼ l0F 2 l0H ¼
n0

2

a
½32�

and

f ¼ lF 2 lH ¼
2n1

a
½33�

If we let n1 ¼ n0
2 ¼ 1 for air, these become

2f ¼ f 0 ¼
1

a
½34�

The Gaussian constant a is thus the reciprocal of the
focal length in air. Even when the lens is not in air, it is
still true that f 0 ¼ 2f if the lens is in a single medium.
It is also true regardless of whether or not the lens is
symmetric.

It is customary in optics to work with a consistent
set of units, such as centimeters or millimeters, and
the sign conventions used for x and y are the standard
Cartesian rules. As mentioned above, curved surfaces
which open to the right have a positive radius and
vice versa. As an example, let a double convex lens
have radii of 2.0 and 1.0, respectively, an index of
refraction of 1.5, and a thickness of 0.5. These
quantities are then denoted as

r1 ¼ þ2:0; r2 ¼ 21:0; t01 ¼ t2 ¼ þ0:5
½35�

n1 ¼ 1:0; n0
1 ¼ 1:5 ¼ n2; n0

2 ¼ 1:0

By eqn [10]:

k1 ¼
n0

1 2 n1

r1

¼
1:5 2 1:0

2:0
¼ 0:25 ½36�

and

k2 ¼
1:0 2 1:5

2 1:0
¼ 0:50 ½37�

The system matrix S21 is

S21 ¼R2T21R1

¼

0
@1 20:50

0 1

1
A
0
@ 1 0

0:5=1:5 1

1
A
0
@1 20:25

0 1

1
A

¼

0
@0:83 20:71

0:33 0:92

1
A ½38�

and we note that the determinant is

ð0:83Þð0:92Þ2 ð0:71Þð20:33Þ ¼1:00 ½39�

This property of the system matrix provides a very
useful check on the accuracy of matrix multiplica-
tions. The locations of the four cardinal points can be
determined from the formulas given above and their
locations are shown in the scale drawing of Figure 6.
Since we know how to locate the cardinal points of a
lens, we are in a position to ray trace in a precise
manner, using the method of Figure 3 and adding a
third ray. After locating F, H, H0, and F0, we no longer
need the lens; the cardinal planes with the proper
separation are fully equivalent to the lens they
replace. This is very much like what electrical engi-
neers do when they replace a complicated circuit with
a black box; this equivalent circuit behaves just like
the original. Ray tracing becomes more complicated
when we deal with diverging lenses (Figure 7), but the
procedure gives above still applies. Parallel rays
spread apart and do not come to a focus on the
right-hand side of the lens. However, if the refracted

Figure 6 Positions of cardinal planes for an asymmetric lens.
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rays are extended backwards, these extensions will
meet as indicated. This behavior can be verified
quantitatively by using the formulas developed
above. It will be found that F and F0 have exchanged
places, but H and H0 retain their original positions
inside the lens. If an object is placed between the
focal point F and the first vertex of a convex lens
(Figure 8), then our usual procedure produces two
rays which do not intersect in image space. The ray
from the object which is parallel to the axis is

refracted downward so that it does not intersect the
other ray in image space. However, the extensions to
the left of these two rays meet to form an image which
is erect, magnified, and virtual. This is the normal
action of a magnifying lens; the image can be seen but
cannot be projected onto a screen, unlike the real,
inverted image of Figure 3. This ray tracing diagram
confirms what would be seen when a double convex
lens is used to magnify an object lying close to the
lens. For the double concave lens of Figure 9, a
parallel ray leaves an object point P and is refracted
upward at the unit plane H0 in such a way that its
extension, rather than the ray itself, passes through F0.
The ray headed for F is refracted at H before it can
reach the object-space focal plane and becomes
parallel to the axis. The third ray, going from P to
H, emerges at H0 parallel to its original direction and
its extension to the left passes through the image
point P0 already determined by the intersection of
the other two rays. The resulting virtual image is
upright and reduced. All three rays in this diagram
behave exactly like the corresponding rays in
Figure 3; the only change is the use of the
extensions to locate the image. The eye receives the
diverging rays from P and believes that they are
coming from P0:

Nodal Points and Planes

Let a ray leave a point on the z-axis at an angle a1;

and have an angle a 0
2 when it reaches image space.

Figure 7 Ray tracing for a planar-concave lens.

Figure 8 Formation of a virtual image by a convex lens.

Figure 9 Formation of a virtual image by a concave lens.
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Since x ¼ 0 at the starting point, eqn [26] shows that

n0
2a

0
2 ¼ n1a1=m ½40�

The ratio of the final angle to the initial angle in this
equation is the angular magnification m; which is then

m ¼ n1=mn0
2 ½41�

The locations of object and image for unit angular
magnification are called the nodal points, labeled as N
and N0: The above definition shows that the linear and
angular magnification are reciprocals of one another
when object and image are in air or the same medium.
The procedure that located the unit points will show
that the nodal points have positions given by

lN
n1

¼
ðn0

2=n1Þ2 b

a
½42�

and

l0N
n0

2

¼
c 2 ðn1=n

0
2Þ

a
½43�

When the two indices are identical, these relations are
identical to those for the points H and H0. That is why
the rays from P to H and H0 to P0 in Figure 3 are
parallel.

Compound Lenses

A great advantage of the paraxial matrix method is
the ease of dealing with systems having a large
number of lenses. To start simply, consider the
cemented doublet of Figure 10: a pair of lenses for
which surface 2 of the first element and surface 1 of
the second element match perfectly. The parameters
of this doublet are given in the manner shown below.

It is understood that the first entry under r is r1; the
second entry is r2; and so on. Note that this doublet
has only three surfaces; if the two parts were
separated by an air space, producing an air-spaced
doublet, then there would be four surfaces to specify.
The values of the indices n0 and the spacings t0 are
placed between the values of r: The constants of the
doublet are then

r n0 t 0

1:0

1:500 0:5

22:0

1:632 0:4

1

½44�

Note that surface 3, which is flat, has a radius of
infinity. Numbering the vertices in the usual manner,
the system matrix is

S31 ¼ R3T32R2T21R1 ½45�

where

k2 ¼ ðn0
2 2 n2Þ

�
r2 ¼ ð1:632 2 1:500Þ

�
22:0 ½46�

Approximations for Thin Lenses

An advantage of paraxial matrix optics is the ease of
obtaining useful relations. For example, combining
the several expressions for the Gaussian constant a;
we obtain:

a ¼ 2
n1

f
¼

n0
2

f 0
¼ k1 þ k2 2

k1k2t01
n0

1

½47�

and using the definitions of k1 and k2 with the lens in
air leads to

1

f 0
¼ ðn0

1 2 1Þ

"
1

r1

2
1

r2

þ
ðn0

1 2 1Þt01
n0

1r1r2

#
½48�

which is the lensmakers’ equation. It tells how to find
the focal length of a lens from a knowledge of its
material and geometry. This derivation is much more
direct than what you will usually find. This equation
becomes simpler when we are dealing with thin
lenses – those for which the third term in brackets
can be neglected by assuming that the lens thicknessFigure 10 Specification for a cemented doublet.
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is approximately zero. Then

1

f 0
¼ ðn0

1 2 1Þ

"
1

r1

2
1

r2

#
½49�

which is the form often seen in texts. We then realize
that the original form is valid for lenses of any
thickness, but the thin lens form can be used if the
spacing is much less than the two radii. It is also seen
that when the thickness is approximately zero, then

b ¼ c ¼ 1 ½50�

and the unit planes have locations

lH ¼ l0H ¼ 0 ½51�

Thus, they are now coincident at the center of the
lens. A ray from any point on the object would pass
undeviated through the geometrical center of the lens,
as is often shown in the elementary books. These new
values of the Gaussian constants give a system matrix
of the form:

S21 ¼

0
@ 1 21=f 0

0 1

1
A ½52�

This matrix contains a single constant, the focal
length of the lens, so that the preliminary design of an
optical system is merely a matter of specifying the
focal length of the lenses involved and using the
resulting matrices to determine the object-image
relationship. We also note that this matrix looks
like a refraction matrix; the non-zero element is in the
upper right-hand corner. This implies that the
refraction–translation–refraction procedure that
actually occurs can be replaced, for a thin lens, by a
single refraction occurring at the coinciding unit
planes. Ophthalmologists take advantage of the thin
lens approximation by specifying focal lengths in
units called diopters. The reciprocal of the focal
length in meters determines its refraction power in
diopters. For example, a lens with f 0 ¼ 10 cm will be
a 10 diopter lens. If two lenses are placed in contact,
the combined power is the sum of the individual
powers, for multiplying matrices of the above form
gives the upper right-hand element as ð21=f 01 21=f 02Þ:

The Paraxial System for Design
or Analysis

The material given in this article can serve as the basis
for an organized way of taking the specifications of an
optical system and using them to gain a full under-
standing of this system. We shall demonstrate it
with a practical example which has some interesting

features. Chemical engineers have long known that
the index of refraction of a liquid can be determined
by observing the empty bore of a thick glass tube with
a telescope having a calibrated eyepiece and then
measuring the magnification of the bore when the
liquid flows through it. Consider a liquid with an
index of 1.333 and a tube with bore radius of 3 cm,
outer radius of 4 cm, and glass of index equal to
1.500. The first step is to specify the parameters of the
optical system. These are the radii r1 ¼ 23; r2 ¼ 24
and the thickness t01 ¼ 1; regarding the tube as a
concentric lens with an object to its left; the indices
n1 ¼ 4=3 (fractions are convenient), n0

1 ¼ 3=2; n0
2 ¼ 1:

Calculating the elements of the two refraction
matrices and the translation matrix, the system
matrix is

S21 ¼

0
@1 21=8

0 1

1
A
0
@ 1 0

2=3 1

1
A
0
@ 1 1=18

0 1

1
A ½53�

Multiplying, the Gaussian constants are

a ¼ 2=27; b ¼ 11=12; c ¼ 28=27; d ¼ 22=3 ½54�

An important check is to verify that bc 2 ad ¼ 1; as
is the case here. The expressions given previously
for the positions of the cardinal points then lead to
the values

lH ¼ 3=2; l0H ¼ 1=2; lF ¼ 216 1=2;

l0F ¼ 14; lN ¼ 23; l0N ¼ 24

½55�

These points are shown in Figure 11. Although the
same scale has been used for both horizontal and
vertical distances, this is usually not necessary; the
vertical scale, which merely serves to verify the
magnification, can be arbitrary. The entire liquid
column is the object in question, but it is simpler to
use a vertical radius as the object. Then the image,
generated as described in all the previous examples,

Figure 11 Ray tracing diagram for a thick-walled glass tube.
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coincides with the object and it is enlarged, erect,
and virtual. We confirm the image location shown by
using the generalized Gaussian lens equation, giving

t0 ¼


ð22=3Þ þ ð28=27Þð23Þ

�
ð4=3Þ

��

ð11=12Þ

þ ð2=27Þð23Þ
�
ð4=3Þ

�
¼ 24 ½56�

and this agrees with the sketch. The denominator of
this expression was shown to be the reciprocal of the
magnification 1=m with a value of 3/4, and m itself
can be calculated from t0 as c 2 at0 ¼ 4=3; this is
another important check on the accuracy of the
calculation; the sketch obeys this conclusion, and the
purpose of this analysis is confirmed.

Reflectors

To show how reflecting surfaces are handled with
matrices, consider a plane mirror located at the origin
and normal to the z-axis (Figure 12). The ray which
strikes it at an angle a1 leaves at an equal angle,
resulting in specular reflection. Since k ¼ 0 for a flat
surface, the refraction matrix reduces to the unit
matrix and by eqn [9]:

n0
1a

0
1 ¼ n1a1 ½57�

This contradicts Figure 12, since a1 and a0
1 are

opposite in sign.
If, however, we specify that

n0
1 ¼ 2n1 ½58�

then the difficulty is removed. Hence, reflections
involve a reversal of the sign on the index of
refraction, and two successive reflections restore the

original sign. For a mirror, the refraction power is

k1 ¼
n0

1 2 n1

r1

¼
21 2 ð1Þ

r1

¼ 2
2

r1

½59�

The system matrix for a single refracting surface thus
becomes

S11 ¼ R1 ¼

0
@ 1 2k1

0 1

1
A ¼

0
@ 1 2=r1

0 1

1
A ½60�

with

a ¼ 22=r1; b ¼ c ¼ 1; d ¼ 0 ½61�

The connection between object and image can be
expressed as

0
@n0

1a
0
1

x0
1

1
A¼

0
@ 1 0

t0=n0
1 1

1
A
0
@ b 2a

2d c

1
A
0
@ 1 0

2t=n1 1

1
A
0
@n1a1

x1

1
A

½62�

and using the same procedure that was applied
to eqns [28]–[31], the locations of the six cardinal
points are

lF ¼2n1b
�
a; l0F ¼n0

1c
�
a

lH ¼n1ð12bÞ
�
a; l0H ¼n0

1ðc21Þ
�
a ½63�

lN
n1

¼
ðn0

1

�
n1Þ2b

a
;

l0N
n0

1

¼
c2 ðn1

�
n0

1Þ

a

so that for the spherical mirror:

lF ¼
ð21Þð1Þ

22=r1

¼
r1

2
¼ l0F ½64�

lH ¼ l0H ¼0 ½65�

and

lN ¼
2121

22=r1

¼ r1 ½66�

but

l0N
21

¼
12 ð21Þ

22=r1

; l0N ¼ r1 ½67�

Since r1 is negative, these equations show that
the unit points lie on the vertex, the foci coincide
halfway between the center of curvature and theFigure 12 Specular reflection.
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vertex, and the nodal points are at this center. The
perfect focusing is a consequence of the paraxial
approximation. The true situation is presented in
Geometrical Optics: Aberrations. Ray tracing for
this mirror uses the procedure developed for lenses,
which applies to optical systems of any complexity.
Figure 13 shows an object to the left of the center of
curvature. The ray from P parallel to the axis goes to
H0 and then through F0, while the ray through F goes
to H and then becomes parallel to the axis. Their
intersection at P0 produces a real, inverted image. The
third set of rays represents something different: it
requires a knowledge of the nodal point locations.
The ray from P to N should be parallel to the ray from
N0 to P0; by definition; in this example, they meet this
requirement by being colinear.

As an example of the power of matrix optics to
simplify the design or analysis of an optical system
involving lenses and mirrors, consider an object that

is 15 units to the left of a converging lens, with focal
length f 0 ¼ 10: A concave mirror, of radius r1 ¼ 16; is
20 units to the right of the lens. The refraction
power of the mirror is k1 ¼ ð21 2 1Þ

�
2 16 ¼ 1=8

and using the thin lens form of the system matrix,
the combined matrix is

0
@1 21=8

0 1

1
A
0
@ 1 0

20 1

1
A
0
@1 21=10

0 1

1
A¼

0
@23=2 1=40

20 21

1
A ½68�

This gives the constants a; b; c; and d; from which we
find that the image is 24 4/9 units to the left of the
mirror, its magnification is 28/9, and it is inverted.
Compare the simplicity of this procedure with the
usual way of doing this calculation, which involves
first finding the image in the lens and then using that
image as a virtual object.

Conclusion

It has been shown that the use of paraxial matrices
provides a simple approach to an understanding of
the kind of optical systems that provide perfect images.
Further details and derivations of expressions given
here will be found in the Further Reading below.

See also

Geometrical Optics: Aberrations.

Further Reading

Brouwer W (1964) Matrix Methods in Optical Instrument
Design. New York: WA Benjamin.

Nussbaum A (1998) Optical System Design. Upper Saddle
River, NJ: Prentice-Hall.

Aberrations

A Nussbaum, University of Minnesota, Minneapolis,
MN, USA

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The article Geometrical Optics: Lenses and Mirrors,
describes image formation by components which are
optically perfect. The images may be magnified or
reduced and they may be erect or inverted, but they
are otherwise faithful replicas of the object. This
behavior is a consequence of ray tracing based on an

approximate or paraxial form of Snell’s law which we
write as

nu ¼ n0u 0 ½1�

where n and n0 are the indices of refraction on either
side of an interface and u and u 0 are the angles of
incidence and refraction. If, however, the following
exact form of Snell’s law:

n sin u ¼ n0 sin u 0 ½2�

governs the ray behavior, as is the case when the rays
have large inclinations with respect to the symmetry
axis, then it is necessary to devise a more involved ray

Figure 13 Ray tracing for a concave mirror.
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tracing procedure. Figure 1, which shows the first
surface of a lens, will be used to explain how this
procedure works. A ray leaves the object point P and
strikes the lens surface at the point P1: Rays which
lie completely in the plane ZOX are said to be
meridional; this is the plane which passes through the
symmetry axis, just as meridians on the Earth’s
surface are determined by planes through the
geographic axis. By regarding the various distances
in the figure as vectors, it is possible to start with the
initial coordinates of the ray and with the direction-
cosines which specify its slope and find the coordi-
nates of the point P0 where the ray strikes the lens
surface. A derivation of the equation governing this
process will be found in the text of A Nussbaum (see
Further Reading). This derivation involves only
elementary algebra and vector analysis, and will be
found simpler than the usual textbooks treatment of
ray tracing procedures. The equation is

T1 ¼
F

2 E þ
ffiffiffiffiffiffiffiffiffiffiffiffi
E2 2 c1F

p ½3�

where

E ¼ Bc1

�
2 ¼ c1 ðz 2 v1ÞN þ xL

� 	
2 N ½4�

and

F ¼ Cc1 ¼ c1 ðz 2 v1Þ
2 þ x2

h i
2 2ðz 2 v1Þ ½5�

Knowing the coordinates z and x of the starting point
P of the ray, as well as its starting cosines N and L;
plus the curvature c1 or radius r1 ¼ 1=c1 of the lens
surface and the location v1 of the surface’s vertex, we
can readily calculate the length T1 of the ray. Then its
components on the two axes give the coordinates of
P0: Next, we need to find the slope of the ray after it is
refracted at the lens surface, and this can be
calculated from Snell’s law combined with the
behavior of the incident and refracted rays regarded
as vectors. Again we invoke the reference cited above
for a derivation of the equations giving the value

of the direction-cosines after refraction; these
expressions are

n0
1N0

1 ¼ K1=c1 þ n1N1 2 K1z1 ½6�

and

n1L0
1 ¼ n1L1 2 K1x1 ½7�

where K1 is known as the refracting power and has
the definition

K1 ¼ c1ðn
0
1 cos u 0 2 n1 cos uÞ ½8�

The ray can now be traced to the next surface know-
ing the lens thickness, and then to the image plane.
These two sets of equations, when incorporated into a
computer program of about two dozen lines, will
trace meridional rays to any desired accuracy through
an optical system containing an arbitrary number of
lenses and spherical reflectors. As an example,
consider a symmetric double convex lens with radii
of 50 units at surface 1, 250 units at surface 2, a
thickness of 15 units, and an index of 1.50. Rays
parallel to the axis – one at 0.2 units above the axis, a
second one at 2 units above the axis, and a third one
at 20 units above the axis – are started well to the left
and traced to the paraxial focal plane, which is at
47.368 units from the second surface. The ray that is
0.2 units above the axis will cross the focal plane at
the axis; this is a paraxial ray, passing through the
paraxial focal point F 0: The ray which is 2 units above
the axis crosses the focal plane slightly below the
focal point, and is therefore not quite paraxial, while
the ray which starts at 20 units above the axis falls
well short of the focal point, intersecting the axis
before it reaches the focal plane. This behavior
indicates that the lens possesses a defect known as
spherical aberration and these calculations imply that
spherical aberration should be defined as the failure
of nonparaxial rays to conform to the behavior of
paraxial rays. This definition does not appear in
optics texts, and the few definitions that are given
appear to be incorrect. As clearly indicated in
Geometrical Optics: Lenses and Mirrors, the focal
point of a lens is strictly a paraxial concept and it is a
constant, obtainable from the parameters of the lens
or lens system. It is meaningless to speak of a focal
point as defined by a pair of nonparaxial rays; this
infinite set of ray-pairs determines a corresponding
number of intersection points, all of which fall short
of the true focal point F 0: This situation is nicely
illustrated by the next figure, which shows a large
number of parallel rays, the central ones being
paraxial and the others behaving differently. The
rays which are very close to the axis will meet as

Figure 1 Ray tracing in the meridional plane.
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expected at the focal point F 0: The rays a little farther
out – the intermediate rays – will cross the axis just a
little to the left of F 0; and those near the edge of the
lens – the marginal rays – will fall very short, as
indicated. Rotating this diagram about the axis, we
realize that spherical aberration produces a very
blurry circular image at the paraxial plane. The three-
dimensional envelope of the group of rays produced
by this rotation is known as the caustic surface and
the narrowest cross-section of this surface, slightly to
the left of the paraxial focal plane, is called the circle
of least confusion. If this location is chosen as the
image plane, then the amount of spherical aberration
can be reduced somewhat. Other methods of improv-
ing the image will be considered below. Figure 2 was
obtained by adding a graphics step to the computer
program described above. Figure 3 shows how to
define spherical aberration quantitatively. Two kinds
of aberration are specified in this figure. The place
where the ray crosses the axis, lying to the left of F 0; is
at a distance, measured from the paraxial focus,

called the longitudinal spherical aberration (LSA),
while the distance below the axis at the focal plane is
the transverse spherical aberration (TSA). To reduce
this aberration, note in Figure 2 that the amount of
refraction at the two surfaces of the lens for marginal
rays is not the same. Equalizing the refraction at the
two surfaces will improve the situation. Suppose we
alter the lens while keeping the index, thickness, and
focal length constant; only the radii will change. This
can be done if the new radii satisfy the paraxial
equation giving the focal length in terms of the lens
constants. The process of varying the shape of lens,
while holding the other parameters constant, is called
bending the lens. This can be easily accomplished by a
computer program, obtaining what are known as
optimal shape lenses, which are commercially avail-
able. To study their effect on spherical aberration,
define the shape factor s of a lens as

s ¼
r2 þ r1

r2 2 r1

½9�

from which s ¼ 0 for a symmetric lens ðr1 ¼ 2r2Þ.
Figure 4a shows the monitor screen for a symmetric
lens, and Figure 4b illustrates the result of lens
bending. This lens has had the curvature of the first
surface raised and the second surface has been
flattened to keep the focal length constant. Let us
now consider what lens designers can do about
spherical aberration. Brouwer in his book (see
Further Reading) gives the specifications for a
cemented doublet consisting of a double convex lens
followed by a lens with two concave surfaces.
The longitudinal spherical aberration of the front
lens alone varies as shown in Figure 5. The way that
the designer arranged for the marginal rays to meet at
the paraxial focus, rather than falling short, was to
recognize that a diverging lens following the front
element would refract the rays away from – rather
than closer to – the axis. When this second
component is added, we would expect the behavior
shown in Figure 6. Note that the value of LSA for the
doublet has been enormously reduced, as indicated
by the horizontal scale change. Spherical aberration
can be reduced in more elaborate systems as part
of the design process. Telescopes, in particular, make
use of corrector plates which are placed in front of the
large mirrors.

Coma

We have seen how to trace nonparaxial, meridional
rays and found that spherical aberration appears
because the intermediate and marginal rays do not
behave like the central rays. We now wish to deal

Figure 2 Spherical aberration for parallel meridional rays.

Figure 3 Definitions of transverse and longitudinal spherical

aberration.
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with rays that do not lie in a meridional plane; these
are nonmeridional or skew rays. Calculating the
behavior of such a ray would appear to be a
complicated problem, but it turns out to be a simple
extension of what has already been accomplished. Let
a skew ray start at an arbitrary point in space with
coordinates x; y; and z and let it have direction

cosines L; M; and N with respect to OX, OY, and OZ.
The points P and P1 in Figure 1 are now out of the
plane ZOX and when the vectors in this figure are
expressed as the sum of three, rather than
two, components, the equations given above for
meridional rays acquire terms in y and M which have
the same form as those for x and L: Now trace a set of
skew rays chosen to lie on a cylinder (Figure 7) which
is centered about the z-axis of a lens, so that all the
rays are meridional. These rays are fairly far from the
axis, so that they are also nonparaxial, but they all
meet at a common image point, forming a cone whose
apex is this image point. Then give this cylinder a
downward displacement while holding fixed the
intersection point of each ray with the dotted circle
on the front of the lens. The tilting of the cylinder
changes all its rays – except the top and the bottom
rays – from meridional to skew. In addition, the cone
on the image side will then tilt upwards; it should not
change in any other way if the skew rays continue to
meet at a well-defined apex. But this is not what
happens in a simple lens, as will now be explained.

Figure 5 Spherical aberration for a single lens.

Figure 6 Reduction of spherical aberration by a doublet.

Figure 7 Configuration used to illustrate coma.
Figure 4 Lens bending as performed numerically.

14 GEOMETRICAL OPTICS / Aberrations



Let the top and bottom meridional rays meet at a
point P in image space (Figure 8) and use this point to
determine the location of an image plane. The skew
ray just below the uppermost ray in Figure 7 will pass
through this plane fairly close to the intersection
point. Let us guess (and confirm later) that it will pass
through a point slightly to the right of P and a little
below it, as we observe this plane from the lens
position. This is point 1 in Figure 8. The next skew
ray on the front of the lens will strike the image plane
still farther below and to the right, producing point 2
in the figure. As we continue to trace these rays down
the front half of the circle, we realize that a ray almost
at the bottom of Figure 7 will have to be very close to
the lower meridional ray and that its image point is
just below but to the left of P; this is the point labeled
‘next-to-last’ in Figure 8. All of these points join to
form a closed curve. The back halves of the dotted
circle and of the ray cylinder are not shown in the
figure, but since we are again starting at P in Figure 8,
the pattern will repeat itself. That is, we get a second
closed curve which – by symmetry – should be
identical to the first curve. This is a most unusual
effect; double-valued phenomena are quite rare. To
confirm this prediction, we use the skew ray
equations, and trace the pattern formed by a set of
concentric cylinders of different sizes. The appear-
ance of the coma pattern generated by the computer is
shown in Figure 9. Each half-circle on the front side
of the lens produces a closed figure (an approxi-
mation to a circle) as an image. If coma were the only
aberration (when it is called ideal coma), the plots
would be the perfect, coinciding circles of Figure 10.
The comet-like shape explains where the name comes
from. We can picture the generation of these circles in
the way shown in this figure. The ray through the
geometrical center of the lens produces a point in
the paraxial focal plane. The top and bottom rays
(the meridional rays) from the circles of increasing
size produce points which define image planes that are
successively closer to the lens; this is a consequence of
spherical aberration. Moving the top ray parallel to
itself and along the half-circle generates the image
plane pattern. The lines tangential to the coma circles
make an angle of 608 with each other, as can be seen
by measurement on the computer output. Most optics

books look at coma in a way different from that given
here. Coma has been defined by WJ Smith (see
Further Reading) as the variation of magnification
with aperture, analogous to the definition of spherical
aberration as the variation of focal length with
aperture. And as was previously mentioned, focal
length and magnification are purely paraxial
concepts, not applicable to the description of aberra-
tions. The definition that comes from the arguments

Figure 8 Starting a coma plot.

Figure 9 Coma as calculated numerically.

Figure 10 Customary way of illustrating coma.
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given above is that coma is the failure of skew rays to
match the behavior of meridional rays, just as
spherical aberration is the failure of meridional rays
to match the behavior of paraxial rays. Most texts
show coma in its ideal form.

Astigmatism

We have shown that spherical aberration is the
failure of meridional rays to obey the paraxial
approximation and coma is the failure of skew rays
to match the behavior of meridional rays. To see the
connection between these two aberrations, consider
the object point P of Figure 11. This very
complicated diagram can actually be very helpful
in understanding the third of the five geometrical
aberrations. Let P be the source of a meridional fan:
this is the group of rays with the top ray labeled PA
and the bottom ray is PB. If the lens is completely
corrected for spherical aberration, this fan will have
a sharp image point P

0

T lying directly below the
z-axis. Now let P also be the source of a fan
bounded by the rays PC and PD. This fan is at right-
angles to the other one; we can think of these rays
as having the maximum skewness possible. If the
lens has no coma, this fan also will produce a sharp
image point P

0

s which, for a converging lens, will be
farther from the lens than the tangential focal point.

In other words, even though the lens has been fully
corrected for both aberrations, the two corrections
will not necessarily produce a common image. In the
figure, the meridional fan is called a tangential fan
and the skew fan is called a sagittal fan; these are
the terms commonly used by lens designers. The
failure of the sagittal and tangential rays to produce
a single image in a lens corrected for both spherical
aberration and coma is known as astigmatism.
Astigmatism, coma, and spherical aberration are
the point aberrations that an optical system can have.
We have already noted that spherical aberration is
the only one that can be associated with a point on
the z-axis; the others require an off-axis object.
Astigmatism is very common in the human eye; to
see how it shows up, look at the sagittal image point
P

0

s of Figure 11. This point is a distance zs, from the
x,y-plane. A plane through this point will have a line
image on it, the sagittal line, due to the tangential fan,
which has already come to a focus and is now
diverging. The converse effect, producing a tangential
line, occurs at the other image plane. If we locate an
image plane halfway between the two, then both fans
contribute to the image and in the ideal case it will be
a circle. As the image plane is moved forwards or
backwards, these images become ellipses and even-
tually reduce to a sagittal or a tangential line, as
shown in Figure 12. Because there are two different

Figure 11 Tangential and sagittal fans displaying astigmatism.

Figure 12 Astigmatic image patterns.
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image planes, an object with spokes (Figure 13) will
have an image for which the vertical lines are sharp
and the others get gradually poorer as they become
more horizontal, or vice versa, depending on which
image plane is chosen. Eye examinations detect
astigmatism if the spokes appear to go from black
to gray. This example of the effect of astigmatism was
often based on a radial pattern of arrows, which
explains the origin of the word sagittal, derived from
the Latin ‘sagitta’ for arrow.

Curvature of Field and Distortion

Having covered the three point aberrations, there are
two lens defects associated with extended objects.
If we move the object point P in Figure 11 closer to or
farther from the z-axis, we would expect the positions
of the tangential and sagittal focal planes to shift, for
it is only when the paraxial approximation holds that
these image points are independent of x: Hence, we
obtain the two curves of Figure 14, which shows what
astigmatism does to the image of a two-dimensional
object. If the astigmatism could be eliminated, the
effect would be to make these curved image planes
coincide, but we have no guarantee that the common
image will be flat, or paraxial. The resulting defect is
called Petzval curvature or curvature of field. For a
single lens, the Petzval surface can be flattened by a
stop in the proper place, and this is usually done in
inexpensive cameras. Petzval curvature is associated
with the z-axis. If we take the object in Figure 11 and
move it along the y-axis, then all rays leaving it are
skew and this introduces distortion, the aberration
associated with the coordinates normal to the
symmetry axis. Distortion is what causes vertical
lines to bulge outward (barrel distortion) or inward
(pincushion distortion) at the image plane, as shown
in Figure 15. A pinhole camera will have no
distortion, since there are no skew rays, and a single
thin lens with a small aperture will have very little.
Placing a stop near the lens to reduce astigmatism and
curvature of field introduces distortion because, as

shown in Figure 16a, the rays for object points far
from the axis are limited to off-center sections of the
lens. The situation in this figure corresponds to barrel
distortion; placing the stop on the other side of the
lens produces pincushioning. Distortion can be

Figure 13 Image degraded by astigmatism.

Figure 15 Barrel and pincushion distortion.

Figure 16 (a) Distortion-creating stop. (b) Symmetric-compo-

nent lens that reduces distortion.

Figure 14 Petzval of field curvature.
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therefore reduced by a design which consists of two
identical groupings (Figure 16b), with the iris
diaphragm placed between them; the distortion of
the front half cancels that of the back half. Figure 17
shows the output for a calculation using approximate
formulas rather than exact ray tracing. Note that the
designer has arranged for astigmatism to vanish at the
lens margin. This example indicates the nature of
astigmatism in a system for which the coma and the
spherical aberration are low but not necessarily zero;
it is the failure of the tangential and sagittal image
planes to coincide.

Nonspherical Surfaces

So far, we have considered optical systems that use
only spherical or plane reflecting and refracting
surfaces. However, many astronomical telescopes
use parabolic and hyperbolic surfaces. In recent
years, nonspherical or aspheric glass lenses have
become more common because they can be mass
produced by computer-controlled machinery and
plastic lenses can be molded with very strict
tolerances. Ray tracing procedures given above can
easily be extended to the simplest kind of aspheric
surfaces: the conic sections. Iterative procedures may
be applied to surfaces more complicated than the
conic sections. A well-known example is the curved
mirror; a spherical reflecting surface will have all the
aberrations mentioned here, but a parabolic mirror
will bring parallel rays to a perfect focus at the
paraxial focal point, thus eliminating the spherical
aberration. Headlamp reflectors in automobiles are a
well-known example. A plano-convex lens with this
defect corrected will be one whose first surface is flat
and whose second surface is a hyperbola with its
eccentricity equal to the index of refraction of the

glass composing the lens. One form of astronomical
telescope, which has a large primary concave mirror
to collect the light and reflect it back to a smaller
secondary convex mirror, is the Ritchey–Chrétien
design of 1924. Both mirrors are hyperbolic in
shape, completely eliminating spherical aberration.
This is the design of the Hubble space telescope.
The two-meter diameter primary mirror, formed by
starting with a spherical mirror and converted to a
hyperbola by computer-controlled polishing, was
originally fabricated incorrectly and caused spherical
aberration. From a knowledge of the computer
calculations, it was possible to design, build, and
place in orbit a large correcting optical element
which removed all the aberrations from the
emerging image.

Conclusion

The three-point aberrations and the two extended
object aberrations have been defined and illustrated.
Simple ways of reducing them have been mentioned,
but the best way of dealing with aberrations is in the
process of lens design. In addition, there is a
completely separate defect known as chromatic
aberration. All the above calculations are based on
ray tracing for a single wavelength (or color) of visible
light. However, the index of refraction of a transpar-
ent material varies with the wavelength of the light
passing through it, and a design good for one value of
the wavelength will give an out-of-focus image for
any other wavelength. It has been known for many
years that an optical system composed of two
different kinds of glass will provide a complete
correction for two colors – usually red and blue –
and other colors will be partially corrected. Such
lenses are said to be achromatic. For highly demand-
ing applications, such as faithful color reproductions

Figure 17 Reduction of astigmatism through design.
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of works of art, it is possible to design elaborate and
expensive lenses which correct for yellow light as
well. This kind of optical system is said to be
apochromatic. With perfect imaging at the two ends
and the middle of the visible spectrum, the color error
elsewhere is virtually nonexistent. As an example of a
design which is free of all aberrations – geometric
and chromatic – Figure 18 shows the ray trace for a

high-power aberration-free and apochromatic micro-
scope objective. Note that the trace shows parallel
rays brought to a focus inside the cover glass; in use,
the light source would be a point on the slide and the
light would converge at the eyepiece.

See also

Geometrical Optics: Lenses and Mirrors; Prisms.
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Introduction

Prisms are solid structures made from a transparent
material (usually glass). Figure 1 shows the simplest
type of prism – one that has many uses. The vertical
sides are two identical rectangles at right angles to
each other and a larger third rectangle is at 458 to the
other two. The top and bottom are 458–458–908
triangles. The most common applications of
prisms are:

1. To bend light in a specified direction
2. To fold an optical system into a smaller space
3. To provide proper image orientation
4. To combine or split optical beams, using partially

reflecting surfaces
5. To disperse light in optical instruments such as

spectrographs.

Single Prisms as Reflectors

A prism like that of Figure 1 can act as a very effective
reflector; it is more efficient than a mirror since there
is no metal coating to absorb light. Figure 2 shows a

light ray entering the prism at right angles to one of
the smaller sides, reflected at the larger side, and
emerging at right angles to the other small side. The
path shown is determined by Snell’s law. This law has
the form:

n sin u ¼ n0 sin u 0 ½1�

Figure 1 A 45–45–90 degree prism.

Figure 18 High-power high-resolution microscope objective.
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This indicates that a ray of light making an angle u to
the normal at the interface between media of indices
of refraction n and n0; will be refracted and the angle
to the normal becomes u 0: Notice that the light ray
strikes the surface where the reflection takes place at
an angle of 458 to the normal; this angle is too large to
permit it to emerge from the prism after refraction. To
understand why, we recognize that when the ray is
able to leave the glass, Snell’s law requires that the
emerging angle be larger than the incident angle.
The largest possible incident angle – known as the
critical angle – will correspond to an emerging angle
of 908; that is, this ray will be parallel to the interface.
For an index of 1.50, as an example, the critical
angle uc satisfies Snell’s law in the form:

1:5 sin uc ¼ 1:0 sin 908 ½2�

from which uc ¼ 41.88. The ray shown in the figure
will therefore remain in the glass. Furthermore, since
the indices appearing on both sides of Snell’s law
are now those of the glass, then the incident and
refracted angles must be identical, and the prism
reflects the ray in the same way that a mirror would.
This phenomenon is known as total internal
reflection.

This prism has an important application as an
optical component of a fingerprint machine, whose
action depends on modifying the total internal
reflection which normally occurs. Figure 3 shows
the prism and the reflecting behavior of Figure 2, with
a person’s finger pressed against the long side. When
the ray strikes a place on the surface corresponding
to a valley in the fingerprint pattern, the index at this
region is that of air, and the ray is reflected in the usual
manner. But a ray striking a portion of the prism
which lies immediately below a raised section of the
skin will make an angle with the normal which is now
smaller than the critical angle, since the index is much
greater than that of air, so that the ray will cross the
interface and be absorbed by the finger. The reflected
beam, with the fingerprint pattern sharply repro-
duced, is sent to a detector and the resulting signal

goes to a computer, where it is processed and used to
drive a printer. The fingerprint cards generated by this
kind of equipment are sharper than those done by the
traditional smeared-ink method. It is possible to
observe the phenomenon just described by looking at
your fingers while holding a glass of water – the
fingerprints will show up in an enhanced manner.
In addition to the better quality, the manufacturer of
one version of this equipment has incorporated a
feature in their computer program which can detect
attempts by the person being fingerprinted to degrade
the image.

A more elaborate single prism – one with five
sides – is the pentaprism of Figure 4, used extensively
in single lens reflex cameras. This prism does not take
advantage of the total internal reflection process, as
described above. Below the bottom face is a mirror at
a 458 angle. Light from the camera’s lens is reflected
upward and emerges from the left-hand face where
the scene being photographed is observed by the eye.

Figure 2 Total internal reflection by a prism.

Figure 3 Use of a prism to produce a fingerprint.

Figure 4 A pentaprism.
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Since there are two reflections, the reversal caused by
a single mirror is eliminated. The camera’s mirror is
hinged and when the exposure button is pressed, it
flies up and the incoming light can reach the film. The
two reflecting faces, which lie at an angle of 458 to
one another (Figure 5), are coated. To see why this is
necessary, note that the two angles in the isosceles
triangle formed by the light ray and the face
extensions must equal (1808 2 458)/2 or 67.58. This
ray must then lie at an angle of 908 2 67.58 to the
normal, or 22.58, which is much less than the critical
angle needed for reflection.

There are at least a dozen other forms of prism
which have been designed and used. For example, the
Amici prism (Figure 6) is a truncated right-angle
prism with a roof section added to the hypotenuse
face. It splits the image down the middle and thereby
interchanges the right and left portions. These prisms
must be very carefully made to avoid producing a
double image. One use is in telescopes to correct the
reversal of an image.

Double Prism Reflectors

Another extensive application of prisms is their use
in pairs as components of telescopes and binoculars.
The most widely used is a pair of Porro prisms: two

right angle prisms arranged as shown in Figure 7.
The double change in direction has two effects; it
eliminates image reversal and it shortens the spacing
between objective and eyepiece lenses, making the
binoculars lighter and more compact. It is possible to
calculate how light rays behave in Porro prisms with
a ray tracing procedure. This method involves the
use of 4 £ 4 matrices and its development is rather
complicated. A simple understanding of the way
light passes through this optical component can be
based on Figure 8, which shows the two prisms
separated for clarity. An arbitrary ray (the heavy
line) coming from the object will be reflected at a 458
angle at each of the four faces that it strikes. Using
two line segments at right angles as an object, the ray
from the top of the vertical arrow and the ray from
the end of the horizontal arrow will behave as
indicated. The image is then identical to the object
but rotated by 1808. Since the optics of the
binoculars – the combined effect of the objective
and the eyepiece – result in an inverted image, the
Porro prism corrects this problem.

Figure 5 Action of coated faces of a pentaprism.

Figure 6 Amici prism.

Figure 7 A pair of Porro prisms.

Figure 8 Action of Porro prisms.
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Prisms as Instruments

Prisms are the crucial optical element in many
laboratory instruments. To show how they can be
used to measure the index of refraction of transparent
materials – solids or liquids – consider the prism of
Figure 9, with apex angle A: Light comes to the prism
at an incident angle i; enters the prism at the angle of
refraction r; crosses the prism and is refracted a
second time when it emerges, the associated angles
being designated as r 0 and i 0: When the ray leaves the
prism, it is traveling in a direction which represents
an angular deviation d from its original orientation.
This deviation is the sum of the individual changes
in direction at each face, or

d ¼ ði 2 rÞ þ ðr 0 2 i 0Þ ½3�

For the triangle formed by the projected normals,
which meet at the angle A:

r ¼ r 0 þ A ½4�

Hence

d ¼ i þ i 0 2 A ½5�

The minimum value of the deviation is an important
property of the prism; we find it by differentiation
to obtain:

dd ¼ di þ di 0 ¼ 0 ½6�

Differentiation of the form of Snell’s law valid at each
interface, namely:

sin i ¼ n sin r; sin i 0 ¼ n sin r 0 ½7�

gives

di ¼ n cos r dr
�
cos i ½8�

di 0 ¼ n cos r 0 dr 0
�
cos i 0

¼ n cos r 0 dr
�
cos i 0 ½9�

where dr 0 can be replaced by dr, as obtained from the
equation connecting r, r 0, and A. It now follows that:

dd ¼ n
h
{cos r

�p
ð1 2 n2 sin2rÞ}

2 {cosðA 2 rÞ
�p�

1 2 n2sin2ðA 2 rÞ}
i
dr ¼ 0

½10�

from which

cos2r{1 2 n2 sin2ðA 2 rÞ}

¼ cos2ðA 2 rÞ{1 2 n2 sin2r} ½11�

or:

cos2r ¼ cos2ðA 2 rÞ ½12�

and finally:

r ¼ A=2; r 0 ¼ A=2; i 0 ¼ i ½13�

The differentiation thus leads to the conclusion that
the ray enters and leaves the prism in a symmetrical
manner. The amount of deviation is now:

d ¼ 2i 2 A ½14�

or:

i ¼ ðdþ AÞ=2 ½15�

and:

n ¼ sin i
�
sin r ¼ sin{ðdþ AÞ=2}

�
sinðA=2Þ ½16�

Using this expression to calculate n as a function of d,
it is found that d is a minimum, so that a measurement
of the minimum deviation produced by a prism gives
the value of its index of refraction in a direct and
accurate way. This method can also be used for
liquids; a triangular glass cell with walls of reasonable
thickness is made very accurately and used to measure
d. The refraction due to the walls does not affect
the measurement, since the refraction occurring at the
entrance wall is equal but opposite to that at the
exit wall.

The description of prism behavior given so far
assumes that we are dealing with monochromatic
light; that is light of a single wavelength or singleFigure 9 Calculation of prism deviation.
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color in the visible spectrum. However, the index n of
a prism varies with wavelength and white light
passing through a prism will undergo dispersion –
each component of a beam will emerge at a different
angle and can be observed. The prisms that are part of
expensive glass chandeliers display such an effect.
This property of a prism is used in spectrometers –
instruments which can measure the wavelength of
light. Figure 10 shows a schematic diagram of this
kind of instrument of high quality. Note that the light
is brought into and taken out of the spectrometer

with doublets. As shown in Geometrical Optics:
Aberrations, doublets can be designed to be achro-
matic – that is, they focus light throughout
the spectrum in approximately the same way.
Various kinds of spectrometers have been put into
use, with the ability to resolve closely spaced
wavelengths being a crucial factor in the design.

See also

Geometrical Optics: Aberrations; Lenses and Mirrors.
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Figure 10 A prism spectrometer.
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Introduction

Holography captures the phase and amplitude of light
reflected from, or transmitted through, an object. In
visual terms it captures ‘true’ three-dimensional space
and any objects which are placed within that space.
This is very different from the various optical
illusions, including perspective drawing and painting,
which ‘trick’ the eye into thinking it is seeing a
dimensional image on a flat surface. Not surprisingly,
artists have been intrigued by display holography
since reports about it became more public in the
early 1960s.

Since much of the information about the
holographic process was originally published in
professional scientific and optics journals, which the
artistic community rarely read, or had access to, the
transfer of practical information from optical scientist
to visual artist was slow. As less technical reports
about holography began to appear in publications,
such as Scientific American, and art journals, such as
Leonardo, more artists became aware of the possi-
bilities holography offered. It is now over 50 years
since its invention by Dennis Gabor, and art
holography can be found in public and private

collections around the world, ranging from major
museums, through academic art galleries to large
individual collections.

For the purpose of this article, holography can be
defined as a section of a broad optical field,
encompassing display holograms produced by
artists, creative individuals, and groups. These
works are often produced through independent or
self-driven research, but can also be the result of a
commissioned project. Holographic art works tend
not to be produced specifically for commercial gain
(although some do sell for large amounts and can be
editioned in the same way prints or photographs, to
increase their salability or make them more acces-
sible to a wider audience). It is incredibly difficult to
assess the number of artists working in this field
today, as no specific research has been carried out,
but it can be estimated as between 50–100
individuals worldwide, which includes those who
have shown work in curated group and solo
exhibitions. This relatively small number has made
an enormous impact and includes artists who have
made holography their main medium of expression,
as well as those, more established in other media,
who have extended their creative vocabulary by
embracing the holographic process. Salvador Dali
for example, had holograms made of his sculptural
compositions in the early 1970s, and Bruce Nauman
used the process to capture a series of self-portraits
in the 1960s. Apart from these well known and
established contemporary artists, much of the
pioneering work has been driven by individuals



who have concentrated on holography as their
medium of choice.

Some artists build their own optical studio in which
to experiment in a hands-on environment, some
collaborate with scientific and research establish-
ments, where the work, facilities and expertise is
shared, and others design and supervise the pro-
duction of their work which is produced for them by a
commercial company. All of them produce a unique
contribution to the visual arts.

Early Exploration

Holography offers a unique method of recording and
reproducing three dimensions on a flat surface with-
out the need for special glasses (for stereoscopic
viewing), lenses (such as lenticular viewing) or linear
perspective which, since the Renaissance, has been
our main method of tricking the eye into believing
that an image recedes into the distance and displays
three dimensions.

Many of the very early works produced by artists
concentrated on the obvious still life nature of the
medium and explored the unusual phenomenon of
objects ‘frozen’ in holographic space. Almost all of
these early works were recorded using continuous
wave helium neon lasers, either in scientific/research
facilities, which artists had arranged to use, or in
collaboration with established scientists and optical
imaging researchers.

As early as 1969, British artist Margaret Benyon
was experimenting with this new medium. Her laser
transmission hologram ‘Picasso’, is a recording
of images taken from Pablo Picasso’s painting
‘Demoiselles D’Avignon’. Here Margaret Benyon
took a copy of the painting, cut out the characters,
placed them in a three-dimensional spatial arrange-
ment, with real objects, and then made a hologram of
this ‘scene’. Picasso attempted to show, through many
of his paintings, multiple views of the same subject on
a two-dimensional surface, one of the main thrusts of
Cubism in the late twentieth century. Benyon
achieved this in ‘real space’ by recording a hologram
of the flat reproductions. By doing so, she demon-
strated that holography automatically achieved what
Picasso, and many other key contemporary visual
artists, had been trying to do for years.

Holographic Black Holes

It has been known, from the very early days of holo-
graphic research that, when using a continuous wave
laser to record a hologram, if any object in the scene
moves more than half the wavelength of light, no
interference pattern will be produced and therefore

no recording of the object will take place. Unlike
photography, where if an object moves during the
exposure, it will become blurred, in holography it will
simply not be recorded. Clearly, if no recording can be
made, optical researchers working with holography,
while noting the phenomenon, would not necessarily
feel the need to make holograms which would fail.
Several artists, on the other hand, not confined by
research deadlines, have acknowledged this strange
phenomenon and exploited this limitation of the
holographic process. One of the very early examples
is ‘Hot Air’ (Figure 1), a laser transmission hologram
by Margaret Benyon and now in the Australian
National Gallery Collection. Produced in 1970, it
shows a three-dimensional composition of a jug, cup,
and the artist’s hand. The jug and cup were filled with
hot water and during the recording of the holographic
plate, with a continuous wave laser, the heat from the
hot water disturbed the air above these objects. This
tiny amount of movement resulted in the area above
the jug and cup not being recorded. Similarly, the
artist’s hand moved slightly during the exposure and
therefore did not record. Strangely, when viewing the
resulting laser transmission hologram, the hand is
visible. What is displayed is a holographic hand-
shaped black hole, the three-dimensional recording of
the space once occupied by the hand; the dimensional
recording of the absence of an object.

Figure 1 ‘Hot Air’, Margaret Benyon 1970. Laser transmission

hologram. Copyright q 1970 M. Benyon. Reproduced with

permission.
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Artists in display holography place continual demands
on the technology. Their natural tendency is to break
rules. I believe that most successful holographic artists
belong to this ‘suck it and see’ category of experi-
mentalists. On hearing about the ‘rules’ of holography,
they break them, just to see what happens. (Margaret
Benyon, PhD Thesis, 1994).

Benyon started by breaking the rules and has
continued to develop from these early pioneering
laser transmission works, which helped establish a
visual ‘vocabulary’ including many important social
and political issues.

Other artists have exploited the ‘limitations’ of the
holographic process to produce visually stunning
works which question how we look at the three-
dimensional world and question what is ‘real’.
Rick Silberman (USA) developed a shadowgram
technique where the hologram is made of a laser
illuminated ground glass screen. Objects are placed
in front of this luminous surface and their three-
dimensional silhouette is recorded. The viewer of the
hologram is looking at the space where the object
used to be. A pivotal work in this field is ‘The
Meeting’ 1979 (Figure 2), a white light reflection
hologram which had been recorded in such a way as
to cause the three-dimensional shadow of a wine
glass to protrude out of the holographic plate and
be viewable several centimeters in front of it,

between the observer and the holographic emulsion.
The actual wine glass used in the recording has been
broken and what remains (the base, stem, and small
part of the bowl of the glass) is placed on a platform
attached to the holographic plate. When viewing the
work head on, the missing parts of the broken glass
are recreated, in three dimensions, by the holo-
graphic shadow. When viewed obliquely, from the
side for example, only the broken (real), glass is
visible. Not only does this piece have an element of
performance in the recording, breaking, mounting,
and reconstruction of the wine glass, it also explores
questions of visual perception and concepts of
reality.

The recording of the shadow of an object, or
objects, has now become commonplace in creative
holography, with many artists employing techniques
to mix different objects together, change their color
and rearrange them in space. One advantage of
this technique is that dependence on absolute stability
of the objects used is reduced. The objects are
‘encouraged’ to move during the recording process
and so create ‘negative’ images. Steve Weinstock
(USA), Marie-Andrée Cossette (Canada), Michael
Wenyon and Susan Gamble (USA/UK) have all
contributed to this area in some of their early works.

Public Display

As the technology and optical processes of holo-
graphy have developed, so greater flexibility, and
public accessibility, have emerged. The single most
important aspect has been the ability to display
holograms in white light.

Emmett Leith and Uris Upatnieks invented laser
transmission holography in 1964. They demonstrated
the practicalities of Gabor’s original invention, by
utilizing laser light, to produce three-dimensional
images. To display these recorded images, laser light
needed to be shone through the holographic plate, at
the original angle used by the recording reference
beam (off-axis). The results were breathtaking, with
full visual parallax in all directions. Although it was
the laser light which made the recording and
reconstruction of these unusual images possible, the
laser was also a limiting factor. Each time a hologram
was displayed, a laser was required. This relegated
the technique to displays in scientific conferences,
laboratories, or other locations with optical equip-
ment. What was needed was a technique allowing
holograms to be displayed without the need for this
expensive and dangerous laser light. White light
holography was the answer.

Although a laser is still required to record the
original hologram, by using a copying technique, a

Figure 2 ‘The Meeting’, Rick Silberman 1979. White light

reflection hologram (shadowgram). Copyright q 1980 ATP.

Reproduced with permission.
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restricted aperture or one step process, the resulting
holograms can be reconstructed using a small source
of white light such as a spotlight or even direct
sunlight. As expensive lasers were no longer needed to
display holograms, large public exhibitions could be
mounted. Gallery and museum spaces could include
holography in their exhibitions and individuals could
buy and display holography in domestic locations.
This technique also benefited the commercial display
market, where holograms could now be used for
advertising and promotional events.

Stephen Benton (USA) (1942–2003), inventor of
white light transmission (rainbow) holography in
1968, made a major contribution to the use of the
medium by artists. His technique not only allowed
holograms to be viewed in white light, but they were
extremely bright and offered the possibility of
creating multicolor images. His ‘Crystal Beginnings’
1977, (Figure 3), shows just how much space can be
created with very simple points of light. Benton even
taught master classes for artists so that he could
explain how his technique functioned and explain
the mathematics involved. He also worked with
several artists to help them realize their individual
projects.

Harriet Casdin-Silver (USA) was one of the first
pioneering artists to work with Benton and produced
several key works now seen as integral to the art of
holography. Their early collaboration ‘Cobweb
Space’, 1972, sculpted pure light and was one of

the very first art holograms to be displayed using
Benton’s rainbow hologram technique. A later work,
‘Equivocal Forks’, 1977, exists in different formats;
as a laser transmission hologram showing the
pseudoscopic display of domestic folks which
protrude, inside out, from the holographic plate,
and as a number of white light transmission holo-
grams, of the same image, which were shown in an
outdoor installation mounted by The Center for
Advanced Visual Studies, part of the Massachusetts
Institute of Technology. This demonstrated to a
wide, nonscientific, audience, that holograms could
be accessible, easily illuminated and weatherproof.
Casdin-Silver has continued to produce art hologra-
phy and has, most recently, worked with large-scale
portraiture.

Although Benton’s process increased the accessi-
bility of holography, an earlier technique, invented by
Yuri Denisyuk (Russia) in 1962, allowed holograms
to be recorded in a single step and then displayed
using white light. The political situation between the
USSR and the rest of the world during the early 1960s
meant that information and results from much of this
early work was not openly accessible, and communi-
cation between Denisyuk and other key researchers in
holography was limited. However, as soon as details
of the Denisyuk technique became more widely
available in the 1970s, artists began to embrace it as
a practical alternative.

The work of Nicholas Phillips (UK), whose
research improved chemical processing of display
holograms during the late 1970s, helped artists and
the rest of the holographic field to achieve much
better results when making reflection holograms, a
technique favored in Europe. He was also heavily
involved with the rock band, ‘The Who’, and their
Holoco company which mounted two very successful
exhibitions of display holography at the Royal
Academy of Art, London, at this time. Artists who
might not have come across the holographic
phenomenon became aware of its potential due to
its presence in one of the UK’s more traditional art
venues. Other large exhibitions in the late 1970s
and early 1980s in USA, Sweden, and Japan
also highlighted the immense possibilities holo-
graphy offered to a nonscientific community of
gallery visitors.

As interest in all aspects of holography increased,
dedicated spaces opened to sell, display, and archive
the output from artists, scientists, and commercial
producers. One of the most influential of these was
the Museum of Holography, located in the SoHo art
district of Lower Manhattan, New York (Figure 4).
From 1976 through to 1992, it regularly mounted
group and solo exhibitions by artists, giving many of

Figure 3 ‘Crystal Beginnings’ Stephen Benton 1977, White light

transmission (rainbow) hologram. Jonathan Ross Collection,

London, UK. One of the best known works by the inventor of the

rainbow hologram. Copyright q 2004 J. Ross. Reproduced with

permission.
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them their first major exposure to a museum-going
public. There were displays relating to the scientific,
commercial, and industrial usage of the medium, as
well as exceptionally popular traveling exhibitions.
‘Through the Looking Glass’, which traveled
worldwide, allowed early display holography to be
experienced by thousands of people who would not
normally have come into contact with the medium.
In the Summer of 1981, over 300,000 visitors saw
‘Through the Looking Glass’ during the 11 weeks it
was on view at the Israel Museum, Jerusalem.

After the Museum of Holography closed in 1992,
its entire collection was purchased by the MIT
Museum, Boston, USA, and now forms part of the
largest museum collection of creative and scientific
holography in the world. The New York museum was
not an isolated venue. During the late 1970s and early
1980s, museums of holography opened in Chicago,
Paris, and Pulheim (near Cologne). Galleries were also
founded in many major cities to sell art and
commercial holograms.

Stability Solutions

Although being able to display holograms using
inexpensive sources of white light allowed the
medium to become much more accepted as a display
process, there has always been the cost and complex-
ity of the optical laboratories needed to record the
holograms in the first place. Few artists were able to
equip their studios with ‘off the shelf’ optical
components and precision-built isolation tables
most often found in scientific and research labs.
The solution was to replace the commercially built
isolation table with much less expensive sand tables.

Sand box holography revolutionized the field for
independent artists. By building a wood or brick box

filled with sand, resting on car inner tubes, artists
were able to hand-make their own isolation tables.
Inexpensive optics, mounted onto plastic pipes were
simply thrust into the sand, allowing complex optical
recording setups to be constructed. Surprisingly,
many key artworks have been produced using this
technique, which opened the field to anyone with
basic construction skills and a laser.

The laser has remained an expensive element in the
holography studio but, most recently, the prospect of
replacing this with laser diodes has offered a much
more economic alternative. Not only can light from
these diodes provide more compact optical setups to
record holograms, they can also be used to display
them. Significant progress has been made in both
diode recording and display, which is opening up new
opportunities for the visual artist. Almost all of the
early practitioners in the field were attracted to
holography because of the laser transmission holo-
grams they saw. They have a depth and dimensional
quality which is extremely different from the white
light viewable holograms we tend to see today.
Now, with the possibility of displaying holograms
illuminated by inexpensive laser diodes, the laser
transmission hologram is set, once again, to be a
viable medium for artists.

Object Holography

Many artists were attracted to holography because of
its unusual three-dimensional properties. However,
they did not have the resources to make holograms of
large objects or scenes, so scaled these down and
constructed small sculptural settings for recording.
One of the pioneering artists in this area was
Dan Schweitzer (1946–2001). Originally an actor
and familiar with theatrical staging, many of his
holograms are populated by tiny figures placed in
specially built ‘theatrical’ settings. Holography not
only recorded these specially constructed miniature
‘rooms’, but the resulting images were realistic
enough to suggest to the viewer that they were
looking at a scaled-down life-size event. We do this
regularly when looking at photographs and accept
that they are a small-scale version of a larger scene.
Traditional holography does not offer this ‘scaling
down’ in the same way as photography. One
celebrated example is Schweitzer’s ‘Thendara’,
1978, where a sculpted, miniature figure sits and
looks towards a window frame. He also produced a
companion piece in which the physical model, used to
make the earlier hologram, is on display as a piece of
sculpture. Here the miniature window is the frame
for a hologram displaying a previously recorded
model of a landscape. As Schweitzer’s technical skills

Figure 4 Dr Dennis Gabor, inventor of holography with, Posy

Jackson, Director of the Museum of Holography, during his visit to

the Museum in March, 1977. Copyright q 1977 Paul D. Barefoot.

Reproduced with permission.
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developed, he began to produce complex multi-
layered works incorporating still-life models, holo-
gram fragments, and optical animation to construct
visual spaces which could not exist in the real world.

In his work ‘Od Vent’ (1980) (Figure 5), Schweitzer
framed an exceptionally complex white light
transmission hologram into a theatrical model of a
doorway. The miniature stairs lead up to an opening,
a portal into another world, in which the hologram is
mounted. Illuminated from behind, the hologram
displays multiple exposures, optical animation, and
several superimpositions of objects as an observer
moves from left to right in front of the piece. In this
complex holographic world, the silhouette of the
figure, standing in the door, casts a bright (negative)
shadow down the miniature stairs. Not only are
we able to look into an illusionary world through
the holographic doorway, where at a certain point
Einstein looks back at us, but the peculiarities of this
holographic world extend into our own world as
seen by the ‘real’ (negative) shadow cast down onto
the stairs.

Another artist, who combined the use of multiple
exposed objects displayed in a single space, is John
Kaufman (USA). He established a reputation by
recording objects (often rocks) collected from around
his Californian holography studio. These found
objects were captured in three dimensions and were

then, through a multiple exposure and emulsion
swelling technique, combined into a single still-life
composition. He became expert at masking out areas
of his objects so that they could appear in different,
intense colors, and in many cases used the holo-
graphic process and multiple exposures to mix colors
directly in the holographic space he was working
with. In ‘Stone Head’ (1982) (Figure 6), for example,
this relatively ‘normal’ stone is transformed by the
use of intense color and the three-dimensional volume
it occupies.

When considering how the hologram should be
framed and displayed, several artists have utilized the
mount in which the hologram sits as an integral part
of a much more complex work. Frithioff Johansen
(Denmark) recorded a hologram of smoke, freezing it
in time and space using a pulsed laser (see below).
This was then converted into a white light trans-
mission hologram and mounted in a frame of granite.
‘Hardware-Software 1’ 1987–1988, allows the
gallery visitor to not only view the massiveness of
the granite structure, but also the delicate sculptural
solidity of smoke ‘frozen’ in space.

Rebecca Deem (USA) recorded what appears to be
an extremely simple hologram of a luminous tube,
mounted onto a swivel at the end of an elegant
metal support. In ‘W/Hole Message’ viewers can
look into the small holographic plate and see the
image of the tube extending away from them into the
volume behind the plate. By flipping the hologram,
on its swivel, to turn it over, the image in the hologram
is also flipped and the tube appears in the viewer’s
space, between them and the plate. This three-
dimensional pseudoscopic image, one of the attractive
and unusual aspects of holographic display, is inside
out, back to front, and upside down. The gallery
visitor really does have a chance to view the whole
message.

Figure 5 ‘Od Vent’, Dan Schweitzer 1980, White light trans-

mission hologram in sculptural mount. Copyright q 1980 ATP.

Reproduced with permission.

Figure 6 ‘Stone Head’, John Kaufman 1982, White light reflec-

tion hologram. Copyrightq 1982 John Kaufman. Reproduced with

permission.
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Text has become an important element in holo-
graphy, as it is often incorporated in, onto, or around
holographic displays. Eduardo Kac (Brazil) has
produced several holograms, which display poems,
words, and letters floating within the holographic
space he has created.

Pearl John (UK) most recently produced a series of
still-life holograms using a pulsed laser but with the
added subtlety of writing onto the surface of her
objects. In ‘Breakfast’ 2002 (Figure 7), for example,
the slices of toast, making up the composition, have
been laser etched with text which appears ‘burnt’ into
the surface of the bread.

Pulsed Lasers

Continuous wave lasers placed limits on the holo-
graphic recording process and dictated that no
movement in the recorded object could take place.
We have seen that this ‘problem’ was exploited by
artists at an early stage, but there was also a desire to
capture living objects, in the form of the human
figure. Pulsed laser holography was the solution.
Because this type of laser generates a bright flash of
coherent laser light, the intensity and duration of the
pulse is enough to ‘freeze’ any physical movement
during the recording process, allowing the recording
of people, animals, or anything which moves and
could be brought into an holography studio. Again,
the cost and accessibility of this specialist equipment
was prohibitive to artists, but they found ways of
persuading scientists with pulsed lasers to help them.
Early adopters of this technique were artists such as
Ana Maria Nicholson (USA), Melissa Crenshaw and
Sydney Dinsmore (Canada), Margaret Benyon (UK),
Anait (USA), and Alexander (USA/UK). Recordings
could now be made of live figurative compositions
and individual portraits. Many of the artists, not

content with producing the holographic version of a
traditional photographic portrait, began to mani-
pulate these recordings, distorting, multiple exposing
and inverting these unusual three-dimensional
images of people.

Holographic portraits do have an unusual quality,
which painters or photographers have found difficult
to deal with but art holographers have embraced.
Some, like Ana Maria Nicholson (USA), have
combined subtle processing techniques, to introduce
color ‘layers’ into the portraits, combined with
nonstandard views or compositions (see ‘Awakening’
1993 (Figure 8)). Other artists, who emerged in the
1980s, produced complex, highly staged compo-
sitions, such as those from Patrick Boyd (UK), or
they offered us a different view of the ‘self portrait’
like those by Martin Richardson (UK). Others, such
as Shu-Min Lin (Taiwan), used the combination of
multiple views of human figures recorded onto the
same holographic plate. By walking past these
displays, an animated effect could be experienced.

Figure 7 ‘Breakfast’, Pearl John 2002. Laser etched toast

displayed in a white light reflection hologram. Copyright q 2002

Pearl John. Reproduced with permission.

Figure 8 ‘Awakening’, Ana Maria Nicholson, 1993. White light

(pulsed) reflection hologram. Copyright q 1993 Ana Maria

Nicholson. Reproduced with permission.
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So much interest was generated in pulsed holo-
graphy that several studios emerged for use by artists,
including independent facilities and those within
educational establishments. No longer was this the
domain of the well funded scientific research facility.
Several of these ‘studios’ still exist and are offering
artists access to equipment through specialized
artist-in-residence programs.

Abstraction

Although holography is an exceptional process for
recording every detail of an object and the volume it
occupies, many artists have wanted to work with the
abstract and kinetic possibilities the process offers.
Light can be recorded and displayed in three
dimensions, it can be animated, inverted, compressed,
sculpted, and projected. Douglas Tyler (USA), in
his In the ‘Dream Point Series’ 1983 (Figure 9),
recorded small laser transmission holograms but
displayed them using normal white light, producing
a smearing effect of the three-dimensional object.
He then mounted these onto transparent surfaces
(Plexiglas) and drew on the surface of the plastic to
incorporate etched lines and shapes. Rudie Berkhout
(Netherlands/USA) began his holographic explora-
tion with stunning abstract landscapes made of
luminous, multicolor, animated objects which took
advantage of his mastery of the white light
transmission technique. Most recently he has been
recording reflection holograms which display undu-
lating colored ‘waves’ of light as an observer moves
past the hologram. These have been included in
specially produced paintings for large-scale archi-
tectural commissions.

Sam Moree (USA) combines multiple images,
exposures, diffraction gratings, and smaller

holograms into a single work. The finished holograms
display a complex series of image fragments and
colors within the depth of the holographic space he
has constructed. Ruben Nuñez (Venezuela), originally
approached holography from a background in glass
production and used the ability of the holographic
process to ‘capture’ light reflecting and passing
through his glass objects. The resulting white light
transmission holograms display an abstract ‘photonic’
display of form and color. Fred Unterseher (USA),
uses holography to record optical distortions and
diffraction gratings which would display abstract
patterns of light. Many of these early works were
mandala images which displayed an intense kinetic
effect as an observer walked past the surface of
the holographic plate.

Pseudo Holograms

In 1973, Lloyd Cross invented the multiplex (inte-
gral) hologram technique which used sequential two-
dimensional images recorded on movie film combined
with white light (rainbow) hologram techniques. The
result was a holographic stereogram, which gave
viewers the illusion of seeing animated images in
three dimensions. The final holographic sheet was
displayed either curved or as a complete cylinder,
which was often motorized so that viewers could
stand in front of the unit and watch the animation
take place as the hologram rotated. Such a display
does give the impression that an observer can walk all
the way round the image, enhancing its perceived
three-dimensional effect.

As the original images are recorded photographi-
cally, there are several advantages – anything which
can be recorded on inexpensive black and white
movie film can be converted into a holographic
display. Short animated sequences can be presented
while accepted film techniques such as zoom, pan,
tilt, and transitions can be incorporated into the
finished sequence of images. Although very popular
for advertizing and promotional campaigns during
the 1980s, particularly in the USA, several artists used
this technique. They could make the movie film
sequences themselves and then send this film to a
commercial producer for a hologram to be made for
them. This offered an interesting balance in the
creative process. The artist could concentrate on the
filmic image, using facilities and photographic tech-
niques they were familiar with and not have to learn
the holographic process or build a holographic
laboratory themselves. Artists such as Anait (USA)
produced several experiments in the area, one of
which showed her inside the holographic display,

Figure 9 ‘Dream Passages’: 3200 £ 13800 (3 panels 3200 £ 4600).

Douglas E. Tyler 1983, Laser transmission holograms, tape and

Plexiglas, illuminated with white light. Detail of center panel.

Copyright q 1983 D.E. Tyler. Reproduced with permission.

32 HOLOGRAPHY, APPLICATIONS / Art Holography



writing, with spray cream, seemingly onto the
holographic surface. Dieter Jung (Germany), used
this technique to display a specially written
poem which appeared to spiral around inside of the
display.

Harriet Casdin-Silver used the technique to pro-
duce an unusual self-portrait. ‘Woman’, 1979
(Figure 10), is a multiplex hologram of the artist’s
head. Black and white film images were recorded of
Casdin-Silver’s head, through 360 degrees, and then
each frame of film was converted into a thin white
light transmission hologram. The artist chose not to
display the resulting image in a normal cylindrical
display, but to ‘flatten’ it out so that the front, sides,
and back of her head could be seen, distorted, in a
single head-on view.

As video and digital imaging processes have
developed over the years they too have been
combined with this pseudo holographic technique,
opening up a wide avenue of possibilities. Video
footage, computer generated modeling, or any
process which can produce sequential 2-D images,
can now be converted into an animated 3-D
hologram. As digital video cameras and computer
3-D modeling software drop in price, and increase in
sophistication, a whole new area of display has
become available to the digital and video artist.

Multi Media

As in other areas of the visual arts, more than
one medium or process are often combined. Doris
Vila (USA) has produced complex environments
combining large-scale holographic images which,
rather than being illuminated with a single source
of light, are reconstructed with multiple spotlights or
via video projectors. The lighting is activated by
sensors in the exhibition space, which are computer
controlled and made to trigger certain sequences
dependent on the input they receive from the move-
ment of visitors.

Traditional illumination of a hologram involves a
single point source of light shining onto, or through,
the holographic plate. This will reconstruct a single
image. If multiple lights are shone onto the hologram,
multiple reconstructions of the single image will
result. By using many independently controlled lights
on one hologram, Vila has been able to create
animation and kinetic effects as the resulting multiple
images overlap. Using light from a video projector
also allows the artist to combine a reconstructed
holographic image with two-dimensional animated
footage from the video projector.

Other artists to combine holograms with struc-
tures, interactive lighting and environments, sound,
and installational displays include: Georges Dyens
(Canada), Marie-Christiane Mathieu (Canada),
Matthew Schreiber (USA), Philippe Boissonnet
(Canada) Ana MacArthur (USA) and Shunsuke
Mitamura (Japan).

Ikuo Nakamura (Japan/USA) has used multiple
lighting of a single computer generated hologram to
produce animated effects controlled by the viewer.
In his ‘Neuro Hologram’ 1993 (Figure 11), brain
waves from the viewer, wearing a special set of
sensors on their head, are measured and converted
into control signals for a number of lights behind
the hologram. By relaxing, or becoming agitated,
the viewer can change their brain waves and
actively control the appearance of the hologram,
causing multiple views of the holographic image to
fade in and out, giving an impression of abstract
animation.

Architectural Scale

One of the great limitations of holography has been
the size of the holographic plates on which the light

Figure 10 ‘Woman’ Harriet Casdin-Silver 1979. Multiplex

hologram (white light transmission). Copyright q 1980 ATP.

Reproduced with permission.

Figure 11 ‘Neuro Hologram’, Ikuo Nakamura, 1993. White light

transmission hologram with multiple, computer controlled, lighting.

Copyright q 1993 Ikuo Nakamura. Reproduced with permission.
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sensitive emulsion is coated. These tend to be in the
region of 20 £ 23 cm, 30 £ 40 cm, or meter-square
formats. Generally, the larger the finished hologram,
the larger the laboratory needed to produce it.
This impacts a great deal on artists who do not
have the facilities, or finances, to produce ‘large’
holograms. A solution has been to combine smaller
holographic plates together, as a mosaic, to give the
size and scale needed. In recent years, several artists
have completed public commissions for large-scale
interior and exterior holographic installations.

Setsuko Ishii, (Japan) has produced several instal-
lations in public spaces where individual holographic
plates are mounted together to form a larger
composite structure. Many of these pieces use
holograms recorded on dichromate gelatin plates
which produce an exceptionally bright image, ideal
for public spaces, where visibility, from multiple
angles, is important.

Michael Bleyenberg (Germany) produced an entire
exterior holographic wall (13 £ 5 meters) during
2002 (Figure 12), for the extension of a research
building in Bonn. The installed graphic wall, ‘EyeFire’
(AugenFeuer), is made up of 26 smaller panels, each
constructed from tiny holographic ‘pixels’ (holo-
graphic optical elements, HOE) to give an intense
color effect. Working in collaboration with the
Institute for Light and Building Technology, Cologne,
Bleyenberg was able to design his graphic panels
on a computer screen and have this information
translated into the thousands of tiny holographic

pixels which, when seen together, make up the
complex and high intensity colour design.

Dieter Jung (Germany) has produced commis-
sioned art works for large interior architectural
spaces. In ‘Perpetuum Mobile’ 2001, located at the
European Patent Office, The Hague, holograms are
placed on the floor, which can be walked over, and an
extensive holographic mobile structure hangs over-
head. The light, and color, from the abstract
holograms in the mobile sections, can be reflected in
the abstract holographic floor and combine to
produce an interior lightscape impossible to produce
with more traditional media.

Holograms can be mass produced using a mech-
anical embossing process which transfers the optical
contents of the original master hologram onto
plastic sheeting for duplication in large runs. One
novel use of this material has been the interior of the
Canadian pavilion at Expo ‘92 (Figure 13). Melissa
Crenshaw (Canada/USA) used huge quantities of
embossed holographic material to cover the
3000 square foot interior walls of the specially built
pavilion. Lighting was installed to illuminate this
optical diffracting wall and the entire structure was
covered in glass, over which water flowed. The
resulting interior appeared to be a wall of liquid
light which changed color and hue depending on
where it was viewed from.

Sally Weber (USA) used holographic embossed
material for several outdoor commissions. Structures
were clad in embossed holographic sheets and made
water resistant. Sunlight illuminated the installations
to produce surfaces of constantly changing color.
In direct (bright) sunlight, intense rainbow
colors would be diffracted by the holographic
surfaces. On an overcast day, pastel, more muted,

Figure 13 Interior of the Canadian Pavilion Expo ‘92, Spain.

Holographic wall water feature by Melissa Crenshaw. White light

transmission (embossed) hologram foil mounted into pavilion

walls. Copyright q 1992 M. Crenshaw. Reproduced with

permission.

Figure 12 ‘EyeFire/AugenFeuer’, Michael Bleyenberg 2000.

White light transmission holograms mounted onto building

exterior. Copyright q 2000 M. Bleyenberg. Reproduced with

permission.
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colors would appear. Although she is often known
for these large-scale outdoor embossed works, one
of her permanent commissions is housed in the
Karl Ernst Osthaus-Museum, Hagen, Germany,
where specially made holographic diffraction gratings
are incorporated into an existing building. ‘Signature
of Source’ 1997, (Figure 14), is a permanent, site-
specific installation producing a line of light which
enters the museum space from the skylight it is built
into. This abstract line of pure color becomes a
sculptural element within the space of the museum
and is generated by the action of light from outside
the building being manipulated and ‘formed’ as it
passes through the holographic window.

One of the most celebrated and very early attempts
to incorporate large-scale holograms into art works

was the installation ‘There’s No Place Like Home’ by
Paula Dawson (Australia) in 1979–1980 (Figure 15).
A laser transmission hologram of an entire room was
recorded. The room was specially constructed, life
size, and recorded onto a single holographic plate.
The resulting hologram was then built into the
window of a small ‘house’ constructed in the gallery.
Visitors were able to approach the house, look into
the window and ‘see’ the interior with its furniture,
fixtures, and fittings. They would then enter the house
and walk past the space where the room appeared to
exist. When viewed from this vantage point there was
nothing there except an empty space. Artists have
often questioned and researched the concepts of
‘inside and outside’, voyeurism, reality, normality,
and ‘existence’, but few have had the tenacity to
produce an installation with such visual and concep-
tual impact.

Twenty-First Century Art

Art holography has developed and matured over the
past 50 years to become a viable and significant
element in the contemporary visual arts. Critics are
still asking ‘is it art?’ in the same way they used to
worry about whether photography was art. While
they consider this problem, practitioners in the
medium are continuing to find ways to push past its
technical and visual boundaries (Figure 16). They
continue to collaborate with the scientific and
research world and use holography as a medium to
comment on life and society in the early twenty-first
century.

…I hope, that one day I will be able to give you, artists,
something really powerful; panoramic holograms,

Figure 14 Signature of Source, Sally Weber 1997. Site specific

window installation at the Karl Ernst Osthaus-Museum, Hagen,

Germany. Copyright q 1997 Sally Weber. Reproduced with

permission.

Figure 15 ‘There’s no Place Like Home’, Paula Dawson 1979–

1980. Laser transmission hologram of an entire room. Copyright

q 1980 Paula Dawson. Reproduced with permission.
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extending to infinity, in natural colors. Dennis Gabor,
Inventor of holography in a letter to artist Margaret
Benyon 28th February, 1973.

See also

Coherence: Coherence and Imaging. Diffraction: Diffrac-
tion Gratings. Holography, Techniques: Overview. Ima-
ging: Multiplex Imaging. Interferometry: White Light

Interferometry. Introductory Article: Early Development
of the He–Ne Laser (Title TBC).
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Introduction

Holography is well-known to most of us: there can be
few who are not familiar with the white-light display
hologram seen in exhibitions and shops and on credit
cards. The impact of holography, though, spreads far
and wide into areas as diverse as vibration analysis,
image processing, holographic-optical elements, and
optical computers. One aspect often overlooked is its
suitability for high-precision imaging and accurate
dimensional measurement. It is the unique ability of
holography to recreate, from a flat photographic film,
a three-dimensional image that is optically indistin-
guishable from the original which sets it apart from
other imaging techniques. In particular, holography
comes into its own when recording objects in a
hazardous environment or where access is difficult,
such as underwater or in nuclear fuel element
inspection.

We describe here the use of holography for
imaging, identification, and measurement of aquatic
organisms. A detailed knowledge of the distribution
and dynamics of marine and freshwater organisms
and particles, such as plankton, is crucial to our
understanding of such systems and how they affect
our environment. Traditional methods of gathering
in situ data on aquatic particles, such as net-collection
and electronic counting or photography, are not

usually suited to observing precise spatial relation-
ships and can destroy the more delicate organisms.
The overriding benefit of holography is that it permits
nonintrusive and nondestructive observation and
analysis of organisms in their natural environment,
while preserving their relative spatial distribution.
Holography also offers a permanent archive. The use
of a short-duration pulsed laser is essential, in order
to reduce the effects of vibration or movement in any
of the optical components or objects being recorded.
Consequently, the object scene is effectively ‘frozen’
at the recording instant, thereby allowing fast moving
particles to be imaged. Compared to a photograph,
a hologram captures vastly more data. Sequential
holograms can record changes within the volume
over a defined period of time and the wide recording
dynamic range afforded by a hologram allows
images to be captured that would otherwise be
lost in noise.

Methodology of Holographic
Recording and Replay

Of the many possible recording methods of holo-
graphy two in particular, ‘in-line’ and ‘off-axis’, find
use for high-resolution in situ imaging underwater.
The concepts and fundamental principles outlined
here are generally applicable wherever high-precision
measurement is needed from a hologram.

In an in-line reference beam hologram (ILH), a
single laser beam (Figure 1) is directed through the
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sample volume towards the holographic plate and
records the optical interference between light
diffracted by the object and the undeviated portion
of the illuminating beam. The subject volume is
illuminated in transmission and the scene needs an
overall transparency of about 80% so that speckle
noise does not seriously degrade image quality.
Particles down to around 5 mm dimension can
be readily recorded and identified. The parti-
cular benefits of ILH are its geometric simplicity,
minimization of laser coherence and energy
requirements, and high resolution over a large depth
of field.

For recording an off-axis reference beam hologram
(OAH), a two beam geometry is utilized: one beam
illuminates the scene and the other directly illuminates
the holographic film at an oblique incidence angle

(Figure 2). Interference occurs between diffuse light
reflected from the scene and the angularly separated
reference beam. On replay, the real and virtual images
are similarly angularly separated which makes their
interrogation easier. OAH is primarily applied to
opaque subjects of large volume. Although there is no
real upper limit to the size of particles that can be
recorded (this is determined by available energy and
coherence of the laser) the practical lower limit to the
resolution that can be achieved is around 50 to
100 mm. The scene can be front, side or back
illuminated (or all three combined) allowing high
concentrations of large particles to be recorded,
provided that they reflect sufficient light to the film,
and allowing subject visibility to be optimized.
OAH provides a more complete record than ILH, in
the sense that it gives information on the surface

Figure 1 Recording an in-line hologram.

Figure 2 Recording an off-axis hologram.
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structure of the object, while ILH records only a
silhouette.

Holograms are replayed or reconstructed in a
variety of ways, depending on the recording para-
meters and subsequent processing of the recording
medium. In scientific and engineering applications the
requirements of high resolution and image fidelity
demand that they are replayed with a laser, and
viewed with some auxiliary optical system and
(usually) a video camera. Depending on the orien-
tation of the hologram, either the virtual image,
which is apparently located behind the hologram and
seen through it, or the real image, which is formed in
space in front of the hologram, will be visible.

Considering first the off-axis hologram in the
virtual image mode, the processed hologram is
replaced in the position in which it was recorded
and illuminated with an exact duplicate of the
original reference wave, in terms of its wavelength,
curvature, and beam angle. In this mode, which might
be termed ‘normal’ viewing of an off-axis hologram, a
virtual image (Figure 3) is observed as if viewing the
scene through a window. Other than the colour, this
image is almost optically indistinguishable from the
original scene; it retains features such as parallax
and three-dimensionality and does not suffer from
perspective distortion or defocusing of the image.

For data extraction and measurement from a
hologram, creation of the virtual image is not the
best method of observation. Here the projected real
image (Figure 4) is most useful. If we illuminate an
off-axis hologram from behind, with a wave which is
the exact conjugate of the original (i.e., one which
possesses the same wavelength as the original
but with the opposite direction and curvature),

we generate an image that appears to float in the
real space in front of the observer. Often a collimated
reference beam is used in recording, since reconstruc-
tion is then a simple case of turning the hologram
around. No lens is needed to form this image, and it is
optically identical to the original wave that it is
reversed left-to-right and back-to-front (pseudo-
scopic). Planar sections of the real image can be
optically interrogated by directly projecting onto a
video camera (often with the lens removed) which can
be moved throughout the 3D volume. It is this
‘optical sectioning’ feature of a holographic recording
that is so useful when nondestructive (noninvasive)
evaluation must be made, at high resolution, of
collections of objects which extend over a consider-
able depth.

A series of images taken from the real image of one
hologram and captured on a video camera (Figure 5)
illustrates how the viewing plane can be moved
sequentially through the reconstruction to show
firstly one marine organism and then another. The
axial separation of the organisms is about 35 mm.

To replay an in-line hologram, it is also placed in a
conjugate of the recording beam (Figure 6). The
replayed hologram simultaneously forms two images,
one virtual, the other real, which are located on the
optic axis on opposite sides of the holographic plate.
These images are co-axial, and located (for the typical
case of collimated recording and replay beams) at
equal distances in front of and behind the hologram
plane. Although a true 3D real image is produced it
has almost no parallax, and cannot easily be seen by
the unaided eye. This image has inverted depth
perspective and is seen in darkfield against the
out-of-focus virtual image.

Figure 3 Replay of an off-axis hologram in virtual image mode.
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Figure 5 A series of images taken from a single hologram showing the concept of moving the viewing plane through the real image.

Figure 4 Replay of an off-axis hologram in real image mode.
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Holographic Image Quality

In general, the usefulness of holography for accurate
inspection and measurement is dependent on its
ability to reproduce an image of the object which is
low in optical aberrations and high in image resolving
power. Regardless of whether or not the hologram is
recorded underwater, high resolution, high contrast,
and low noise are the dominant requirements, rather
than image brightness. In practice, loss of resolution
and image degradation can occur at any stage in the
recording and replay of a hologram. All the primary
monochromatic aberrations to be found in any
optical system (spherical aberration, astigmatism,
coma, distortion, and field curvature), may be present
in the holographic image. The most significant factors
affecting this are departure from conjugacy of the
reconstruction beam; positional mismatch and mis-
alignment between reference beam and film; degra-
dation of the reconstruction beam due to poor optical
quality of the film substrate or optical components;
and, distortion of the fringe pattern recorded in the
holographic film as a result of chemical processing.
For precise and accurate reconstruction of the real
image, the reconstruction reference beam should be
the exact phase conjugate of that used in recording.
Under these conditions, the lateral, longitudinal, and
angular magnifications of the real image with all
equal unity and aberrations will be reduced to a
minimum.

Diffraction-limited resolution of a holographically
produced real image, in the absence of all aberrations,
is usually defined from the ability to distinguish two

points in the image separated by a distance r. The
resolution as defined in this way is dependent upon
reconstruction wavelength, lc, the separation
between hologram and reconstructed image, s, and
the effective aperture, D, of the hologram:

r ¼ 1:22slc=D ½1�

This relationship is well-known in imaging optics: it
defines the ideal resolving power of a lens and is
equally applicable to holography. In holography,
though, the presence of speckle effects introduced by
the coherence of the light and the finite aperture of the
viewing system influence the resolving power. In
practice, the minimum resolution is increased by a
factor of two to three to take account of speckle. For
off-axis holograms the choice of film size (effective
aperture) has a considerable bearing on image
resolution. Typically, for 100 mm diameter film the
theoretical image resolution (neglecting speckle
effects) is around 6 mm (150 lp/mm) with a 532 nm
laser at a target distance of 1 m. For in-line holograms
(with collimated illumination) the film size also defines
the transverse dimensions of the volume recorded.

Wavelength matching between recording and
reconstruction beams require that, if possible, the
same type of laser be used in both replay and
recording. Of course, this is not possible in field
situations when the use of a pulsed laser is essential to
ensure that the fringe pattern is not blurred by any
movement in the system. In such applications,
laboratory replay of the hologram may require the
use of a tuneable laser to match wavelengths

Figure 6 Replay of an in-line hologram.
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precisely, although in practice an argon laser provides
a useful selection of wavelengths. A mismatch
between record and replay wavelengths will lead
to distortion in the image, because longitudinal
and lateral magnifications will no longer have the
same value.

In contrast to off-axis holograms, the interference
patterns on an in-line hologram are localized about
the geometric shadow of the objects. The lack of a
spatially separate reference beam leads to a require-
ment that there be a large fraction (.80%) of the beam
unobscured. This limits the size of particles that can be
recorded and sets an upper limit on the recordable
concentration of particles (around 40 particles cm23

for 20 mm diameter particles and a recorded depth of
1 m). There is also a need to balance the size of
the particles with the object-to-hologram distance.
The range of object size recordable on an in-line
hologram has an upper limit set by the requirement
to record in the far-field of the object, so that the
conditions of Fraunhofer recording are satisfied:

z . d2
=l ½2�

where z is the object-to-film distance and d is the
maximum dimension of the object to be recorded.
In-line holograms are relatively easy to replay as the
only requirement is to place the hologram normal to
the replay beam. Following this criterion, the upper
limit for good size measurement is about 2 to 3 mm
particle size over a recording distance of a meter.
Unlike off-axis holograms which are extremely
sensitive to misalignment, the in-line geometry mini-
mizes the effects of film rotation about its axes. A
collimated recording beam is by far the easiest to
duplicate upon replay. Small deviations from collima-
tion can significantly affect conjugacy and hence
resolution, introducing aberrations (mainly spherical)
and a depth-dependent magnification (e.g., a cuboid
replays as a trapezoidal prism).

In general, the interference field is captured on
photographic emulsions; these may be laid on acetate
or polyester film bases or on glass plates. If film is
used, it is essential that it be held as flat as possible
between thin flat glass plates or under vacuum, and
should not be stretched or put under any strain during
exposure. An in-line hologram does not require an
extremely high-resolution recording medium. The
fringe spacing is not as fine as the typical carrier fringe
frequency used in off-axis holograms, and holograms
can be made on conventional slow photographic
emulsions. In practice, however, ultra-fine grained
holographic film is almost always used since the
intensity of the forward scattered light (a function of
grain size) is then reduced: this is important in

increasing the signal-to-noise ratio, as the replayed
image is viewed against a background of the
attenuated replay beam. Since the proportion of the
illuminating beam that goes into the images is very
low, this lack of angular separation requires that the
average optical density of the hologram is high.
The high optical density attenuates the undiffracted
light, thus the image appears bright against a dark
background, resulting in contrast reversal.

The exposed film is chemically processed to render
the interference field permanent. This process is a
crucial step in the holographic procedure, and
especially critical for good off-axis holograms. Some
of the factors, which have to be considered, include
image brightness, image resolution, reconstruction
wavelength, emulsion shrinkage, humidity, and noise
level. It has been well established that for bright
off-axis holograms on silver halide film, bleaching of
the emulsion with its consequent conversion into a
phase hologram is essential to maximize diffraction
efficiency. Some forms of bleaching produce a
nonuniform shrinkage of the emulsion which will
give rise to astigmatism in the reconstructed image.
Bleaching significantly increases the background
noise levels of the hologram and introduces a high
degree of variability into the result. In practice, the
best repeatability will be obtained with amplitude
processing if the low brightness can be tolerated.

Underwater Holography

When holography is extended to the inspection of
underwater scenes, the hologram is recorded in water
but the image is replayed, in the laboratory, in air.
Because of the refractive index difference between
recording and replay spaces, optical aberrations will
be introduced into the reconstructed image, and will
seriously impair the potential for precision measure-
ment, unless some method of aberration reduction is
incorporated. In ILH, only spherical aberration is
significant since both reference and object beam
angles are normal to the recording plane. However,
in OAH the dominant aberrations are astigmatism
and coma, which increase with the field angle of the
subject in the reconstructed image. These limit
resolution and introduce uncertainty in co-ordinate
location, since the focal ‘point’ is now distributed
over a finite region of image space. A key point here is
an appreciation that the additional aberrations
introduced are entirely due to the refractive index
mismatch between object and image spaces and are
unconnected with the holographic process itself:
they are in essence the same distortions seen when
looking into a fish-tank. Furthermore, the water
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itself may be expected to influence the quality of
the images produced. An increase in the overall
turbidity of the water will adversely affect both in-line
and off-axis techniques and would be expected to
create a background noise that will reduce image
fidelity.

Techniques, such as immersing the holographic
plate in water during recording or direct replay back
into water, have been used to minimize underwater
aberrations, but such methods are generally imprac-
tical in the field. One practical solution, unique to
holography, compensates the change of effective
wavelength of light as it passes through water, by
allowing a deliberate mismatch of recording and
replay reference beams to balance the refractive
index mismatch.

For holograms recorded and replayed in air, a usual
prerequisite is that the reconstruction wavelength
should remain unchanged from that used in record-
ing. By noting the dependence of wavelength on the
refractive index, we can apply the more general
condition that it is the ratio l/n that must remain
constant. This relationship suggests that a hologram,
immersed in water, and recorded at a wavelength la

will produce an aberration-free image in air when
replayed at a reconstruction wavelength, lc, which is
itself equivalent to the wavelength of light when
passing through water, lw, i.e.:

lc ¼ lw ¼ lana=nw ½3�

where na and nw are the respective refractive indices
of air and water. Thus, in principle, the aberrations
may be completely eliminated by the introduction of
an appropriate wavelength change between recording
and replay. If a green (532 nm) laser is used in
recording, the ideal replay wavelength is about
400 nm (i.e., 532 nm/1.33). However, no convenient
laser lines exist at exactly this wavelength. Further-
more, complete correction assumes that the entire
recording system be located in water. Since this is
both impractical and undesirable, holograms are
usually recorded with the holographic film in air
behind a planar glass window. The additional glass
and air paths affect the compensation of aberrations.
However, third-order aberration theory shows that
if the window-to-air path length ratio is appropria-
tely chosen for a specific replay wavelength, then
aberration balancing occurs and residual aberrations
are reduced to a minimum over a wide range of
field angles and object locations. For an air gap of
120 mm and a BK7 window of 30 mm thickness, a
blue replay wavelength of 442 nm (HeCd laser)
achieves a good performance over a full field angle
of about 408.

In most underwater applications the objects
(or the camera) are in motion during the exposure.
The effect of this motion is to blur out the finer
fringes, and thus reduce resolution and contrast.
In-plane motion is the most severe, and adopting
the experimentally verified criterion that the maxi-
mum allowable motion is less than one-tenth of the
minimum required fringe spacing of the smallest
object, then for in-line holograms the maximum
object motion must be less than one-tenth of
the object’s dimension. For particles of 10 mm
dimension, and a typical Q-switched YAG laser
pulse duration of 20 ns, a high transverse velocity of
up to 50 m s21 can be tolerated. Off-axis holograms
are more demanding in their requirements and the
maximum allowed velocity is reduced to about
3 m s21. This is, however, more than adequate for
most field applications of the technique.

Underwater Holographic Cameras

The first-known use of holography for recording
living marine plankton was by Knox in 1966, who
recorded in-line holograms (ILH), using a short
coherence length ruby laser, of a variety of living
marine plankton species in a tank. However, to avoid
problems with refractive index and wavelength
changes, the holographic plate was immersed directly
in water, which is completely impractical for field use.
It was not until the late 1970s that quantitative data
from replayed holograms of marine particles
recorded in situ were obtained by Carder and his
team. Small volumes (10 or 20 cm3) were recorded
using ILH and a low-power HeNe laser, which
limited the technique to slowly moving objects.
Later, Heflinger used the off-axis geometry with
both pulsed argon-ion (514 nm) and pulsed xenon
(535 nm) lasers to record plankton on 35 mm film.
In order to compensate for the aberrations
introduced by replaying the real image in air, the
real image was projected back into the water tank
using a conjugate beam from a continuous-wave
argon laser. The sides of their tank were flexible so
that the real image could be placed close to the exit
window and viewed via an external microscope.
Knox later developed a ship-borne in-line holo-
graphic camera which was deployed from the RV
Ellen B Scripps. A pulsed xenon laser was used to
record water volumes of up to 105 cm3 to a water
depth of 100 m.

It was not until the late 1990s that significant use of
underwater holography for plankton recording came
to the fore again. Joseph Katz at Johns Hopkins
University, Baltimore, USA developed a camera based
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around a ruby laser to record in-line holograms on
rolls of film, in a 63 mm diameter sample volume that
can be varied from 100 to 680 mm in length. The
camera housing utilizes a two-tube design with one
tube holding the laser and another containing film
holder and power units. The recording volume is
situated 890 mm above the camera to minimize
disturbance to flow. The camera is designed as a
‘Lagrangian drifter’ to move with the water current
and was successfully deployed in Chesapeake Bay,
Baltimore, and Solomon’s Island, Maryland. Holo-
grams were recorded of various species of phyto-
plankton and zooplankton and represented a
significant advance in the deployment of sub-sea
holography.

From the early 1980s, a team led by Aberdeen
University, Scotland, investigated the use of under-
water holography for offshore applications. Primary
interest was in inspection of subsea pipelines for
corrosion and damage, and much of the work
concentrated on an analysis of the optical aberrations
introduced by recording in water and replaying in air
and methods of compensating for such aberrations.
However, this work was later adapted for holography
of plankton and led to the consequent development of
the HoloMar system. The HoloMar camera was the
first to incorporate simultaneous ILH and OAH
recording.

More recent developments have utilized digital or
electronic recording of holograms in the in-line mode,
and it is to be expected that much more use will be
made of ‘e-holography’ in the future.

For field applications of holography, it is essential to
record the holograms using a pulsed laser in order to

create stable interference fringes. For subsea purposes,
a laser with a wavelength in the blue-green region of
the spectrum will match the oft-quoted peak trans-
mission window of seawater. In practice, a frequency-
doubled Nd-YAG laser with a wavelength of 532 nm is
a good choice, although ruby lasers operating at
694 nm are also acceptable if transmission distance is
not an issue. Usually OAH requires more energy and
places stricter constraints on coherence properties
than ILH. Beam quality is governed by quality of the
optical components in the beam path and also by the
output beam of the laser itself. Because off-axis
holography uses diffuse front/side illumination,
energies of up to several hundred millijoules are
often required for large (up to a meter in diameter)
poorly reflective objects, and coherence lengths of
greater than a meter are needed to record large scene
depths. To obtain a long coherence length, and thus
enable large-volume objects to be recorded, it is
necessary that the laser operate in a single longitudinal
cavity mode so that the bandwidth of the laser line is
kept small. To enable smooth even illumination of
both subject and holographic emulsion, good spatial
beam quality is needed. This usually dictates laser
output beams with either a Gaussian (TEM00) mode
profile or a flat profile, and spatial filtering during
beam expansion. Compared to off-axis holography,
the demands placed upon lasers for ILH are minimal.
The only essential requirement is for a good
spatial mode structure. Energy requirements are
moderate: as little as 10 mJ is enough since little
light is lost during the passage of the beam
through the recording volume. The laser coherence
length can be quite short, and only depends on the

Figure 7 The HoloMar camera configuration showing the separate in-line and off-axis beam paths.
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effective hologram area, thus lasers operating on
more than one longitudinal mode are usually
quite suitable.

The HoloMar System

The HoloMar system (shown diagrammatically in
Figure 7) was developed to record simultaneous in-
line and off-axis holograms of partially overlapping,
but orthogonal, views of the water column.
Although the recording views are orthogonal to
each other, the arrangement provides an element of
cross-correlation between holograms. It is designed
around a Q-switched, frequency-doubled Nd-YAG
laser with an output energy of 700 mJ in a single
pulse of less than 10 ns duration and a coherence
length in excess of 2 m. The laser output is split into
two beams: one of 100 mJ and the other of 600 mJ
energy. The 100 mJ beam is further split into two
equal energy beams and expanded and collimated to
a diameter of about 90 mm. One path forms the
illuminating beam for the in-line mode and the other
path forms the reference beam for the off-axis mode.
The in-line path records a water column of 470 mm
by 90 mm diameter (9,000 cm3) at 400 mm from the
front face of the housing, whereas the off-axis
hologram records almost the entire volume
(50,000 cm3) delineated by the front window to the
end of the arms that house the in-line system (see
Figure 7). Three ‘lightrods’, encompassing hollow
perspex tubes with 10 glass beam-splitter plates
distributed equally along the length, positioned at
458 to the main axis, provide roughly even side
illumination to the off-axis volume. The front face of
the camera is shown in Figure 8; the lightrods are
positioned on either side of the recording volume
(two on one side, one on the other). The exit window
for the in-line beam path and the off-axis window
can also be seen.

Two motor-driven plate holders and transport
mechanisms hold up to 20 plates for in-line and 24
for off-axis holograms. One pair of plates can be
exposed every 10 seconds, or they can be exposed
separately. The camera is remotely operated from the
surface via a control console (PC). A network of
micro-controllers serves as the backbone of the
in-camera control system and communication
between topside and camera modules is implemented
using a Controller Area Network (CAN) bus via an
umbilical cable. The entire camera is enclosed in a
water-tight stainless steel housing of 1,000 mm
diameter by 2,200 mm length. The prototype system
is capable of either ship deployment or attachment to a
fixed buoy and allows recording down to a water
depth of 100 m.

The HoloMar camera is shown, in Figure 9, being
lowered into Loch Etive, a sea loch on the west coast
of Scotland, on its maiden dive. Figures 10 and 11

show holographic images of plankton recorded on
this cruise. The first shows a view from a virtual

Figure 8 Front-end of the HoloMar camera showing the

‘lightrods’ and in-line and off-axis windows.

Figure 9 The HoloMar camera being lowered into Loch Etive,

Scotland.

Figure 10 A photograph taken from a virtual image replay of an

off-axis hologram recorded in Loch Etive.

HOLOGRAPHY, APPLICATIONS / High-Resolution Holographic Imaging and Subsea Holography 45



replay of an off-axis hologram at a wavelength of
514 nm: this is what a viewer would see when looking
from the inside of the holocamera into the laser-
illuminated water. Each bright dot signifies an object
of interest; two fiducial wires can also be seen fixed
diagonally across the arms at the end of the camera,
some 300 mm from the off-axis window. In the lower
left of the image a long ‘string-like’ object about
40 mm long is probably ‘floc’, the dead organic
matter that forms the food-stuff of many
zooplankton. Objects like this would be destroyed
in net-collection. Figure 11 shows images taken from
the real image projection of in-line and off-axis
holograms. The holograms are replayed using a

collimated beam at wavelengths of 514, 488, 457,
or 442 nm, depending on location in the image
volume. Some of the contrasting features between
in-line and off-axis holograms are apparent: the in-
line image shows clearly the outline of the organism
with detail resolvable down to about 10 mm, whereas
the off-axis hologram, although not achieving
this resolution, reveals the body structure of the
organism.

List of Units and Nomenclature

d dimension of object to be recorded
D effective aperture of hologram
n refractive index
na refractive index of air
nw refractive index of water
r minimum resolvable separation between two

points on the hologram
s distance between hologram and image

location
z distance between hologram and object

location
l wavelength
la in-air wavelength of recording beam
lc reconstruction wavelength
lw effective wavelength of recording beam

in water

See also

Holography, Applications: Holographic Recording
Materials and Their Processing. Holography,
Techniques: Computer-Generated Holograms. Phase
Control: Phase Conjugation and Image Correction.
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Introduction

The first off-axis transmission holograms in the
USA were recorded on Kodak 649F spectroscopic
silver halide material (now discontinued). For the
first reflection holograms, which were recorded in
Russia, a very fine-grain emulsion (Lippmann
emulsion) had to be prepared to resolve the fine
interference pattern associated with such holograms.
Since then various types of recording materials
for holography have been developed and manufac-
tured, including improved silver halide emulsions.

The following provides a brief description of the
holographic recording process. For recording holo-
grams and holographic optical elements (HOEs),
dichromated gelatin, photopolymer materials, and
photoresist materials are employed, in addition to
silver halide materials. Existing holographic record-
ing materials are described, as well as suitable
processing methods to obtain high-quality holograms
and HOEs.

Holographic Recording Materials

To produce a hologram, a micropattern, caused by
interference between the object beam and the
reference beam, is recorded in a light-sensitive high-
resolution material. The quality of a holographic
image depends on a number of factors, such as: the
geometry and stability of the recording setup; the
coherence of the laser light; the reference and object
beam ratio; the type of hologram produced; the size

of the object and its distance from the recording
material; the recording material and the emulsion
substrate used; the processing technique applied as
well as the reconstruction conditions. The material
must comply with certain requirements to be suitable
for this purpose. The most important of these
concerns the resolving power of the material. The
recording material must be able to resolve the highest
spatial frequencies of the interference pattern created
by the maximal angle u between the reference and
the object beams in the recording setup (Figure 1).

If l is the wavelength of the laser light used for the
recording of a hologram and n the refractive index of
the emulsion, then the closest separation de between
the fringes in the interference pattern created by the
angle u between the reference and the object beams
in the recording setup is

de ¼
l

2n sinðu=2Þ
½1�

Figure 1 Demand on resolution for recording a hologram.
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For high-quality holograms the resolution limit of the
material must be higher than the minimum value
obtained according to the above formula. For
a reflection hologram recorded in blue light
ðl ¼ 400 nmÞ with an angle of 1808 between the
beams, a minimum resolving power of 7600 lines
(mm)21 is required.

In holography, the resolution of the holographic
image and the resolving power of the recording
material are not directly related to the way in which
they are in photography.

Equation [1] gives the minimum resolving power
needed to record a hologram. The resolution of the
image depends on the area (diameter D) of the re-
cording material, the recording laser wavelength ðlÞ;

and the distance ðLÞ between the recording material
and the object (Figure 2).

Theoretically, the resolution of the holographic
image is the diffraction-limited resolution that can be
obtained when the information is collected over an
aperture equal to the size of the recording holo-
graphic plate. In principle, the larger the holographic
plate the better the resolution will be. To obtain high
image resolution, it is important that the recorded
interference fringes will not change or be distorted
during processing. To prevent that from happening, a
stable support for the emulsion (like a glass plate) is
needed and the processing method applied must not
affect the recorded fringe pattern in the emulsion.
In coherent imaging systems laser speckles are present
which may also have an effect upon image resolution.

There are two main types of holograms: amplitude
and phase holograms. In a pure amplitude hologram
only the absorption varies with the exposure (after
processing), whereas in a pure phase hologram, either
the refractive index or the emulsion thickness varies
with the exposure. If the hologram is thin, d < 0;

phase variations are then caused by surface relief
variations only. If the hologram is thick and has a
negligible surface relief ðDd ¼ 0Þ; phase variations
are caused by index variations only. In many cases,
the phase modulation in a hologram is a combination
of the two different extreme types (a complex
hologram).

For amplitude holograms, amplitude transmission
Ta against exposure or log exposure is used (Figure 3).
For a phase hologram, the corresponding curve is the
phase shift against the log exposure relation
(Figure 4).

One of the most important hologram character-
istics is its diffraction efficiency h: It is defined as
the diffracted intensity Ei of the wanted diffraction
order of the hologram in relation to the incident

Figure 2 Resolution of a holographic image depends on the

area (diameter D) of the recording material, the recording laser

wavelength l; and the distance L between the recording material

and the object.

Figure 3 Amplitude transmission Ta versus the logarithm of

exposure H used for the characterization of amplitude trans-

mission holograms.

Figure 4 Phase shift Df versus the logarithm of exposure H

used for the characterization of phase transmission holograms.
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intensity of the reconstruction beam Er : h ¼ Ei=Er:

In the definition of h; the incidental light losses caused
by surface reflection and base absorption should be
subtracted, but are often ignored. Other important
hologram characteristics are the signal-to-noise ratio
(SNR) and the dynamic range of the recording
material.

The resolution capability of an image reproduction
process is normally described by the Modulation
Transfer Function (MTF). Briefly, a test pattern con-
taining a sinusoidal variation in illuminance combined
with a continuous variation in spatial frequency along
one direction is recorded. The modulation M of the
pattern in the test target is

M ¼ ðHMAX 2 HMINÞðHMAX þ HMINÞ
21 ½2�

where H is the exposure incident on the photo-
graphic material. When this pattern is recorded in
the material, light scattering will take place in the
emulsion, which will reduce the original contrast of
the pattern. Therefore, the modulation of the pattern
will be decreased, in particular at high spatial
frequencies. The effective exposure modulation M0

will then be

M0 ¼ ðH0
MAX 2 H0

MINÞðH
0
MAX þ H0

MINÞ
21 ½3�

where H0 is exposure in the emulsion.
The original modulation M is constant and accu-

rately known; it is also independent of the spatial
frequency. After the tested emulsion has been
processed, the corresponding ‘exposed’ modulation
is obtained from the density variations. The ratio
between modulation M0 in the emulsion and modu-
lation M of the incident exposure is called the
modulation transfer factor, also called response

R ¼ MðM0Þ21 ½4�

If the response is plotted as the function of spatial
frequency, this curve will then be the modulation
transfer function of the material. The MTF for both a
holographic emulsion and a conventional photo-
graphic emulsion are illustrated in Figure 5.

There are many ways of categorizing holograms but
here we are mainly interested in definitions related to
the recording material and its processing. One of the
valid criteria is the thickness of the recording layer
(as compared to the interference fringe spacing within
the layer), i.e., the layer coated on the material
substrate. Holograms can thus be classified into
‘thin’ or ‘thick’ (sometimes also called ‘plane’ or
‘volume’ holograms, respectively). To distinguish
between the two types, the Q-parameter is normally

used; it is defined in the following way:

Q ¼ 2pldðnL2Þ21 ½5�

where l is the wavelength of the illuminating light,
d is the thickness of the layer, n is the refractive
index of the emulsion, and L the spacing between
the recorded fringes. A hologram is considered thick
if Q $ 10; and thin if Q # 1: Holograms with
Q-values between 1 and 10 can be treated as either
thin or thick.

Recording Materials

The most common holographic materials used
for recording holograms are the following: silver
halide emulsions; dichromated gelatin emulsions;
photopolymer materials; photoresist materials;
thermoplastic materials; bacteriorhodopsin; and
photorefractive crystals.

The following materials can also be considered for
holographic recordings, but not many practical
applications have been reported so far: chalcogenide
glasses; ferroelectric-photoconductors; liquid crystals;
magneto-optic films; metal and organic dye ablative
films; photochromic and photodichroic materials;
photothermorefractive glass; and transparent electro-
photographic films.

Sensitivity of Photographic and
Holographic Materials

The time of exposure for a given material will
depend on the sensitivity of the material used, as

Figure 5 Graphical representation of the modulation transfer

function (MTF) curves for both a conventional emulsion and a

holographic emulsion are shown.
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well as on the intensity of the interference pattern.
Some holographic materials must be processed after
exposure in a specific way to obtain a hologram. The
recorded intensity variations are converted during
this processing step to local variations in optical
density or refractive index and/or thickness of the
recording layer.

Exposure H is defined as the incident intensity E
times the time t of exposure of the recording material.
If the intensity is constant during the whole exposure
time, which is usually the case, then

H ¼ Et ½6�

Holographic materials are usually characterized
using radiometric units. The radiometric equivalent
of illuminance is irradiance. The unit of irradiance
is W(m)22 and the exposure will then be expressed
in J(m)22. The sensitivity of a holographic emulsion
is most often expressed in mJ(cm)22 or mJ(cm)22.
Knowing the sensitivity of the material used and
having measured the irradiance at the position of
the holographic plate, the exposure time can be
calculated using the above formula, i.e.,

Exposure time ¼ sensitivity=irradiance

Holographic materials are sensitized in such a way
that they are optimized for laser wavelengths
commonly used in holography.

Silver Halide Materials

A silver halide recording photographic material is
based on one type, or a combination of silver halide
crystals embedded in a gelatin layer. The emulsion is
coated on a flexible or stable substrate material.
Silver-halide grain sizes vary from about 10 nano-
meters for the ultra-fine-grain holographic emulsions
to a few micrometers for highly sensitive photo-
graphic emulsions (Table 1).

Silver salts are only sensitive to UV light, violet, and
deep blue light. Therefore special sensitizers (dyes)

must be added to the emulsion to make it sensitive
to other parts of the spectrum. Orthochromatic
emulsions are sensitive to green light. If the material
has been sensitized to both green and red light, it is
said to be panchromatic.

In the following, silver halide materials manufac-
tured by photographic and holographic companies
are described. The main difference between the new
materials and the previous emulsions from Agfa,
Ilford, etc., is that for the current silver halide
emulsions, the grain sizes are smaller. The present
holographic silver halide emulsion manufacturing
process is more or less based on the Russian ultrafine-
grain emulsion technology.

Substrates for Holographic Emulsions

The material on which the emulsion is coated
has a strong bearing on the final quality of the
hologram. The best choice is often a glass plate as it
is mechanically stable and optically inactive.
High resolution imaging, hologram interferometry,
holographic optical elements (HOEs) and spatial
filters are a few examples where a very stable emulsion
support is important. Mass produced holograms are
mainly recorded on film substrates. However, the
use of film has many advantages as compared to
that of glass (breakage, weight, cost, size, etc.).
Film substrates are used exclusively in the production
of large-format holograms. Film substrates are
of mainly two types: a polyester (polyethylene
terephthalate); or a cellulose ester, commonly triace-
tate (cellulose triacetate) or acetate–butyrate. Polye-
ster is mechanically more stable than triacetate film
and it is also less sensitive to humidity. Because of the
higher tensile strength, the polyester film can be made
thinner than the triacetate film. On the other hand,
polyester is birefringent, which can cause problems
when recording holograms. In Table 2 most current
commercial silver halide materials for holography
are listed.

Processing of Silver Halide Emulsions

In silver halide emulsions a latent image is formed
during exposure, which later is developed to a silver
image. Processing (development, fixing, and bleach-
ing) silver halide emulsions requires some expertise to
obtain high-quality holograms. With the exception of
DCG emulsions, other holographic materials are
easier to process and more straightforward. Here it
is not possible to describe all techniques employed
and recipes used for silver halide processing. The
reader is referred to the Further Reading section for
more details.

Table 1 Silver halide emulsion grain sizes

Type of emulsion Average grain

diameter [nm]

Ultra-fine-grain holographic emulsion 10–30

Fine-grain holographic emulsion 30–50

Fast holographic emulsion 50–100

Chlorobromide paper emulsion 200

Lithographic emulsion 200–350

Fine-grained photographic emulsion 350–700

Fast photographic emulsion 1000–2000

Fast medical X-ray emulsion 2500
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The developing agent is the most important
constituent in a holographic developer. In addition
to the developing agent, a developer consists of the
followingcomponents: apreservative (orantioxidant);

a weak silver-solvent agent; an accelerator (or
activator); a restrainer; and a solvent which is usually
water. Employing a developer which contains a
silver-solvent agent, solution-physical development

Table 2 Commercial holographic recording materials

Material Thickness

[mm]

Spectral sensitivity

[nm]

Sensitivity [mJ (cm)22] at Resolv. power

[lp (mm)21]

Grain size

[nm]

442 514 663 694

SILVER HALIDE EMULSIONS:

Slavich

Red PFG-01 7 ,700 – – 80 – .3000 35–40

Red PFG-03M 7 ,700 – – 1500 – .5000 10–20

Green VRP-M 7 ,550 – 80 – – .3000 35–40

Pan PFG-03C 9 400–700 1000 2000 1000 – .5000 10–20

Colourholographic

Red BB-700 7 ,700 – – 50 150 .2500 50–60

Red BB-640 7 ,650 – – 150 – .4000 20–25

Green BB-520 7 ,540 150 150 – – .4000 20–25

Blue BB-450 7 ,470 150 – – – .4000 20–25

Kodak

Red 131PX 9 ,650 2 – 0.5 – .1250 70

Red 131CX 9 ,650 2 – 0.5 – .1250 70

Red 120PX 6 ,750 60 – 40 40 .2500 58

Red 120CX 6 ,750 60 – 40 40 .2500 50

FilmoTec-ORWO

Red HF65 10 ,650 – – 1500 – 5000 30

Green HF53 10 ,550 – 700 – – 5000 30

Ultimate

Ultimate 15 7 ,700 – 150 150 150 .5000 15

Ultimate 08 7 ,650 120 200 200 – .7000 8

DICHROMATED GELATIN EMULSIONS

Slavich

Blue PFG-04 16 ,515 1 £ 105 2.5 £ 105 – – 10000 –

FilmoTec-ORWO

Blue GF 40 6/20 p p – – – – –

p delivered: non-sensitized

Holotec

Custom orders only

THERMOPLASTIC MATERIALS

Tavex America

Pan TCC-2 – ,800 1 1 1 1 1500 –

MD Diffusion

Custom orders only

PHOTORESIST MATERIALS

Towne Technologies

UV-Blue Shipley 1800 1.5–2.4 ,450 1.5 £ 105 – – – 1000 –

Hoya Corporation

Custom orders only

BACTERIORHODOPSIN MATERIALS

MIB GmbH

BR-WT B-type 30–100 ,650 – 80 £ 103 – – 5000 –

BR-D96N M-type 30–100 ,650 30 £ 103 – – – 5000 –
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or semi-physical development can be performed.
Such a developer is particularly suitable for process-
ing the ultrafine-grain emulsions.

Holographic Developers

Silver halide materials for holography are all of the
fine-grain type. Such materials require the appli-
cation of special processing techniques to achieve
the best possible results. For the processing of
amplitude holograms a high-contrast developer is
required, such as Kodak D-19. For holograms
which are going to be bleached (phase holograms),
developers based on ascorbic acid, hydroquinone,
metol, pyrocatechol, or pyrogallol are frequently
used. The following developers are recommended
for the new silver halide materials: D-19; CW-C2;
AAC; MAA-3; PAAP; and for pulsed laser record-
ings, the SM-6 developer. Colloidal development,
employing a highly diluted developer which
contains silver solvents, is recommended for the
ultrafine-grain emulsions. Colloidal silver grains
formed in the emulsion during such development
are very small which means that very little absorp-
tion occurs. The method produces holograms with
high diffraction efficiency combined with very low
light scattering noise. The Russian GP-2 developer
is recommended for colloidal development. Recipes
for common holographic developers are found
in Table 3.

Bleach Baths

Bleaching is used to convert a developed hologram
(containing a silver image) into a phase hologram, to
obtain a higher diffraction efficiency than is possible
for amplitude holograms. During bleaching the silver

image is converted into a water-soluble or an
insoluble silver compound. Holographic bleaching
techniques can be divided into three categories:

1. Conventional or direct (rehalogenating) blea-
ching;

2. Fixation-free rehalogenating bleaching;
3. Reversal (complementary) or solvent bleaching.

In conventional bleaching, the developed silver
image is, after fixing, converted into a transparent
silver halide compound, i.e., after the unexposed
silver halide crystals have been removed. This method
is not recommended for ultrafine-grain emulsions.
Instead the fixation-free rehalogenating bleaching is
preferred. The hologram is bleached directly after
development, without fixing, leaving the unexposed
silver halide crystals in the emulsion. A rehalogenat-
ing bleach bath consists of: an oxidizing agent; an
alkali halide (often KBr); and a buffer. Among the
rehalogenating bleaches, the following bleach baths
work well: PBQ-bleach; Ferric EDTA; and the
PBU-bleaches (PBU-amidol or the PBU-metol).

In reversal bleaching, the developed silver image
is not fixed. Instead it is converted into a soluble
silver complex which is removed from the emulsion
during bleaching, leaving only the original unex-
posed silver halide grains in the emulsion. A
reversal bleach bath consists of an oxidizing agent
and a buffer. For ultrafine-grain silver halide
emulsions, the reversal method is not recommended.
The very small unexposed silver halide grains are
also affected (partly dissolved) during reversal
bleaching, resulting in low diffraction efficiency.
For materials with larger grains, a more diluted
version of the dichromate Kodak R-9 bleach can be

Table 3 Developers for silver halide emulsions

Constituents CWC2 GP-2 MAA-3 PAAP AAC SM6

Methylphenidone 0.2 g

Catechol 10 g

Ascorbic acid 5 g 10 g 18 g 16 g 18 g

Hydroquinone 5 g

Metol 2.5 g

Phenidone 0.5 g 6 g

Sodium sulfite 5 g 100 g

Sodium phosphate (diabasic) 28.4 g 28.4 g

Urea 50 g

Potassium hydroxide 5 g

Sodium hydroxide 12 g 12 g

Sodium carbonate 30 g 55.6 g 60 g

Ammonium thiocyanate 12 g

Distilled water 1 l 1 l 1 l 1 l 1 l 1 l

Dilution: no 15 ml dev. þ 400 ml water no no no no
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used. Recipes for common holographic bleach baths
are found in Table 4.

Commercial Silver Halide Emulsions

In Table 2 most of the current silver halide
holographic emulsions are listed. The main manu-
facturer of holographic silver halide emulsions is the
Micron branch of the SLAVICH Joint Stock Com-
pany photographic company located outside Moscow
(2 pl. Mendeleeva, 152140 Pereslavl-Zalessky,
Russia, www.slavich.com). Both film (triacetate)
and glass plates are manufactured. Many different
sizes are produced, including 115 cm by 10 m film
rolls. Recommended holographic developers:
CW-C2, SM-6. Many rehalogenating holographic
bleach baths work well and, in particular, the
PBU-type bleaches are recommended.

Colourholographic Ltd is a new company based in
England (Braxted Park, Great Braxted, Witham CM8
3BX, England; www.colourholographic.com). The
Colourholographic materials are based on the HRT
emulsion, previously manufactured in Germany by
Dr Birenheide. At the present time only glass
plates are manufactured in England. Recommended
processing solutions for the new HRT materials
are a sodium-sulfite-free ascorbic acid–metol
developer followed by a rehalogenating ferric EDTA
or PBU bleaches. For reflection holograms, a pyr-
ogallol developer and the ferric-EDTA bleach can
be used.

Eastman Kodak’s holographic materials are pro-
duced in America (343 State Street, Rochester,
New York 14650, USA; www.kodak.com/go/PCB
products). These plates are usually made to order only.

Materials can be ordered with (marked -01) or
without (marked -02) anti-halation layer. The 120
emulsion can be used for recording holograms using a
pulsed ruby laser. Kodak recommends the developer
Kodak D-19 for the processing.

FilmoTec is located in Germany (Chemie
Park Bitterfeld-Wolfen, Röntgenstrasse, D-06766
Wolfen, Germany; www.filmotec.de). The company
manufactures ORWO holographic emulsions which
are coated only on triacetate film, 104 cm wide in
10 and 30 m lengths.

In France, M. Yves Gentet has started a small-
scale emulsion manufacturing company: Atelier de
Création d’Art en Holographie Yves Gentet (50,
rue Dubourdieu, F-33800 Bordeaux, France;
www.perso.wanadoo.fr/holographie) Monochro-
matic and panchromatic ultrafine-grain emulsions
are produced called ‘Ultimate’. Plates and film up to
60 cm by 80 cm are produced. An ascorbic acid–
metol developer is recommended followed by a Ferric
EDTA bleach. In addition, the Russian GP-2 developer
can be used. Also a special developer can be ordered
from the company.

Konica in Japan is manufacturing a green-sensitive
emulsion for the use in the American holographic
VOXEL 3D medical imaging system and, in addition,
for the Japanese market only.

Dichromated Gelatin Materials

Dichromated gelatin (DCG) is an excellent recording
material for volume phase holograms and HOEs.
The grainless material has its highest sensitivity in the
UV region, but extends into the blue and green parts
of the spectrum. There are possibilities to sensitize the

Table 4 Bleach baths for silver halide emulsions

Constituents Ferric-EDTA

(rehal.)

PBQ

(rehal.)

PBU-(amidol/metol)

(rehal.)

Copper

(rehal.)

Chrome

(reversal)

PSSB

(reversal)

Amidol or metolp 1 g

Cupric bromide 1 g

Potassium persulfate 10 g 20 g

Potassium dichromate 4 g

p-Benzoquinone 2 g

Ferric III sulfate 30 g 30 g

Copper sulfate 35 g

Disodium EDTA 30 g

Boric acid 1.5 g

Citric acid 50 g

Potassium bromide 30 g 30 g 20 g 30 g

Sodium hydrogen

sulfate

30 g 30 g 30 g

Sulfuric acid 4 ml

Distilled water 1 l 1 l 1 l 1 l 1 l 1 l

pTo be added after all other constituents have been dissolved.
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emulsion in the red part of the spectrum as well.
However, DCG is most often exposed with blue laser
wavelengths. Depending on processing parameters,
diffraction efficiency and bandwidth can be con-
trolled. It is easy to obtain high diffraction efficiency
combined with a large SNR.

During the exposure of a DCG emulsion to UV or
blue light, the hexavalent chromium ion (Cr6þ) is
photo-induced to trivalent chromium ion (Cr3þ)
which causes cross-linking between neighboring
gelatin molecules. The areas exposed to light are
hardened and become less soluble than the unexposed
areas. Developing consists of a water wash which
removes the residual or unreacted chemical com-
pounds. Dehydration of the swollen gelatin follows
after the material has been immersed in isopropanol,
which causes rapid shrinkage resulting in voids and
cracks in the emulsion, thus creating a large refractive
index modulation. The underlying mechanism is not
completely clear because high modulation can also be
caused by the binding of isopropanol molecules to
chromium atoms at the cross-linked sites. The DCG
material has a rather low sensitivity of about
100 mJ(cm)22. In many cases DCG plates are
prepared by fixing an unexposed silver halide
emulsion and then sensitizing it in a dichromate
solution. It is also, for example, possible to make a
10 mm thick emulsion on a 800 by 1000 glass plate using
1 g ammonium dichromate mixed with 3 g photo-
graphic grade gelatin in 25 ml deionized water.
Then the emulsion is spin-coated on the glass
substrate or the emulsion is applied by the doctor
blade coating technique. Many HOE manufacturers
prefer to produce their own emulsions but there
are also commercial DCG emulsions available on
the market.

Processing of DCG holograms are performed in
graded alcohol (propanol) baths starting with water–
propanol solutions of high water content and ending
with pure propanol (cold or hot) baths. Depending on
the wanted HOE characteristics, one has to carefully
control the propanol/water mixtures as well as the
temperature of the different baths. Cold baths produce
better uniformity and lower noise. Warm baths can
yield high index modulation but often with increased
noise. The bandwidth can be controlled by the
processing temperature and the ratio of propanol/
water mixtures.

Commercial DCG Materials

Slavich in Russia is one manufacturer of presensitized
dichromated plates for holography. The DCG emul-
sion is marked PFG-04. Plates up to a size of 30 by
40 cm can be ordered.

The FilmoTec DCG emulsions are only available on
190 mm triacetate film, 104 cm wide in 10 and 30 m
lengths; emulsion thickness 6 or 20 mm. Note that the
film needs to be sensitized in dichromate solution
before recording. This means that the company only
supplies large-format gelatin-coated film.

Holotec is a German-based company which offers
presensitized DCG coated on both plates and film
(Jülicher Strasse 191, D-52070 Aachen, Germany;
www.holotec.de). The Holotec emulsion is the high-
quality DCG emulsions developed by Professor
Stojanoff in Aachen. The company can supply
large-format DCG glass plates (m2 size) or film
(PET-Polyethylenterephtalat), pre-sensitized and
ready to use.

Photopolymer Materials

Photopolymer materials have become popular for
recording phase holograms and HOEs, in particular
for mass production of holograms since some
photopolymer materials only require dry processing
techniques.

A photopolymer recording material, such as the
DuPont material, consists of three parts: a photopoly-
merizable monomer; an initiator system (initiates
polymerization upon exposure to light); and a
polymer (the binder). First, an exposure is made
to the information-carrying interference pattern.
This exposure polymerizes a part of the monomer.
Monomer concentration gradients, formed by vari-
ation in the amount of polymerization due to the
variation in exposures, give rise to diffusion of
monomer molecules from the regions of high
concentration to the regions of lower concentration.
The material is then exposed to regular light of
uniform intensity until the remaining monomer is
polymerized. A difference in the refractive index
within the material is obtained. The DuPont material
requires only a dry processing technique (exposure to
UV light and a heat treatment) to obtain a hologram.
The DuPont photopolymer materials have a coated
film layer thickness of about 20 mm. The photo-
polymer film is generally coated in a 12.500 width on a
1400 wide Mylarw polyester base which is .00200 thick.
The film is protected with a .0009200 thick Mylarw

polyester cover sheet.
The recording of a hologram on DuPont polymer is

rather simple. The film has to be laminated to a piece
of clean glass or attached to a glass plate using an
index-matching liquid. Holograms can be recorded
manually, but in order to produce large quantities
of holograms, a special machine is required.
For hologram replication a laser line scanning
technique can provide the highest production rate.
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The photopolymer material needs an exposure of
about 10 mJ(cm)22.

After the exposure is finished, the film has to be
exposed to strong white or UV light. DuPont
recommends about 100 mJ(cm)22 exposure at 350–
380 nm. After that, the hologram is put in an oven at
a temperature of 120 8C for two hours in order to
increase the brightness of the image. The process is
simple and very suitable for machine processing
using, for example, a baking scroll oven.

Commercial Pholymer Materials

Currently the only manufacturer of holographic
photopolymer materials is E.I. du Pont de
Nemours & Co. (DuPont Holographics, POB 80352,
Wilmington, DE 19880, USA; www.dupont.com/
holographics). In the past it was possible to obtain
photopolymer materials from DuPont, but in 2002
the company changed its policy and today it is
producing materials mainly for DuPont Holo-
graphics, but approved customers may still be able
to buy material from DuPont. The reason for the
restrictions is that many applications of mass-
produced holograms are in the field of document
security, where DuPont’s photopolymers are used to
produce optical variable devices (OVDs).

Photoresist Materials

Photoresist materials in holography are used for
making masters for display and security holograms.
The recorded relief image in the photoresist plate is
then used to make the nickel shim needed as the tool
for embossing holograms into plastic materials.

The exposure to actinic radiation produces changes
in the photoresist layer that result in a solvency
differentiation as a function of exposure. Processing is
done with a suitable solvent dissolving either the
unexposed or exposed regions, depending on whether
the resist is of the negative or the positive type. For
optical recording, positive photoresist (exposed resist
removed during development) is preferred to the
negative type because of the higher resolving power
and low scatter. On the resulting surface, relief
pattern particles of nickel are deposited by electro-
lysis to make a mold, which can then be used as an
embossing tool. The photoresist process can be used
for making transmission holograms only. If an
embossed hologram is mirror-backed by using, for
example, an aluminum coating process, it can be used
in the reflection reconstruction mode as well. Photo-
resists are UV and deep-blue sensitive. The material is
spincoated on glass substrates to obtain a thickness of
between 0.5 and 2 mm, then it is baked at about 75 8C

for 15 minutes. A typical photoresist for holography
(e.g., Shipley Microposit 1350) has a sensitivity of
about 10 mJ(cm)22. The most common laser wave-
lengths for recording photoresist holograms are the
following wavelengths: 413 nm (Krypton-ion),
442 nm (Helium–Cadmium), and 458 nm (Argon-
ion). At higher wavelengths, e.g., 488 nm, the
sensitivity is rather low. Development of Shipley
resist is performed in Shipley 303A developer, diluted
1 part developer þ 5 parts de-ionized water. Nor-
mally only a 10 second development time is needed
(under agitation). After that the plate has to be rinsed
in de-ionized water for 2 minutes. The plate needs to
be dried quickly with a high pressure steam of
compressed nitrogen or dry, filtered compressed air.

Commercial Resist Materials

The main American manufacturer of photoresist is
Shipley Co. (1457 Macarthur Rd., #101, Whitehall,
PA 18052, USA). There are a few companies which
make plates based on Shipley resist.

Towne Technologies, Inc. (6–10 Bell Ave., Sommer-
ville, NJ 08876, USA; www.townetech.com) produces
spin-coated plates using Shipley resist (Shipley S-1800
series). Towne plates have a sublayer of iron oxide
which enhances adhesion of the resist during electro-
plating operations. In addition, the sublayer elimin-
ates unwanted backscatter from the glass substrate.
The plates are developed in Shipley 303A developer.

Hoya Corporation (7-5 Naka-Ochiai 2-chome,
Shinjuku-ku, Tokyo, Japan; www.hoya.co.jp) is a
producer of mask blanks coated with 0.5 mm thick
Shipley S-1800 resist (SLW plates). Different types
of glass as well as quartz plates are produced.
Hoya supply plates for holography, however, custom
orders only.

Thermoplastic Materials

The holographic thermoplastic is a multilayer struc-
ture coated on glass or film. The substrate is first
coated with a conducting layer, e.g., evaporated gold,
then a photoconductor, e.g., poly-n-vinyl carbazole,
PVK, that has been sensitized with, e.g., 2,4,7-
trinitro-9-fluorenone (TNF), and on top of this layer
a thermoplastic coating is deposited (usually a
styrene-methacrylate material). The recording of a
hologram starts with a uniform charging of the
surface of the thermoplastic material using a corona
charger. The charge is divided between the photo-
conductor and the thermoplastic layer. Exposure and
the consequent photogeneration in the photoconduc-
tor cause charges of opposite signs to migrate to
the interface with the thermoplastic layer and
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the substrate. This will not change the charge, but
only decrease the surface potential. Before the image
can be developed, the material has to be recharged
with the uniform corona charger. This step adds
additional charges to the exposed areas, in proportion
to the reduced potential which is also proportional to
the exposure. The material is then heated to a
softening temperature of the thermoplastic layer
which will be deformed due to the electrostatic forces
acting on it. The material is then cooled and the image
is fixed as a relief surface pattern in the thermoplastic
layer. The processing time after the exposure necess-
ary to obtain the image is between ten seconds and
half a minute. If the material is heated to a somewhat
higher temperature, the pattern disappears and the
image is erased. The thermoplastic material can now
be used for the recording of another hologram,
repeating the recording procedure. Such a cycling
technique can be repeated hundreds of times, without
any serious effect on the quality of the image. That,
and the fast dry processing made such materials
popular for the use in holographic cameras for
nondestructive testing. The sensitivity is between
10 and 100 mJ(cm)22 over the whole visible electro-
magnetic spectrum.

Commercial Thermoplastic Materials

In the past, several companies produced thermo-
plastic materials and recording equipment for holo-
graphy. Since there is very little demand for such
materials today, there is only one company which can
deliver thermoplastic equipment for holography:
Tavex America Inc. (14 Garden Road, Natick,
MA 01760, USA; www.tavexamerica.com). Tavex
America manufactures a thermoplastic camera,
TCC-2 in which 40 mm by 40 mm plates are used.
For obsolete systems, thermoplastic film can still be
obtained from MD Diffusion in France (93 rue
d’Adelshoffen, F67300 Schiltigheim, France).

Bacteriorhodopsin

Photochromic materials, a class to which bacterio-
rhodopsin (BR) belongs, have not been used much in
holography. Photochromics are real-time recyclable
materials which need no processing for development.
They can easily be erased and reused over and over
again. In holography the only successful material has
been the BR film which was introduced only a few
years ago. BR is a biomolecule with several appli-
cations in photonics, comprising a light-driven
molecular proton pump with exceptional photoelec-
tric and photochromic properties. BR is a photo-
chromic protein, found in the photosynthetic system

of a salt-marsh bacterium, termed purple membrane
(PM), of the cell membrane of Halobacterium
salinarum. BR thin films are made from polymer
suspensions of the isolated purple membrane. Some
of the desirable properties of BR films are real-time
writing and erasing in microsecond time-scales,
durability allowing millions of write/erase cycles
without degradation, very high spatial resolution of
5000 lp(mm)21, reasonably good light sensitivity of
approximately 10 mJ(cm)22, the encoding of both
amplitude and phase patterns, and the use of visible
laser light for writing and reading. The composition
of the films may also be altered by chemical means to
control the optical characteristics, and the BR
molecules themselves may be mutagenically changed
for performance optimization. Particular properties
that can be enhanced in these ways are image lifetimes
and the diffraction efficiency of holograms recorded
in the films. One advantage of this material is that it is
reversible. Therefore it has been considered to be used
in holographic storage systems and for real-time
holographic interferometry applications. BR film can
be used for recording polarization holograms because
of BR films inherent photo-inducable optical aniso-
tropy. The material is also possible to expose with
pulsed lasers, which makes it suitable for fast
holographic recording.

The BR film works in the following way. When
illuminated with green light, the BR molecule under-
goes an absorption resulting in a maximum shift of
about 160 nm towards the red and its color changes
from purple to yellow. The yellow image can be
erased by illuminating the BR material with blue
light. The recording–erasing cycle can be repeated
about a million times. Suitable BR-films for holo-
graphy are obtained by embedding purple mem-
branes into inert matrices like polyvinylalcohol or
polyacrylamide. For hologram recording and erasure
two photochemical conversions B ! M (B-type holo-
grams) and M ! B (M-type holograms) can be
employed. After excitation by light, BR cycles
through a sequence of spectrally distinguishable
intermediates and returns to the initial state. The
time associated with this thermal relaxation process
depends on several aspects, for example, type of BR
(wildtype or variant), pH value of film-matrix, film-
temperature, etc. For example, the M intermediate is
populated from the B state (absorption spectrum
peaked at 570 nm) by a green pumping beam and
information is recorded with blue light, which
initiates the photochemical M ! B transition. The
M state has its absorption peak at 410 nm. In BR
variants in which the thermal relaxation of the M
state has been prolonged, photocontrolled switching
between these two states can be achieved. Only when
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the pumping beam is incident upon the BR film can
information be recorded with blue light. The pump-
ing beam can be used as a readout beam for the
recorded hologram.

Commercial BR Materials

A holographic camera based on a BR film is
manufactured in Germany. The holographic system,
FringeMaker-plus, developed at the University of
Marburg is marketed by Munich Innovation Bio-
materials (MIB) GmbH. (Hans-Meerwein-Str.,
D-35032 Marburg, Germany; www.mib-biotech.de).
MIB is also a manufacturer of both wildtype and
genetically modified BR film for holography and
other scientific/technical applications. BR-films
offered by MIB can be used in two different recording
configurations: the transition from the initial B to M-
state (induced with yellow light) serves as basis for
optical data recording and processing (B-type record-
ing); or the photochemically induced transition from
M to B state (M-type recording). In the latter case,
yellow light is used to control the population of the
M-state and blue light is used to write the infor-
mation. MIB offers BR-films with normal and slow
thermal relaxation characteristics. Typical relaxation
time ranges (RTR), after which the photochemically
excited BR molecules have returned to the original
state, are between 0.3 and 80 s. The BR film is sealed
between two windows of high-quality optical glass.
The BR film layer has a thickness of 30–100 mm,
dependent on the optical density of the film. The
diameter of the film device is 25 mm and the clear
aperture is 19 mm.

Photorefractive Crystal Materials

Photorefractive crystals are electro-optic materials
which are suitable for recording volume phase
holograms in real-time. These crystals are important
components in holographic storage systems and are
seldom used in other holographic image applications.
Holograms recorded in crystals, such as: lithium
niobate (LiNbO3); barium titanate (BaTiO3); potass-
ium tantalate niobate (KTN); barium sodium neobate

(SBN); bismuth silicon oxide (BSO); and bismuth
germanium oxide (BGO), consist of bulk space
charge patterns. An interference pattern acting upon
a crystal will generate a pattern of electronic charge
carriers that are free to move. Carriers are moving to
areas of low optical illumination where they get
trapped. This effect will form patterns of net space
charge, creating an electrical field pattern. As these
crystals have strong electro-optic properties, the
electrical field pattern will create a corresponding
refractive index variation pattern, which means a
phase hologram. These holograms can be immedi-
ately reconstructed with a laser beam differing from
the beams creating the hologram. A hologram can
also be erased and a new hologram can be recorded in
the crystal. Holograms can be fixed by converting the
charge patterns to the patterns of ions which are not
sensitive to light. In some materials the hologram can
be fixed by heating the crystal to above 100 8C based
on thermally activated iconic conductivity. The
resulting iconic is frozen upon cooling the crystal
back to room temperature. More details about these
materials and storage applications are found in the
Further Reading.

See also

Holography, Techniques: Overview.
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Major Milestones

Holography is the science of recording an entire
optical wavefront, both amplitude and phase infor-
mation, on appropriate recording material. The
record is called a hologram. Unlike conventional
photography, which records a three-dimensional
scene in a two-dimensional format, holography

records true three-dimensional information about
the scene.

Holography was invented by Gabor in 1948 and
his first paper introduced the essential concept for
holographic recording – the reference beam. Holo-
graphy is based on the interference between waves
and, it provides us with a way of storing all the light
information arriving at the film in such a way that it
can be regenerated later.

The use of the reference beam is utilized because the
physical detectors and recorders are sensitive only to
light intensity. The phase is not recorded but is
manifest only when two coherent waves of the same
frequency are simultaneously present at the same
location. In that case, the waves combine to form a
single wave whose intensity depends not only on
intensities of the two individual waves, but also on the
phase difference between them. This is key to
holography. The film record, or hologram, can be
considered as a complicated diffraction grating.
Holograms bear no resemblance to conventional
photographs in that an image is not actually recorded.
In fact, the interferometric fringes which are recorded
on the recording material are not visible to an unaided
eye because of extremely fine interfringe spacing
(,0.5 micrometer). The fringes which are visible on
the recording material are the result of dust particles in
the optical system used to produce the hologram.

Gabor’s original technique is now known as in-line
holography. In this arrangement, the coherent light
source as well as the object, which is a transparency
containing small opaque details on a clear back-
ground, is located along the axis normal to the
photographic plate. With such a system, an observer
focusing on one image observes it superposed on the
out-of-focus twin image as well as a strong coherent
background. This constitutes the most serious
problem of Gabor’s original technique.

1948: Essential concept for holographic record-
ing by Dennis Gabor.

1960: The first successful operation of a laser
device by Theodore Maiman.

1962: Off-axis technique of holography by Leith
and Upatnieks.

1962: Yu N Denisyuk suggested the idea of three-
dimensional holograms based on thick
photoemulsion layers. His holograms can
be reconstructed in ordinary sunlight.
These holograms are called Lippmann–
Bragg holograms.

1964: Leith and Upatnieks pointed out that a
multicolor image can be produced by a
hologram recorded with three suitably
chosen wavelengths.

1969: S A Benton invented ‘Rainbow Hologra-
phy’ for display of holograms in white
light. This was a vital step to make holo-
graphy suitable for display applications.
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The first successful technique for separating the
twin images was developed by Leith and Upatnieks
in 1962. This is called the off-axis or side band
technique of holography. We shall consider mainly
the off-axis technique here.

Basic Holography Principle

Light from a laser or any light beam is characterized
by spatial coherence ðlcÞ and temporal coherence ðtcÞ;

which is discussed in all textbooks on optics. For
typical laboratory hologram recording, the required
degree of coherence of laser radiation is determined
by the type of object and geometrical arrangement
being used for the recording. The following condition
must hold:

L p ctc ½1�

where tc is the coherence time, and L the maximum
path length difference between the two waves chosen
to record the hologram. To begin recording, two
wavefronts are derived from the same laser source.
One wavefront is used to illuminate the object
and another is used as a reference wavefront.
The wavefront derived by illuminating the object is
superimposed with the reference wave and the
interference pattern is recorded. These object and
reference waves must:

. be coherent (derived from the same laser); and

. have a fixed relative phase at each point on the
recording medium.

If the above conditions are not met, the fringes will
move during the exposure and the holographic record
will be smeared. Therefore, to record the hologram
one should avoid air currents and vibrations. The
recording medium must have sufficient resolution to
record the fine details in the fringe pattern. This will
be typically of the order of the wavelength. To create
a three-dimensional image from the holographic
process one then has to record and reconstruct the
hologram. The object and reference waves are derived
from the same laser.

Holograms record an interference pattern formed
by interference of object and reference wavefronts,
as explained above. We may mention here that
for the two plane waves propagating at an angle u

between them, the spacing of the interference fringes
is given by

a ¼
l0

2 sinðu=2Þ
½2�

where l0 is the free space wavelength.

Processing of the hologram (developing, fixing, and
washing of the recording material) yields a plate with
alternating transparent and opaque parts, variation
of refractive index, or variation of height correspond-
ing to intensity variation in the fringe pattern. Such a
plate can be regarded as a complicated diffraction
grating. In this process, the hologram is illuminated
with monochromatic, coherent light. The hologram
diffracts this light into wavefronts which are essen-
tially indistinguishable from the original waves which
were diffracted from the object. These diffracted
waves produce all the optical phenomena that can be
produced by the original waves. They can be collected
by a lens and brought into focus, thereby forming an
image of the original object, even though the object
has since been removed. If the reconstructed waves
are intercepted by the eye of an observer, the effect is
exactly as if the original waves were being observed;
the observer sees what appears to be the original
object in true three-dimensional form. As the
observer changes his viewing position, the perspective
of the image scene changes; parallactic effects are
evident and the observer must refocus when the obser-
vation point is changed from a near to a distant object
in the scene. Assuming that both the construction
and reconstruction of the hologram are made with the
same monochromatic light source, there is no visual
test which can be made to distinguish between the
real object and the reconstructed image of the object.
It is as if the hologram were a window through which
the apparent object is viewed.

Hologram of a Point Object

Consider a hologram recorded with a collimated
reference wave normal to the recording plate and a
point object inclined at a certain angle. If the
hologram is illuminated once again with the same
collimated reference wave, it reconstructs two
images, one virtual true image and the other real
image. However, the two images differ in one very
important respect.

While the virtual image is located in the same
position as the object and exhibits the same parallax
properties, the real image is formed at the same
distance from the hologram but in front of it.
Corresponding points on the real and virtual images
are located at equal distances from the plane of the
hologram; the real image has the curious property
that its depth is inverted. Such an image is not formed
with a normal optical system; it is therefore called a
pseudo image as opposed to a normal or orthoscopic
image.

This depth inversion results in conflicting visual
clues, which make viewing of the real image
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psychologically unsatisfactory. Thus, if O1 and O2 are
two elements in the object field, and if O1 blocks the
light scattered by O2 at a certain angle, the hologram
records information only on the element O1 at this
angle and records no information about this part of
O2. An observer viewing the real image from the
corresponding direction then cannot see this part of
O2, which, contrary to normal experience, is
obscured by O1, even though O2 is in front of O1.

Production of an Orthoscopic Real
Image

An orthoscopic real image of an object can be
produced by recording two holograms in succession.
In the first step, a hologram is recorded of the
object with a collimated reference beam. When
this hologram is illuminated once again with the
collimated reference beam that was used to record it,
it reconstructs two images of the object at unit
magnification, one of them being an orthoscopic
virtual image, while the other is a pseudoscopic real
image. A second hologram is then recorded of this
real image with a second collimated reference beam.

When the second hologram is illuminated with a
collimated beam it reconstructs a pseudoscopic
virtual image located in the same position as the
real image formed by the second hologram is an
orthoscopic image. Since a collimated reference beam
is used throughout, the final real image is the same
size as the original object and free from aberrations.

In addition to these characteristic linked intensities
with the three-dimensional nature of the reconstruc-
tion, the holographic recording has several other
properties. Each portion of the hologram can
reproduce the entire image scene. If a smaller and
smaller portion of the hologram is used for recon-
struction, there is loss of image intensity and
reconstruction. When a hologram is reversed, such
as in contact printing processes, it will still recon-
struct a positive image indistinguishable from the
image produced by the original hologram.

Simple Mathematical Description of
Holography

Let the object and reference waves be given by

Uo ¼ Oðx; yÞeifðx;yÞ ½3�

and

Ur ¼ R eikysinu ½4�

Ur describes the reference (plane wave) propagating
at angle u to the z-axis.

The intensity at the hologram plane is

I ¼ lUr þ Uol
2

¼ lUrl
2
þ lUol

2
þ Up

r Uo þ UrU
p
o ½5�

As can be seen from the above equation, the
amplitude and phase of the wave are encoded as the
amplitude and phase modulation of a set of inter-
ference fringes. The material used to record the
patterns of interference fringes described above is
assumed to provide linear mapping of the intensity
incident during the reconstruction process into
amplitude transmitted by or reflected from the
recorded material. Usually both light detection and
wavefront modulation are performed by photo-
graphic plate/film. We assume the amplitude trans-
mission properties of the plate/film after processing to
be described by

T ¼ To 2 bðE 2 EoÞ ½6�

where the exposure E; at the film is E ¼ It ; here t is
the exposure time. T0 is the transmittance of the
unexposed plate.

If the hologram is reilluminated by the reference
wave, the transmitted wave amplitude will be

Ut ¼ Ur

�
To 2 bt ðlUol

2
þ Up

r Uo þ UrU
p
oÞ
�

½7�

The first term is reference wave times a constant. The
second term is the reference wave modulated by
lUol

2
¼ Oðx; yÞ2; it gives small-angle scattering about

the reference wave direction. The third term is
proportional to Uo: It is the same as the original
object wave (note this is only so if the reconstruction
wave is identical to the reference wave). The fourth
term is

2btU2
r Up

0 ¼ 2btR2 eiky2sinuOðx; yÞe2 ifðx;yÞ ½8�

This is essentially a wave traveling in a direction
sin21ð2sinuÞ to the z-axis, with the correct object
amplitude modulation but its phase reversed in sign,
producing a conjugate wave.

Types of Holograms

Primarily, the holograms are classified as thin and
thick, based on the thickness of the recording medium.
When the thickness of the recording medium is small
compared with the average spacing of the interference
fringes, the hologram can be treated as a thin
hologram. Such holograms are characterized by
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spatially varying complex amplitude transmittance:

tðx; yÞ ¼ ½tðx; yÞ�exp½2ifðx; yÞ� ½9�

Thin holograms can be further categorized as thin
amplitude holograms or thin phase holograms. If
amplitude transmittance of the hologram is such that
fðx; yÞ is constant while tðx; yÞ varies over the
hologram, the hologram is termed an amplitude holo-
gram. For a lossless phase hologram, ltðx; yÞl ¼ 1;
so that the complex amplitude transmittance is caused
by variation in phase.

When the thickness of the hologram recording
material is large compared to the fringe spacing of the
interference fringes, the holograms may be considered
as volume holograms. These may be treated as a
three-dimensional system of layers corresponding to a
periodic variation of absorption coefficient or refrac-
tive index, and the diffracted amplitude is at a
maximum when Bragg’s condition is satisfied. In
general, the behavior of thin and thick holograms
corresponds to Raman Nath and Bragg diffraction
regimes. The distinctions between two regimes is
made on the basis of a parameter Q; which is defined
by the relation:

Q ¼
2plod

noL
2

½10�

where

L ¼ spacing of fringe on hologram, measured normal
to the surface;

d ¼ thickness of recording medium;
no ¼ mean refractive index of the medium; and
lo ¼ wavelength of light.

Small values of Q ðQ , 1Þ correspond to thin
gratings, while large values of Q ðQ . 10Þ corres-
pond to volume gratings. For values of Q between
1 and 10, intermediate properties are exhibited.
However, this criterion is not always adequate. The
boundaries between the thin and thick holograms are
given by the value of

P ¼
l2

o

L2non1

½11�

where P22 is the relative power diffracted into higher
orders, and P , 1 for thin holograms and P . 10 for
thick holograms. For P having values between 1 and
10, the hologram may be thin or thick, depending on
the other parameters involved.

Holograms can also be classified based on whether
they are reconstructed in transmitted light or reflected
light. For transmission holograms, during the record-
ing stage, two interfering wavefronts make equal but
opposite angles to the surfaces of recording medium

and are incident on it from the same side. Reflection
holograms reconstruct images in reflected light. They
are recorded such that the interfering wavefronts are
symmetrical with respect to the surface of the
recording medium but are incident on it from
opposite sides. When the angle between the interfer-
ing wavefronts is maximum (1808), the spacing
between the fringe planes of the recording medium
is minimum. Under such conditions, reflection
holograms may have wavelength sensitivity high
enough to be reconstructed, even with white light.

An important development in the field of holo-
graphy was the invention of rainbow holograms by
Benton in 1969. This provides a method for utilizing
white light for illumination when viewing the
holograms. The technique does so by minimizing
the blur introduced by color dispersion in trans-
mission holograms, at the price of giving up parallax
information in one dimension.

Recording Materials

An ideal recording medium for holography should
have a well matching spectral sensitivity correspond-
ing to available laser wavelengths, linear transfer
characteristics, high resolution, and low noise. It
should also be either inexpensive or indefinitely
recyclable. Toward achieving the above-mentioned
properties, several materials have been studied, but
none has been found so far that meets all the
requirements. Materials investigated include: silver
halide photographic emulsion; dichromated gelatin
plates/films; silver halide sensitized gelatin plates/
films; photo-resists; photo polymer systems; photo-
chromics; photo thermoplastics; and ferro-electric
crystals. Recently, the use of storage and processing
capabilities of computers, together with CCD
cameras, has been used for recording holograms.

Silver halide photographic emulsions are a com-
monly used recording material for holography,
mainly because of relatively high sensitivity and
easy availability. Manufacture, use, and processing
of these emulsions have been well standardized. The
need for wet processing and drying may constitute
a major drawback. Dichromated gelatin can be
considered an almost ideal recording material for
volume phase holograms, as it has a large refractive
index modulation capability, high resolution, low
absorption and scattering.

Because of these features, dichromated gelatin has
been extensively investigated. The most significant
disadvantage is its comparatively low sensitivity.
Pennington et al. developed an alternative technique,
which combines the advantage of silver halide
emulsions (high sensitivity) with that of dichromated
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gelatin (low absorption scattering and high stability).
It involves exposing silver halide photographic
emulsion and then processing it, so as to obtain a
volume phase hologram consisting solely of hardened
gelatin.

Thin phase holograms can be recorded on photo-
resists, which are light-sensitive organic films yielding
relief image after exposure and development. They
offer advantages of easy replication using thermo-
plastics but are slow in response and undergo
nonlinear effects at diffraction efficiency greater
than ,0.05. Shipley AZ-1350 is a widely used
photoresist, with maximum sensitivity in the ultra-
violet, dropping rapidly for longer wavelengths
towards the blue.

Photopolymers are being keenly investigated
because they offer advantages such as ease of
handling, low cost, and real-time recording for the
application of holography and nonlinear optics. How-
ever, they have low sensitivity and short shelf life.

Thin phase surface relief holograms can be
recorded in a thin layer of thermoplastics. These
materials have a reasonably high sensitivity over the
whole visible spectrum, fairly high diffraction effi-
ciency, and do not require wet processing. Their
application in holographic interferometry, optical
information processing, and in making compact
holographic devices has been widely reported.

Photorefractive crystals such as Bi12SiO20, LiNbO3,
Bi12GeO20, BaTiO3, LiTaO3, etc., as recording
materials, offer high-angular sensitivity and provide
capability to read and write volume holographic data
in real time. Besides the materials discussed here,
several other materials have been investigated for
recording holograms; these include photocromics,
elastomere devices, magneto-optic materials, etc.

Application of Holography

Holography can be constructed not only with the
light waves of lasers, but also with sound waves,
microwaves, and other waves in the electromag-
netic spectrum of radiation. Holograms made with
ultraviolet light or X-rays can record images of
objects/particles smaller than the wavelength of
visible light, e.g., atoms or molecules. Acoustical
holography uses sound waves to see through solid
objects. Holography has a vast scope of practical
applications, which have been classified into two
major categories:

1. applications requiring three-dimensional images
for visual perception; and

2. applications in which holography is used as a
measuring tool.

The unique ability of holography – to record and
reconstruct both electromagnetic and sound waves –
makes it a valuable tool for education, science,
industry, and business. Below are some of the
important applications:

1. Holographic interferometry (HI) is one of the
most powerful measuring tools. In HI, two states
of an object, i.e., initial and deformed state are
recorded on the same photographic plate. After
reconstruction of the light wave corresponding
to two states of an object, interferences and
deformations are displayed in terms of the
interference pattern. The change of distance of
one tenth of a micron, or lower, can be resolved.
HI provides scientists/engineers with crucial data
for design of critical machine parts of power-
generating equipment, in the aircraft industry,
automobile industry, and nuclear installations
(say, for example, in the design of containers
used to transport nuclear materials, improve the
design of aircraft wings and turbine blades, etc.).
Presently, HI is being widely used in mechanical
engineering, acoustics, and aerodynamics, for
nondestructive testing, to investigate oscillation
in diaphragms and flow around various objects,
respectively.

2. Microwave holography can detect objects
deep within spaces, by recording the radio
waves they emit.

3. Another important application of holography is
the design of optical elements, which possess
special properties. A holographic recording of a
concave mirror behaves in much the same way as
the mirror itself, i.e., it can focus the light. In
some cases chromatism can be introduced in the
design of elements so that a location of the point,
where the beams are focused, depends on the
wavelength. This can be achieved by accurately
choosing the recording arrangement of the
focusing elements, these elements are, in fact,
diffraction gratings. These can have low noise
levels, freedom from astigmatism, and have
other useful properties. Holographic optical
elements have found applications in supermarket
scanners to read barcodes, headup displays
in fighter aircraft to observe critical cockpit
instruments, etc.

4. A telephone credit card used in Europe and
other developed countries has embossed surface
holograms which carry a monetary value. When
the card is inserted into the telephone, a card
reader discerns the amount due and deducts
the appropriate amount to cover the cost of
the call.
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5. Holography is having applications in analog and
digital computers, offering remarkable opportu-
nities to realize various logical operators, devices
for identifying images based on matched filter-
ing, and in computer memory units. The basic
advantage of holographic memory is that a
relatively large volume of information can be
stored and that there are a limited number of
ways to change the record. The arrival of the
first prototype of optical computers, which use
holograms as storage material for data, could
have a dramatic impact on the holographic
market. The yet-to-be-unveiled optical compu-
ters will be able to deliver trillions of bits of
information faster than the current generation
of computers.

6. Optical tweezers are going to become an
important tool for the study of micro-organ-
isms/bacteria, etc.

7. Holograms can be used to locate and retrieve
information without knowing its location in the
storage medium, only needing to know some of
its content.

8. The links between computer science and
holography are now well-established and are
developing, with at least two aspects making
computer-generated holograms extremely inter-
esting. First, such holograms enable us to obtain
visual 3-dimensional reconstructions of ima-
gined objects. For example, one can reconstruct
three dimensions of a model of an object still
in the design stage. Second, computer-generated
holograms can be used to reconstruct lightwaves
with specified wave fronts. This means specially
computed and manufactured holograms may
function as optical elements that transform the
incident light wave into desired wavefronts.

9. Another important applications of holography is
its utilization to compensate for the distortion
that occurs when viewing objects through
optically heterogeneous mediums. It can be
achieved based on the principle of beam reversal
by the hologram.

10. Finally, let us consider the application of holo-
graphy to art. The development of holography
gives very effective ways of creating qualitative
three-dimensional images. Thus, a new indepen-
dent area of holographic creative work represen-
tational/artistic holography has appeared. The
art of holographic depiction has developed
along two major routes. The first is creation of
the view hologram, used as holograms of
natural objects that are to be displayed in
exhibitions and museums; these are also known
as artistic holograms. Portrait holography is also

classified under this category. The progress in
portrait holography is hampered partly because
of imperfection of pulsed lasers and partly
because of the deterioration of photographic
material when exposed to pulsed electromagnetic
radiation.

The principle behind the creation of elusion by
using composite holograms is also very convin-
cing for the display of objects. To synthesize the
composite holograms, the photographs of var-
ious aspects of a scene are printed onto the
photographic plate. The synthesis techniques for
preparing the composite hologram are very
complicated, while the images created by holo-
grams are still far from perfect. However, there is
no doubt that composite holography opens
holography up as an artistic technique. Recently
rainbow holography has been very popular to
display such objects.

See also

Holography, Applications: Art Holography. Hologra-
phy, Techniques: Color Holography; Computer-
Generated Holograms; Digital Holography; Holographic
Interferometry. Phase Control: Phase Conjugation and
Image Correction.
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Introduction

Since the appearance of the first laser-recorded
monochromatic holograms in the 1960s, the possibi-
lities of recording full-color high-quality holograms
have now become a reality. Over many years holo-
graphic techniques have been created to produce
holograms with different colors, referred to as pseudo-
or multicolor holograms. For example, in the
field of display holography, it is common to make
multiple-exposed reflection holograms using a single-
wavelength laser and emulsion thickness manipu-
lation to obtain an image with different colors. In this
way many beautiful pseudocolor holograms have been
made by artists. Applying Benton’s rainbow hologram
technique (for example, the one used for embossing
holograms on credit cards), it has been possible to
record transmission holograms aswell asmass-produce
embossed holograms with ‘natural’ colors. However, a
rainbow hologram has a very limited viewing position
from which a correct color image can be seen.

This article will acquaint the reader with the topic
of color holography (full-color or true-color holo-
graphy). This describes a holographic technique to
obtain a color 3D image of an object where the color
rendition is as close as possible to the color of the real
object. A brief review of the development of color
holography, the current status and the prospects
of this new 3D imaging technique, are presented.
Also included are recording techniques using three
lasers providing red, green and blue (RGB) laser
light as well as computer-generating techniques for
producing full parallax 3D color images.

The Development of Color
Holography

In theory, the first methods for recording color
holograms were established in the early 1960s.
Already Leith and Upatnieks (1964) proposed

multicolor wavefront reconstruction in one of their
first papers on holography. The early methods con-
cerned mainly transmission holograms recorded with
three different wavelengths from a laser or lasers,
combined with different reference directions to
avoid cross-talk. Such a color hologram was then
reconstructed (displayed) by using the original
laser wavelengths from the corresponding reference
directions. However, the complicated and expen-
sive reconstruction setup prevented this technique
frombecomingpopular.More suitable forholographic
color recording is reflection holography, which can
be reconstructed and viewed in ordinary white light.

Most likely, the three-beam transmission tech-
nique might eventually become equally applicable,
provided inexpensive multicolor semiconductor
lasers become widely available. Such RGB lasers
can be used to display a very realistic, deep, and
sharp holographic image of, for example, a room.

Relatively few improvements in color holography
were made during the 1960s and 1970s. Not until the
end of the 1970s did a few examples of color holo-
grams appear. During the 1980s, new and improved
techniques were introduced. A review of various
transmission and reflection techniques for color holo-
graphy was published by Hariharan (1983). From
1990 until today, many high-quality color holograms
have been recorded, mainly due to the introduction of
new and improved panchromatic recording
materials. On the market are ultra-fine-grain silver
halide emulsions (manufactured by Slavich in Russia)
as well as photopolymer materials (manufactured by
E. I. du Pont de Nemours & Co. in the USA).

Color reflection holography presents no problems
with regard to the geometry of the recording setup,
but the final result is highly dependent on the
recording material used and the processing tech-
niques applied. There are some problems associated
with recording color holograms in general and
specifically in silver halide emulsions:

. Scattering occurring in the blue part of the
spectrum typical of many holographic coarse-
grain silver halide emulsions makes them unsuit-
able for the recording of color holograms.
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. Multiple storage of interference patterns in a single
emulsion reduces the diffraction efficiency of each
individual recording. The diffraction efficiency of a
three-color recording in a single-layer emulsion is
lower than a single wavelength recording in the
same emulsion.

. During wet processing, emulsion shrinkage
frequently occurs, causing a wavelength shift.
White-light-illuminated reflection holograms nor-
mally show an increased bandwidth upon recon-
struction, thus affecting the color rendition.

. The fourth problem, related to some extent to the
recording material itself, is the selection of appro-
priate laser wavelengths and their combination in
order to obtain the best possible color rendition of
the object.

In the beginning, when no suitable panchromatic
emulsion existed, the sandwich technique was used to
make color reflection holograms. Two plates were
sandwiched together, in which, for example, two
different types of recording materials were used. The
most successful demonstration of the sandwich
recording technique was made by Kubota (1986) in
Japan. He used a dichromated gelatin (DCG) plate for
the green (515 nm) and the blue (488 nm) compo-
nents, and an Agfa 8E75 silver halide plate for the red
(633 nm) component of the image. Kubota’s sandwich
color hologram of a Japanese doll recorded in 1986,
demonstrated the potential of high-quality color holo-
graphy for the first time. Color holograms have also
been recorded in red-sensitized DCG materials.

Extensive work in the field of reflection color
holography was performed by Hubel and Solymar
(1991). Primarily they employed Ilford silver halide
materials for the recording of color holograms
applying the sandwich technique.

Very important is the research on recording
materials by Usanov and Shevtsov (1990) in Russia.
Their work is based on the formation of a microcavity
structure in gelatin, by applying a special processing
technique to silver halide emulsions. Such holograms
recorded in a silver halide emulsion have a high
diffraction efficiency and exhibit a typical DCG
hologram quality.

Not until panchromatic ultra-fine-grain silver
halide emulsions were introduced in Russia in the
early 1990s, was it possible to record high-quality
color holograms in a single emulsion layer as
demonstrated by the present author. Although it is
now possible to produce color holograms, they need
to be displayed correctly. An important improvement
would be to find an edge-illuminating technique to
make color holograms easier to display. The display
problem still remains the main obstacle preventing

color holograms, as well as monochrome holograms,
being more widely used.

Recording of Color Holograms

Currently, most transmission color holograms are of
the rainbow type. Large-format holographic stereo-
grams made from color-separated movie or video
recordings have been produced. There are also some
examples of embossed holograms in which a correct
color image is reproduced. In order to generate a true
color rainbow hologram, a special setup is required in
which the direction of the reference beam can be
changed in between the recordings of the color-
separated RGB primary images. However, as already
mentioned, holographic color images of the rainbow
type can reconstruct a correct color image only along
a horizontal line in front of the film or plate and, thus,
of less interest for serious color holography appli-
cations. Reflection holography can offer full parallax,
large field of view 3D color images where the colors
do not change when observed from different
directions.

Silver Halide Materials

To be able to record high-quality color reflection
holograms it is necessary to use extremely low light-
scattering recording materials. This means, for
example, the use of ultra-fine-grain silver halide
emulsions (grain size about 10 nm). Currently, the
only producer of a commercial holographic panchro-
matic ultra-fine-grain silver halide material is the
Micron branch of the Slavich photographic company
located outside Moscow. The PFG-03c emulsion
comes in standard sizes from 63 mm £ 63 mm format
up to 300 mm £ 406 mm glass plates and is also
available on film. Some characteristics of the Slavich
material are presented in Table 1.

By using suitable processing chemistry for the PFG-
03c emulsion it has been possible to obtain high-
quality color holograms. These holograms are
recorded in a single-layer emulsion, which greatly
simplifies the recording process as compared with
many earlier techniques. The aforesaid single-layer
technique is described below.

Table 1 Characteristics of the Slavich panchromatic emulsion

Silver halide material PFG-03C

Emulsion thickness 7 mm

Grain size 12–20 nm

Resolution ,10,000 lp(mm)21

Blue sensitivity ,1.0–1.5 £ 1023 J(cm)22

Green sensitivity ,1.2–1.6 £ 1023 J(cm)22

Red sensitivity ,0.8–1.2 £ 1023 J(cm)22

Color sensitivity peaked at 633 nm and 530 nm
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Photopolymer Materials

The color holography photopolymer material from
DuPont is another alternative recording material for
color holograms. In particular, this type of material is
suitable for mass production of color holograms.
Although, being less sensitive than the ultra-fine-grain
silver halide emulsion, it has special advantages of
easy handling and dry processing (only UV-curing
and baking). The DuPont color photopolymer
material has a coated film layer thickness of about
20 mm. The photopolymer film is generally coated in
a 12.5-inch width on a 14-inch wide Mylarw

polyester base which is 0.002-inch thick. The film is
protected with a 0.00092-inch thick Mylarw poly-
ester cover sheet. However, the panchromatic poly-
mer material is only supplied to specially selected and
approved hologram producers. The reason for this is
that some applications of color holograms are in the
field of document security where optically variable
devices (OVDs) are produced.

The recording of a color hologram on DuPont
polymer is simple. The film has to be laminated to a
piece of clean glass or attached to a glass plate using
an index-matching liquid. To obtain the right color
balance, the RGB sensitivity depends on the particu-
lar material, but typically red sensitivity is lower than
green and blue sensitivities. It is difficult to obtain
high red-sensitivity of photopolymer materials.

Simultaneous exposure is the best recording tech-
nique for photopolymer materials. Holograms can be
recorded manually, but in order to produce large
quantities of holograms, a special machine is
required. For hologram replication the scanning
technique can provide the highest production rate.
In this case, three scanning laser lines are needed,
which can be adjusted in such a way that all three
simultaneously can scan the film. The color photo-
polymer material needs an overall exposure of about
10 mJ(cm)22.

After the exposure is finished, the film has to
be exposed to strong white or UV light. DuPont
recommends about 100 mJ(cm)22 exposure at
350–380 nm. After that, the hologram is put in an
oven at a temperature of 120 8C for two hours in
order to increase the brightness of the image.

Laser Wavelengths for Color Holograms

The problem of choosing optimal primary laser
wavelengths for color holography is illustrated in
the 1976 CIE chromaticity diagram (Figure 1) which
indicates suitable laser wavelengths for color
holograms.

It may seem that the main aim of choosing the
recording wavelengths for color holograms would
be to cover as large an area of the chromaticity
diagram as possible. However, there are many other

Figure 1 The 1976 CIE uniform scales chromaticity diagram shows the gamut of surface colors and positions of common laser

wavelengths. Optimal color-recording laser wavelengths are also indicated.
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considerations that must be taken into account when
choosing the wavelengths for color holograms. One
of these important considerations is the question of
whether three wavelengths are really sufficient for
color holography. The wavelength selection problem
for color holography has been treated in several
papers, for example by Peercy and Hesselink (1994).

Hubel and Solymar (1991) provided a definition of
color recording in holography:

A holographic technique is said to reproduce ‘true’
colors if the average vector length of a standard set of
colored surfaces is less than 0.015 chromaticity
coordinate units, and the gamut area obtained by
these surfaces is within 40% of the reference gamut.
Average vector length and gamut area should both be
computed using a suitable white light standard
reference illuminant.

An important factor to bear in mind when working
with silver halide materials is that a slightly longer
blue wavelength than the optimal one might give
higher-quality holograms (better signal-to-noise
ratio) because of reduced Rayleigh scattering during
the recording. Another important factor to consider is
the reflectivity of the object at primary spectral
wavelengths. It has been shown that the reflectivity
of an object at three wavelength bands, peaked at
450, 540, and 610 nm, has an important bearing on
color reconstruction. These wavelengths can also be
considered optimal for the recording of color
holograms even though the laser lines are very
narrow-band. A triangle larger than necessary can
be considered in order to compensate for color
desaturation (color shifting towards white) that
takes place when reconstructing color reflection
holograms in white light. According to Hubel’s
color rendering analysis, the optimal wavelengths
are 464, 527, and 606 nm for the sandwich silver
halide recording technique. If the calculations are
performed to maximize the gamut area instead, the
following set of wavelengths is obtained: 456, 532,
and 624 nm. However, when approached from a
different viewpoint, the optimal trio of wavelengths
based on the reconstructing light source of 3400 K, a
6 mm thick emulsion with a refractive index of 1.63
and an angle of 308 between the object and the
reference beam the following wavelengths were
obtained: 466.0, 540.9, and 606.6 nm. Peercy and
Hesselink (1994) discussed wavelength selection by
investigating the sampling nature of the holographic
process. During the recording of a color hologram the
chosen wavelengths point-sample the surface-reflec-
tance functions of the object. This sampling on color
perception can be investigated by the tristimulus
value of points in the reconstructed hologram which

is mathematically equivalent to integral approxi-
mations for the tristimulus integrals. Peercy and
Hesselink used both Gaussian quadrature and
Riemann summation for the approximation of
the tristimulus integrals. In the first case they found
the wavelengths to be 437, 547, and 665 nm. In the
second case the wavelengths were 475, 550, and
625 nm. According to Peercy and Hesselink, the
sampling approach indicates that three monochro-
matic sources are almost always insufficient to
preserve all of the object’s spectral information
accurately. They claim that four or five laser
wavelengths are required.

Only further experiments will show how many
wavelengths are necessary and which combination is
the best for practical purposes. Another factor that
may influence the choice of the recording wavelengths
is the availability of cw lasers currently in use in
holographic recording, for example, argon ion,
krypton ion, diode-pumped solid state (DPSS) fre-
quency-doubled Nd:YAG, helium neon, and helium
cadmium lasers (Table 2).

The recent progress in DPSS laser technology has
made available both red and blue DPSS lasers. These
lasers are air-cooled, small, and each laser requires
less than a hundred watts of electric power to
operate. Usually, a set of three DPSS lasers will be
the best choice of cw lasers for color holography in
the future.

Setup for Recording Color Holograms

A typical reflection hologram recording setup is
illustrated in Figure 2.

Table 2 Wavelengths from cw lasers

Wavelength [nm] Laser type Single line power [mW]

442 Helium cadmium ,100

457 DPSS blue ,500

458 Argon ion ,500

468 Krypton ion ,250

476 Krypton ion ,500

477 Argon ion ,500

488 Argon ion ,2000

497 Argon ion ,500

502 Argon ion ,400

514 Argon ion ,5000

521 Krypton ion ,100

529 Argon ion ,600

531 Krypton ion ,250

532 DPSS green ,3000

543 Green neon ,10

568 Krypton ion ,100

633 Helium neon ,80

647 Krypton ion ,2000

656 DPSS red ,1000
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The different laser beams necessary for the
exposure of the object pass through the same beam
expander and spatial filter. A single-beam Denisyuk
arrangement is used, i.e., the object is illuminated
through a recording holographic plate. The light
reflected from the object constitutes the object beam
of the hologram. The reference beam is formed by the
three expanded laser beams. This ‘white’ laser beam
illuminates both the holographic plate and the object
itself through the plate. Each of the three primary laser
wavelengthsformsits individual interferencepatternin
the emulsion, all of which are recorded simultaneously
during the exposure. In this way, three holographic
images (a red, a green, and a blue image) are super-
imposed upon one another in the emulsion.

Three laser wavelengths are employed for the
recording: 476 nm, provided by an argon ion
laser, 532 nm, provided by a cw frequency-doubled
Nd:YAG laser, and 647 nm, provided by a krypton
laser. Two dichroic filters are used for the combining
of the three laser beams. The ‘white’ laser beam goes
through a spatial filter, illuminating the object
through the holographic plate.

By using the dichroic filter beam combination
technique, it is possible to perform simultaneous
exposure recording, which makes it possible to
control independently the RGB ratio and the overall
exposure energy in the emulsion. The RGB ratio can
be varied by individually changing the output power
of the lasers, while the overall exposure energy is
controlled solely by the exposure time. The overall
energy density for exposure is about 3 mJ(cm)22.

In the initial experiments performed by the author in
1993, a specially designed test object consisting of the
1931 CIE chromaticity diagram, a rainbow ribbon
cable, pure yellow dots, and a cloisonné elephant, was
used for the color balance adjustments and exposure
tests. Later, another test target was employed – the
Macbeth ColorCheckerw chart, which was used for
color rendering tests.

Color reflection holograms can also be produced
using copying techniques so that projected real
images can be obtained, however, normally associ-
ated with a restricted field of view. For many display
purposes, the very large field of view obtainable in a
Denisyuk color hologram is often more attractive.

Processing of Color Holograms

The dry processing of color holograms recorded on
photopolymer materials has already been described.
The process is simple and very suitable for machine
processing using, for example, a baking scroll oven.
The processing of silver halide emulsions is more
difficult and critical. The Slavich emulsion is rather
soft, and it is important to harden the emulsion before
the development and bleaching takes place. Emulsion
shrinkage and other emulsion distortions caused by
the active solutions used for the processing must
be avoided. In particular, when recording master
color holograms intended for photopolymer replica-
tion, shrinkage control is extremely important.
The processing steps are summarized in Table 3.

Figure 2 The setup for recording color reflection holograms.
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It is very important to employ a suitable bleach
bath to convert the developed silver hologram into a
phase hologram. The bleach must create an almost
stain-free clear emulsion so as not to affect the color
image. In addition, no emulsion shrinkage can be
permitted, as it would change the colors of the image.
Washing and drying must also be done so that no
shrinkage occurs. Finally, to prevent any potential
emulsion thickness variation by humidity variations,
the emulsion needs to be protected by a glass plate
sealed onto the hologram plate.

Evaluation of Color Holograms

Recorded color holograms of the two test targets are
presented here. The illuminating spotlight to recon-
struct the recorded color holograms was a 12-Volt 50-
Watt halogen lamp. This type of spotlight is suitable
for displaying color holograms. The selection of a
suitable lamp for the reconstruction of color holo-
grams is much more important than the selection of
lamps for monochrome hologram display. The color
balance for the recording of a color hologram must be
adjusted to the type of spotlight that is going to be
used for the display of the finished hologram. Figure 3
shows a typical normalized spectrum obtained from a
white area of the color test target hologram.

This means that the diffraction efficiency of each
color component is obtained assuming a flat spectrum
of the illuminating source. One should note the high
diffraction efficiency in blue, needed to compensate
for the low blue light emission of the halogen
spotlight. The noise level, mainly in the blue part of
the spectrum, is visible and low. The three peaks are
exactly at the recording wavelengths; i.e., 647, 532,
and 476 nm.

In Table 4 some results of the Macbeth Color-
Checkerw investigation are presented. The 1931 CIE
x and y coordinates are measured at both the actual
target and the holographic image of the target. The
measured fields are indicated in the table by color and
the corresponding field number.

Color reproductions of two color holograms by the
author are presented. A photograph of the 100 mm
by 120 mm hologram of the CIE test object is shown
in Figure 4. Featured in Figure 5 is a 200 mm by
250 mm hologram of a large Russian egg.

Computer-Generated Color
Holograms

Today it is not possible to obtain a computer-
generated hologram (CGH) with the same high
information content as the laser-recorded ones of
real objects. What may become possible in the future
is a technique to compute and record the interference
pattern that is stored in a Denisyuk color hologram
which, upon illumination, can produce an image like
the laser-recorded ones of real objects. Therefore, the
best compromise is to use holographic stereograms
which can provide high-quality computer-generated
images. A holographic stereogram is created by using
a series of 2D photographic images or 2D images
displayed on a LCD screen from which the hologram
is recorded. In order to obtain a high-quality
holographic image with a large field of view, many
2D images are needed. As mentioned earlier, some
color CGHs of the rainbow transmission type have
been produced. However, image color changes as a
function of viewer position in that type of hologram,
making them less attractive than computer-generated
reflection holograms. Over the last few years there
has been rapid progress in color CGHs of the
reflection type. Remarkable results have been
achieved by Klug et al. (1997) at Zebra Imaging
Inc. A new technique, to record very large full-
parallax color reflection CGHs, has been developed.
Color holograms can be produced, having both
vertical and horizontal parallax, with a 1008 field of
view. The generation of a holographic hardcopy of
either digitized images or computer graphics models
is based on the following technique. The ‘object’

Table 3 Color holography processing steps

1. Tanning in a formaldehyde solution 6 min

2. Short rinse 5 s

3. Development in the CWC2 developer 3 min

4. Wash 5 min

5. Bleaching in the PBU-amidol bleach ,5 min

6. Wash 10 min

7. Soaking in acetic acid bath (printout prevention) 1 min

8. Short rinse 1 min

9. Washing in distilled water with wetting agent added 1 min

10. Air drying

Figure 3 Normalized spectrum from a white area of a color test

target hologram.
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sub-beam is directed through a sequence of digital
images on a liquid-crystal screen. Each resulting
exposure, about two millimeters square, is called a
‘hogel’. The full-color hogels are the holographic
building blocks of a finished CGH image. In an
automated step-and-repeat process, 9 £ 104 hogels
are formed on a flat square tile of DuPont panchro-
matic photopolymer film by simultaneous RGB laser
exposures. The 60 cm by 60 cm tile itself is the
finished hologram, or to obtain larger holograms, the
3D image is made in 60 cm by 60 cm tiled increments.
So far, the largest image created was of Ford’s P2000
Prodigy concept car in which ten such holograms tiled
together made up the large color reflection hologram
(1.2 m by 3 m) which is reproduced in Figure 6.

This technique has opened the door to real 3D
computer graphics. However, generating such a large
hologram is a very time-consuming process. The Ford
P2000 hologram took almost two weeks (300 hours)
to produce, since each individual panel requires a
24-hour recording time.

The Future of Color Holography

The manufacturing of large-format color reflection
holograms is now possible. Mass production of color
holograms on photopolymer materials has started in
Japan. Although good color rendition can be
obtained, some problems remain to be solved, such

Table 4 Chromaticity coordinates from color hologram recording tests using the Macbeth ColorCheckerw

Object White #19 Blue #13 Green #14 Red #15 Yellow #16 Magenta #17 Cyan #18

CIE x y x =y x =y x =y x =y x =y x =y x =y

Target 0.435/0.405 0.295/0.260 0.389/0.514 0.615/0.335 0.517/0.450 0.524/0.322 0.285/0.380

Image 0.354/0.419 0.335/0.362 0.337/0.449 0.476/0.357 0.416/0.437 0.448/0.338 0.295/0.366

Figure 4 Hologram of the CIE test object recorded with 476,

532, and 647 nm laser wavelengths. Notice the rainbow ribbon

cable, the pure yellow dots, the full range of colors, and a balanced

white in the center of the CIE color test target. Figure 5 Color hologram of a large Russian egg, size 100 mm

by 120 mm.
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as desaturation, image resolution, signal-to-noise
ratio and dynamic range. Other limitations concern-
ing holographic color recording include the fact that
some colors we see are the result of fluorescence,
which cannot be recorded in a hologram. There are
some differences in the recorded colors in one of the
test charts shown here. However, color rendition is a
very subjective matter. Different ways of rendition
may be preferable for different applications, and
different people may have different color preferences.

At the present time, research on processing color
reflection holograms recorded on ultra-fine-grain
materials is still in progress. Work is carried out on
microcavity structure holograms in order to produce
low-noise reflection holograms with high diffraction
efficiency. For producing large quantities of color
holograms, the holographic photopolymer materials
are most suitable and will be further improved in
the future.

Another important field of research is the develop-
ment of a three-wavelength pulsed laser. Employing
such a laser, dynamic events, as well as portraits, can
be recorded in a holographic form. Currently,
research work is in progress at the French German
Research Institute ISL, Saint Louis, France, as well as
at the Geola company in Lithuania.

The virtual color image behind a color holographic
plate represents the most realistic image of an object
that can be obtained today. The extensive field of
view adds to the illusion of beholding a real
object rather than an image of it. The wavefront
reconstruction process recreates accurately the three-
wavelength light scattered off the object during the
recording of the color hologram. This 3D imaging
technique has many obvious applications, in parti-
cular, in displaying unique and expensive artifacts.

There are also many potential commercial appli-
cations of this new feature of holographic imaging,
provided that the display problem can be solved using
some sort of integrated lighting.

Today, it is technologically possible to record
and replay acoustical waves with very high fidelity.
Hopefully, holographic techniques will be able to
offer the same possibility in the field of optical waves,
wavefront storage, and reconstruction. Further
development of computer-generated holographic
images will make it possible to display extremely
realistic full-parallax 3D color images of nonexisting
objects, which could be applied in various spheres,
for example, in product prototyping, as well as
in other applications in 3D visualization and
three-dimensional art. Eventually it will become
possible to generate true-holographic 3D color images
in real-time, as computers become faster and possess
greater storage capacity. However, the most important
issue is the development of extremely high-resolution
electronic display devices which are necessary for
electronic holographic real-time imaging.

See also

Holography, Techniques: Computer-Generated
Holograms.
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Introduction

A hologram is a tool for shaping the amplitude and
the phase of a light wave. Shaping the amplitude
distribution is easy, one way is by a photographic
plate, another way is by binary pixels as used in ‘half-
tone printing’. The phase distribution can be shaped
by RE-fraction on a thin film of variable thickness, or
by DIF-fraction on a diffraction grating that has been
deliberately distorted.

Both kinds of holograms can be manufactured
based on a computer design, the refractive version
being called a ‘kinoform’, and the diffractive version
being known as a computer-generated hologram
(CGH). We will explain the fundamentals of compu-
ter holography with emphasis on the ‘Fourier–CGH’,
and will also highlight the large variety of
applications.

From the Classical Hologram to the
Computer-Generated Hologram: CGH

Holography is a method to form images, consisting of
two steps: recording and reconstruction. In the
recording step, some interference fringes are recorded
on a photographic plate (Figure 1a). The two
interfering waves originate from the object and from
a reference light source. After being developed by the

usual photo-chemical treatment the photographic
plate is called a hologram. In the reconstruction
step, the hologram acts as a diffracting object that is
illuminated by a replica of the reference light. Due to
diffraction, the light behind the hologram is split into
three parts (Figure 1b). One part proceeds to the
observer who perceives a virtual object where
the genuine object had been originally during the
recording step.

Figure 1 Holographic image formation in two steps: (a)

recording the hologram, (b) reconstructing the object wave.
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This was a brief description of ‘classical-hologra-
phy’. In ‘computer holography’ the first step,
recording, is synthetic. In other words, the propa-
gation of the light from the object to the photographic
plate is simulated digitally. The simulation includes
the addition of the object wave to the reference wave
and the subsequent modulus square process, which
describes the transition from the two complex
amplitudes to the hologram irradiance:

lu0ðxÞ þ uRðxÞl
2
¼ IHðxÞ ½1�

The amplitude transmittance of the hologram is

THðxÞ ¼ c0 þ c1IHðxÞ ¼ c1u0up
R þ · · · ½2�

The coefficients c0 and c1 represent the photochemi-
cal development. In the reconstruction process
(Figure 1b) the transmittance TH is illuminated by
the reference beam. Hence, we get

uRðxÞTHðxÞ ¼ c1u0ðxÞluRðxÞl
2
þ · · · ½3�

If the reference intensity luRðxÞl
2 is constant, this term

represents a reconstruction of the object wave u0ðxÞ:
The omitted parts in eqns [2] and [3] describe those
beams that are ignored by the observer (Figure 1b).
The hologram transmittance THðxÞ is an analog
signal:

0 # TH # 1 ½4�

Before the 1960s, when computer holograms were
invented, the available plotters could produce only
binary transmittance patterns. Hence, it was necess-
ary to replace the analog transmission THðxÞ by a
binary transmission BHðxÞ; which is possible without
loss of image quality. In addition, binary computer
holograms have better light efficiency and a better
signal-to-noise ratio. They are also more robust when
being copied or printed.

Another advantage of a CGH is that the object does
not have to exist in reality, which is important for
some applications. The genuine object may be
difficult to manufacture or, if it is three-dimensional,
difficult to illuminate. The CGH may be used to
implement an algorithm for optical image processing.
In that case, the term ‘object’ becomes somewhat
fictitious. We will discuss more about applications,
towards the end of this article.

From a Diffraction Grating to a Fourier
CGH

Now we will explain, in some detail, the ‘Fourier
type’ CGH. Fourier holograms are more popular than

two other types: ‘image-plane’ CGHs and ‘Fresnel-
type’ CGHs. The Fresnel-type will be treated in the
section on ‘software’ because of some interest in 3-D
holograms. Certain hardware issues will also be
described.

The explanation of Fourier CGHs begins with
grating diffraction (Figure 2). The only uncommon
feature in Figure 2 is the off-axis location of the
source. It is arranged such that the plus-first diffrac-
tion order will hit the center of the output plane.

We will now convert a simple Ronchi grating
(Figure 3a) into a Fourier CGH. The Ronchi grating
transmittance can be expressed as the Fourier series:

GðxÞ ¼
X
ðmÞ

Cm exp

�
2p imx

D

�
; C0 ¼

1

2
;

Cm ¼
sinðpm=2Þ

pm
½5�

Now we shift the grating bars by an amount PD.
Then we modify the width from D=2 to WD, as
shown in Figure 3b. The Fourier coefficients are now

Cm ¼
expð2p imPÞ sinðpmWÞ

pm
½6�

The Cþ1 coefficient is responsible for the complex
amplitude at the center of the readout plane:

Cþ1 ¼
expð2p iPÞ sinðpWÞ

p
½7�

We are able now to control the beam magnitude,
A ¼ ð 1

p
ÞsinðpWÞ; by the relative bar width W

and the phase f ¼ 2pP by the relative bar shift P:
This particular kind of phase shift is known as
‘detour phase’.

So far, the light that ends up at the center of the exit
plane, leaves the grating as a plane wave with a wave
vector parallel to the optical axis. Now we distort the
grating on purpose (Figure 3c):

W ! Wðx; yÞ; P ! Pðx; yÞ ½8�

Figure 2 Grating diffraction, but with an off-axis source.
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These distortions should be mild enough that the
plus-first order light behind the distorted grating can
be described by the complex amplitude:

�
1

p

�
sin½pWðx; yÞ� exp½2piPðx; yÞ� ¼ uHðx; yÞ ½9�

This is a generalization of eqn [7]. The phase
2pPðx; yÞ covers the range from �p to þp/2 if

the shift is bounded by lPl # 1
2 : That is enough to

cover the range of complex amplitudes within the
circle of luHl # 1

p
: We will return shortly to the

condition ‘mild-enough distortions’ in the context
of Figure 4.

Most plotters move their pens only in the x-
direction and y-direction and printers place dots on a
grid. Therefore it is convenient to replace the
continuous ðx; yÞ variations of W and P by piece-
wise constant variations, as in Figure 3d. That
restriction turns out to be acceptable, as demon-
strated by the first computer holograms. The theor-
etical proof involves the sampling theorem.

Recall that the light propagation through a 2-f
system (Figure 2, between grating and output plane)
can be described by a Fourier transformation:

ðð
uHðx; yÞ exp

"
22piðxx0 þ yy0Þ

lf

#
dx dy

¼ ~uH

 
x0

lf
;

y0

lf

!
½10�

Suppose now that we wish to see a particular image:
vðx0; y0Þ. Hence, we request that

vðx0
; y0Þ ¼ ~uH

 
x0

lf
;

y0

lf

!
RECT

 
x0

lf

!
½11�

The RECT function indicates that only the PLUS first
diffraction order is of interest. As a consequence
we have to select the grating distortions Wðx; yÞ
and Pðx; yÞ such that the hologram uHðx; yÞ is the

Figure 3 Modifying a grating into a hologram in 3 steps:

(a) Ronchi grating, (b) Modified width and location of the grating

bars, (c) Distorted grating bars, (d) as in Figure 3c, but now

discrete distortions.

Figure 4 CGH with 64 £ 64 cells.
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Fourier transform of vðx0; y0Þ :

uHðx;yÞ¼
ðð

vðx0
;y0Þ exp

"
2piðxx0þyy0Þ

lf

#
dx0dy0

½12�

The condition ‘mild enough distortions’ has been
treated in the literature. There is not enough space
here to present that part of the CGH theory. But we
show an actual CGH with 64 £ 64 cells (Figure 4).
This CGH is no longer a grating, but, it shows enough
resemblance to our heuristic derivation. Hence, the
CGH theory appears to be trustworthy. A CGH looks
less regular if the image vðx0; y0Þ contains a random
phase that simulates a diffuser. The diffuser spreads
light across the CGH and so levels out unacceptably
large fluctuations in the amplitude.

With 512 £ 512 or 1024 £ 1024 cells in a CGH
one can obtain an image of the quality seen in
Figure 5. The reconstruction setup is shown in
Figure 6, here with the letter F as the image.

About Some CGH Algorithms

The computational effort for getting the desired
hologram amplitude of a Fourier hologram uH is
reasonable due to the powerful FFT algorithm.
However, to use it the data must be discrete. In
other words, the CGH consists of cells, centered at

xm ¼ mD; yn ¼ nD as shown in Figure 3d. The
questions now are: ‘What is the proper cell size D?’
and ‘How many cells are needed?’ The answers
to those questions depend on the parameters of
the image. If the zero order (see Figure 6) should be
at the distance Dx0, then the quasi-grating period D
should obey:

lf

D
$ Dx0 ½13�

And if the size of an image pixel should be as fine as
dx0, the size DxH of the hologram should obey:

lf

DxH

# dx0 ½14�

This condition is plausible because the finite size DxH

of the hologram acts like a resolution-limiting
aperture. The combination of eqns [13] and [14]
yields

Dx0

dx0

#
DxH

D
½15�

This means that the number of image pixels Dx0=dx0

is bounded by the number of CGH cells DxH=D: The
generalization to two dimensions is straightforward.
Again, Fourier CGHs benefit from the fact that the
light propagation from the virtual object to the
hologram plane can be described by a Fourier
transformation. Hence, the FFT can be used.

And now we move to the synthesis of a Fresnel
hologram. A Fresnel hologram is recorded at a finite
distance z from the object. Hence, we have to
simulate the wave propagation in free space from
the object (at z ¼ 0) to the hologram at a distance z.
This free space propagation can be described (in the
paraxial approximation) as a convolution of object
and quasi-spherical wave:

u0ðxÞ!
ð1

21
u0ðx

0Þ exp

"
2ipðx 2 x0Þ2

lz

#
dx0 ¼ uðx; zÞ

½16�

In the Fourier domain the corresponding operation is:

~u0ðmÞ! ~u0ðmÞ exp½2iplzm2� ¼ ~uðm; zÞ ½17�

The indirect execution of eqn [16], based on eqn [17],
is easy: a Fourier transformation of the object
converts u0ðxÞ into ~u0ðmÞ; which is then multiplied
by the quadratic phase factor, yielding ~uðm; zÞ: An
inverse Fourier transformation produces uðx; zÞ: The
two Fourier transformations consist typically of 4N
log N multiply/add operations. N is the number of
pixels: image size Dx0; divided by the pixel size dx0:

Figure 5 A reconstruction from a 1024 £ 1024 CGH. The real

image and the symmetrical twin image appear. The zeroth-order

is blocked.

Figure 6 Reconstruction setup for a Fourier CGH.
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In the case of a rectangular object u0ðx; yÞ; the
number of pixels is Dx0Dy0=dx0dy0:

Now to describe the algorithmic effort for comput-
ing the convolution, the u0ðxÞ has N pixels, and, the
lateral size of the exponential is essentially M ¼ z=dz;
where dz represents ‘depth of focus’. M describes the
lateral size of the diffraction cone, measured in pixel
size units dx0; and the convolution involves MN
multiply/adds. A comparison of these two algorithms
is dictated by the ratio

M

4 log N
½18�

The direct convolution is preferable if the distance z
is fairly small. The integration limits of eqn [16]
depend on the oscillating phase px2=lz: Effectively,
nothing is contributed to this integral, when this
phase varies by more than 2p over the length, dx0; of
an object pixel. Note that the pixel size of uðx; zÞ
does not change with the distance z, because the
bandwidth DmðzÞ ¼ Dm0 is z-independent. This is so
because the power spectrum is z-invariant:

l ~uðm; zÞl2 ¼ l ~u0ðmÞl
2

½19�

It is easy to proceed from here to the CGH
synthesis of a 3-D object. One starts with an object
detail u1ðxÞ at z1; for example, the house as in
Figure 7. Then, one propagates to the next object
detail at z2: This second detail may act as a multi-
plication (transmission) and as addition (source
elements). This process is repeated as the wave
moves towards the plane of the hologram. There,
a reference wave has to be added, as in the
Fourier case.

A very powerful algorithm for the CGH synthesis
is ‘IFTA’ (iterative Fourier transform algorithm).
Suppose, we want to design a Fourier CGH, which
looks like a person and whose reconstructed image
shows the signature of that person (Figure 8a,b).
In other words, the two intensities

luHðx; yÞl
2 and l ~uHðm; vÞl

2
½20�

are determined. But, the phase distributions of uH

and ~uH are still at our disposal. The IFTA algorithm
will yield those phases in many cases at the expense
of ten, hundred or more Fourier transformations.

The IFTA algorithm is sometimes called ‘Fourier
Ping-Pong’ because it bounces back and forth between
the ðx; yÞ and the ðm; nÞ domain. The amplitudes luHl
and lu0l are enforced at every opportunity. But the
associated phases are free to vary and to converge,
eventually. If so, uH and u0 are completely known.
The IFTA will not always converge, for example not if

luHðx; yÞl ¼ dðx; yÞ and l ~uHðm; vÞl ¼ dðm; vÞ ½21�

But the chances are fairly good if both amplitudes are
often close to one and seldom near zero.

Figure 8 IFTA-CGH: (a) The Fourier CGH. (b) The optical reconstruction thereof. (Courtesy of H.O. Bartelt.)

Figure 7 Synthesis of a hologram for a three-dimensional object.
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Finally, an image plane CGH is trivial from an
algorithmic point of view. The simulated propagation
from object plane to image plane is usually an
identity, apart from the finite bandwidth of the
image-forming system. Nevertheless, image plane
holograms can be quite useful, for example for
interferometric testing of a nonspherical mirror of
an astronomical telescope. The CGH is laid out to
provide a wavefront that is suitable for an interfero-
metric ‘null test’. The CGH serves as a ‘synthetic
prototype’.

A fourth kind of CGH, to be named near-field
CGH may emerge. It operates in the near-field and it
employs evanescent waves as they occur, if object
details are comparable in size with, or even
smaller than, the wavelength. Conceivable topics
are ‘super resolution’ and ‘sub-lambda lithography’.
Fundamentals and history of classical evanescent
holography are reported in the Further Reading.

Some Hardware Aspects

We now describe some hardware aspects of the
CGHs. Remembering the CGH cell structure in
Figure 3d, we saw the amplitude encoded as relative
width W (eqn [6]). Instead of the width, one may use
the relative height H # 1 as the amplitude parameter.
More efficient, but more difficult to manufacture are
saw tooth-shaped hologram cells. The saw tooth
prism may be approximated by a phase stair, which is
possible with today’s lithographic technology. The
corresponding theory is called phase quantization.

Some CGH Applications

Some applications had been mentioned already
before, e.g., 3-D display (see Figure 7). The data
volume can be very high, hence, shortcuts such as
eliminating the vertical perspective, are necessary.
The largest CGHs for visual light are used for testing
astronomical telescopes by means of interferometry.
The IFTA algorithm has been used, among other
things, for designing a CGH which acts as an optimal
diffuser. Speckles and light efficiency are the critical
issues in diffuser design. Another project, that also
benefits from IFTA, is beam shaping. That is a broad
topic with aims at, for example, homogenizing the
output of laser, beam structuring for welding, cutting,
and scanning.

A CGH can also be used as a spatial filter for image
processing. For example, an input image may be
Hilbert-transformed in the setup shown in Figure 9a.
The filter (Figure 9b) is a grating, of which one
sideband is shifted by one-half of the grating period.
Such a geometric shift generates the p-phase shift that
is needed for the Hilbert transformation. The same
setup can also be used to implement Zernike’s phase
contrast. Now the grating is distorted such that the
zero-frequency region at the optical axis is reduced in
amplitude by (typically) a factor of 0.2. In addition,
the phase is shifted by p=2 due to a fringe shift of a
quarter period (Figure 10a). In the image plane one
can see an ordinary image on-axis, and two phase-
contrast images in the plus-minus first diffraction
orders. One of them has positive phase contrast, the

Figure 10 (a) Phase contrast filter. (b) Phase contrast output.

Figure 9 (a) Hilbert setup. (b) Hilbert filter.
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other one has negative phase contrast (Figure 10b).
Another simple spatial filter (Figure 11a) produces
a derivative of the input uðx; yÞ : ›uðx; yÞ

	
›x

(Figure 11b). Equations [22]– [24] explain this
differential filtering experiment.

uðx; yÞ!
›uðx; yÞ

›x
¼ vðx; yÞ ½22�

~uðm; nÞ! 2pim· ~uðm; nÞ ¼ ~vðm; nÞ ½23�

~pðm; nÞ ¼ 2plml·

8<
:þiðm . 0Þ

2iðm . 0Þ

9=
; ½24�

The phase portion of the filter (Figure 11a) is the
same as for the Hilbert filter, but, the filter amplitude
now enhances the higher frequencies. The object used
for getting the results of Figure 10b and 11b was a
phase-only object: a bleached photograph.

A very famous spatial filtering experiment is
‘matched filtering’, which can be used for pattern
recognition. The original matched filters were classi-
cal Fourier holograms of the target pattern. Compu-
ter hologram’s can do the same job, even with
spatially incoherent objects, this work being initiated
by Katyl.

Fourier holograms are also attractive for data
storage, due to their robustness against local defects.
However, a local error in the Fourier domain spreads
out all over the image domain. The computed
hologram has an advantage over classical holograms
because of the freedom to incorporate any error
detection and correction codes for reducing the bit
error rate even further.

One of the most recent advances is in matched
filtering with totally incoherent light. This step allows
moving spatial filtering out of the well-guarded
laboratory into hostile outdoor environments.

Finally, a word about terminology; several terms
are used in place of ‘CGH’: synthetic hologram,
digital hologram, holographic optical element
(HOE), diffractive optical element (DOE) or digital
optical element.

CGHs have also been made for other waves, such
as acoustical waves, ocean waves, and microwaves.
Digital antenna steering represents a case of computer
holography.

See also

Diffraction: Fraunhofer Diffraction; Fresnel Diffraction.
Fourier Optics. Holography, Techniques: Computer-
Generated Holograms; Holographic Interferometry;
Overview. Imaging: Information Theory in Imaging;
Inverse Problems and Computational Imaging; Three-
Dimensional Field Transformations. Information
Processing: Coherent Analogue Optical Processors;
Free-Space Optical Computing; Incoherent Analog
Optical Processors. Optical Communication Systems:
Free-Space Optical Communications. Optical Process-
ing Systems. Phase Control: Wavefront Coding.
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Introduction

The sinusoidal nature of light, its ability to interfere,
and the precise knowledge of its wavelength make it
possible to measure several metrological quantities,
such as distances and displacements, with high
accuracy. However, the high frequency of light results
in the difficulty that the primary quantity to be
measured, i.e., the phase of the light wave, cannot be
observed directly. All quadratic sensors (CCD,
CMOS, photo plates) are only able to record
intensities. Therefore, one makes use of a trick: the
transformation of phase changes into recordable
intensity changes as the basic principle of interfero-
metry and holography. Holography provides the
possibility to record and to reconstruct the complete
information of optical wave fields. Numerous poten-
tial applications such as 3D-imaging of natural
objects, fabrication of diffractive optical elements,
and interferometric investigation of complex technical
components become possible. Further progress has
been made by recording holograms directly with
electronic targets and not in photographic emulsions.
In this way the independent numerical reconstruction
of phase and intensity can be accomplished by the
computer. One important consequence is that inter-
ferometric techniques, such as 3D-displacement anal-
ysis and 3D-contouring, can be implemented easily
and with high flexibility. Furthermore, digitally
recorded holograms can be transmitted via telecom-
munication networks and optically reconstructed at
any desired place using an appropriate spatial light
modulator. Consequently, the complete optical infor-
mation of complex objects can be transported
between different places with high velocity. This
opens the possibility to compare nominal identical

but physically different objects (master sample com-
parison) available at different locations with inter-
ferometric sensitivity. We call this remote metrology.

Direct Phase Reconstruction
by Digital Holography

In digital speckle pattern interferometry (DSPI), the
object is focused onto the target of an electronic
sensor. Thus, an image plane hologram is formed as a
result of the interference with an inline reference
wave. In contrast with DSPI, a digital hologram is
recorded without imaging. The target records the
superposition of the reference and the object wave in
the near-field region – a so-called Fresnel hologram.
The basic optical setup in digital holography for
recording holograms is the same as in conventional
holography (Figure 1a). A laser beam is divided into
two coherent beams, one illuminating the object and
forming the object wave, the other entering the target
directly and forming the reference wave. On this
basis, very compact solutions are possible. Figure 1b
shows a holographic camera where the interfero-
meter, containing a beamsplitter and some wavefront
shaping components, is mounted in front of the
camera target.

For a description of the principle of digital Fresnel
holography, we use a simplified version of the
optical setup (Figure 2a). The object is modeled by
a plane rough surface that is located in the ðx; yÞ-
plane and illuminated by laser light. The scattered
wavefield forms the object wave uðx; yÞ: The target
of an electronic sensor (e.g., a CCD or a CMOS)
used for recording the hologram is located in the
ðj;hÞ-plane at the distance d from the object.
Following the basic principles of holography, the
hologram hðj;hÞ originates from the interference of
the object wave uðj;hÞ and the reference wave rðj;hÞ
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in the ðj;hÞ-plane:

hðj;hÞ ¼ luðj;hÞ þ rðj;hÞl2

¼ rrp þ rup þ urp þ uup ½1�

The transformation of the intensity distribution into
a gray value distribution, that is stored in the image
memory of the computer, is considered by the
characteristic function t of the sensor. This function
is generally only approximately linear:

T ¼ t½hðj;hÞ� ½2�

Because the sensor has a limited spatial resolution,
the spatial frequencies of the interference fringes
in the hologram plane – the so-called micro-
interferences – have to be considered. The fringe
spacing g and the spatial frequency fx; respectively,
are determined by the angle b between the object

and the reference wave (Figure 2b):

g ¼
1

fx

¼
l

2 sinðb=2Þ
½3�

with l as the wavelength. If we assume that the
discrete sensor has a pixel pitch (distance between
adjacent pixels) Dj; the sampling theorem requires
at least two pixels per fringe for a correct
reconstruction of the periodic function:

2Dj ,
1

fx
½4�

Consequently, we obtain for small angles b:

b ,
l

2Dj
½5�

Modern high-resolution CCD or CMOS chips
have a pitch, Dj; of about 4 mm. In this case, a
maximum angle between the reference and the

Figure 1 Setup for recording digital holograms. (a) Schematic setup for recording a digital hologram onto a CCD target.

(b) Implementation of a holographic camera by mounting a compact holographic interferometer in front of a CCD-target (4 illumination

directions are used). Reproduced from Seebacher S, Osten W, Baumbach Th and Jüptner W (2001) The determination of material

parameters of microcomponents using digital holography. Optics and Lasers in Engineering 36(2): 103–126, copyright q 2001, with

permission from Elsevier.
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object wave of only 48 is acceptable. The practical
consequence of the restricted angle resolution in
digital holography is a limitation of the effective
object size that can be stored holographically by an
electronic sensor. However, this is only a technical
handicap. Larger objects can be placed at a sufficient
distance from the hologram, or reduced optically by
imaging with a negative lens.

The reconstruction is done by illuminating the
hologram with a so-called reconstruction wave
cðj;hÞ:

u0ðx0
; y0Þ ¼ t½hðj;hÞ�cðj;hÞ ½6�

The hologram, t½hðj;hÞ�; diffracts the wave, cðj;hÞ, in
such a way that images of the object wave are
reconstructed. Usually four terms are reconstructed if
the wave, u0ðx0; y0Þ, propagates in space. An assumed
linear characteristic function, tðhÞ ¼ ah þ t0; delivers:

u0 ¼ Tc ¼ tðhÞc ½7�

and

u0 ¼ a
�
cu2 þ cr2 þ curp þ crup

�
þ ct0 ½8�

with two relevant image terms, ½curp� and ½crup�: The
appearance of the image terms depends on the
concrete shape of the reconstruction wave. Usually
the reference wave, c ¼ r; or its conjugated version,
c ¼ rp; is applied. In the case of the conjugated
reference wave, a direct or real image will be
reconstructed due to a converging image wave that

can be imaged on a screen at the location of the
original object.

However, in digital holography the reconstruction
of the object wave in the image plane, u0ðx 0; y 0Þ; is
done by numerical simulation of the physical process,
as shown in Figure 3a. The reconstruction wave with
a well-known shape equal to the reference wave,
rðj;hÞ, propagates through the hologram, hðj;hÞ:
Following the Huygens principle, each point, Pðj;hÞ;
on the hologram, acts as the origin of a spherical
elementary wave. The intensity of these elementary
waves is modulated by the transparency, hðj;hÞ: In a
given distance, d0 ¼ d; from the hologram, a sharp
real image of the object can be reconstructed as the
superposition of all elementary waves. For the
reconstruction of a virtual image, d0 ¼ 2d is used.

Consequently, the calculation of the wavefield,
u0ðx0; y0Þ, in the image plane starts with the pointwise
multiplication of the stored and transformed intensity
values, t½hðj;hÞ�, with a numerical model of the
reference wave, rðj;hÞ: If the hologram is assumed to
be uniformly illuminated by a normally incident,
monochromatic plane wave of amplitude 1 the
reference wave can be modeled by rðj;hÞ ¼ 1.
After the multiplication the resulting field in the
hologram plane is propagated in free space. In the
distance, d0; the diffracted field, u0ðx0; y0Þ, can be found
by solving the well-known Rayleigh–Sommerfeld
diffraction formula, that is also known as the

Figure 2 Geometry for recording and reconstruction of digital

holograms. (a) Schematic setup for Fresnel holography. (b)

Interference between the object and reference wave in the

hologram plane.

Figure 3 Reconstruction of digital holograms. (a) Principle of

wave front reconstruction. (b) Light propagation by diffraction

(Huygens–Fresnel principle).
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Huygens–Fresnel principle:

u0ðx0
; y0Þ ¼

1

il

ðð
21 · · ·1

t½hðj;hÞ�rðj;hÞ

£
expðikrÞ

r
cos u dj dh ½9�

with

rðj2x0
;h2y0Þ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
d02 þðj2x0Þ2 þðh2y0Þ2

q
½10�

as the distance between a point O0ðx 0;y 0;z¼ d0Þ in
the image plane and a point Pðj;h;z¼ 0Þ in the
hologram plane, and

k¼
2p

l
½11�

as the wave number. The obliquity factor, cos u,
represents the cosine of the angle between the
outward normal and the vector joining P to O0.
This term is given as:

cos u¼
d0

r
½12�

and therefore the Huygens–Fresnel principle can be
rewritten:

u0ðx0
;y0Þ¼

d0

il

ðð
21···1

t½hðj;hÞ�rðj;hÞ
expðikrÞ

r2
djdh

½13�

This numerical reconstruction delivers the complex
amplitude of the wavefront. Consequently, the phase
distribution, fðx0;y0Þ, and the intensity, Iðx0;y0Þ; can be
calculated directly from the reconstructed complex
function, u0ðx0;y0Þ :

fðx0
; y0Þ ¼ arctan

Imlu0ðx 0; y 0Þl
Relu0ðx0; y 0Þl

½2p;p� ½14�

Iðx0
; y0Þ ¼ u0ðx0

; y0Þu0 pðx0
; y0Þ ½15�

The direct approach to the phase yields several
advantages for imaging and metrology applications
that are discussed later.

Reconstruction Principles in Digital
Holography

Different numerical reconstruction principles have
been investigated: the Fresnel approximation, the
convolution approach, the lens-less Fourier
approach, the phase shifting approach, and the
phase-retrieval approach. In this section the main
techniques are briefly described.

The Fresnel Approximation

If the distance, d; between the object and hologram
plane, and equivalently, d0 ¼ d; between the hologram
and image plane, is large compared to ðj2 x0Þ and
ðh2 y0 Þ; then the denominator of eqn [13] can be
replaced by d02 and the parameter r in the numerator
can be approximated by a binomial expansion for the
square root (10) where only the first two terms are
considered:

r < d0

"
1 þ

ðj2 x0Þ2

2d02
þ

ðh2 x0Þ2

2d02

#
½16�

The resulting expression for the field at ðx0; y0Þbecomes

u0ðx0
;y0Þ ¼

expðikd0Þ

ild0

ðð
21 · · ·1

t½hðj;hÞ�rðj;hÞ

£ exp

�
ik

2d0

n
ðj2x0Þ2 þðh2y0Þ2

o
dj dh

�
½17�

Equation [17] is a convolution integral that can be
expressed as

u0ðx0
;yÞ ¼

ðð
21 · · ·1

t½hðj;hÞ�rðj;hÞH

£ ðj2x0
;h2y0Þdj dh ½18�

with the convolution kernel:

Hðx0
;y0Þ ¼

expðikd0Þ

ild0
exp

�
ik

2d0
ðx02 þy0

2
Þ

�
½19�

Another notation of eqn [17] is found if the term
exp½ðik=2d0Þðx02 þy02Þ� is taken out of the integral:

u0ðx0
;y0Þ¼

expðikd0Þ

ild0
exp

�
i

k

2d0
ðx02þy0

2
Þ

�ðð
21···1

£

�
t½hðj;hÞ�rðj;hÞexp

�
i

k

2d0
ðj2þh2Þ

�


£exp

�
2i

2p

ld0
ðjx0þhy0Þ

�
dj dh ½20�

or

u0ðx0
;y0Þ¼

expðikd0Þ

ild0
exp

�
i

k

2d0
ðx02þy0

2
Þ

�

£FTld0

�
t½hðj;hÞ�rðj;hÞ exp

�
i

k

2d0
ðj2þh2Þ

�


½21�

where FTld0 indicates the 2-dimensional Fourier
transform that has been modified by a factor 1=ðld0Þ:

Equation [21] makes clear that the diffracted
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wavefront consists of the Fourier transform (FT) of
the digitally stored hologram, t½hðj;hÞ�; multiplied
by the reference wave, rðj;hÞ; and the chirp
function, exp{ðip=ld0Þðj2þh2Þ}: This Fourier trans-
form is scaled by the constant factor, 1=ðid0lÞ; and a
phase factor that is independent of the processed
hologram.

The discrete sampling in digital processing requires
the transformation of the infinite continuous integral
in eqn [20] into a finite discrete sum. This results in
the finite Fresnel transform:

u0ðm; nÞ ¼
XM21

j¼0

XN21

l¼0

t½hð jDj; lDhÞ�rð jDj; lDhÞ

£ exp

�
ip

d0l
ð j2Dj2 þ l2Dh2Þ

�

£ exp

�
2i2p

�
jm

M
þ

ln

N

�

½22�

where constants and pure phase factors preceding the
sums have been omitted. The main parameters are the
pixel number M £ N and the pixel pitches Dj and Dh

in the two directions, which are defined by the used
sensor chip.

The discrete phase distribution, fðm; nÞ; of the
wavefront and the discrete intensity distribution,
Iðm;nÞ; on the rectangular grid of M £ N sample
points can be calculated from the reconstructed
complex function, u0ðm; nÞ; by using eqns [14] and
[15], respectively. The wrapped phase distribution is
computed directly without the need of additional
temporal or spatial phase modulation such as phase
shifting or spatial heterodyning.

For interferometric applications with respect to
displacement and shape measurement the phase
difference, dðm;nÞ; of two reconstructed wave
fields, u1

0ðm;nÞ and u2
0ðm;nÞ; needs to be calculated.

The algorithm can be reduced to the following
equation:

dðm; nÞ ¼ f1ðm; nÞ2 f2ðm;nÞ ½23�

Figure 4 shows the principle of displacement
measurement by digital holography. Besides the
investigation of surface displacements in the region
of the wavelength, digital holography can be applied
advantageously for the measurement of the shape of
complex objects. In Figure 5, a turbine blade was
investigated with the 2-wavelength contouring
method. Both, the digitally reconstructed mod
2p-phase and its demodulated version after-phase
unwrapping, are presented. Phase unwrapping is
necessary in digital holography, since the fringe-
counting problem still remains. However, there are

some efficient approaches to overcome the difficulties
of this process.

Following eqn [22] the pixel spacing in the
reconstructed image is

Dx0 ¼
d0l

MDj
and Dy0 ¼

d0l

NDh
½24�

Additional to the real image, a blurred virtual image
and a bright dc-term, the zero-order diffracted field, is
reconstructed. This term can effectively be eliminated
by preprocessing the stored hologram or the different
terms can be separated by using the off-axis instead of
the in-line technique. However, the spatial separation
between the object and the reference field requires
a sufficient space-bandwidth product of the used
CCD-chip, as discussed in the section on direct phase
reconstruction above.

Numerical Reconstruction by the Convolution
Approach

In the section above, we have already mentioned that
the connection between the image term, u0ðx0; y0Þ;
and the product, t½hðj;hÞ�rðj;hÞ; can be described
by a linear space-invariant system. The diffraction
formula [17] is a superposition integral with the
impulse response:

Hðx0 2 j; y0 2 hÞ ¼
expðikd0Þ

ild0

£ exp

�
ik

2d0
fðj2 x0Þ2 þ ðh2 y0Þ2g

�
½25�

A linear space-invariant system is characterized by a
transfer function G; that can be calculated as the

Figure 4 The principle of digital holographic interferometry

demonstrated on an example of a loaded small beam. The

interference phase is the result of the subtraction of the two

phases which correspond to the digital holograms of both

object states.
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Fourier-transform of the impulse response:

Gðfx; fyÞ ¼ FTfHðj;h;x0
; y0Þg ½26�

with the spatial frequencies fx and fy: Consequently,
the convolution theorem can be applied, which states
that the Fourier transform of the convolution,
t½hðj;hÞ�rðj;hÞ; with H is the product of the
individual Fourier transforms, FT{t½hðj;hÞ�rðj;hÞ}
and FT{H}: Thus u0ðx0; y0Þ can be calculated by the
inverse Fourier transform of the product of the
Fourier-transformed convolution partners:

u0ðx0
; y0Þ ¼ FT21fFT½tðhÞr�FT½H�g ½27�

u0ðx0
; y0Þ ¼ ½tðhÞr�^H ½28�

with ^ as the convolution symbol. The computing
effort is comparatively high: two complex multipli-
cations and three Fourier transforms. The main
difference to the Fresnel transform is the different
pixel size in the reconstructed field:

Dx0 ¼ Dj and Dy0 ¼ Dh ½29�

Numerical Reconstruction by the Lensless
Fourier Approach

We have already mentioned that the limited spatial
resolution of the sensor restricts the angle resolution
of the digital hologram. The sampling theorem
requires that the angle between the object beam
and the reference beam at any point of the
electronic sensor be limited in such a way that the

Figure 5 Phase reconstruction by digital holographic interferometry on an example of 2-wavelength contouring of a turbine blade. (a)

Image of the turbine blade. (b) Mod-2p phase distribution. (c) Unwrapped phase distribution. (d) CAD reconstruction of the turbine blade.
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microinterference spacing is larger than double the
pixel size. In general, the angle between the reference
beam and the object beam varies over the sensor’s
surface, and so does the maximum spatial frequency.
Thus, for most holographic setups, the full spatial
bandwidth of the sensor cannot be used. However,
it is important to use the entire spatial bandwidth of
the sensor because the lateral resolution of the re-
constructed image depends on a complete evaluation
of the entire information obtained from the sensor.

Even if the speed of digital signal processing is
increasing rapidly, algorithms should be as simple and
as fast to compute as possible. For the Fresnel
approach and the convolution approach, several fast
Fourier transforms and complex multiplications are
necessary. Therefore, a more effective approach, such
as the subsequently described algorithm, seems
promising.

The lensless Fourier approach is the fastest and
most suitable algorithm for small objects. The
corresponding setup is shown in Figure 6. It allows
us to choose the lateral resolution in a range from a
few microns to hundreds of microns without any
additional optics. Each point, ðj;hÞ; on the hologram
is again considered as a source point of a spherical
elementary wavefront (Huygen’s principle). The
intensity of these elementary waves is modulated
by t½hðj;hÞ� – the amplitude transmission of the
hologram. The reconstruction algorithm for lensless
Fourier holography is based on the Fresnel recon-
struction. Here again, uðx; yÞ is the object wave in the
object plane, hðj;hÞ the hologram, rðj;hÞ the refer-
ence wave in the hologram plane, and u0ðx0; y 0Þ the
reconstructed wavefield.

For the specific setup of lensless Fourier hologra-
phy, a spherical reference wave is used with an origin
at the same distance from the sensor as the object
itself. In the case that d0 ¼ 2d; x ¼ x0; and y ¼ y0;

both virtual images are reconstructed and the
reconstruction algorithm then reads:

u0ðx0
;y0Þ ¼

expðikdÞ

ild
e2i

k
2d ðx2þy2Þ

£FTld0

n
t½hðj;hÞ�·rðj;hÞ ·e2i

k
2d ðj2þh2Þ

o
½30�

with FTld as the 2-dimensional Fourier transform-
ation which has been scaled by a factor 1=ld: In this
recording configuration, the effect of the spherical
phase factor associated with the Fresnel diffraction
pattern of the object is eliminated by the use of a
spherical reference wave, rðj;hÞ; with the same
average curvature:

rðx;yÞ ¼ const: £ exp

�
i
p

ld
ðj2 þh2Þ

�
½31�

This results in a more simple reconstruction algori-
thm which can be described by

u0ðx0
;y0Þ ¼ const: £ exp

�
2i

p

ld
ðx2 þy2Þ

�
£FTld{hðj;hÞ} ½32�

Besides the simpler and faster reconstruction
algorithm (only one Fourier transformation has to
be computed), the Fourier algorithm uses the full
space-bandwidth product (SBP) of the sensor chip
because it adapts the curvature of the reference wave
to the curvature of the object wave.

Influences of Discretization

For the estimation of the lateral resolution in digital
holography, three different effects related to discre-
tization have to be considered: averaging, sampling,
and the limited sensor size. We assume a quadratic
sensor with N £ M pixels of the size Dj £ Dj:

Each pixel has a light-sensitive region with a side
length gDj ¼ Djeff: g 2 is the so-called fill factor
ð0 # g # 1Þ; that indicates the active area of the
pixel. The sensor averages the incident light which
has to be considered because of possible intensity
fluctuations over this area. The continuous
expression for the intensity Iðj;hÞ ¼ t½hðj;hÞ�;
registered by the sensor, has to be integrated over
the light-sensitive area. This can be expressed
mathematically by the convolution of the incident
intensity Iðj;hÞ; with a rectangle function:

I1ðj;hÞ / I^ rectDjeff :Djeff
½33�

Figure 6 Scheme of a setup for digital lensless Fourier

holography of diffusely reflecting objects.
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The discrete sampling of the light field is modeled
by the multiplication of the continuous assumed
hologram with the 2-dimensional comb-function:

I2ðj;hÞ / I1ðj;hÞ £ combDj :Dj ½34�

Finally, the limited sensor size requires that the
comb-function has to be truncated at the borders of
the sensor. This is considered by the multiplication
with a 2-dimensional rect-function of the size N £ Dj :

I3ðj;hÞ / I2 £ rectNDjN:Dj ½35�

The consequences are amplitude distortions, aliasing
and speckling that have to be considered in the
reconstruction procedure.

Advantages of Digital Holography

Besides the electronic processing and the direct access
to the phase, some further advantages recommend
digital holography for several applications such as
metrology and microscopy:

† The availability of the independently recon-
structed phase distributions of each individual
state of the object and interferometer, respectively,
offers the possibility to record a series of digital
holograms with increased load amplitude. In the
evaluation process, the convenient states can be
compared interferometrically. Furthermore, a
series of digital holograms with increasing load
can be applied to unwrap the mod 2p-phase
temporally. In this method, the total object
deformation is subdivided into many measure-
ment steps, in which the phase differences are
smaller than 2p: By adding up those intermediate
results, the total phase change can be obtained
without any further unwrapping. This is an
important feature, since it is essential to have an
unwrapped phase to be able to calculate the real
deformation data from the phase map. Figure 7
shows an example of such a measurement.
The left image shows the wrapped deformation
phase for a clamped coin which was loaded with
heat. The right image shows the temporal
unwrapped phase which has been obtained by
dividing the total deformation into 85 sub-
measurements. Thus, the displacement of the
object can be observed almost in real time during
the loading process.

† The independent recording and reconstruction
of all states also gives a new degree of freedom
for optical shape measurement. In the case of

multiwavelength contouring, each hologram
can be stored and reconstructed independently
with its corresponding wavelength. This results in
a drastic decrease of aberrations and makes it
possible to use larger wavelength differences for
the generation of shorter synthetic wavelengths.

† Because all states of the inspected object can be
stored and evaluated independently, only seven
digital holograms are necessary to measure the
3D-displacement field and shape of an object
under test: one hologram for each illumination
direction before and after the loading, respecti-
vely, and one hologram with a different wave-
length (or a different source-point of illumination)
which can interfere with one of the other holo-
grams to perform two-wavelength-contouring
(or two-source-point-contouring) for shape
measurement. If four illumination directions are
used, nine holograms are necessary.

† The direct access to all components of the
wavefield makes it possible to correct wavefront
aberrations effectively by computer.

† The digital hologram containing all information
of the wavefront can be transmitted via the
internet to any location and can be reconstructed
digitally by computer or as an analogue version by
a spatial light modulator. Consequently, remote
access to wavefronts, that are generated at distant
places, is possible.

† Finally, the possibility to miniaturize complex
holographic sensor setups and to use this method
for remote comparative interferometry, makes
digital holography a versatile tool for the solution
of numerous inspection and measurement
problems.

See also

Diffraction: Fresnel Diffraction. Fourier Optics.

Holography, Techniques: Holographic Interferometry.

Figure 7 Temporal unwrapping by digital holography: (a)

Wrapped phase of a thermal loaded coin. (b) Temporally

unwrapped phase.
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Schnars U and Jüptner W (1994) Direct recording of

holograms by a CCD target and numerical reconstruc-

tion. Applied Optics 33(2): 179–181.

Seebacher S (2001) Application of digital holography for

3d-shape and deformation measurement of micro

components. PhD thesis, University of Bremen.

Seebacher S, Osten W and Jüptner W (1997) 3-D
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Introduction

The development of holographic interferometry has
redefined our perception of optical interferometry.
The unique property of holographic interferometry to
bring a wavefront, generated at some earlier time,
stored in a hologram and released at a later time, to
interfere with a comparison wavefront, has made
possible the interferometric comparison of a rough
surface, which is subject to stress, with its normal
state. Assuming the surface deformations to be very
small, the interference of the two speckled wavefronts
forms a set of interference fringes that are indicative
of the amount of displacement and deformation
undergone by the diffuse object.

Holographic interferometry is an important and
exciting area of research and development. It has
established itself as a highly promising noninvasive
technique in the field of optical metrology. Tech-
niques within its folds for the measurement of static
and dynamic displacements, topographic contours,
and flow fields have been developed and demon-
strated with success in a wide range of problems.
Significant and extensive contributions to the devel-
opment of holographic interferometry have been
realized both from the theoretical and experimental
perspectives. A wide range of procedures have been
developed which make it not only possible to
measure surface displacements and deformations of

engineering structures to an accuracy of a fraction of
a micrometer but also to detect material flaws and
inhomogeneities having escaped the manufacturing
process. The methodology of quantitative analysis of
holographic interferograms has undergone extensive
development during the last decade. This article
provides a brief review of the holographic techniques
with emphasis placed on bringing out its relevance
in experimental mechanics and nondestructive
testing. The series of books given in the Further
Reading section at the end of this article treat the
field in detail.

Basic Methods in Holographic
Interferometry

The ability of holography to store a wavefront and
release it for reconstruction at a later time offers
access to the possibility to compare wavefronts, which
have albeit existed at different times. There are several
schemes that have been established to obtain the
interferometric comparison of the wavefronts.

Double-Exposure Holographic Interferometry

In frozen form of wavefront comparison, two
holograms of the object are recorded on a photo-
graphic plate. The first hologram is made with the
object in its initial, unstressed state and the second
hologram is recorded with the object in its final,
stressed state. Upon reconstruction, the hologram
releases the two stored wavefronts, one correspond-
ing to the object in its unstressed state and the other
corresponding to the object in its stressed state
(Figure 1). The virtual image is overlaid by a set of

Figure 1 Layout for observing a double exposure holographic interferogram.
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bright and dark interference fringes, which are due
to the displacement of the object between the
two exposures.

The fringe pattern is permanently stored on the
holographic plate. The interference fringes denote the
loci of points that have undergone an equal change of
optical path between the light source and the
observer. The image intensity of the holographic
interferogram is

Iðx; yÞ ¼ I0ðx; yÞ{1 þ Vðx; yÞcosðwðx; yÞ2 w0ðx; yÞÞ}

½1�

where I0ðx; yÞ is the background intensity, Vðx; yÞ is
the fringe contrast, and w and w0 are the phases of the
waves from the object in its initial and deformed
states, respectively.

A bright fringe is produced whenever

wðx; yÞ2 w0ðx; yÞ ¼ 2np n ¼ 0;1;2;… ½2�

where n is the fringe number. The wave scattered by a
rough surface shows rapid variations of phase,
which have little correlation across the wavefront.
The phase difference varies randomly over the ray
directions contained within the aperture of the
viewing system, which would normally prevent the
observation of fringes with large aperture optics near
such points. However, a surface may exist at a
distance from the object at which the value of phase
difference is stationary over the cone of ray pairs
defined by the viewing aperture. Interference fringes
are localized in the region where the variation in
phase difference is minimum over the range of
viewing directions. This approach has been widely
used to compute fringe localization for any object

displacement and for any arbitrary illumination and
observation geometry.

Real-Time Holographic Interferometry

A hologram is made of an arbitrarily shaped
rough surface. After development, the hologram
is placed back in exactly the same position.
Upon reconstruction, the hologram produces the
original wavefront. A person looking through the
hologram sees a superposition of the original object
and its reconstructed image (Figure 2). The object
wave interferes with the reconstructed wave to
produce a dark field due to destructive interference.
If the object is now slightly deformed, interference
fringes are produced which are related to the change
in shape of the object. A dark fringe is produced,
whenever:

wðx; yÞ2 w0ðx; yÞ ¼ 2np n ¼ 0;1;2;… ½3�

The method is very useful for determining the direc-
tion of the object displacement, and for compensating
on the interferogram the influence of the rigid body
motion of the object when subjected to a stress field.

The optical setup for real-time holography uses an
immersion tank, which is mounted on a universal
stage and contains the photographic plate. The
holographic plate is followed by a vidicon camera,
which visualizes the interferograms directly onto the
TV monitor screen connected to a video-recording
tape to memorize the information. The use of
thermoplastic plates as recording material has
gained in importance in recent years for implement-
ing real-time and double exposure holographic
interferometry setups, as it can be processed rapidly
in situ using electrical and thermal processing.

Figure 2 Layout for observing a holographic interferogram in real-time.
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The plate is also cost-effective as it is erasable and
reusable at least several hundred times. In thermo-
plastic recording the information is recorded as a
thickness variation corresponding to a charge inten-
sity pattern deposited on the thermoplastic layer.
Self-developing or photorefractive crystals are other
interesting alternatives to the use of film as the
recording medium.

Digital Holographic Interferometry

The method consists of recording two holograms
corresponding to undeformed and deformed states of
an object using a CCD camera. These images are
stored in a digital image processing system. The
two holograms are then reconstructed separately
by numerical methods from the digitaly stored
holograms. The advantage of digital holography is
that it allows for computing both the intensity and
the phase of a holographically stored wavefront
during the numerical reconstruction. The contours
of constant optical phase change, due to deformation,
are obtained by subtracting the reconstructed phases
of the undeformed from the deformed object
wavefield.

A hologram can be recorded on a CCD as long as
the sampling theorem is fulfilled; that is to say, each
period of the spatial variation of the hologram
intensity is sampled by at least two pixels of the
CCD array. The condition imposes a limit on
the angle that the object beam can make with the
reference beam, which must necessarily be small
given that the resolution of CCDs is relatively low.
The applications of the method are thus limited
mainly by the pixel size in CCD array. The maximum
spatial frequency fmax that must be resolved by the
recording medium is determined by the maximum
angle Dumax between the reference and the object
wave:

fmax ¼
2

l
sin

Dumax

2
½4�

where l is the wavelength of the laser source. Since
the CCD cameras have resolutions of around
100 lines/mm, the maximum angle between the
object and reference waves is limited to a few degrees.

Calculation of Phase Change
on Object Loading

A diffusely reflecting object is deformed such that a
point P on the surface moves to P0 as shown in
Figure 3. In double-exposure or real-time holographic
interferometry the two wavefronts related to the

states of a surface before and after deformation are
reconstructed simultaneously and compared. The
change of optical path length due to displacement d is

Dw ¼
2pd

l
ðcos c1 þ cos c2Þ ½5�

where c1 and c2 are the angles which the illumination
and observation waves make with respect to the
direction of displacement; eqn [5] can be written in
the form:

Dw ¼
2pd

l
cos h cos c ½6�

where c is the angle of bisection between the incident
and viewing directions, and h is the angle which the
bisector makes with the direction of displacement.
The term d cos h being the resolved part of the
displacement PP0 in the direction of the bisector,
implies that the fringe pattern provides the measure
of the displacement component along the bisector of
the angle between the incident and viewing directions.

Digital Phase Measurement

The last decade has seen a rapid development of
techniques for the automatic and precise reconstruc-
tion of phases from fringe patterns. These are based
on the concepts of fringe tracking, Fourier transform,
carrier frequency, and phase shift interferometry.
Quantitative measurement of wavefront phase, for
example, can be obtained in a few seconds using
phase shift interferometry. With this technique one
records a series of holograms by introducing artifi-
cially known steps of phase differences in the
interference image in eqn [1]:

Iiðx; yÞ ¼ I0ðx; yÞ{1 þ Vðx; yÞ cosðDwðx; yÞ þ DciÞ};

i ¼ 0;1; 2;… ½7�

Figure 3 Calculation of the change in optical phase due to

surface displacement.
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where Dci is the phase shift which is produced, for
example, by shifting the phase of the reference wave.
A minimum of three intensity patterns is required to
calculate the phase at each point on the object
surface. Known phase shifts are commonly intro-
duced using a piezoelectric transducer, which serves
to shorten or elongate the reference beam path by a
fraction of wavelength; the phase-shifter is placed in
one arm of the interferometer. Numerous phase
shifting techniques have been developed and which
can be incorporated to holographic interferometry to
generate a phase map, Dwðx; yÞ; corresponding to the
object displacement. The calculated phase Dwðx; yÞ is
independent of the terms I0ðx; yÞ and Vðx; yÞ; and
considerably reduces the dependence of the accuracy
of measurements on the fringe quality.

The introduction of phase shift interferometry not
only provides accurate phase measurements but also
eliminates the problem of phase sign ambiguity of
the interference fringes. Dynamic phase shifting
techniques allow for producing time sequences of
deformation maps for studying objects subjected to
time-varying loads. The concept is based on consider-
ing the normal phase variations caused by a dynamic
phenomenon as equivalent to the phase shifting that is
introduced in a holographic interferometer in order to
perform the phase evaluation task. This method
extends the possibility of applying the method to
continuous deformation measurements.

Basic Interferometers for Static
Displacement Measurement

Equation [6] shows that observation along a single
direction yields information only about the
resolved part of the surface displacement in one
particular direction. The approach to measuring

three-dimensional vector displacement would be to
record holograms from three different directions in
order to obtain three independent resolved com-
ponents of displacement. The computation of the
resulting system of equations would then allow for
determining the complete displacement vector.

Out-of-Plane Displacement Component
Measurement

The out-of-plane component of displacement is
usually measured by illuminating and viewing the
object surface in a near normal direction. The fringe
equation corresponding to the line of sight displace-
ment component is given by

w ¼
nl

2
½8�

where w is the out-of-plane component of
displacement. An example of a fringe pattern
depicting the out-of-plane displacements in a rec-
tangular aluminum plate, clamped along the
edges and drawn out at the center by means of a
bolt, subjected to three-point loading, is shown in
Figure 4.

In-Plane Displacement Component Measurement

The in-plane component of displacement can be
measured by illuminating the object along two
directions symmetric to the surface normal and
observing along a common direction. This is schema-
tized in Figure 5. The in-plane displacements, in a
direction containing the two beams, are mapped as a
moiré between the interferograms due to each
illumination beam. The moiré appears as a family of
fringes:

u ¼
nl

2sin ue

½9�

Figure 4 Example of interferogram corresponding to the whole field distribution of out-of-plane component of displacement, w ; on an

aluminum plate subjected to three-point bending.
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where u is the displacement component in the
x-direction and ue is the angle which the illumination
beams make with the surface normal. Figure 6 shows
the u pattern corresponding to a disk under diametral
compression. The moiré pattern is obtained after
optically filtering the interference image.

Comparative Holographic Interferometry

Another technique of significant interest in non-
destructive testing is comparative holography that
provides the contours of path variations related to the

difference in displacements or shapes of two objects.
The method provides information about the resolved
part of the difference in displacement vector along the
direction bisecting the illumination and observation
rays. In the case of illumination and observation
normal to the object surface, the fringe equation
becomes

Dw ¼
nl

2
½10�

whereDw is the difference in displacement component
along z direction. The technique provides a tool to
compare the mechanical responses of two nominally
identical specimens subjected to the same loading and
also the shapes of two nominally identical specimens.
These features are useful in detecting anomalies in a
test specimen with respect to the flaw-free master
specimen. One such example is shown in Figure 7a,
which displays the presence of a defect in a test
specimen. In this case two plates, one flaw-free and the
other with a flaw, are subjected to identical loadings.
The fringe map in Figure 7b is related to the difference
in displacements of test and master specimens
subjected to unequal loadings. The presence of flaws
is detected in both interferograms.

Basic Interferometers for Dynamic
Displacement Measurement

Another important application of holographic inter-
ferometry is in the study of the resonant modes of
vibration of an object.

Figure 5 Schematic of the geometrical configuration for measuring the in-plane component of displacement, u:

Figure 6 Fringe contours showing the in-plane displacement

response of a disk under diametral compression.
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Frozen Time-Average Holographic Interferometry

Consider that a hologram is recorded of an object,
which is vibrating sinusoidally in a direction normal
to its surface (Figure 8a). The exposure time is
supposed to be much longer than the period of
vibration. The intensity distribution of the image
reconstructed by this hologram is

Iðx; yÞ ¼ Ioðx; yÞJ2
o

�
2p

l
dðx; yÞðcos ue þ cos uoÞ

�
½11�

where Jo is the zero-order Bessel function of the first
kind. The virtual image is modulated by the J2

oðj Þ

function. The dark fringes correspond to the zeros of
the function J2

oðj Þ: A plot of the function, shown in
Figure 8b, is characterized by a comparatively
brighter zero-order fringe, which corresponds to the

nodes, a decreasing intensity, and an unequal spacing
between the successive zeros. The interferogram in
Figure 9 shows the vibrational modes of a helicopter
component. The nodes that represent zero motion are
clearly seen as the brightest areas in the time average
reconstructed pattern.

Real-Time Time-Average Holographic
Interferometry

The possibility of studying the response of vibrating
objects in real-time extends the usefulness of the
technique to identify the resonance states (resonant
vibration mode shapes and resonant frequencies) of
the object. A single exposure is made of the object in
its state of rest. The plate is processed, returned to its
original condition and reconstructed. The observer
looking through the hologram at the sinusoidally

Figure 7 Comparative holography reveals the presence of defects in aluminum plates using (a) identical and (b) unequal loadings.

Figure 8 (a) Schematic of the geometrical configuration of a vibrating cantilever beam; (b) plot of fringe function for time-average

holography.
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vibrating object sees the time-averaged intensity:

Iðx;yÞ ¼ Ioðx;yÞ

"
12 Jo

�
2p

l
dðx;yÞðcos ue þ cos uoÞ

�#

½12�

Stroboscopic Holographic Interferometry

Stroboscopic holography is another interesting var-
iant in the study of vibrations. The hologram is
recorded by exposing the photographic plate twice
for short time intervals during a vibration cycle.
The pulsed exposures are synchronized with the
vibrating surface, which is equivalent to making the
surface virtually stationary during the recording.
Reconstruction of the hologram yields cosinusoidal
fringes, which are characteristic of double exposure
holography. In real-time stroboscopic holography, a
hologram of a nonvibrating object is first recorded.
If the vibrating object is illuminated stroboscopically
and viewed through the hologram, the reconstructed
image from the hologram interferes directly with the
light scattered from the object to generate live fringes.

Flow Measurement

Application of holographic interferometry to
flow visualization and the measurement of spatial
refractive index, density or temperature distributions
have led to an advancement of understanding in areas
such as aerodynamics, plasma diagnostics, and heat
transfer. In the holographic interferometer shown in

Figure 10 two consecutive exposures are made,
usually the first exposure without flow and the second
in the presence of a flow field. Double pulsed
holography is used if the flow field is changing
rapidly. The optical phase change due to flow
between the exposures is

Dwðx; yÞ ¼
2p

l

ðt

0
{n0ðx; y; zÞ2 n0

o}dz ½13�

where n0ðx; y; zÞ is the refractive index distribution
during the second exposure, n0

o is the uniform
refractive index during the first exposure, and t is
the length of the test section. Assuming that the
properties of the flow are constant in the z direction,
the expression for phase change can be expressed as

Dt ðx; yÞ ¼ KL{rðx; yÞ2 ro} ½14�

where K is the Gladstone–Dale constant, r is the
density of the gas, and ro is the density in a no-flow
situation. The interference pattern contours the
change in the density field of the flow. The change
in density per fringe is given by l=Kt: An example
of application related to temperature measurements
in an axisymmetric premixed flame is illustrated
in Figure 11.

Figure 9 Fringe contours showing the mode shape of a

vibrating helicopter component.

Figure 10 Schematic of a configuration for studying flow.

Figure 11 Fringe contours showing the phase distribution of a

test flame.
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Surface Contouring

A practical way to display the shape of an object is to
obtain contour maps showing the intersection of the
object with a set of equidistant planes orthogonal to
the line of sight.

The Dual Refractive Index Method

The method requires placing the model in a glass tank
filled with a liquid (or gas) of refractive index n0

1:

A hologram of the object is recorded, and the liquid
contained in the tank is replaced by one of refractive
index n0

2: An observer looking through the hologram
sees the object surface modulated by a set of
interference fringes arising from the change of optical
phase in the light rays traversing the two liquids.
The contour interval is given by

Dz ¼
l

2ðn0
1 2 n0

2Þ
½15�

The Dual Illumination Method

In this method, the object is illuminated obliquely
by collimated beams along two directions symmetric
to the surface normal. The scattered waves are
recorded on a holographic plate and the object and
its reconstructed image are viewed through the
hologram. Two sets of parallel equidistant fringes
are projected onto the object surface by introducing
small tilts, Due; to the illumination beams
(Figure 12). The contour sensitivity per fringe is

given by

Dz ¼
l

2sin ue sin Due

½16�

The sensitivity of the method can be tuned in a wide
range. An example of topographic contour pattern is
shown in Figure 13. The distance between two
adjacent moiré contour planes is 172 mm.

Figure 12 Schematic diagram of a two-beam method for shape measurement.

Figure 13 Example of a moiré topographic contour pattern

obtained using the two-beam method.
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Figure 14 Examples of (a) shape measurement: the distance between two adjacent contour planes is 208 mm; and, (b) very large

out-of-plane deformation measurement on a cantilever beam. The distance between two adjacent contour planes is 19 mm.

Figure 15 Schematic diagram of the principle used in holographic shearing interferometry.

Figure 16 Examples of (a) moiré fringe contour, and (b) phase distribution corresponding to slope change produced on a centrally

loaded aluminum plate clamped along its boundary.
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In another method a collimated beam obliquely
illuminates the object and a set of parallel equidistant
fringes is projected onto the object surface by
introducing a small tilt, Due; to the illumination
beam. Providing an appropriate reference beam
rotation and a holographic plate translation generates
contouring surfaces normal to the line of sight.
A typical result using one beam illumination is
shown in Figure 14a. The distance between two
adjacent moiré contour planes is 208 mm.

This approach has been used to obtain measurement
of large out-of-plane deformations undergone by a
deformed object. The fringe pattern in Figure 14b
corresponds to the out-of-plane displacement of a
cantilever beam subjected to load at its free end.
The distance between two adjacent contour planes
is 19 mm.

Holographic Shearing Interferometry

Holographic shearing interferometry directly pro-
vides the patterns of slope change contours by
laterally shearing wavefronts diffracted from the
object surface. There are numerous ways to achieve
shearing, such as, by introducing a Michelson type
configuration, an inclined glass plate device, or a
split-lens assembly in a holographic interferometer.
The role of the shearing device is to enable the
observation of a point on the object along two
distinct neighboring directions. As a result of
lateral wavefront shearing in the interferometer, a
point in the image plane receives contributions from
two different points on the object (Figure 15).
Assuming that the illumination beam lies in the
x–z plane and makes an angle ue with the z-axis,
and the observation is carried along the direction
normal to the object surface, the change of optical
phase due to deformation is

Dw ¼
2p

l

�
›u

›x
sin ue þ

›w

›x
ð1 þ cos ueÞ

�
Dx ½17�

where Dx is the object shear along the x-direction.
For ue ¼ 0; eqn [11] reduces to

›w

›x
¼

nl

2Dx
½18�

Equation [18] displays a family of holographic
moiré fringes corresponding to the contours of
constant slope change. The fringe pattern shown in
Figure 16a illustrates a moiré corresponding to
contours of constant slope change for a centrally
loaded square aluminum plate clamped along
its boundary. An example of phase distribution

Figure 17 Example taken from the study of the fracture process

zone in concrete: phase distribution corresponds to in-plane

displacements on a notched concrete specimen subjected to a

wedge splitting test.

Figure 18 Example of application to nondestructive testing on a

fingertip-joint wood specimen under tension using an in-plane

sensitive holographic moiré setup.

Figure 19 Application to the detection of defects in a tyre.

Courtesy of H. Steinbichler, Steinbichler GmbH.
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corresponding to slope change along x-direction, is
shown in Figure 16b.

Examples of Applications

Holographic interferometry has firmly established
itself as an attractive and useful class of technique in
nondestructive testing. Defects in a specimen are
made apparent by the presence of anomalies in the
interference fringe distribution of the deformed state
of the specimen. The presence of flaws such as voids,
disbonds, delaminations, and cracks weakens the
strength of the specimen. The resulting strain
concentration areas produced by the presence of
flaws in the specimen are detected through their effect
on the surface deformation map. The flaws in the
specimen manifest themselves as distortion of the
fringes, pockets of fringe concentrations, or localized
discontinuities of the fringes in the full-field display of
the deformation field of a test specimen in response to
the applied load.

Figure 17 shows phase distribution corresponding
to in-plane displacements of a notched fiber-
reinforced concrete specimen subjected to a wedge-
splitting test. The application is taken from the study
of a fracture process zone in fiber-reinforced
concrete. Another example of the application of
holography in nondestructive testing is shown in
Figure 18. The fringe pattern corresponds to in-plane
displacements on a fingertip joint wood specimen
under tension. Figure 19 shows an example of an
application of holography in the tyre industry. The
interferogram reveals, through the changes in the
fringe pattern, defects in the tyre. The picture in
Figure 20a is taken from the study of the embryonic
behavior of embryos during incubation. The photo-
graph shows a specific limb movement near the
air space. The method also allows for a lively display
of the hatching behavior of the chick. The point
on the shell receiving blows is clearly visible in
Figure 20b.

Conclusions

The aim of this article is to introduce readers to
holographic techniques available for the noninvasive
and whole-field investigation of the time-evolution
and spatial distribution of the displacement and
refractive index fields. Diverse techniques to obtain
contourgrams of three-dimensional objects are also
presented. The method offers strong potential in
nondestructive testing applications, such as in the
detection of flaws, in the conception of prototypes, in
the evaluation of the performances of structural
components, and in the verification of the reliability
of finite-element computer codes.

See also

Holography, Techniques: Digital Holography; Overview.

Interferometry: Overview; Phase Measurement Inter-

ferometry.
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Figure 20 Fringe contours showing (a) a specific limb movement of a chick embryo during incubation, and (b) the hatching behavior.

The point on the shell receiving blows is clearly visible.
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Introduction to Holographic
Interferometry

Holography is a photographic principle that produces
3D images that are so real that it is possible to
take measurements inside this image with a precision
of a fraction of a thousandth of a millimeter.
Contours are formed within the holographic image
that, like the relief lines of a map, indicate the
displacements of every point on the object surface.
The method is named holographic interferometry
(see Holography, Techniques: Holographic Interfero-
metry) and it can be used to measure deformation,
vibration and also, with slightly lower resolution,
dimension.

In real time holography the deformed object is
directly compared to the holographic image of its
undeformed state. In double exposure holography the
comparison is made between two holographic
recordings on the same plate, while in sandwich
holography the two states are recorded on two
different plates that are sandwiched together for
comparison.

Sandwich holography is useful in industrial
environments, because it can measure much larger
deformations and also compensate for unwanted
movement of the object or the setup between the two
exposures. Further on in the process it will produce
any sign of deformation and comparison can be made
at any time without referring back to original setup.
However, processing of the two plates is needed
before the comparison can be made and the plates
have to be positioned with high accuracy.

Interferometric Sensitivity

To calculate the interferometric sensitivity let us name
(A) the point from which the laser light is emitted, (B)
the point behind the hologram plate from which the
observation is made, and (C) the displaced point on
the object surface to be measured. Draw an ellipsoid
through (C) with (A) and (B) as focal points. If (C) is
displaced along the surface of the ellipsoid, the path
length ACB will remain unchanged and no interfer-
ence fringes are formed, while a displacement normal
to this surface produces maximal interference.

A diagram, the holodiagram, is based on these
ellipsoids and used for the making and evaluation of
holograms.

The bisector to ACB will be the normal to the
ellipsoids. If the path length ACB is repeatedly
increased by dL a diagram like Figure 1 is formed
where the separation (s) of the ellipses, and thus the
interferometric sensitivity, varies over the diagram.
If dL is the wavelength of the laser light, one
interference fringe is formed each time an object
point has moved the distance (s) because of a
deformation of the object between the two exposures.
The displacement (d) can be calculated:

d ¼ ns ½1�

s ¼ k0:5dL ½2�

k ¼ 1=cos a ½3�

where n is number of fringes between fixed and
studied point, k is constant along arcs of circles
through A and B, and a is half the angle ACB.

When two slightly dissimilar patterns are placed
one on top of the other, a moire pattern is formed that
shows up the difference. The moire analogy to
holographic interferometry is based on the fact that
one fringe is formed for every ellipse that is crossed by
an object point displaced between the two exposures.

If dL is the wavelength (l) of the laser light the
displacement (d) is

d ¼ nk0:5l ½4�

If two-wavelength holography is used to measure the
3D shape of an undisturbed object, it will be seen
intersected by ellipses where the separation (s) is

s ¼ k0:5l1l2=ðl1 2 l2Þ ½5�

If dL is the coherence length or the pulse length of the
laser source, the object will be seen intersected by one
single bright fringe, the thickness (s) of which is

s ¼ kdL ½6�

Everything outside that ellipse will be dark during
reconstruction. This phenomenon can be used either
to optimize the use of a limited coherence length or to
explain the results of ‘light-in-flight recordings’, as
described later.
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The Principle of Sandwich Holography

In the following discussion on sandwich holography,
we will only study the simplified example where
the directions of illumination and observation are
normal to the studied displacement and therefore
a is equal to zero. The reflected light from an
object point combined with the reference light
produces a set of hyperbolas (Young’s fringes) on
the hologram plate.

When the object point is displaced between
exposures on two different hologram plates, the
hyperbolas will be positioned differently on the
plates. There is a one-to-one relationship between
the ellipsoids and the hyperbolas. Thus one point
on the hologram plate will be crossed by one
hyperbola if the corresponding object point is
moved so that it crosses one of the ellipses of the
holodiagram. Thus, the moire effect of the displaced
hyperbolas at the hologram plate represents the
moire effect of the ellipses in the object space.
The interference pattern in the reconstructed object

image can therefore be manipulated by moving one
plate in relation to the other during reconstruction.

We have found that the simplest way to do this is to
glue the two plates together separated by the glass
thickness of one plate. To make the situation identical
during exposure and reconstruction, the plates also
have to be recorded in pairs. Thus, the first exposure
can be made with one front plate and one back plate
in contact in the hologram holder (Figure 2). The
second exposure is made in exactly the same position
with two new plates. After processing the front plate
of the second exposure is glued in front of the back
plate of the first exposure.

Then a reconstruction beam similar to the reference
beam, is used to reconstruct the sandwich hologram.
The interference fringes seen on the image of the
object are manipulated by tilting the sandwich
hologram, which results in an addition or subtraction
of new fringes as in the following examples:

1. If the object is rotated by the small angle f1, the
number of fringes can, during reconstruction, be

Figure 1 The holodiagram used for the evaluation of holograms.
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eliminated by rotating the sandwich in the same
direction by the much larger angle f2.

f1 ¼

�
d

2Ln

�
f2 ½7�

2. If the sandwich during reconstruction is rotated
around an axis perpendicular to that of the object
rotation, new fringes are introduced at the angle
g, which is analogous to, but much larger than,
the object rotation f1.

f1 ¼

�
d

2Ln

�
w2tgg ½8�

3. When the sandwich is rotated as described in (2)
fringes are formed, the radius of curvature (r2) of
which are much larger than those of the bent
object (r1).

r1 ¼

�
2Ln

d

�"
1

w2

#
r2 ½9�

Examples

The object consisted of three vertical steel bars
(Figure 3) that were fixed by screws at their lower

end to a rigid frame that surrounded all the bars. The
middle bar was also supported at the upper end.
Forces were applied at the middle of the bars. The
right bar is deformed away from the observer while
the other two are deformed towards him. After
deformation of the three objects the second pair of
plates were exposed. Then all four plates were
processed.

The back plate of the first exposure (B1 in Figure 2)
was repositioned in the plate holder in front of the
plate of the second exposure (F2). The two plates were
bonded together to form a sandwich hologram. O1

and O2 represent the two positions of one object,
which between the two exposures was bent at angle
f1 toward the hologram. (L) is the distance between
the front hologram and the object (,1 m); (L) is also
the distance between the point of illumination and the
object. (D) is the distance between the point source of
the reference beam and the hologram plate ðD ¼ 2LÞ;
(d) is the thickness of one hologram plate (,1.3 mm);
(n) is the refractive index of the plates (,1.5 mm).

When the two plates were properly repositioned in
the plate holder, fringes were seen everywhere, both
on the steel bars and on the supposedly fixed frame
which apparently had made an accidental movement
(Figure 3). By tilting the plate holder in different
directions, the fringes on the frame could be
eliminated and the hologram could be evaluated as
if the frame had remained fixed (Figure 4).

Figure 2 The exposures and reconstructions of a sandwich

hologram.

Figure 3 The movements of three steel bars in relation to a

frame are to be measured by the fringes of sandwich holography.

However, the unwanted motion of the total set-up makes the

evaluation impossible.

HOLOGRAPHY, TECHNIQUES / Sandwich Holography and Light in Flight 101



The plate holder was then tilted backwards at angle
f2 and horizontal fringes were found on the frame
while the top of the left bar became fringe-free
(Figure 5). The number of fringes on the right bar
increased, proving that it had been tilted in the
opposite direction. If the sandwich were instead

rotated around a vertical axis at angle w2, a set of
vertical fringes were formed on the frame, while the
bars became covered by fringes, the inclination and
curvature of which represent a magnified view of the
deformed bars as seen in profile (Figure 6).

Introduction to Light-in-flight
Recording by Holography

Recording of light pulses in flight have been possible
since the beginning of the 1990s, using two-photon
fluorescence or ultrafast Kerr cells driven by laser
pulses.Very fastopticalphenomena, suchas refractive-
index changes in laser-produced plasmas, have been
recorded by holography using short illumination
pulses.

In 1968, Staselko et al. published a method of
studying the time coherence pattern of wave trains
from pulsed lasers by the use of autocorrelation
in which the unknown pulse is compared to itself.
The method we name ‘light-in-flight recording by
holography’ (LIF) is based on studying both the
temporal and the spatial shape of pulses by corre-
lation, which means that we study the change in
shape of a pulse before and after it has passed through
the transformation we want to study. For this process,
we want to start with as short a pulse (or short
coherence length) as possible and then compare the
transformed pulse to the original pulse.

Figure 4 The unwanted fringes caused by the motion of the total

set-up have been eliminated by a tilt of the sandwich hologram.

Figure 5 Another tilt of the sandwich hologram reveals that the

left and the right bar have been deformed in opposite directions.

Figure 6 A rotation of the sandwich hologram around a vertical

axis produces fringes that reveal direction of tilt and bending

radius of all steel bars.
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In a hologram only those parts of an object will be
recorded for which the path length from the laser to
the holographic plate via the object does not differ
from the path length of the reference beam by more
than the pulse length (or coherence length) of the laser
light used for the recording. If that length is short,
during reconstruction a large object will be seen
intersected by an imaginary surface in the form of an
ellipsoid, one of its two foci being the point from
which the spherical wavefronts of illumination are
emitted (spatial filter (A) in Figure 1) and the other
being the point of observation (B). A spherical
wavefront appears distorted into an ellipsoid if it is
divergent, and into a hyperboloid if it is convergent,
while a flat wavefront appears distorted into a
paraboloid. The general rule is that the apparent
wavefront has the shape of a mirror that focuses light
from (A) to (B).

By careful planning, it is possible to optimize the
geometry of the holographic setup in such a way that
the utilized portions of the ellipsoids and hyper-
boloids can be approximated into flat surfaces. Thus,
the object is seen intersected by one flat imaginary
interference surface, the depth of which can be altered
during reconstruction by changing the point of
observation at the hologram plate.

Light of short duration, or short coherence length,
can, in this way, be used in a holographic method for
finding depth contours. If, however, the 3D shape of
the object is known a priori, e.g., if it is a flat surface,
this method can just as well be used to study the 3D
shape of the illuminating wavefront. As mentioned
before, the intersections of the ellipsoids can be
approximated by intersections of spherical wave
fronts of illumination, if the distance between object
and hologram plate is long and if the flat surface is
perpendicular to the line of sight.

Examples of Wavefront Studies

As an example we will describe an experiment that
consists of an opaque white diffusely reflecting flat
screen, that is illuminated from the left at an oblique
angle, as seen in Figure 7. A mirror is fixed to the
screen so that some of the light is reflected upwards.
During recording of the hologram, the reference pulse
is reflected by the two mirrors (M) so that it arrives at
the middle of the hologram plate at the same time as
the object pulse, in the form of diffuse light, arrives
from the middle of the screen. As the reference pulse
passes over the hologram plate from left to right, it
works like a curtain shutter (focal-plane shutter)
recording early object light to the left and later light
to the right. This ‘light shutter’ moves across the plate
with a velocity faster than light which is possible as it

is just an intersection between pulsefront and plate.
The difference in time of the recordings made at the
two ends of the hologram plate is the time it takes for
the reference pulse to move across the plate, or about
800 picoseconds. During reconstruction with a
continuous laser the early arriving object light is
seen through the left part of the plate, while the later
arriving light is seen through its right part. If the eye,
or a TV camera scans from left to right, the pulse is
seen moving continuously over the object screen, with
some of it reflected upwards by the mirror
(Figure 8a–d). The corresponding pulse length is
100 ps (,30 mm), and to minimize pulsefront distor-
tions the screen is perpendicular to the line of sight.

The photo in Figure 9 shows the result of another
experiment. A spherical wave expands from a point
source at left and moves to the right. The spherical
wavefront intersects a flat observation screen consist-
ing of a white-coated aluminum plate of 20 £ 30 cm.
A cylindrical lens is fixed, with its axis normal to the
screen, so that it focuses the arriving light almost
parallel to the screen surface. Figure 8 is a composite
of several photographs taken through different parts

Figure 7 During exposure of the light-in-flight hologram, the

short pulse from the laser is used to obliquely illuminate both the

object and the hologram plate. Only those parts will be recorded

where path length for object light and reference light are equal.
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of the hologram plate. The pulse length was in this
case 10 ps (,3 mm).

Measuring the Shape of 3D Objects

The wavefront (pulse front) of a short pulse forms a
thin sheet of light. The intersection of this sheet by a
3D body produces on its surface a thin line represent-
ing a cross-section. It is advantageous if this cross-
section represents a flat surface, which will be
approximately the case if the illumination and
observation beams are collimated or arrive from
points at large distances.

By moving the point of observation along the
hologram plate from left to right, the intersecting
sheet of light can be moved in depth forward or

backward. Determination of fringe order number
(by finding the zero fringe) no longer represents any
problem because only the zero order fringe exists.
Therefore, this way of contouring has great advan-
tages, especially when the observations and calcu-
lations are made by computer. Figure 10 shows a set
of spheres intersected by a thin light sheet.

The intersecting light sheet can be manipulated in
yet another way, i.e., it can be rotated. If the point of
observation is moved away from the plate, the right
part of an object will be seen through the right part of
the plate were the recording made later than at the left
part. During the time interval between left and right
records, the intersecting light sheet has moved so that
it intersects the object further away, resulting in a
tilted cross-section of the object. This way it has been
possible to rotate the cross-section up to 90 degrees,
so that if, for example, a face is illuminated from the

Figure 8 Resulting reconstructed images of the light reflected by a mirror at about 458. These four photos were taken during

reconstruction while the camera behind the hologram plate was moved from left to right in between each of the exposures.

Figure 9 Light focused by a lens. A composite of several photos

taken from different parts of the hologram plate. An image of the

lens is included to make the picture clear.

Figure 10 Spheres intersected by a thin sheet of light.
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front by a flat sheet of light, the reconstructed
intersection will show the face in profile.

In a limited way it is also possible to produce results
similar to those of LIF by using a CCD camera instead
of the holographic plate. The great advantage is its
compatibility with a PC, while the main disadvantage
is a lower resolution.

Other Uses

Like all methods of ‘gated viewing’, LIF can be used
to look through scattering media, e.g., to look
through human tissue. By observing only the first
light the influence of the later arriving scattered light
is eliminated. Thus, LIF can be used as a diagnostic
method based on the idea that the scattering,
absorption, or refractive index of cancer is different
from that of healthy tissue. Another use of LIF is to
image just a thin section of a gas or liquid filled with
particles. In this way it is possible to observe the
distribution and velocity in a certain localization
without influence of the scattering from particles in
front of or behind the studied section.

Up to now we have discussed gated viewing by LIF
in the laboratory using picosecond light pulses and
distances of up to a few meters. Instead we could
look at astronomical objects with light pulses of days
(e.g., a supernova) and distances of many light years.
Even in these cases we will see particles in space
illuminated by ellipsoids with (A) being the super-
nova and (B) a telescope on Earth. While each
ellipsoid in the laboratory may represent a pathlength
of some nanoseconds, each ellipsoid in space might
represent light years.

However, the methods we have shown here are
not limited to the study of the apparent shape of
spheres of light. They can also be used to study other
objects moving at ultrahigh velocities. If an explod-
ing supernova throws out particles in all directions at
a rather slow velocity, it can be seen surrounded by
an expanding sphere. If, instead, this sphere
expanded with the speed of light (which is not
possible) it would appear to us just like an ellipsoid
of the holodiagram. If, however, it expanded at a
very high velocity, but lower than that of light, the
sphere would appear to us in the shape of an egg
with its pointed end towards the observer. The
velocity of expansion could, in this case, appear
superluminal (higher than the speed of light). If the
velocity is (v), its approaching velocity will to a first
approximation appear to be the true velocity divided
by ð1 2 v=cÞ:

Finally, we will show a relationship between LIF and
special relativity, by looking at a modification of the
‘Minkowski light cones’. Figure 11 shows a diagram

where (x) and (y) represent space coordinates, while
(z) represents time multiplied by (c). A sphere from a
short pulse of light that expands from the point A is
represented by a cone with its apex at (A). A sphere
from a short observation that converges to (B) is
represented by a cone with its apex at (B). Only those
object points, that are positioned at the elliptic
intersection of the two cones, can be seen illuminated.
This ellipse is identical to one of the ellipses of the
holodiagram. The distance in time and space separ-
ating (A) and (B) could be either caused by the fixed
distance between source of laser light and hologram
plate in holographic LIF, or by a high velocity of the
observer. Thus, the Lorentz contraction in special
relativity could be explained as a measuring error
because the high velocity of the observer traveling
from (A) to (B) causes his sphere of observation to be
transformed into an ellipsoid of observation. The tilt
of the elliptic intersection indicates which obser-
vations that appear to be simultaneous depending on
the separation of (A) and (B) along the y-axis, both in
LIF and in relativity.

See also

Holography, Techniques: Holographic Interferometry.
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Introduction

Information theory is an intuitively attractive math-
ematical approach for combining observation with
communication, or sensing with processing. So far,
however, this approach has remained largely in the
realm of signal processing and transmission, as first
formalized by Shannon and Wiener over 50 years ago.
Recent extensions of this approach to imaging have
mostly addressed the interpretation of images, with-
out explicitly accounting for the critical limiting
factors that constrain image gathering and restoration.
Yet, to be useful in the characterization of imaging,
information theory must account for these constraints

and lead to a close correlation between predicted and
actual performance. The characterization that is
outlined here traces the rate of information from the
scene to the observer; and it pairs this rate, first, with
the theoretical minimum data rate to assess the
efficiency with which information can be transmitted,
and, second, with the maximum-realizable fidelity to
assess the quality with which images can be restored.
Further details, especially for the mathematical devel-
opment of figures of merit and for the design of
imaging systems, can be found in the Further Reading.

Model of Imaging

Description

Modern imaging systems usually have the following
three stages, as depicted in Figure 1:

1. Image gathering, to capture the radiance field that
is either reflected or emitted by the scene and
transform this field into a digital signal;



2. Signal coding, to encode the acquired signal for
the efficient transmission and/or storage of data
and decode the received signal for the restoration
of images. The encoding may be either lossless
(without loss of information) or lossy (with some
loss of information), if a higher compression is
required;

3. Image restoration, to produce a digital represen-
tation of the scene and transform this represen-
tation into a continuous image for the observer.

Human vision may be included in this model as a
fourth stage, to characterize imaging systems in terms
of the information rate that the eye of the observer
conveys from the displayed image to the higher levels
of the brain.

These stages are similar to each other in one
respect: each contains one or more transfer functions,
either continuous or discrete, followed by one or
more sources of noise, also either continuous or
discrete. The continuous transfer function of the
image-gathering device (and of the human eye) is
followed by sampling that transforms the captured
radiance field into a discrete signal with analog
magnitudes. In most devices the photodetection
mechanism conveys this signal serially into an
analog-to-digital (A/D) converter to produce a digital
signal. However, analog signal processing in a parallel
structure, akin to that in human vision, has many
advantages that are increasingly emulated by neural
networks.

This model of imaging differs from the classical
model of communication that Shannon and Wiener
addressed in two fundamental ways:

1. The continuous-to-discrete transformation in
image gathering. Whereas communication is
constrained critically only by bandwidth and
noise, image gathering is constrained also by the
compromise between blurring and aliasing, due to
limitations in the response of optical apertures
and in the sampling density of photodetection
mechanisms. This additional constraint requires
the rigorous treatment of insufficiently sampled
signals throughout the imaging system.

2. The sequence of image gathering followed by
signal coding. Whereas the characterization of

communication addresses the perturbations that
occur at the encoder and decoder or during
transmission, the characterization of imaging
systems must also address the perturbations in
the image-gathering process prior to coding.
These additional perturbations require a clear
distinction between the information rate of the
encoded signal and the associated theoretical
minimum data rate or, more generally, between
information and entropy.

The mathematical model of imaging that is out-
lined here accounts for the appropriate deterministic
and stochastic (random) properties of natural scenes
and for the critical limiting factors that constrain the
performance of imaging systems. The corresponding
formulations of the figures of merit are sufficiently
general to account for a wide range of radiance field
properties, photodetection mechanisms, and signal
processing structures. However, the illustrations
emphasize: (a) the salient properties of natural scenes
that dominate the captured radiance field in the
visible and near-infrared region under normal day-
light conditions; and (b) the photodetector arrays that
are used most frequently as the photodetection
mechanism of image-gathering devices.

Radiance Field

The radiance field Lðx; y; lÞ; reflected by natural
scenes, may be modeled approximately as

Lðx; y; lÞ ¼
1

p
IðlÞrðlÞrðx; yÞ ½1�

where IðlÞ and rðlÞ; respectively, represent the
spectral irradiance and reflectance properties as a
function of the wavelength l; and rðx; yÞ represents
the random reflectance properties as a function of the
spatial coordinates ðx; yÞ: Figure 2 illustrates a model
of rðx; yÞ for which the power spectral density (PSD)
F̂rðy ;vÞ corresponds closely to that typical of natural
scenes, as given by

F̂rðy ;vÞ ¼
2pm2

rs
2
r

½1 þ ð2pmrz Þ
2�3=2

½2�

Figure 1 Model of digital imaging systems.

108 IMAGING / Information Theory in Imaging



where z2 ¼ v2 þ v2 and ðy ;vÞ are the spatial
frequency coordinates of the Fourier-transform
domain (see Figure 3). This model consists of random
polygons, whose boundaries are distributed accord-
ing to Poisson probability with a mean separation of
mr; and whose magnitudes are distributed according
to independent zero-mean Gaussian statistics of
variance s2

r : The constraints associated with eqn [1]
are satisfied by letting the mean reflectance �r ¼ 0:5
and the standard deviation sr # 0:2:

Image Gathering

Figure 4 depicts the basic optical geometry of an
image-gathering device, in which the objective lens
forms an image of the captured radiance field across
the photodetector array, and the array transforms this

image into a discrete signal. The sampling lattice
ðX;YÞ; which determines the resolution of this device,
is formed in angular units by the separation ðXp;YpÞ

of the photodetector-array apertures and the distance
‘p as given for one of the dimensions by

X ¼ 2tan21 Xp

2‘p

<
Xp

‘p

rad ¼
57:3Xp

‘p

deg ½3�

Normally, the sampling lattice is square, as shown in
Figure 5, so that Xp ¼ Yp: Then the corresponding
area of the photodetector apertures is Ap ¼ g2

p ; and
the solid angle V of the instantaneous field of view
(IFOV) is V < Ap=‘

2
p ster.

The sampling lattice projected onto the scene at the
distance ‘o has the dimensions ðXo;YoÞ < ðX‘o; Y‘oÞ:

Because these dimensions represent the finest spatial
detail that normally can be restored, it is convenient
to measure the mean spatial detail of the scene
relative to the sampling lattice, as given by
m ¼ mrðXoYoÞ

21=2; which reduces to m ¼ mrX
21
o for

X ¼ Y: Hence, m ¼ 1 indicates that the sampling
interval is equal to the mean spatial detail.

The image-gathering process that transforms the
continuous radiance field Lðx; y; lÞ into the discrete
signal sðx; yÞ may be modeled by the expression

sðx; yÞ ¼ Krðx; yÞ p t ðx; yÞ þ npðx; yÞ ½4�

where the discrete coordinates ðx; yÞ ¼ ðmX;nYÞ; and
the symbol p denotes continuous spatial convolu-
tion. This model accounts, in the simplest form, for
the reflectance-to-signal conversion gain K, the
reflectance rðx; yÞ of the scene, the spatial response
(SR) t ðx; yÞ of the image-gathering device, the
continuous-to-discrete transformation by the photo-
detector-array lattice, and the discrete noise npðx; yÞ
of the photodetectors. The discrete coordinates are

Figure 2 Model of reflectance r(x ; y ).

Figure 3 Normalized PSD of the reflectance r(x ; y ).

Figure 4 Optical geometry of image-gathering device.

Figure 5 Photodetector-array geometry and sampling

passband.
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defined by the sampling function

m ; mðx; yÞ ¼ XY
X
x;y

dðx 2 x; y 2 yÞ ½5�

where dðx; yÞ is the Dirac delta function; and the gain
is given by

K ¼
1

p
A‘V

ð
IðlÞrðlÞrðlÞdl ½6�

where A‘ ¼ pD2=4 is the area of the objective lens
with diameter D, and rðlÞ is the responsivity of the
photodetectors. This gain relates the magnitude of the
signal sðx; yÞ directly to that of the reflectance rðx; yÞ;
and, together with the variances s2

r and s 2
p of the

reflectance and the photodetector noise, respectively,
it also determines the rms-signal-to-rms-noise ratio
(SNR) Ksr=sp:

The DFT of sðx; yÞ is the periodic spectrum ~sðy ;vÞ
given by

~sðy ;vÞ ¼ Kr̂ðy ;vÞt̂ ðy ;vÞ p m̂þ ~npðy ;vÞ ½7�

where r̂ðy ;vÞ is the spectrum of the reflectance,
t̂ ðy ;vÞ is the spatial frequency response (SFR) of
the image-gathering device, and ~npðy ;vÞ is the
spectrum of the photodetector noise. The symbol m̂
is the Fourier transform of the sampling function m: It
accounts for the sidebands generated by the sampling
process and is given by

m̂ ; m̂ðy ;vÞ ¼
X
v;w

dðy 2 v;v2 wÞ ½8�

where ðv;wÞ ¼ ðm=X; n=YÞ: The corresponding samp-
ling passband is

B̂ ¼

�
ðy ;vÞ; lvl ,

1

2X
; lvl ,

1

2Y

�
½9�

The above expression for ~sðy ;vÞ can be rewritten
more conveniently as

~sðy ;vÞ ¼ Kr̂ðy ;vÞt̂ ðy ;vÞ þ n̂ðy ;vÞ ½10�

where

n̂ðy ;vÞ ¼ n̂aðy ;vÞ þ ~npðy ;vÞ ½11�

is the spectrum of the total noise in the acquired
signal. The first term n̂aðy ;vÞ represents the aliased
signal components caused by insufficient sampling, as
given by

n̂aðy ;vÞ ¼ Kr̂ðy ;vÞt̂ ðy ;vÞ p m̂s ½12�

where

m̂s ; m̂sðy ;vÞ ¼
X

v;w–ð0;0Þ

dðy 2 v;v2 wÞ ½13�

If, for spatial coordinates at either the scene or the
photodetector array, the unit of ðx; yÞ is meters, then
the unit of ðy ;vÞ is cycles m21; and if, for angular
coordinates centered at the objective lens, the unit of
ðx; yÞ is radians, then the unit of ðy ;vÞ is cycles rad21.
Either way, it is convenient to normalize the sampling
intervals to unity (i.e., X ¼ Y ¼ 1). Then the area of
the sampling passband is lB̂l ¼ 1; the unit of ðx; yÞ is
samples, and the unit of ðy ;vÞ is cycles sample21.

The SFR t̂ ðy ;vÞ of the image-gathering device is

t̂ ðy ;vÞ ¼ t̂‘ðy ;vÞt̂pðy ;vÞ ½14�

where t̂‘ðy ;vÞ and t̂pðy ;vÞ are the SFRs of the
objective lens and photodetector apertures, respect-
ively. This SFR may be modeled approximately by the
circularly symmetric Gaussian shape

t̂ ðy ;vÞ ¼ exp½2ðz=zcÞ
2� ½15�

where, as shown in Figure 6, the optical-response
index zc controls the trade-off between the blurring
that is caused by the decrease of the SFR inside the
sampling passband and the aliasing that is caused by
the extension of the SFR beyond this passband.

Signal Coding

Signal coding may be divided into two stages, as
depicted in Figure 1. The first stage, which is
represented by the digital operator teðx; yÞ and the
quantization noise nqðx; y; kÞ; accounts for manipula-
tions of the acquired signal that seek to extract those

Figure 6 SFRs t̂ (y ;v) of the image-gathering device relative

to the sampling passband B̂ for unit sampling intervals

(i.e., X ¼ Y ¼ 1).
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features of the captured radiance field considered to
be perceptually most significant, which usually entails
some loss of information. The second stage, which is
represented by the encoder, accounts for manipula-
tions that seek to reduce redundancies in the acquired
signal, without loss of information. The resultant
encoded signal seðx; y; kÞ may be expressed in the
same form as eqn [4] for the acquired signal sðx; yÞ as

seðx; y; kÞ ¼ sðx; yÞ^ teðx; yÞ þ nqðx; y; kÞ ½16�

where the symbol ^ denotes discrete spatial convolu-
tion, and nqðx; y; kÞ is the quantization noise. If the
data transmission and/or storage are error-free, as is
assumed here, then the signal that leaves the decoder
remains identical to the signal that enters the encoder.

The DFT of seðx; y; kÞ is the periodic spectrum
~seðy ;v; kÞ given in the same form as eqn [10] by

~seðy ;v;kÞ ¼ Kr̂ðy ;vÞĜeðy ;vÞ þ n̂eðy ;v; kÞ ½17�

where

Ĝeðy ;vÞ ¼ t̂ðy ;vÞ ~teðy ;vÞ ½18�

is the throughput SFR from image gathering to
transmission, and

n̂eðy ;v; kÞ ¼ n̂ðy ;vÞ ~teðy ;vÞ þ ~nqðy ;v; kÞ ½19�

is the accumulated noise in the encoded signal. For h-
bit quantization, where h ¼ log k and k is the number
of uniformly spaced quantization levels, ~nqðy ;v; kÞ

may be treated (for h $ 4) as independent Gaussian
noise with the PSD

~Fqðy ;v; kÞ ¼ s2
q ¼ ðsse

=kÞ2 ½20�

where s 2
se

is the variance given approximately by

s2
se
< K2

ð
B̂

ð
F̂rðy ;vÞlĜeðy ;vÞl

2dvdv ½21�

Image Restoration

Image restoration, as depicted in Figure 1, transforms
the decoded signal seðx; y; kÞ into the digital image
rð �x; �y; kÞ; as modeled by the expression

rð �x; �y; kÞ ¼ mseðx; y; kÞ^Cð �x; �y; kÞ ½22�

The operation indicated by mseðx; y; kÞ (called zero
padding) prepares the decoded signal for image
restoration with interpolation, and the operator
Cð �x; �y; kÞ produces the digital image rð �x; �y; kÞ on the
interpolation lattice m that is Z times denser than the
sampling lattice m: If the interpolation in the image
restoration is sufficiently dense (normally, for Z $ 4),

then the blurring and raster effects of the image-
display process are suppressed entirely. This con-
dition leads not only to the best realizable image
quality but also to the simplest expression for the
continuous displayed image, as given in the same
form as eqns [10] and [17] by

R̂ðy ;v; kÞ ¼ r̂ðy ;vÞĜrðy ;v; kÞ þ n̂rðy ;v;kÞ ½23�

where

Ĝrðy ;v; kÞ ¼ t̂ ðy ;vÞ ~teðy ;vÞĈðy ;v;kÞ ½24�

is the throughput SFR from image gathering to
display, and

n̂rðy ;v; kÞ ¼ K21n̂eðy ;v; kÞĈðy ;v; kÞ

¼ n̂arðy ;v;kÞ þ n̂prðy ;v; kÞ

þ n̂qrðy ;v; kÞ ½25�

is the accumulated noise in the restored image. This
noise may be expressed explicitly by substituting the
noise components given above. The noise due to the
granularity in image-display mediums is not
accounted for here.

The Wiener filter, that minimizes the mean-square
error due to the perturbations in image gathering and
coding, is given by

Ĉðy ;v; kÞ ¼
F̂0

rðy ;vÞĜ
p
eðy ;vÞ

F̂0
rðy ;vÞlĜeðy ;vÞl

2
þ F̂0

ne
ðy ;v; kÞ

½26�

where F̂0ðy ;vÞ ¼ s22
r F̂rðy ;vÞ is the normalized PSD

of the radiance field and

F̂0
ne
ðy ;v; kÞ ¼ ðKsrÞ

22
h
F̂nðy ;vÞl ~teðy ;vÞl

2

þ ~Fqðy ;v; kÞ
i

is the normalized PSD of the accumulated noise in the
encoded signal. If the photodetector noise is white so
that the PSD ~Fpðy ;vÞ is equal to its variance s 2

p and
the PSD ~Fqðy ;v;kÞ is equal to its variance s2

q ; then
the PSD of the noise simplifies to

F̂0
ne
ðy ;v; kÞ ¼ F̂0

ne
ðy ;vÞ þ ~F0

qðy ;v; kÞ ½27�

where

F̂
0
ne
ðy ;vÞ ¼

h
F̂

0
rðy ;vÞlt̂ðy ;vÞl

2
p m̂s

þ ðKsr=spÞ
22
i
l ~teðy ;vÞl

2
½28�

and

F̂0
qðy ;v; kÞ ¼ ðKsr=sse

Þ22k22 ½29�
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These simplifying conditions permit the Wiener filter
given above and the figures of merit given below to be
expressed as a function of the SNR Ksr=sp; which can
be specified without accounting explicitly for either
the gain K or the variances s 2

r and s2
p :

Figures of Merit

Information Rate HH

The information rate H (in bits sample21) of the
encoded signal seðx; y; kÞ is defined by

H¼ E½~seðy;v;kÞ�2E½~seðy;v;kÞlr̂ðy;vÞ : ðy;vÞ[ B̂�

½30�

where the first term, E½·�; represents the entropy of
~seðy;v;kÞ and the second term, E½·l·�; represents the
conditional entropy of this signal when the reflec-
tance spectrum r̂ðy;vÞ within the sampling passband
B̂ is known. For the assumptions that have been made
about image gathering and coding, the conditional
entropy becomes the entropy of the accumulated
noise n̂eðy;v;kÞ; so that H simplifies to

H¼ E½~seðy;v;kÞ�2E½n̂ðy;v;kÞ : ðy;vÞ[ B̂�

¼
1

2

ð
B̂

ð
log

2
41þ

F̂0
rðy;vÞlĜeðy;vÞl

2

F̂0
ne
ðy;v;kÞ

3
5dvdv ½31�

The theoretical upper bound of H is Shannon’s
channel capacity C for a bandwidth-limited system,
with white photodetector noise and an average power
limitation (here the variance s2

rÞ; as given by

C¼ 1

2
log

h
1þðKsr=spÞ

2
i

½32�

H can reach C only when

F̂rðy;vÞ ¼

8<
:s2

r ; ðy;vÞ[ B̂

0; elsewhere

t̂ðy;vÞ ¼

8<
:1; ðy;vÞ[ B̂

0; elsewhere
½33�

However, neither of these two conditions can occur in
practice because both the PSD F̂rðy;vÞ of natural
scenes and the SFR t̂ ðy;vÞ of image-gathering devices
decrease gradually with increasing spatial frequency,
as depicted in Figures 3 and 6, respectively. Hence, H
can never reach C.

Theoretical Minimum Data Rate EE

The theoretical minimum data rate E (also in bits
sample21) that is required to convey the information
rate H is defined by

E ¼ E½~seðy ;v; kÞ�2 E½~seðy ;v; kÞl~sðy ;vÞ� ½34�

where the second term, E½·l·� is the uncertainty of
~seðy ;v; kÞ; when ~sðy ;vÞ is known. For the assump-
tions that have been made about the coding process,
the conditional entropy becomes the entropy
E½ ~nqðy ;v; kÞ� of the quantization noise, so that E
simplifies to

E¼E½~seðy;v;kÞ�2E½ ~nqðy;v;kÞ�

¼
1

2

ð
B̂

ð
log

2
41þ

F̂0
rðy;vÞlĜeðy;vÞl

2
þF̂0

ne
ðy;vÞ

~F0
qðy;v;kÞ

3
5dvdv

½35�

This expression for E represents the entropy of
completely decorrelated data.

Information Efficiency HH=EE

The information efficiency of completely decorrelated
data is defined by the ratio H/E. This ratio reaches its
upper bound H=E ¼ 1 when F̂0

ne
ðy ;vÞp F̂0

rðy ;vÞl
Ĝeðy ;vÞl

2 and F̂0
ne
ðy ;vÞp ~F0

qðy ;v; kÞ; because then
both eqn [31] for H and eqn [35] for E reduce to the
same expression

H¼E¼1

2

ð
B̂

ð
log

2
41þ

F̂0
rðy;vÞlĜeðy;vÞl

2

~F0
qðy;v;kÞ

3
5dvdv ½36�

This upper bound can be approached with a small
loss in H only when the aliasing and photodetector
noise are small. Hence, the electro-optical design that
optimizes H also optimizes H/E. However, a com-
promise always remains between H and H/E in the
selection of the number of quantization levels: H
favors fine quantization, whereas H/E favors coarse
quantization.

Maximum-Realizable Fidelity FF

The maximum-realizable fidelity F of the images
restored with the Wiener filter Ĉðy ;v; kÞ can be
expressed as a function of the throughput SFR
Ĝrðy ;v;kÞ given by eqn [24] as

F ¼
ðð

F̂0
rðy ;vÞĜrðy ;v; kÞ dvdv ½37�

112 IMAGING / Information Theory in Imaging



or, equivalently, as a function of the integrand
Ĥðy ;v; kÞ of the information rate H given by eqn
[31] as

F ¼
ðð

F̂0
rðy ;vÞ

h
1 2 22Ĥðy ;v;kÞ

i
dvdv ½38�

This relationship between fidelity and information
rate can be extended to other goals. For example,
the enhancement of spatial features (e.g., edges
and boundaries), for robotic vision, can be
accommodated by letting ~teðy ;vÞ be the desired
feature-enhancement filter.

Performance and Design Trade-offs

Electro-optical Design

Figure 7 presents the information rate H (for lossless
encoding) as a function of the optical-response index
zc and the mean spatial detail m: The information rate
H versus zc is given for several SNRs Ksr=sp and
m ¼ 1; and H versus m is given for the three
informationally optimized designs specified in
Table 1.

The curves show that H can reach its highest
possible value only when both of the following
conditions are met:

1. The relationship between the SFR t̂ðy ;vÞ and the
sampling passband B̂ is chosen to optimize H for
the available SNR Ksr=sp:This design is said to be
informationally optimized.

2. The relationship between the sampling passband
B̂ and the PSD F̂rðy ;vÞ is chosen to optimize H.
For the PSDs F̂rðy ;vÞ typical of natural scenes,

the best match occurs when the sampling interval
is near the mean spatial detail of the scene (i.e.,
when m < 1Þ:

These conditions are consistent with those for
which the information rate H reaches Shannon’s
channel capacity C. However, blurring and aliasing
constrain H to values that are smaller than C by a
factor of nearly two (i.e., H & C=2Þ: Hence, these
conditions replace the role of white and band-limited
signals in classical communication theory, to establish
an upper bound on the information rate in imaging
systems.

The above two conditions appeal intuitively when
the problem of image restoration is considered:

1. The result that the SFR t̂ ðy ;vÞ that optimizes H
depends on the available SNR is consistent with
the observation that, in one extreme, when the
SNR is low, substantial blurring should be
avoided because the photodetector noise would
constrain the enhancement of fine spatial detail
even if aliasing were negligible. In the other
extreme, when the SNR is high, substantial
aliasing should be avoided so that this enhance-
ment is relieved from any constraints except
those that the sampling passband inevitably
imposes.

Figure 7 Information rate H versus the optical-response index zc and the mean spatial detail m (relative to the sampling interval).

The designs are specified in Table 1, and the SFRs t̂(y ;v) for zc are shown in Figure 6.

Table 1 Informationally optimized designs

Design Ksr=sp zc Hp

1 256 0.3 4.4

2 64 0.4 3.3

3 16 0.5 2.2

pm ¼ 1:
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2. The result that H reaches its highest value when
the sampling interval is near the mean spatial
detail of the scene is consistent with the obser-
vation that, ordinarily, it would not be possible to
restore spatial detail that is finer than the sampling
interval, whereas it would be possible to restore
much coarser detail from fewer samples.

Information Rate and Data Rate

Figure 8 presents an information-entropy HðEÞ plot
that characterizes the relationship between the
information rate H of the encoded signal and the

associated theoretical minimum data rate, or entropy,
E for h-bit quantization. The encoder SFR ~teðy ;vÞ is
assumed to be unity. The plot illustrates the trade-off
between H and E in the selection of the number of
quantization levels for encoding the acquired signal.
It shows, in particular, that the design that realizes the
highest information rate H also enables the encoder
to realize the highest information efficiency H/E. This
result appeals intuitively, because the perturbations
due to aliasing and photodetector noise that interfere
with the image restoration can also be expected to do
so with the signal decorrelation.

Throughput SFR

Figure 9 illustrates the SFRs t̂ ðy ;vÞ and Ĉðy ;v; kÞ

of the image-gathering device and Wiener filter,
respectively, and of their product, the throughput
SFR Ĝrðy ;v; kÞ; for the three designs specified in
Table 1. As the accumulated noise becomes
negligible, Ĝrðy ;v; kÞ approaches the ideal SFR of
the classical communication channel, which is unity
inside the sampling passband and zero outside.

Information Rate, Fidelity and Robustness

The PSD F̂rðy ;vÞ of a scene is seldom known when
images are restored. Moreover, even if the PSD were
known to be the one given by eqn [2], then the mean

Figure 9 SFRs of image gathering, restoration, and throughput. The designs are specified in Table 1.

Figure 8 The information-entropy H(E) plot of the information

rate H versus the associated theoretical minimum data rate E for

h-bit quantization. The designs are specified in Table 1.
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spatial detail m would usually remain uncertain
because it depends, not only on the properties of
the scene, but also on the angular resolution and
viewing distance of the image-gathering device.

In practice, therefore, image restorations have to
rely on estimates of the statistical properties of scenes.
The tolerance of the quality of the restored image to
errors in these estimates is referred to as the
robustness of the image restoration.

Figure 10 presents the information rate H and the
corresponding maximum-realizable fidelity F for
matched and mismatched Wiener restorations.
These restorations represent the digital image Rð �x;
�y; kÞ or, equivalently, the continuous image Rðx; y; kÞ
displayed on a noise-free medium. The matched
restorations use the correct value of m; whereas the
mismatched restorations use wrong estimates of m:

These curves reveal that the informationally opti-
mized designs produce the highest fidelity and
robustness, and that both improve with increasing
H. Moreover, these curves reveal that, ordinarily, one
cannot go far wrong in Wiener restorations by
assuming that the mean spatial detail is equal to the
sampling interval (i.e., m ¼ 1). This observation
appeals intuitively because spatial detail that is
much smaller cannot be resolved, and detail that is
larger is not degraded substantially by blurring and
aliasing.

Information Rate and Visual Quality

Figures 11 and 12 present Wiener restorations and
their three components, as given by eqn [23], where
rðx; yÞ p Grðx; y;kÞ accounts for blurring, narðx; y; kÞ
accounts for aliasing, and nprðx; y; kÞ accounts for

Figure 10 Information rate H and maximum-realizable fidelity F
versus the optical-response index zc for two SNRs Ksr=sp : F is

given for the matched (kml ¼ 1) and two mismatched Wiener

restorations.

Figure 11 Images restored with the Wiener filter and their three components for designs 1 (top) and 3 (bottom).
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photodetector noise. The contrast of the illustrations
of the two noise components has been increased
by a factor of four to improve their visibility.
The extraneous structure that aliasing produces in
the images of the resolution wedges is commonly
referred to as Moiré pattern. The corresponding
distortion in the images of the random polygons
emerges more subtly as jagged (or staircase) edges.

The images are formed from a set of 64 £ 64
samples with a Z ¼ 4 interpolation and have a 4 £ 4
cm format. If these images were displayed in a smaller
format, then the jagged edges could not be resolved
by the observer and would appear to be the result of
blurring or photodetector noise instead of aliasing.
Aliasing has, therefore, often been overlooked as a
significant source of image degradation.

The Wiener restoration produces images in which
fine spatial detail near the limit of resolution normally
has a high contrast approaching that in the scene.
However, these images also tend to contain visually
annoying defects, due to the accumulated noise and
the ringing near sharp edges (Gibbs phenomenon).
Hence, it is often desirable to combine this restoration
with an enhancement filter that gives the user some
control over the trade-off among fidelity, sharpness
and clarity.

Figure 13 presents images for which the Wiener
restorations given in Figures 11 and 12 are enhanced

for visual quality by suppressing some of the defects
due to aliasing and ringing. This enhancement
improves clarity at the cost of a small loss in sharpness.
The images are produced again from 64 £ 64 pixels,
but they are displayed in three different formats.
The smallest format, with a density of 64 pixels/cm,
corresponds to a display of 256 £ 256 pixels in a 4 £ 4
cm area, which is typical of the images found in the
prevalent digital image-processing literature. As can
be observed, this small format leads to images that
are indistinguishable from each other because they
hide many of the distortions that larger formats
clearly reveal.

In general, if the images are displayed in a format
that is large enough to reveal the finest spatial detail
near the limit of resolution of the imaging system,
then distortions due to the perturbations in this
system become also visible. When no effort is spared
to reduce these distortions without a perceptual loss
of resolution and sharpness, then it becomes strongly
evident that the best visual quality with which
images can be restored improves with increasing
information rate, even after the fidelity has essen-
tially reached its upper bound. This improvement
continues until it is gradually ended by the unavoid-
able compromise among sharpness, aliasing, and
ringing as well as by the granularity of the image
display.

Figure 12 Images restored with the Wiener filter and their three components for designs 1 (top) and 3 (bottom).
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Concluding Remarks

The performance of image-gathering devices and the
human eye is constrained by the same critical limiting
factors. When these factors are accounted for
properly, then it emerges that the design of the
image-gathering device that is optimized for the
highest realizable information rate corresponds
closely, under appropriate conditions, to the design
of the human eye that evolution has optimized for
viewing the real world. This convergence of infor-
mation theory and evolution toward the same design
clearly supports the extension of information theory
to the characterization of imaging systems.

Numerous other information-theoretic character-
izations of imaging are now emerging. However, none
of these characterizations accounts for the critical
limiting factors that constrain image gathering and
restoration, as outlined here. Hence, it is not possible
for them to address the efficiency and accuracy with
which images can be conveyed. Moreover, none of
these characterizations combines observation with
communication, or sensing with processing, in a
general formalization. Instead, each of them still deals
with a particular measurement or imaging problem.
Hence, the role of information theory in imaging is
far from mature. Many challenges remain: to develop
general formalizations, to account for physical
phenomena, and to correlate predictions with
measurements.

See also

Information Processing: Optical Digital Image Proces-
sing. Modulators: Electro-optics.

Further Reading

Fales CL, Huck FO, Alter-Gartenberg R and Rahman Z
(1996) Image gathering and digital restoration. Philo-
sophical Transactions of the Royal Society of London
A354: 2249–2287.

Huck FO and Fales CL (2001) Characterization of image
systems. Encyclopedia of Imaging Science and Technol-
ogy. New York: John Wiley & Sons.

Huck FO, Fales CL and Rahman Z (1996) An information
theory of visual communication. Philosophical Trans-
actions of the Royal Society of London A354:
2193–2248.

Huck FO, Fales CL and Rahman Z (1997) Visual
Communication: An Information Theory Approach.
Boston, CA: Kluwer Academic Publishers.

Lesurf JCG (1995) Information and Measurement. Bristol,
UK: Institute of Physics Pub.

O’Sullivan JA, Blahut RE and Snyder DL (1998) Infor-
mation-theoretic image formation. IEEE Transactions
Information Theory 44: 2094–2123.

Shannon CE (1948) A mathematical theory of communi-
cation. Bell System Technical Journal 27: 379–423 and
28: 623–656.

Shannon CE and Weaver W (1964) The Mathematical
Theory of Communication. Urbana, IL: U. Illinois Press.

Wiener N (1949) Extrapolation, Interpolation, and
Smoothing of Stationary Time Series. New York:
John Wiley & Sons.

Figure 13 Images restored with the Wiener filter and enhanced

for visual quality. The large, medium, and small formats contain

16, 32 and 64 pixels/cm, respectively.

IMAGING / Information Theory in Imaging 117



Inverse Problems and Computational Imaging

M Bertero and P Boccacci, University of Genova,
Genova, Italy

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

A digital image is an array (2D image) or a cube (3D
image) of quantized numbers, providing a represen-
tation of a physical object or a map of some
distributed property of the object (density of matter,
energy, etc.). It can be obtained by digitizing the
original image (for instance, a photograph) or can be
directly formed by the outputs of the imaging system
(digital camera, microscope, telescope, etc.). When
visualized on a suitable image display device, a digital
image must provide a representation of the physical
object which can be easily interpreted and analyzed.
In many cases, however, this condition is not satisfied.
We give two typical examples.

The first is that of an image degraded by blurring
which can be introduced by defects of the optical
systems (such as aberrations) or by image motion,
image defocusing, etc. The representation of the
object does not have the quality which should be
desirable for its interpretation.

The second case is even more important and arises
when the output of the imaging system is not directly
related to the physical quantity to be imaged. For
instance, in X-ray tomography, the output of a
detector is the attenuation of an X-ray pencil crossing
the body while the quantity to be imaged is the
density of the body.

In the situations described above, the desired image
can be obtained by solving a number of mathematical
problems. If we denote f as the object, namely the
target of the imaging system, and g as the image of f
provided by the system, then the problems to be
solved can be summarized as follows:

. develop a physical model of the system to obtain a
mathematical relationship between the object f
and the image g; the computation of g from a given
f is usually called the solution of the direct
problem;

. solve the problem of obtaining the physical
quantity f from given outputs g of the system;
this second step is usually called the solution of the
inverse problem.

The digital image of f ; obtained by solving an
inverse problem, is a computed one, generated by the

computer where the algorithm for the solution of the
inverse problem has been implemented.

It may be convenient to formulate both the direct
and the inverse problem in terms of functions rather
than arrays, cubes, etc., because such a formulation
allows the use of powerful tools of functional analysis
for their investigation. Next, the results obtained in
the continuous case can be used for understanding the
features of the corresponding discrete problem. In
most important applications, for instance, the
relationship between f and g is linear so that, in the
discrete version of the direct problem, one obtains g
by applying a suitable matrix A to f while, in the
discrete version of the inverse problem, one obtains f
from g by solving a linear algebraic system. However,
the solution of the inverse problem is not so simple
and the difficulties can be understood by looking at
the corresponding continuous problem.

The basic reason relies on the fact that inverse
problems are ill-posed in the sense of Hadamard: the
solution may not exist; even if it exists it may not be
unique; and, even if it exists and is unique, it may not
depend continuously on the data. The last statement
means that a small perturbation of the data, such as
that caused by noise or any kind of experimental
error, can completely modify the solution.

Inverse problems are ill-posed because imaging
systems do not transmit complete information about
the physical object. Therefore, the problem is to
extract the useful information contained in the data
or, in mathematical terms, to look for approximate
solutions which are stable against noise. This is
the purpose of a mathematical theory introduced in
its general form by the Russian mathematician,
Tikhonov and known as regularization theory.

We illustrate the general framework outlined above
by means of a specific example – image deconvolu-
tion, also known as image deblurring, image restor-
ation, etc. The object f is the image which should be
recorded in the absence of degradation, while g is the
image corrupted by aberrations or other causes of
blurring. Both f and g are functions of 2D (or 3D)
space variables x which are the coordinates of a point
in the image domain. If the imaging system is
isoplanatic, then it is described by a space-invariant
point spread function (PSF) K(x), which is the image
of a point source located in the center of the image
domain. The PSF provides the response of the system
to any point source wherever it is located. On the
other hand, its Fourier transform, the transfer
function K̂ðvÞ (the hat denotes Fourier transform
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and v, the spatial frequencies associated to the space
variables x), tells us how a signal of a fixed frequency
is propagated through the linear system, so that the
blurring can also be viewed as a sort of frequency
filtering.

Under these assumptions the image g is the
convolution product of object f and PSF K:

gðxÞ ¼
ð

Kðx 2 x0Þf ðx0Þdx0 ½1�

and the solution of the direct problem is just the
computation of a convolution product.

The image g, as given by eqn [1], is the so-called
noise-free image. The actually recorded image gr is
affected by a noise term and, in general, it can be
written in the following form:

grðxÞ ¼ gðxÞ þ nðxÞ ½2�

where nðxÞ is a function describing noise contami-
nation. It is a random function and, therefore, it is
unknown even if one understands its statistical
properties. We point out that eqn [2] does not imply
that the noise is additive or signal independent. For
instance, in microscopy and astronomy, the contami-
nation of the image is due both to photon noise,
which satisfies Poisson statistics, and read-out noise,
which is basically Gaussian and white. Therefore the
noise term in eqn [2] must only be intended as the
difference between the noisy and the noise-free image.

In a first attempt at approaching the inverse
problem, it seems quite natural to ignore the noise
term nðxÞ and to solve eqn [1] for f ðxÞ with gðxÞ
replaced by grðxÞ: Then, by taking the Fourier
transform of both sides of this equation and using
the well-known convolution theorem, one finds the
following relationship:

ĝrðvÞ ¼ K̂ðvÞf̂ðvÞ ½3�

which relates the Fourier transform of f and g to the
transfer function of the imaging system.

The solution of this equation looks elementary.
However, a first problem is due to the fact that an
optical system is generally band-limited; its band V is
the bounded domain of spatial frequencies where the
transfer function is different from zero. Since the
noise is not band-limited or, at least, has a band
much broader than that of the optical system,
outside V the right-hand side of eqn [3] is zero
while the left-hand side is not; in other words, the
solution of the deconvolution problem, as formulated
above, does not exist because no object f satisfies
eqn [3] everywhere. In this particular case, one can

circumvent the problem by applying a suitable filter
to grðxÞ; in order to suppress the out-of-band noise.

The second problem is the nonuniqueness of the
solution of the problem with the filtered data. This is
due to the so-called invisible objects, namely objects
whose Fourier transform is zero on V, so that the
corresponding images are exactly zero. If we find a
solution of the deconvolution problem, by adding an
arbitrary invisible object to this solution, we find
another solution of the same problem. A well-defined
solution can be obtained by requiring its Fourier
transform to be zero outside V. In other words, we set
to zero what is not transmitted by the imaging system.

The standard way for approaching the previous
questions is to look for solutions in the least-squares
sense, namely for objects which minimize the
functional:

12ðf Þ ¼ kK p f 2 grk
2

½4�

where p denotes the convolution product, as
defined in eqn [1], and the right-hand side is the
square of the L2-norm (which can also be interpreted
as energy) of the discrepancy between the recorded
image gr and the computed image K p f : If one looks
for a least-squares solution with minimal energy then
one automatically re-obtains the solution discussed
above, namely an object whose Fourier transform in
V is given by

f̂invðvÞ ¼
ĝrðvÞ

K̂ðvÞ
½5�

and is zero outside V. Such a solution is that
provided by the so-called inverse filter.

However, there is an additional difficulty in that the
transfer function usually tends to zero at the
boundary of the band while the Fourier transform
of the noise, hence that of gr; does not, or tends to
zero in a different way. It follows that f̂invðvÞ is
divergent or very large at the boundary of the band.
We conclude that its inverse Fourier transform does
not exist or, if it exists, is affected by large artifacts
due to noise propagation. The latter is the typical
situation in the case of digital images. In Figure 1 we
give the result of a numerical simulation showing the
typical effect produced by the inverse filter. The object
is a beautiful picture of a galaxy recorded by the
Hubble Space Telescope (HST), while the PSF is a
computed one describing the blurring of HST before
installation of the optics correction. The blurred
image is obtained by convolving the object with the
PSF and by adding white noise. The restored image
produced by the inverse filter is completely corrupted
by noise.
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The inverse filter provides a solution which fits the
data in the best possible way and therefore also fits
the noise in the frequency domains where the signal is
weakly transmitted by the imaging system. This can
be achieved at the cost of an energy (L2-norm) of the
solution which is too large. Therefore, such a
conclusion suggests that one must search for a
reasonable compromise between data fitting and
energy of the solution. This is the basic idea of
regularization theory, at least in its most simple form.
The mathematical formulation is obtained by looking
for objects which minimize the functional:

Fmðf Þ ¼ kK p f 2 grk
2
þ mkf k2 ½6�

where m; the so-called regularization parameter, is a
parameter controlling the trade-off between data
fitting and energy of the solution: when m is small, the
data fitting is good and the energy is large while,
when m is large, the data fitting is poor and the energy
is small.

For a given m; the function fm; which minimizes the
functional of eqn [6] is called the regularized solution

of the problem. It is easy to show that its Fourier
transform is given by

f̂mðvÞ ¼
K̂pðvÞ

lK̂ðvÞl2 þ m
ĝrðvÞ ½7�

The regularized solutions form a one-parameter
family of functions. When m is small these functions
are strongly contaminated by noise whose effect is
gradually reduced when m increases. For too large
values of m; one re-obtains blurred versions of the
original object.

Such behavior is illustrated by the sequence of
regularized solutions given in Figure 2 and corre-
sponding to the example of Figure 1. The regulariz-
ation parameter increases starting from left to right
and from top to bottom. Its values are m ¼ 0 (inverse
filter), 0.001, 0.01, 0.05, 0.1, and 0.5 (the noise is of
the order of a few percent and the PSF is normalized
in such a way that the sum of all its value is 1). The
sequence makes evident the well-established theor-
etical result of the existence of an optimal value of the
regularization parameter. Such an optimal value can

Figure 1 Illustrating the effect of the inverse filter: (a) Image of the Circinus galaxy taken on 10 April 1999, with the Wide Field

Planetary Camera 2 of the Hubble Space Telescope; (b) the PSF used for blurring the RGB components of the image (here shown in

red); (c) the blurred image obtained by convolving the components of the image in (a) with the corresponding PSFs and adding noise; (d)

the restoration obtained by applying the inverse filter to the three components of (c). Part (a) courtesy of NASA/Space Telescope

Science Institute.
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be determined in the case of numerical simulations as
that represented in Figure 2. However, its estimation
in the case of real images is more difficult. Several
methods for the selection of m have been proposed.
We only mention the so-called discrepancy principle.
It consists of determining the value of m, such that the
value of the discrepancy functional at fm; 12ðfmÞ
coincides with an estimate of the energy of the
noise. In other words, the data are fitted with an
accuracy comparable with their uncertainty.

As shown by eqn [7], the regularized solution has
the same band V of the imaging system, because
K̂pðvÞ is zero outside V. As is known, a band-limited
function can be represented in terms of its samples
taken at a rate which is roughly proportional to the
size of the band. This is the content of the famous
Shannon sampling theorem (more precisely its 2D
extension). On the other hand, the sampling distance
can be taken as a measure of the resolution provided
by the restored image so that one concludes that the

Figure 2 Illustrating the effect of the regularization parameter. The blurred image is that shown in Figure 1c. The sequence is

obtained by increasing the value of the regularization parameter: (a) m ¼ 0 (inverse filter); (b) m ¼ 0:001; (c) m ¼ 0:01; (d) m ¼ 0:05;

(e) m ¼ 0:1; (f) m ¼ 0:5. It is evident that the best restoration is that shown in (c).
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restoration method discussed above does not produce
an improvement of the resolution of the imaging
system. It certainly produces an improvement of the
quality of the image which makes possible a visual
verification of that resolution.

In many circumstances, the term super-resolution is
used for describing methods which allow an improve-
ment of resolution beyond the limit provided by the
sampling theorem. Therefore, a super-resolving
method must produce a restored image with a band
broader than that of the imaging system. Therefore,
super-resolution is related to the problem of out-
of-band extrapolation.

Such an approach was already proposed in the
1960s, when it was observed that the Fourier trans-
form of an object with a finite spatial extent (all
objects have this property) is analytic; then the
theorem of unique analytic continuation implies
that the Fourier transform of the object can be
determined everywhere from its values on the band of
the imaging system.

Unfortunately this problem is ill-posed, so that out-
of-band extrapolation is not feasible in practice. Only
recently it has been recognized that a considerable
amount of super-resolution is possible when the
spatial extent of the object is not much greater than
the resolution distance of the instrument. For
example, super-resolving methods could be used for
detecting unresolved binary star in astronomical
images.

The important point is that a super-resolving
method must implement explicitly the finite extent
of the object: the domain of the object must be
estimated and the method must search for a solution
which is zero outside this domain. This introduces an
important question in object restoration and, more
generally, in the theory of inverse problems, namely
the design of regularized solutions satisfying
additional conditions (constraints). This question is
also important from the theoretical point of view: the
problem is ill-posed because of insufficient infor-
mation on the object as transmitted by the imaging
system; the use of additional constraints reduces the
class of the solutions which are compatible with the
data and therefore can improve the restoration. This
is the use of a priori information in the solution of
inverse problems.

A constraint which has been widely investigated
and used is the positivity of the solution, i.e., all the
values of the restored image must be positive or zero.
The physical meaning of the constraint is obvious. Its
beneficial effect is to reduce ringing artifacts which
affect the regularized solutions previously discussed,
in cases where the object contains bright spots over a
black background or sharp intensity variations from

zero to some positive value. The ringing is essentially
related to the well-known Gibbs effect in the
truncation of the Fourier series.

The requirement of positivity is the requirement of
a particular lower bound on the values of the
solution. Therefore, one can consider more general
constraints in requiring a given lower and/or upper
bound on the values of the solution, eventually
combined with a constraint on the domain to
produce, for instance, a super-resolved positive
solution. The most general form of these constraints
requires that the solution belongs to a given closed
and convex set C in some functional space. A general
method producing regularized solutions in a convex
set is an iterative method which is essentially a
gradient method for the minimization of the least-
squares functional, with a projection on the set C at
each iteration. In the case of object deconvolution,
the least-squares functional is that given in eqn [4]
and the method has the following form: if fk is the
result of the k-th iteration, then fkþ1 is given by

fkþ1 ¼ PC½fk þ tKT p ðgr 2 K p fkÞ� ½8�

where PC is the convex projection onto the set C; t is a
relaxation parameter and KTðxÞ ¼ Kð2xÞ: In general,
the algorithm, known as the projected Landweber
method, is initialized with f0 ¼ 0: An important
property is that it has a regularization effect, in the
sense that iterations must not be pushed to conver-
gence but stopped after a suitable number of
iterations to avoid strong noise contamination. In
Figure 3 we compare, in a specific example, the result
obtained by means of the linear regularization
method and that obtained by means of the projected
iterative method with a lower and upper bound on
the solution. The reduction of ringing is evident.

Among the methods producing positive solutions
we must mention the most popular one in astronomy,
the so-called Richardson–Lucy method, which is an
iterative method for Maximum-Likelihood esti-
mation. If the PSF has been normalized in such a
way that the sum of all its values is one, it takes the
following form:

fkþ1 ¼ fk

�
KT p

gr

K p fk

�
½9�

The method is normally initialized with a uniform
image and it must not be pushed to convergence to
avoid noise amplification. Another algorithm
suggested by statistical arguments and producing
positive solution is the so-called Maximum Entropy
Method (MEM).

The image restoration methods described above
have wide applications both in microscopy and
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astronomy. For instance, the minimization of the
functional eqn [6], with the additional constraint of
positivity, has been used for deconvolving images in
microscopy to reduce the effect of the missing cone.
On the other hand, the Richardson–Lucy method
was widely used for deconvolving the images of HST
before installation of corrective optics.

Nowadays, image deconvolution is becoming more
important for the ground-based telescopes equipped
with adaptive optics. Indeed, even if adaptive optics is
able to provide a considerable compensation of the
atmospheric blur, a further improvement can be
obtained by deconvolving the detected images. The
PSF is provided by the image of a suitable guide star.

Finally, it is worth mentioning the Large Binocular
Telescope, in construction on the Mount Graham in
Arizona, because this instrument requires image
restoration methods for a full exploitation of its
imaging properties. The telescope (Figure 4) consists
of two 8 m mirrors on a common mount: both
mirrors are equipped with adaptive optics and are
combined interferometrically to reach the resolution

Figure 3 Illustrating the effect of constraints on image restoration: (a) Image of the Earth taken during the Apollo 11 mission; (b)

blurred image of (a) obtained by assuming out-of-focus blur and adding noise; (c) optimal restoration provided by the regularization

method; the ringing around the boundary of the Earth is evident; (d) optimal restoration obtained by means of the projected Landweber

method with a lower and an upper bound on the solution at each iteration. Part (a) courtesy of NASA.

Figure 4 Picture of the Large Binocular Telescope (LBT) in

construction on the Mount Graham in Arizona. It consists of two

mirrors on the same mount. The images of the two mirrors are

combined interferometrically to produce a high-resolution image in

the direction of the line joining the centers of the mirrors

(baseline).
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of a 22.8 m mirror in the direction of the baseline.
The telescope can be rotated to record images of the
same astronomical target with different orientations
of the baseline, i.e., the line joining the centers of the
two mirrors. Finally the images must be processed by
means of multiple images deconvolution methods to
obtain a unique high-resolution image, equivalent to
that produced by a 22.8 m mirror.

The applications of inverse problems with major
social impact are in the area of medical imaging. The
spectacular success of X-ray computerized tomogra-
phy (CT), invented by GH Hounsfield at the
beginning of the 1970s, has stimulated the develop-
ment of other imaging modalities, based essentially
on the same principle, such as positron emission
tomography (PET) and single photon emission
computerized tomography (SPECT). Computed
images are also provided by magnetic resonance
imaging (MRI). In such a case, however, the
computational problem is rather simple since it
consists essentially in Fourier transform inversion.

The basic principle of X-ray CT is described as a
finely collimated source S (see Figure 5a) emitting a
pencil of X-rays which propagates through the body
along a straight line L up to a well collimated receiver
R. If we know both the intensity I0 of the source and
the intensity I detected by the receiver, the logarithm
of the ratio I0=I is the integral of the linear attenuation
function (roughly proportional to the density func-
tion of the body) along the line L. If the source and the
receiver are moved along two parallel lines, having
direction u and defining the plane P (in practice a
planar slice of the body under consideration), one
obtains the integrals of the linear attenuation func-
tion f ðxÞ along all parallel lines orthogonal to u: The
scanning variables in the plane P are defined in
Figure 5b: w is the angle formed by the unit vector u

with the x-axis and s is the signed distance between
the origin and the integration line L: The integrals
along all parallel lines orthogonal to u define a
function of s which is called the projection of f ðxÞ in
the direction u:

PuðsÞ ¼
ðþ1

21
f ðs cos w2 u sin w; s sin wþ u cos wÞdu

½10�

The set of the projections of f ðxÞ for all possible u is
called the Radon transform of f ðxÞ, in honor of the
mathematician Johann Radon, who first investigated
the problem of recovering a function of two variables
from its line integrals. Today, such a problem is
known as Radon transform inversion or object
restoration from projections. Sampled values of the
Radon transform, i.e., sampled values of the

projections for a number of possible directions
between 0 and p, are the outputs of the acquisition
system of the medical equipment known as CT-
scanners (Figure 6). Their data-processing system
contains the implementation of an algorithm for
Radon transform inversion and the final result is a set
of computed images providing maps of slices of the
human body.

The plot of the Radon transform of f in the ðs;wÞ-
plane, obtained by representing its values as gray
levels, is called the sinogram of f . In Figure 7, we
give the image of the sinogram of a brain slice.
The horizontal rows provide representations of the
projections of the phantom. In the image, the angle w

defining the direction u takes values between 0 and 2p

Figure 5 (a) Scheme of the scanning procedure in X-ray

tomography: the source(S)–receiver(R) pair is moved along a

direction u orthogonal to the line S–R, defining the plane P to be

imaged; when the scanning has been completed the system is

rotated by a certain angle, the scanning procedure is repeated,

and so on. (Reproduced with permission from Bertero M and

Boccacci P (1998) Introduction to Inverse Problems in Imaging.

Bristol, UK: IOP Publishing.) (b) Definition of the variables used in

the representation of the Radon transform; w is the angle formed

by the S–R line with the x1-axis; s is the signed distance between

the origin and the integration line (orthogonal to u); and u is the

coordinate on the integration line.
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while the variable s takes values between 2a and a; if
a is the radius of a disc containing the phantom. As is
evident, the sinogram is symmetric with respect to the
point ð0;pÞ: Each point in the rectangle corresponds
to a straight line crossing the phantom and the
straight lines through a fixed point of the phantom
describe a sinusoidal curve in the ðs;wÞ-plane. This
property has given rise to the name sinogram.

The sinogram is, in a sense, the image of the body
slice under investigation, as provided directly by a
CT-scanner. However, an inspection of this image
does not easily provide information about the body.
Therefore, it must be processed to obtain a more
significant image. Radon transform inversion is an
example of inverse and ill-posed problem and its
solution must be treated with extra care.

The crucial point in Radon transform inversion is
the Fourier slice theorem, whose content is the
following: the Fourier transform of the projection in

the direction u of the function f ; is the Fourier
transform of f on the straight line passing through the
origin and having direction u:

P̂uðvÞ ¼ f̂ðvuÞ ½11�

This theorem clarifies the information content of CT
data: each projection provides the Fourier transform
of the function f along a well-defined straight line in
the plane of the spatial frequencies. It is also the
starting point for deriving the basic algorithm of data
inversion in tomography, the filtered back-projection
(FBP). It is obtained from Fourier transform inversion
in polar coordinates and is a two-step algorithm: the
first step is a filtering of the projections by means of a
ramp-filter; the second is the back-projection of the
filtered sinogram. More precisely the two steps are as
follows:

. Filtering: for each u the projection PuðsÞ is replaced
by a filtered projection given by

QuðsÞ ¼
ðþ1

21
lvlP̂uðvÞe

ivs dv ½12�

where the multiplication by the ramp filter lvl
derives from the Jacobian of polar coordinates;

. Back-projection: this operation is the dual of the
projection operation: indeed the projection assigns
to a straight line L with coordinates ðs;wÞ; hence to
a point of the domain of definition of the Radon
transform, the integral of f along L; on the other
hand, the back-projection assigns the value of the
Radon transform at ðs;wÞ to all points of the
straight line L with the same coordinates (a
pictorial representation of projection and back-
projection is given in Figure 8); as a consequence
the back-projection operator R# assigns to each

Figure 7 (a) Picture of a brain slice; (b) the corresponding sinogram. As explained in the text, the sinogram is a gray-level

representation of the Radon transform in the s;w plane. Each horizontal line in (b) corresponds to a projection of (a).

Figure 6 Picture of a scanner for X-ray tomography. The

annular part contains the acquisition and scanning systems.
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point x the sum (integral) of all values of the Radon
transform corresponding to straight lines passing
through x:

R#PuðxÞ ¼
ð2p

0
Puðx cos wþ y sin wÞdw ½13�

The back-projection operator, when applied
directly to the projections as in eqn [13], provides a
blurred image of f ; in order to get a satisfactory
restoration it must be applied to the filtered projec-
tions QuðsÞ: This point is illustrated in Figure 9.

We point out that the ramp filter introduced in
eqn [12] amplifies the high frequency components of
the projections hence the noise corrupting these
components. This remark clarifies that Radon trans-
form inversion is an ill-posed problem and requires
some kind of regularization. This is obtained by
introducing an additional low-pass filter which
reduces the effect of the high frequencies. The most
frequently used combination of ramp and low-pass
filter is the so-called Shepp–Logan filter.

X-ray tomography is also called transmission
computerized tomography (TCT) because the image
is obtained by detecting the X-rays transmitted by the
body. It provides information about anatomical
details of human organs because the map of the
linear attenuation function is essentially the map of
the density of the tissues.

A different type of information is obtained by the
so-called emission computerized tomography (ECT)
which is based on the administration of radio-
nuclide-labeled agents known as radio-pharmaceuti-
cals. Their distribution in the body of the patient
depends on factors such as blood flow, metabolic
processes, etc. Then a map of this distribution is
obtained by detecting the g-rays produced by the

decay of the radio-nuclides. Therefore, ECT yields
functional information, in the sense that the images
produced by ECT show the function of the tissues of
the organs.

Figure 8 (a) The effect of the projection operation is shown by drawing the projections of a circular phantom corresponding to three

directions. (b) shows the result obtained by applying the back-projection operation to the three projections given in (a). It is evident that

the picture provided by this operation has a maximum on the domain of the circular phantom.

Figure 9 Illustrating the effect of the filtered back-projection.

Shown here is: a slice of the so-called Shepp–Logan phantom;

the corresponding sinogram (indicated by the arrow CT scanner);

the filtered sinogram (indicated by the arrow filtering; the

restorations obtained by applying the back-projection operation

both to the original sinogram and to the filtered sinogram.
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Two different modalities of ECT are usually
considered:

. single photon emission computerized tomography
(SPECT), which makes use of radio-isotopes where
a single g-ray is emitted per nuclear disintegration;

. positron emission tomography (PET), which makes
use of b þ-emitters, where the final result of a
nuclear disintegration is a pair of g-rays, propagat-
ing in opposite directions, produced by the
annihilation of the emitted positron in the tissues.

In both cases it is necessary to detect the g-rays
coming from well-defined regions of the body and, to
this purpose, different methods are used in each case.

In SPECT, the discrimination of the g-rays is
obtained by means of a collimator, consisting of
holes in a large lead slab covering the crystal detector
face. In PET the collimation is obtained by means of
pairs of detectors in coincidence. This technique,
which is also called electronic collimation, is more
accurate than the physical collimation used in SPECT
and allows the design of systems with a great
efficiency.

The basic reconstruction method in TCT, namely
FBP, is often used in the reconstruction of SPECT and
PET data. However, several corrections are necessary
in practice. The principal ones are due to the
collimator blur and to the scattering of photons in
the body. If one develops a more accurate model of
data acquisition by taking into account these effects,
then the restoration problem implies the inversion of
a very large matrix which is sparse and ill-con-
ditioned. To this purpose iterative regularization
methods are used such that the basic operation
required at each step is matrix-vector multiplication.
Other imaging modalities, which have been proposed
for medical applications, are electrical impedance and
microwave tomography. The underlying inverse

problems are basically nonlinear so that the compu-
tational cost of the methods for their solution is, in
general, too high for clinical applications. However
the research in these areas is very active and,
therefore, the situation could be improved in the
near future.

See also

Tomography: Tomography and Optical Imaging.

Further Reading

Bertero M (1989) Linear inverse and ill-posed problems. In:
Hawkes PW (ed.) Advances in Electronics and Electron
Physics. vol. 75, pp. 1–120. New York: Academic Press.

Bertero M and Boccacci P (1998) Introduction to Inverse
Problems in Imaging. Bristol, UK: IOP Publishing.

Bertero M and De Mol C (1996) Super-resolution by data
inversion. In: Wolf E (ed.) Progress in Optics.
vol. XXXVI, pp. 129–178. Amsterdam, Elsevier.

Engl HW, Hanke M and Neubauer A (1996) Regularization
of Inverse Problems. Dordrecht, Germany: Kluwer.

Groetsch CW (1993) Inverse Problems in Mathematical
Sciences. Braunsschweig, Germany: Vieweg.

Herman GT (ed.) (1979) Image Reconstruction from
Projections. Berlin: Springer.

Herman GT (1980) Image Reconstruction from Projec-
tions. The Fundamentals of Computerized Tomography.
New York: Academic Press.

Huang TS (ed.) (1975) Picture Processing and Digital
Filtering. Berlin: Springer.

Kak AC and Slaney M (1988) Principles of Computerized
Tomographic Imaging. New York: IEEE Press.

Krestel E (ed.) (1990) Imaging Systems for Medical
Diagnostics. Berlin: Siemens Aktiengesellschaft.

Natterer F (1986) The Mathematics of Computerized
Tomography. New York: Wiley.

Tikhonov AN and Arsenin VY (1977) Solutions of Ill-Posed
Problems. Washington, DC: Winston/Wiley.

Adaptive Optics

C Pernechele, Astronomical Observatory of
Padova, Padova, Italy

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The image quality of a perfect optical system is ideally
limited by its diffraction figure. In the real world there

are many effects which degrade that physical limit,
resulting in poorer image quality at the focal plane.
These effects may be static (e.g., time-independent,
as, for example, error in the alignment of the optical
train) or dynamic (e.g., variable with time, such as
optical misalignment introduced by thermo-mechan-
ical distortion). Active and adaptive optics, the topics
of this article, are technologies able to correct for the
optical aberrations induced by dynamical effects.
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There are a variety of causes liable for dynamical
image degradation, among these time-variable optical
misalignments, pointing and tracking errors (for
motorized instruments), and atmospheric pertur-
bations. In practice, both atmospheric turbulence
and misaligned instrument introduce random spatial
and temporal perturbations on the optical beam,
distorting the spherical (ideal) wavefront incoming on
to the focal plane. This leads to loss of both the
diffraction limited condition and image resolution. A
typical situation for astronomical application is
shown in Figure 1. A target (a star in this case)
emits light whose wavefront, being far from the
observing system, can be considered plane. When this
wavefront passes through the atmosphere it is
distorted with a temporal frequency of the order of
hundreds of Hertz. This dynamically distorted
wavefront fills the aperture of the optical system
and will once more be distorted by the dynamic
misalignment of the optical system itself. The final
wavefront will be deformed with respect to the ideal
(spherical) wavefront.

Dynamic optical misalignment may depend on
gravitational and thermal deformation, while point-
ing error may appear as very slow (drift), slow
(wander), or fast (jitter) tilt of the image on the focal
plane. Atmospheric perturbations are produced by air
turbulence and may be natural (as in the astronomical
or satellite tracking cases) or induced by the
experiment itself (thermal blooming in high power
laser applications). All these effects appear on very
different time-scales, as shown in Figure 2. As
noticeable, atmospheric turbulence introduces aber-
rations of all orders, at a frequency above about 1 Hz.
Pointing and tracking errors introduce an image tilt
with different time-scale. Gravitational effects induce
mechanical deformation of the optics, mainly in
astronomical applications because of the massive
components (the telescope primary mirror in particu-
lar). Thermal deformation produces optical misalign-
ment among optical components mainly resulting in
defocus. Figure 2 is purely illustrative, because some
effects may produce wavefront aberrations at differ-
ent frequencies than indicated there. For example,
drift may be faster than indicated in the figure, and
thermal blooming (a thermal effect) introduces
aberrations at a higher frequency, and so on.

The correction of the wavefront errors is usually
made by means of devices able to change the phase
wave somewhere in the light path. Though the
concept for correcting aberrated wavefront at slow
or high frequency is the same, for example, the use of
one or more deformable elements in the optical path,
the technologies developed for each area are quite

Figure 1 Dynamical wavefront aberration.

Figure 2 Wavefront aberration time-scale and associated

aberrations.
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different: variations at slow frequency (approxi-
mately below 0.1 Hz in Figure 2) are indicated as
quasi-static errors and the techniques developed to
overcome them are properly called active optics,
while adaptive optics indicates the techniques to
overcome the unwanted effects at high frequency
(above about 1 Hz in frequency). The frequency value
dividing the active from adaptive optics is not well
defined and depends on the field of application and its
scientific engineering communities. The important
point is that a correct use of a combination of the two
techniques may ultimately lead to bringing the
imaging system close to its diffraction limit.

Slow Corrections: Active Optics

The analysis of the wavefront is required before its
correction, and one or more deformable/movable
mirrors and their control system, to operate the
corrections. A typical system for low frequency
correction is shown in Figure 3. A telescope contains
three mirrors (M1, M2, and M3) and an instrument
to detect its scientific target, usually placed on its
optical axis. The dynamic deformations present in
this kind of instrument are mainly third-order
spherical (thermal deformation of M1), third-order
astigmatism (a saddle-horse deformation of M1
due to gravity when the telescope is pointing
away from the zenith), and third-order coma

(due to gravitational decentering between M1 and
M2). Since a telescope has a tracking system some
pointing error may be present, causing motion of the
image in the focal plane. The observation of an off-
axis target (typically a star for astronomical appli-
cations) is made to measure the deformations of the
incoming wavefront by means of a wavefront sensor
(WS) system. This step is completed using some of the
wavefront sensing technique described elsewhere in
this encyclopedia. The WS must measure the infor-
mation on the wavefront distortion with adequate
spatial resolution to compensate for aberrations
across the full aperture of the system. Once the
wavefront distortion has been measured by the WS,
the needed corrections are sent to the control system
which apply the appropriate mirror deformation/
movements. In the example of Figure 3 only the
primary mirror (entrance pupil) is deformable and it
is used for correcting spherical and astigmatism
aberrations. M2 is used to compensate the decenter-
ing coma by means of lateral displacement. M3 may
be tilted to correct for low-frequency pointing errors.
In astronomical applications active optics is essential
for telescopes with primary-mirror diameters larger
than approximately four meters which cannot be
manufactured rigidly at reasonable cost. Active optics
requires a thin deformable or a segmented primary
mirror maintained on the correct shape at every
elevation. Using this method, low-frequency correc-
tion has been achieved to date in telescopes with
primary mirrors of the order of ten meters.

Fast Corrections: Adaptive Optics

It is clear that corrections at high frequency are
impossible using the approach discussed above,
because of the large dimensions and weight of the
mirror and the low response time required. For an
adaptive correction it is necessary to image a smaller
system pupil in the optical train and make the active
correction of the wavefront. A typical configuration is
shown in Figure 4. The light from the telescope focal
plane (corrected for low frequency errors by means of
active optics) is collimated and a pupil is located in
this beam. Behind the active mirror a beamsplitter is
used to send part of the light into the WS and measure
wavefront distortions. The analysis results are sent to
the control system which performs the active mirror
deformation for the wavefront compensation. If the
WS and the control system are sufficiently fast
(typically faster than the time-variations of the
wavefront distortion), this system is able to produce
a plane wavefront which can be focused at the
diffraction limit of the system. For this reason

Figure 3 A typical system for correcting low-frequency

dynamical aberrations (active optics).
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adaptive optics are often referred to as real-time
system.

The seminal paper on the adaptive optics concept
was written by H.W. Babcock of the Mount Wilson
and Palomar observatories in 1953. Since then a great
improvement has been made, especially in military
and astronomical fields. In recent years, however,
many applications of adaptive optics have developed
in fields different from traditional ones, such as
precision manufacturing by means of high-power
lasers, telecommunications, aero-optics, medical phy-
sics, and ophthalmology.

We describe adaptive optics with particular refer-
ence to astronomical applications. We provide a brief
description of other applications at the end of this
article.

Imaging Through the Atmosphere

The optical effects of the atmospheric turbulence are
due to local temperature variations that induce
fluctuations in the refractive index of air. The
refractive index changes depend on the air density
as well as the range of the temperature variations. Air
density is highest at sea level and decreases exponen-
tially with altitude. Optical effects of turbulence
decrease with the altitude of the site, the reason for
locating astronomical telescopes on mountains. The
effects of turbulence on a point source image are
depicted in Figure 5. Hereafter we consider an ideal
telescope, for example, one without need for active
correction at low frequencies. We consider the source
1 (continous line). The radiation emitted by the
source is a spherical wavefront that can be treated as
a plane, because of the very long distance to the
Earth’s atmosphere.

In absence of wavefront distortion, the angular
diameter of the image (Airy disk), is approximately
2:44 l=D; with l the wavelength of the observation
and D the telescope aperture (the mirror diameter). In
this case the image is said to be diffraction limited,
and it is the best possible performance for the
observation. This is the performance of a space-
based ideal telescope.

In the presence of the atmosphere the incoming
wavefront is distorted by the turbulence and when it
reaches the telescope aperture it is no longer a plane
(see in Figure 5). The so-called Fried’s parameter r0

(also called atmospheric coherence length) is the most
common parameter used to quantify the distortion
effects of atmospheric turbulence. It is defined as the

Figure 4 A typical setup for correcting high-frequency dynami-

cal aberrations (adaptive optics).

Figure 5 Imaging through the atmosphere.
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distance over which the wavefront phase is highly
correlated (in this way it provides a measure of the
turbulence scale size). For an undistorted plane wave,
r0 is infinity, while for atmospheric distortion it
typically varies between 5 cm (bad sites) and 20 cm
(excellent sites). We depict Fried’s parameter sche-
matically in Figure 5, as bubbles of dimension r0 in
the turbulent layer (referred to as Fried’s cells). r0 is a
statistical parameter, which depends on time and
wavelength ðr0 ¼ r0ðt;l

6=5ÞÞ: Its variability with time
may be considerable, sometimes changing by a factor
of 2 within a few seconds. A small telescope, with a
diameter less than r0; will always operate at this
diffraction limit. When the r0 is smaller than the
telescope aperture, the angular size of the image is
different if we consider long- or short-time exposures.
If the exposure time is very short (less than
hundredths of a second) it is possible to image a
structure in the focal plane (see short exposure image
in Figure 5). This structure, which varies with time, is
due to high-order wavefront distortions that occur
within the aperture. The short exposure image is
broken into a large number of speckles of diameter
2:44 l=D; which are randomly distributed over a
circular region of approximately 2:44 l=r0 in angular
diameter. A lower-order wavefront distortion is
correlated with the size of the largest disturbances
produced by atmospheric turbulence (the so-called
outer scale) which varies considerably (from 1 m to
over 1 km). Such disturbances produce a time-
dependent tilt of the overall wavefront that causes
fluctuations in the angle of arrival of the light from a
star and randomly displace the image. For D of the
order of the Fried parameter r0; image motion
dominates, and a simple tip-tilt mirror (not just
deformable) provides useful correction. For D greater
than r0; speckles dominate and a deformable mirror is
necessary to account for the wavefront distortion. For
long exposures the dimension of the image is
determined by the ratio l=r0 rather than l=D: The
angular resolution is diminished due to the atmos-
pheric turbulence (see Figure 5). For a 4 m telescope,
atmospheric distortion degrades the spatial resolution
by more than one order of magnitude compared to
the diffraction limit, and the intensity at the center of
the star image is lowered by a factor of 100 or more.
Even at the best astronomical sites, ground-based
telescopes observing at visible wavelengths cannot,
because of atmospheric turbulence alone, achieve an
angular resolution better than telescopes of about
20 cm diameter.

Most of the distortions imposed by the atmo-
sphere are in the wave-phase and an initially plane
wavefront traveling 20 km through the turbulent

atmosphere accumulates, across the diameter of a
large telescope, phase errors of a few micrometers.

Turbulence is distributed along the propagation
path through the atmosphere, and then the wavefront
errors become uncorrelated as the field angle
increases. This effect is known as angular isoplanat-
ism and is one of the major limitations to the
astronomical adaptive optics. The structure becomes
completely uncorrelated out of the isoplanatic angle,
approximately equal to r0=H; where H is the altitude
of the turbulence layer. This decorrelation is sketched
in Figure 5, where the short exposure images for
objects 1 and 2 have different speckles structure.

In Earth’s atmosphere significant turbulence occurs
at altitudes up to 20 km, often with large peaks in the
vicinity of the tropopause, at around 10 km there
exist, in practice, more than one parameter H in
Figure 5, one for each turbulence layer. This three-
dimensional distribution of the turbulence consider-
ably restricts the angle over which adaptive compen-
sation is effective and leads to the design of
multiconjugate adaptive optics, as we next explain.

Adaptive System Design

As stated above, an active system is composed of at
least one wavefront sensor and one deformable
mirror. Typically, the wavefront is corrected by
making independent tip, tilt, and piston movements
of the deformable mirror surface, as shown in
Figure 6. As a rule of thumb, a deformable mirror
used for atmospheric correction should have one
actuator for each Fried’s cell, such that the total
number of actuators should be equal to the number of
Fried’s cells filling the telescope aperture, i.e., D2=r2

0:

For instance, a near-perfect correction for an obser-
vation in visible light (0.6 mm) with an 8 m telescope
placed in a good astronomical site ðr0 ¼ 20 cmÞ;

would require a deformable mirror with approxi-
mately 6400 actuators in its adaptive optics system.
Recalling that r0 is strongly dependent on the
wavelength (i.e., proportional to l6=5), similar per-
formance in the infrared at 2 mm requires only
250 actuators. This is one reason why adaptive
correction is easier in the infrared. A large number

Figure 6 A sketch of a deformable mirror.
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of Fried’s cells requires a similarly large number of
subapertures in the wavefront sensor. Commonly
used WSs are based on modifications of the classic
Hartmann screen test or of curvature type. In the
former case the adaptive device is made with
individual piezoelectric actuators (see Figure 6),
while in the latter the correction is achieved with a
bimorph adaptive mirror, made of two bonded
piezoelectric plates. With both methods, wavefront
sensing is done on a reference off-axis object
(Figure 3), or even on the observed object itself
(Figure 4) if it is bright enough. In the former case the
angular distance of the reference object must fall
inside the isoplanatic angle and must be sufficiently
luminous. In typical astronomical sites the isoplanatic
angle at a wavelength of 0.6 mm is ,5 arcsec, while it
can be ,20 arcsec at 2 mm. This is an additional
reason why the adaptive optics system is most
efficient in the infrared range. Correction in the
visible requires a reference star approximately 25
times brighter than in the infrared. Most current
astronomical systems are designed to provide diffrac-
tion-limited images in the near-infrared (1 to 2 mm)
with the capability for partial correction in the
visible. However, some military systems for satellite
observations do provide full correction in the visible
on at least 1 m class telescopes.

The control system is generally a specialized
computer that calculates, from the WS measure-
ments, the commands to send the actuators of the
deformable mirror. The calculation must be per-
formed quickly (within 0.5 to 1 ms), otherwise the
state of the atmosphere may have changed making the
wavefront correction inaccurate. The required com-
puting power can exceed several hundred million
operations for each command set sent to a 250
actuator deformable mirror. As in active optics
systems, zonal or modal control methods are used.
In zonal control, each zone or segment of the mirror is
controlled independently by wavefront signals that
are measured for the subaperture of that zone. In
modal control, the wavefront is expressed as the best-
fit linear combination of polynomial modes of the
wavefront distorted by the atmospheric
perturbations.

Future Development

As explained above, a convenient method for
measuring the wavefront distortion is to look for an
off-axis reference star (also known as natural guide
star, NGS) within the isoplanatic angle. However, it is
generally impossible to find a bright reference star
close to an arbitrary astronomical target. Conditions
are far better in the infrared than in the visible

because atmospheric turbulence (and in particular its
high spatial frequencies) is, for a given AO correction,
less pronounced at longer wavelengths. The spatial
and temporal sampling of the disturbed wavefront
can be reduced, which in turn can permit the use of
fainter reference stars. Coupled with the larger
isoplanatic angle in the infrared, this gives a much
better outlook for AO correction than in the visible.

Nevertheless, even for observations at 2.2 mm, the
sky coverage achievable by this technique (equal to
the probability of finding a suitable reference star
in the isoplanatic patch around the chosen target) is of
the order of 0.5 to 1%. It is therefore unsurprising
that most scientific applications of AO have to date
been limited to the study of objects which provide
their own reference object. The most promising way
to overcome the isoplanatic angle limitation is by the
use of artificial reference stars, also referred to as laser
guide stars (LGS). These are patches of light created
by the back-scattering of pulsed laser light of sodium
atoms in the high mesosphere or by molecules and
particles located in the low stratosphere. The laser
beam is focused at an altitude of about 90 km in the
first case (sodium resonance) and 10 to 20 km in the
second case (Rayleigh diffusion). Such an artificial
reference star can be created as close to the
astronomical target as desired, and a wavefront
sensor measuring the scattered laser light is used to
correct the wavefront aberrations on the target
object.

Military laboratories have reported the successful
operation of adaptive optics devices at visible
wavelengths using laser guide star on both a 60 cm
telescope and a 1.5 meter telescope, achieving an
image resolution of 0.15 arcsec. Nevertheless, there
are still physical limitations of a LGS. The first
problem, focus anisoplanatism, or cone-effect, was
realized long ago. Since the artificial star is created at
a relatively low altitude, back-scattered light col-
lected by the telescope forms a conical beam, which
does not cross the same turbulence-layer areas as light
from the astronomical target. This leads to a phase
estimation error, which in principle can be solved by
the simultaneous use of several laser guide stars
surrounding the targeted object. A more significant
problem is image motion or tilt determination. Since
the paths of the outgoing and returning light rays are
the same, the centroid of the artificial light appears to
be stationary in the sky, while the apparent position
of an astronomical source suffers lateral motions (also
known as tip/tilt). The simplest solution is to
supplement the AO system and LGS with a tip/tilt
corrector set on a (generally) faint close NGS.
Performance is then limited by poor photon statistics
in the tip/tilt correction.
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Adaptive optics with a multicolor laser probe is
another concept that has been studied to solve the tilt
determination problem of laser beacon based AO.
Only applicable to sodium resonant scattering at
90 km, it excites different states of the sodium atoms
and makes use of the slight variation in the refraction
index of air with wavelength. Its main drawback is
the limited returned flux, due to the saturation of
mesospheric sodium layer.

The quality of a site for adaptive optics is
determined not only by the median seeing, but also
by the height and thickness of the turbulent layers
(often only a few thin layers dominate). Some
adaptive-optics systems can be adapted to correct
for turbulence originating at a particular height by
using several reference stars. This technique is known
as multiconjugate adaptive optics (MCAO) and is still
in his infancy. This concept deals with a 3-D view of
the atmosphere, and for this reason it is also called
turbulence tomography. Several wavefront sensors
are needed for tomography. Turbulence tomography
is also useful to correct for the cone effect when using
LGS. When several deformable mirrors are placed on
the appropriate conjugate planes, as shown in
Figure 7, anisoplanatism reduces and the size of the
corrected field of view increases. The situation is
roughly depicted in Figure 7, where each turbulent
layer (indicated as TL) has a proper conjugated plane
(C-TL).

Another challenging optical solution is one of
utilizing large secondary adaptive mirrors. This
application seems especially interesting at thermal
wavelengths, where any additional mirror raises the
significant thermal background detected by
instruments.

Other Adaptive Optics Applications

In recent years the adaptive optics technique has
been developed in many applications beside astron-
omy and the military, for example, as in high-power
laser welding or cutting, in ophthalmology and in
aero-optics.

In high-power laser applications, thermal bloom-
ing takes place when laser light is absorbed by the

gases and particles that make up the atmosphere.
Since energy is conserved, the energy lost by the laser
(its intensity diminishes) is gained by the atmosphere
that heats up. This inhomogeneity at the boundary of
the laser beam generates wavefront distortions by
turbulence, as shown in Figure 8. This means that
laser light that passes through the air at a later time
interacts with a different atmosphere than the light
that passed by earlier. The net effect is that, in the case
of a Gaussian laser beam, light following a wavefront
which passed at an earlier time, ‘sees’ a concave lens
that deflects the successive rays out of the beam (away
from the axis) causing the beam to appear to grow in
radius or ‘bloom’. Adaptive optics techniques for
real-time compensation of blooming in laser beams
were developed in the late 1960s. Given the high
coherence and monochromaticity of a laser, the
technique is more straightforward than for more
common white-light applications of the astronomical
applications.

Density fluctuations in a compressible shear layer
are sufficiently high to cause a time varying index of
refraction of the layer. This situation is common in a
turbulent flowfield, and the study of the wavefront
aberrations induced by this flowfield, when it is of
relatively short propagation length in the near-field of
the optical system, is referred to as aero-optics.
Turbulent flowfield induces various types of degra-
dations in the performances of an optical system. For
example the jitter and defocusing of laser-based
weapons cause a reduction in the amount of energy
delivered to the target. Tracking systems experience
bore-site errors and imaging systems experience
blurring. Recent work suggests that adaptive optics
compensation may successfully overcome these
problems.

In ophthalmology the adaptive technique finds
application in studying the retina of the eye. In this
case the eye itself produces wavefront aberration, and
the retina is seen as blurred. Techniques in ophthal-
mic laser surgery are being developed to use adaptive
optics to correct for detected distortions.

Figure 8 Thermal blooming effect in high-power laser

applications.

Figure 7 Conjugated planes of turbulent layers.
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In the field of telecommunications, studies are in
progress for using adaptive techniques in data
transmission between ground-based stations and
satellites.

See also

Environmental Measurements: Doppler Lidar;
Optical Transmission and Scatter of the Atmosphere.
Instrumentation: Astronomical Instrumentation; Tele-
scopes. Phase Control: Wavefront Coding; Wavefront
Sensors and Control (Imaging Through Turbulence).
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Introduction

Hyperspectral imaging techniques on a microscopic
level have paralleled the hyperspectral remote
astronomical sensing which has developed over the
years. It is especially apparent in remote sensing of
our own planet’s land masses and atmosphere, such as
in the LANDSAT satellite program. In biology,
biochemistry, and medicine, hyperspectral imaging
and multispectral imaging are often interchanged,
although there is a distinct difference in the two
techniques.

A multispectral imager produces images of each of
a number of discrete but relatively wide spectral
bands. Multispectral imagers employ several wide
bandpass filters to collect the data for the images. A
hyperspectral imager produces images over a con-
tiguous range of spectral bands and, thus, offers the
potential for spectroscopic analysis of data. Hyper-
spectral imagers may use gratings or interferometers
to produce the contiguous range of spectral bands to
record.

Fluorescent dyes (also referred to as fluorophores
or fluorochromes) and recently quantum dots, as
markers, are a very powerful tool for analyzing
organic tissues for researchers in cytology (study of
cell function), cytogenetics (study of the human
chromosomes), histology (study of structure and
function of tissues), microarray scanning (analysis
of concentrations of multiple varied probes), and
biological material science. Without the correlation
of the spectral and spatial data in biological images,
there would be little useful information for the
researcher. Therefore, hyperspectral imaging in the
biological sciences must combine imaging, spec-
troscopy, and fluorescent probe techniques. Such
imaging requires high spatial resolution to present a
true physical picture, and the spectroscopy must also
have high spectral resolution in order to determine
the quantities of biochemical probes present. The
correlation must provide the color-position relation
for identification of meaningful information.

This description will begin with an initial review of
multispectral imaging to lead into a discussion of
hyperspectral imaging. The discussion will examine
aspects of hyperspectral imaging based on an inter-
ferometric method and on a grating dispersion
method similar to the methods in multispectral
imaging.
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Image Parameters

The analysis of fluorophores involves the excitation of
the dye with a shorter wavelength and thus higher
energy than the emission spectrum. The use of the
appropriate excitation wavelength will yield a maxi-
mum emission intensity at a characteristic wave-
length. The quality of a fluorescent image generally
combines contrast and brightness. Contrast depends
on the ratio of emission intensity to that of back-
ground light. Consequently, the use of filters to block
the excitation wavelength and prevent it from over-
whelming the field is critical in providing high
contrast for the detection of fluorophore emission.
However, the use of narrow filters to restrict the
background can severely limit the brightness of the
fluorescent image. This is due to the barrier filters
allowing only a portion of the actual emission
spectrum to pass. Brightness is an intrinsic property
of each individual fluorophore, but is also dependent
on the ability to illuminate with the peak excitation
wavelength for that fluorophore.

The balance between contrast and brightness may
be further complicated by applications designed to
facilitate the evaluation of multiple fluorophores. The
selection of appropriate excitation and emission
filters within a single set to allow for the simultaneous
viewing of multiple fluorophores can be very inhibit-
ing. Although quad-band beamsplitters are currently
available, commercial advances to date have yielded
only triple-pass combinations for simultaneous detec-
tion, such as one of which permits the simultaneous
detection of the widely used fluorophore combination
fluorescein-5-isothiocyanate (FITC), Texas Red and
40,6-diamidino-2-phenylindole (DAPI) (e.g., Chroma
Technology Corp.).

Although the capture of digital images has pro-
pelled this field, efforts to collect multicolored images
as digital files also suffer from technical limitations.
Color CCD cameras often utilize filters or liquid
crystals to segregate the red, green, and blue
wavelengths onto the imaging chip. The employment
of these cameras is restricted to resolving colors as
discriminated by the filters used. For scientific
applications, then, the greatest sensitivity and selec-
tivity has been achieved through black and white
CCD cameras with optimized filters for a specific
application. While this approach is widely used, it
suffers from the inherent limits of the spectra of data
that can be analyzed since it is defined by the
characteristics of the optical filters employed. Thus,
the system is restricted to the use of fluorophores that
can be effectively resolved from each other by filters,
and the filters selected limit the data collected to a

portion of the total emission spectrum for any one
fluorophore.

Multispectral Imaging

Multispectral imaging systems in biomedical research
are composed of a microscope, filters and/or inter-
ferometer for spectral selection, a charged coupled
device (CCD) camera to record the data, and
computer control for acquisition, analysis, and dis-
play (Figure 1a). The introduction of CCD cameras
has offered a means to document results and capture
images as digital computer files. This has facilitated
the analysis of results with more and more complex
probe sets and has allowed the use of more
sophisticated computer algorithms for data analysis.
The other major component of the multispectral
imaging system is a light source to excite the sample’s
fluorescent dyes whose emissions are selected by
filters or an interferometer for recording on the CCD
camera.

An example of the use of multispectral imaging is in
the identification of the 24 human chromosomes. A
scheme was presented for the analysis of human
chromosomes by differentially labeling each chromo-
some with a unique combination of 5 fluorophore-
labeled nucleotides (building blocks of DNA and
RNA, consisting of a nitrogenous base, a five-carbon
sugar, and a phosphate group). These complex
probes are simultaneously hybridized to metaphase
chromosomes and analyzed to determine which of
the fluorophores are present. Combinations of
one, two, or three of the five fluorophores are
enough to distinguish a particular chromosome
from the others.

An interferometric multispectral system used to
perform this type of analysis is the Spectral Karyotyp-
ing (chromosome typing) or SKY System (Figure 1a).
This technology does not represent hyperspectral
imaging, but is presented for comparison. Illumina-
tion light passes through a triple band-pass dichroic
filter which allows for the simultaneous excitation of
all the fluorochromes in, for instance, Speicher’s
scheme. Modern multi-band pass filters add little to
image distortion while effectively blocking unwanted
autofluorescence or excitation illumination. The
fluorescence emissions from the sample are split into
two separate beams by the interferometer. The beams
are then recombined with an optical path difference
(OPD) between them such that the two beams are no
longer in register and interfere with each other. By
adjusting the OPD, a particular wavelength band can
be selected for, which results in constructive inter-
ference and thus can be collected by the CCD
camera pixels. After adjusting the OPD to record
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the 5 dye wavelengths, each pixel’s 5 records are then
compared to the known probe-labeling scheme to
identify the corresponding chromosome material.
The image of the metaphase chromosome spread
can be karyotyped using specific pseudo-colors for
maximal visual discrimination of the chromosomes.

Another nonhyperspectral method is the Multi-
Fluorescence In Situ Hybridization or M-FISH

System. It uses five single-band-pass excitation/
emission filter sets where each filter set is specific for
one of the five fluorochromes used in the combina-
torial labeling process (Figure 1a). Again, five
separate exposures are taken (one exposure for each
filter set) and combined to create a multicolor image.
Most M-FISH systems now have motorized filter
set selectors which minimize any image registration

Figure 1 The instruments for multispectral and hyperspectral imaging are similar. (a) Multispectral imagers use interferometers or

bandpass filters to collect noncontiguous emission wavelengths. (b) Hyperspectral imagers employ interferometers or gratings to collect

a contiguous wavelength band. Computers, microscopes, CCD cameras, and excitation light sources are common to all the techniques.

The systems which use filter sets or interferometers use motorized filter placement systems or automated interferometers. The gratings

systems employ a motorized stage for the sample movement. Adapted with permission from Schultz RA, Nielsen T, Zavaleta JR,

Ruch R, Wyatt R and Garner HR (2001) Hyperspectral imaging: a novel approach for microscopic analysis. Cytometry 43: 239–247.
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shifts that may occur between exposures. For each
pixel, the presence/absence of signal from each of the
five fluorochromes is assessed and then matched to the
probe-coding scheme to determine which chromo-
some material is present. As with the SKY System,
an image of the metaphase spread is converted into
a karyotype and specific pseudo-colors are used to
maximize visual discrimination of the chromosomes.

Hyperspectral Imaging

As has been stated, the main difference between
multi- and hyper-spectral imaging is the collection of
a broad contiguous band of wavelengths. The
apparatus and methods for hyperspectral imaging
are similar to multispectral imaging (Figure 1).
Instead of collecting sections of the emission spec-
trum using filters or interferometers, hyperspectral
imaging collects a continuous emission spectrum by
dispersing the wavelength of light using gratings and
measuring the wavelength intensity, or by dispersing
Fourier components of light using interferometers
and measuring interference intensity (Figure 1b).
Multispectral images are limited to measuring total
intensity within the selected wavelength band. Deter-
mining the abundance of more than one dye per pixel
is less accurate when only a small segment of each
dyes’ spectrum is passed by the emission filter. This
has not been considered a limitation in the past
because most research depended on just identifying
the presence and not the abundance of several
spectrally broad and overlapping dyes which also
occupied relatively large spatial areas. With the

advent of smaller and smaller featured microarrays,
the desire to use more dyes in identification schemes,
and the use of quantum-dot markers which can be
used to indicate both genetic makeup and quantity,
the limitations of multispectral imaging has led to a
move to hyperspectral imaging.

In contrast to the fluorescence multispectral ima-
ging approaches, a hyperspectral image is fully three-
dimensional. Every XY spatial pixel of the image has
an arbitrarily large number of wavelengths allied with
it. An intensity cube of data is collected. Two of the
axes of the cube are spatial and one axis is wavelength
(see Figure 2). At each of the 3D points, there is an
associated intensity of emitted energy. Therefore, it is
a four-dimensional information space. The individual
intensity signature of differing emitting bodies can
then be separated to give a complete view. Spectral
decomposition is a mathematical/algorithmical pro-
cess by which individual emission spectra of the dyes
can be uniquely separated from a composite (full
spectral) image by knowing the signature of each dye
emission spectra component measured separately.
Spectral decomposition may be performed using
standard algorithms with codes which are readily
available.

Interferometric Hyperspectral Imaging

The system architecture of the interferometric hyper-
spectral imager resembles that of the SKY System
(Figure 1). But, instead of just sequencing the
interferometer to select a set of specific wavelengths
to record as in the SKY System, the interferometer in
the hyperspectral imager is sequenced through

Figure 2 Intensity data cube. In this data cube, each CCD exposure captures a measurement in intensity (number of counts) by

wavelength for a small spatial area in Y and DX. Many displacements in X with subsequent CCD acquisitions yield a ‘cube’ of data in X,

Y, and l. The intensity counts may be thought of as another dimension, I(x,y,l). Another form of the data cube is with each CCD

acquisition comprising intensity counts for a spatial X and Y area for a small Dl and multiple displacements in l for each acquisition.
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discrete optical path differences to record the
intensity at each pixel for each OPD. Fourier
spectroscopy techniques are used to transform the
OPD intensities at each pixel into the wavelength
intensities at each pixel. Each pixel may be thought of
as a Fourier spectrometer which is not dependent on
any other pixel. Then, spectral decomposition algor-
ithms can be run to determine which dyes are present
(see the next section).

Like the multifilter methods, the interferometer
approach provides a real two-dimensional image that
can be observed, focused, and optimized prior to
measurement. But like the filtering methods, the
excitation source must be filtered for sufficient
contrast to view the fluorescent emissions. Interfe-
rometers have high optical throughput, relative to
other methods, and can have high and variable
spectral resolution. The spectral range can cover
from the ultraviolet to the infrared. The high and
variable spectral resolution allows the user to trade
off sensitivity, spectral resolution, and acquisition
time in a way that is not possible with any other
technique. And interferometers do not cause polariz-
ation of light as a filter may.

However, interferometric instruments are suscep-
tible to image registration and lateral coherence
difficulties. They are limited by the extreme precision
required of the optical components which results in
the continuous need for monitoring and adjustment,
since aberrations are not tolerated in interferometric
instruments. The throughput is reduced by loss due to
the beamsplitter design and from the mirrors.
Additionally, the Fourier transform instrument
deconvolutes based on a two-step process; the
correlation of the light passed by an interferometer
followed by an inverse Fourier transform in software.

To mitigate the extreme precision and sensitivity of
the most interferometric systems, Sagnac interferom-
eters have been employed because of their common
path intrinsic stability. The common path compen-
sates any misalignment, vibration, or temperature
affect. The OPD is provided by the Sagnac affect.
When the Sagnac interferometer is rotated, the path
traveled in one direction will be different from that of
the light on the common path in the other direction.
Although, this interferometer method is trading one
difficulty for another, it is somewhat easier to manage
the rotation of a physical system than to maintain the
exacting precision of mirror alignments in a standard
interferometer.

Spatial Resolution

The spatial resolution of a Sagnac Hyperspectral
Imager is set by the size of the pixels of the CCD

camera and the microscope system magnification,
since the interferometric hyperspectral viewer sees
the entire field of view at once. Let the x- and
y- dimensions of the CCD pixel be dx and dy;
respectively, and the magnification be M; then the
spatial resolutions in the x and y directions are 2dx=M
and 2dy=M; respectively. For CCD pixel sizes of
10 microns square, binning together two pixels in the
x- and two pixels in the y- direction, and an overall
magnification of 60, the x and y resolutions are
both 0.66 microns.

Field of View

For N pixel rows and C pixel columns, the field of
view will be Ndy=M and Cdx=M for the length of the
area along the y- and x- axis, respectively. For a CCD
array of 1536 columns by 1024 rows, and the
parameters above, the field of view is 171 microns
by 256 microns, x and y; respectively.

The sensitivity, dynamic range, and spectral
response are set by the CCD camera optical
components.

Spectral Resolution

Spectral resolution will depend on the ability to
vary the OPD and the Fourier transform. While
the interferometer is used basically as a filter in the
multispectral imager to select a wavelength, in the
hyperspectral imager it is used to vary the OPD for all
the wavelengths whose energy is integrated at the
CCD camera pixels.

The electric field, E, for emissions at one wave-
length, l; or wave number, k ¼ 1=l; radial frequency,
v; and amplitude, A; can be written as

EðkÞ ¼ AðkÞ e2 ið2pkx2vtÞ ½1�

and the intensity which is measured is the magnitude
squared of the electric field:

I ¼ EpE ½2�

Emissions from fluorescent sources are usually
noncoherent and composed of a range of wave-
lengths, even with only one dye present. The intensity
measured at a pixel is the superposition of many wave
numbers. After traveling a certain OPD, L; the
intensity integrated over all wave numbers may be
written as

IpxlðLÞ ¼
1

2

�ð
IðkÞdk þ

ð
IðkÞ cosð2pkLÞdk

�
½3�

or

IpxlðLÞ ¼ C0 þ C1· Re{FT½IðkÞ�} ½4�

where FT stands for Fourier transform.
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The inverse transform is

ð
IpxlðLÞ e2 i2pk0L dL ¼ C0

ð
e2 i2pk0L dL

þ C1

ðð
IðkÞe2 i2pkL0

dk · ei2pk0L dL ½5�

ð
IpxlðLÞe

2i2pk0L dL ¼ C3 þ C4IðkÞ

The integration constant, C3; can be ignored for
large wave numbers, as in the case of the visible
range, since C3 will be proportional to the inverse of
the wave number. The intensity as a function of wave
number is then

IðkÞ ¼ C5

ð
IpxlðLÞe

2 i2pkL dL ½6�

For absolute quantitative measurements, the con-
stant C5 can be determined by calibration with a
known emission. For discrete measurements made by
changing the optical path length, then the working
formula is

IpxlðkÞ ¼
X
Li

IpxlðLiÞe
2i2pkLi DL ½7�

This is the discrete Fourier transform which must be
preformed for each pixel to determine the intensity as
a function of wavelength. Per the Nyquist sampling
tenets:

DL ¼
1

ðN=2ÞDk
or Dk ¼

2

NDL
½8�

where Dk is the discrete wave number interval and N
the number of different OPDs. Sagnac interferometers
can make rotations which give at least a change of
DL ¼ l=4; so substituting in eqn [8]:

Dk ¼ k1 2 k0 ¼
1

l1

2
1

l0

¼
Dl

l2 þ lDl
¼

8

Nl
½9�

Dl

l2
<

8

Nl
or

Dl

l
<

8

N

A 5% resolution in wavelength (or 20 nm at
400 nm) requires N ¼ 160 and, of course, a 2.5%
resolution requires N ¼ 360: Therefore, about 400
OPD changes and acquisitions of the intensity fringes
will give calculated resolutions of less than 10 nm in
wavelength.

Analysis of the spectrum based on this resolution
can be conducted to determine which dyes are
present. Software techniques for displaying data will
be described in the next section.

Grating-Dispersion Hyperspectral Imaging

A hyperspectral imaging microscope collects the
complete visible emission spectrum from a micro-
scope slide by using a grating spectrometer to provide
the wavelength dispersion. This microscope corre-
lates spatial and spectral information with minimal
use of optical filters. A hyperspectral microscope
system is composed of a standard epi-fluorescence
microscope (Olympus IX70) equipped with objec-
tives lens (including 1.25 £ and 10 £ Plan Fluorite,
40 £ Plan Apochromat Dry, and 60 £ , and 100 £

Plan Apochromat Oil), as well as a set of standard
filter cubes (Chroma Technology) to allow for
traditional visualization of dyes through the eyepiece.
(Prototype typical components are listed in parenth-
eses.) Multiple excitation sources can be utilized
including standard 100 W mercury and xenon arc
lamps, tungsten brightfield illumination, a 532 nm
solid state laser (Brimrose), a helium neon laser
(Uniphase), an argon ion laser (Uniphase), and a
pulsed-doubled nitrogen dye laser (Laser Science,
Inc.) (Figure 1b).

One side port of microscope is optically coupled to
a spectrograph (Acton Research SpectraProw 556i). A
narrow entrance slit into the spectrograph allows for
only one line ðDXÞ of the image to be captured at a
time. A 50-micron slit permits 80% of maximum
throughput for the spectrometer. The spectrograph
separates the polychromatic light illuminated from
this single line into its light components. Normal
operation uses a grating with 50 grooves/mm and a
600 nm-blaze wavelength, which allows wavelengths
of approximately 400–780 nm to be measured.
Different spectrograph gratings can be used for
special applications from near UV to near IR. The
center wavelength and grating can be shifted under
computer control. The output of the spectrograph is
then captured with an air/liquid-cooled CCD camera
(Photometrics-Quantix) and an optional image inten-
sifier (Video Scope International VS4-1845). The
camera has a resolution of 1536 £ 1024 pixels with a
depth of 12 bits per pixel. The 1536 pixels are aligned
in the spatial direction to allow the greatest spatial
resolution. During normal operation the wavelength
resolution is ‘binned’ to 128 pixels, sufficient to
resolve ,8 different spectra in a single excitation
scan. Higher resolution can be employed for special
applications.

A line of excitation light can be provided by a line
generator when laser excitation is used or by a
combination of slits and cylindrical lenses when using
traditional lamps or burners (mercury or xenon). This
line of light illuminates the sample in the same
position that maps the resulting emission light
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through the imaging spectrograph and onto the
camera. Some advantages of illumination with a
line of light include decreased sample bleaching,
reduced background due to scattering, and efficient
use of available excitation power. A traditional
bandpass, a low-pass dichroic filter, or a linear
variable filter (Raynard Corp.) may be employed to
select or restrict the excitation wavelength during
specific applications.

Linear Variable Filter (LVF)

The linear variable filter (LVF) (Raynard Corpor-
ation) can be used to replace the standard excitation
filter cube to provide a capability for continuous
excitation wavelength band selection. The LVF is
100 £ 2.2500 and is coated such that it continuously
filters light from ,400 nm to ,800 nm along its
length. Custom filters that span other wavelengths are
available. The coating and therefore wavelength is
uniform along a short distance, making it an ideal
method for selecting an excitation wavelength band
to paint across the slide, excite the slide’s contents,
and map the contents’ emission into the slit of the
imaging spectrograph. The bandwidth passed is
about 21 nm wide. The LVF introduces ,50%
attenuation of the intensity.

Spatial Resolution

The spatial resolution of a grating spectrograph
Hyperspectral Imager is set by the size of the pixels
of the CCD camera in the y- direction and the
microscope system magnification. However, differing
from the interferometric system, the spatial resolution
in the x- direction depends on the spectrometer slit
width and the microscope system magnification. As
before, let the x- and y- dimensions of the CCD pixel
be dx and dy; respectively, and the magnification be
M: Let ws be the slit width of the spectrometer, and
note than the slit width is always going to be larger
than a few dx: Then the spatial resolution in the y-
direction is again 2dy=M; but the spatial resolution in
the x- direction is now 2ws=M: Again, for CCD pixel
sizes of 10 microns square, binning together two
pixels in the y-direction, and an overall magnification
of 60, the y- resolution is 0.66 microns, as it was for
the interferometer method. For a slit width of 50
microns, the x- resolution is 1.67 microns, indepen-
dent of the number of pixels binned in the x-
direction. The control software moves the stage the
right number of steps to minimize the overlap or
skipped areas. The slit width can be reduced, but at a
loss of throughput or increased exposure time. The
control software can compensate for different spatial
resolution to display the image as 1:1.

Field of View

For N pixel rows (y- dimension) and C pixel columns
(x- dimension), the field of view will be Ndy=M for the
length of the area along the y-axis. If the spectrometer
slit length is less than the height of the CCD, then the
length is just hs=M; where hs is the slit length. We
orient our CCD array so that the 1536-pixel
dimension is along the y-axis. The y-view is thus
256 microns as in the interferometric example. To
achieve the same field of view as the Sagnac method
imager, we would need to take 103 stage movements
and acquisitions. This highlights the difference in the
two hyperspectral methods. The grating method
collects the complete spectrum on each acquisition
with no spectrometer adjustment but needs to step
down the slide to produce the full spatial image. The
interferometer method collects the complete spatial
image on each acquisition with no position adjust-
ment but needs to step the interferometer through a
range of optical path differences to acquire multi-
spectral content.

The sensitivity, dynamic range, and spectral
response are set by the CCD camera optical
components.

Spectral Resolution

Spectral resolution depends on spectrometer instru-
ment function which includes the slit width, the
dispersion of the grating, the CCD pixel size, and
number of pixels binned together. The dispersion for
normal operation was determined to be ,40 nm/mm
or 0.4 nm/pixel in the 10 micron CCD pixel example.
For example, binning of 8 pixels yields a spectral
resolution of 3.2 nm at all wavelengths. To achieve
this spectral resolution, the interferometer method
would require 1000 OPD increments and
acquisitions.

Analysis of the spectrum based on this resolution
can be conducted to determine which dyes are
present. Although the spatial resolutions differ
considerably in the two methods, as long as the dye
peaks are separated by the spectral resolution
spacing, the spectral decomposition algorithms will
find all dyes within the spatial resolution area. We
have demonstrated that the analysis algorithms can
resolve 5 dyes with peaks separated by more than
6 nm in various combinations and known quantity
ratios against the dye standards. The program
successfully identifies the dyes present with a 91%
accuracy in the quantities.

Software

Software (HyperScope, a ‘C’ language program)
controls all the hardware components for acquisition.
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It includes features for analyzing and displaying the
resultant X–Y images and spectral information for
the grating spectrometer Hyperspectral Imager.
During a scan, individual pictures are taken in the
Y –l plane, while the stage is incremented in the
X-direction. A collection of such Y –l scan files,
which can total from 50–1000, is merged to build an
image cube (Figure 2). Another advantage of the
single-line acquisition mode is that time-dependent
features can be monitored continuously. The software
was designed to permit repeated collection of a single
line at variable time points. The utility of this feature
has been demonstrated by capturing images of
fluorescent objects moving through UV-transparent
capillaries.

The software was designed to display the resulting
X–Y plane extracted in various ways from the image
cube. A graph of the emission spectrum for any pixel
within that image may be viewed by clicking on any
pixel of interest in the X–Y image (Figure 3c). A
standard linear curve-fitting algorithm is used to
determine the contribution of individual dyes to the
measured emission spectrum. The software also
features a windowing technique (integration of the
emission spectra over a fixed window) which

emulates standard filtering. An overlay feature within
the software allows the curve fitting results to be
displayed in false color and compared by viewing the
composite for multiple fluorophores in a single image.
Additionally, it permits the contribution of a fluor-
ophore to be emphasized for visualization purposes
by either displaying the contribution of a single
fluorescent signature in the absence of the others that
were present in the image or by scaling individual
display intensity values up or down. Overlapping
pseudo-colors assigned to represent each fluorophore
(either by curve fitting or by windowing) may be
displayed as added, averaged, maximum or minimum
values. For each new fluorophore–excitation source
combination, the characteristic emission spectra is
acquired and added to a library of available spectra
that can be used as components in the spectral
decomposition. This permits the user to introduce
new fluorophores at any time. Moreover, background
spectra (defined as a region of interest by the user) can
be acquired and used as one element of the
decomposition. This background component can be
turned off in the false color view (as any of the
spectral components may be) resulting in enhanced
noise reduction and visual contrast improvement.

Figure 3 The benefit of spectral imaging is demonstrated in a spatial high-resolution scan of an expression microarray. (a) A portion of

the scan of an expression microarray on a microscope slide using the Genepix4000 scanner. It records the intensity emitted by the Cy3

dye when excited with a 532 nm laser. (b) A portion of the scan of the same microarray with the Hyperspectral Imaging Microscope using

a 40X objective and Hg excitation lamp. False color is displayed to indicate the intensity variations. (c) A Hyper Scope computer program

display of the spectrum recorded when the cursor is placed over one pixel in a scan.
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Description of Acquisition

In order to acquire a full image, a slide is placed on
the microstage mover (Ludl Electronics) that allows
for precise movement of the sample across the image
acquisition plane. The user can position the stage via
a joystick or via software to move to predetermined
coordinates. The image is then scanned, with the
number of scans being selected at the time of the
image acquisition. Furthermore, the sample can be
scanned at one magnification or resolution and then
rescanned at another. Each Y –l image is saved as a
single Y –l file for each increment along the sample.
Thus, each image file corresponds to the excitation
line of light and the emission collection region that
maps through the imaging spectrograph to the CCD
camera. Saving individual files permits unlimited
Y –l image acquisition at the same Y coordinate,
valuable for time-dependent studies. This feature also
provides some robustness by enabling a partial X–Y
image to be displayed should acquisition of one or
more Y scans fail for any reason. After acquiring each
image, the stage is moved automatically, one or
more steps in the X direction, to acquire emissions
at the next line and generate the next Y –l file.
Therefore, only the fluorescent probes in a line at a
single X-location are examined at each acquisition
time. Step sizes can be adjusted by the software
to give: (i) the best resolution; (ii) the best 1:1
image; (iii) the minimum overlap; or (iv) the fast
acquisition time.

After a variable number of rows of associated
emission have been captured (typically 50–1000
scans), an image cube is loaded into memory
comprising all the Y –l data files. A graph of the
spectrum from any pixel (or bin) in the X–Y plane
may be displayed in a separate window by clicking
on the cube (Figure 3c). A typical acquisition scan
of 250 Y –l files, which are used to construct a
250 £ 768 £ 128 ( £ 12 bit) image cube, consists of
approximately 100 Mb of information.

MicroArray Scanning and Customized Excitation

Another use of this technology is to analyze spotted
microarrays. The Hyperspectral Imager has been
compared to commercial two-color scanners with
comparable sensitivity at approximately 0.5 fluors
per square micron (Figure 3). Increased sensitivity
(500–10 000 gain) can be provided by using a
microchannel plate amplifier (Model VS4-1845,
Videoscope International, Ltd.) installed between
the CCD camera and the imaging spectrograph.

Since the hyperspectral imaging microscope col-
lects images that reflect only the Y –l plane, it
contains the potential to use a single line of light as

a source for image illumination. Therefore, lights
systems being developed, which are capable of
generating a line of light composed of variable or
complex wavelengths, could be employed to precisely
control excitation. The incorporation of such an
excitation source in hyperspectral imaging
microscopy could be useful in many clinical and
basic research applications.

See also

Environmental Measurements: Hyperspectral Remote
Sensing of Land and the Atmosphere. Imaging:
Interferometric Imaging.
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Introduction

We are often faced with the problem of seeing
through scattering media such as smoke, fog, clothes,
blood, tissues, ceramics, walls, etc. Tremendous effort
has been made to introduce techniques which will
allow us to overcome the intrinsic difficulty of
selecting ‘good’ photons which are able to provide
valuable information on structures which appear
fuzzy or, for most of the time, completely hidden.

Although a number of concepts and techniques that
we will discuss in this article could be applied to a
large number of scattering samples, we will restrict
ourselves to biological tissues.

Studying light propagation through biological
tissues is becoming more and more popular among

physicists, biologists, engineers, and doctors. Indeed
this research domain appears to be growing rapidly as
seen by the number of published articles, conferences,
and international meetings. Optical techniques
are attractive and are starting to compete with other
well-established techniques (magnetic resonance ima-
ging, X-ray imaging, ultrasonic imaging, positron
emission tomography, etc.), because they are non-
ionizing, nondestructive, they can reach high resol-
ution and are usually much cheaper. Optical
techniques reveal an optical contrast which is
valuable in providing morphologic as well as func-
tional information.

Most biological tissues are weakly absorbing in the
deep red and near infrared region of the spectrum;
the main difficulty in performing imaging arises from
the high level of scattering. Figure 1 shows the picture
of a small flash light bulb placed in the mouth: it
appears fuzzy and red.

In Figure 2 we consider various photon trajec-
tories between a short pulsed source S and a fast
detector D.
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Unscattered photons are called ‘ballistic’ photons,
their number decreases exponentially, and they are
completely damped after one or two millimeters.

Then there are scattered photons which propagate
close to the ballistic trajectory reaching the detector;
these are named ‘snake-like’ photons and can be used
for imaging purposes.

Most of the energy which reaches D is related to the
scattered photons which may exhibit very long
trajectories (typically ,10 times the distance S–D).

The description of various experimental methods
used to overcome the difficulty introduced by scatter-
ing will be associated with the various photon
families that we have mentioned: ballistic, snake-
like, and scattered photons. We will first give a few
orders of magnitude of the parameters which will
dictate the way light interacts with the tissues. Let us
emphasize that these parameters also carry the
information related to the contrast mechanism. The
ultimate goal is to realize an ‘optical biopsy’,
noninvasive but as close as possible to the regular
biopsy followed by histopathology.

Optical Parameters

Scattering Cross-Section

As shown in Figure 3, biological tissues are
constituted of structures which exhibit various
characteristic scales: from a few nanometers in
membranes to about ten micrometers for an entire
cell.

As we know from scattering theories these
various scales correspond to various scattering
properties. For small particles (‘small’ means much
smaller than the optical wavelength l) we are in the
Rayleigh regime which is based on the evaluation of
a time-varying dipole induced by a uniform time-
varying (at the light frequency scale) electric field.
This dipole radiates in the far field and its scattering
cross-section, which is the ratio of the scattered
power to the incoming irradiance for a sphere of
radius r; is given by

s ¼
kPl
I

¼

 
n2 2 1

n2 þ 2

!2
8p

3
r6k4 ½1�

n being the refractive index of the sphere divided by
the index of the surrounding medium and k ¼ 2p=l:
The scattering diagram for such particles is isotropic
if we use unpolarized light. This cross-section is much
smaller than the ‘geometrical’ section S of the particle;
for instance, if n ¼ 1:5; a ¼ 10 nm; l ¼ 0:6 mm;

s ¼ 151028 mm2, which is much smaller than the
actual section (3 £ 1024 mm2).

For larger particles the sphere (or the ellipse)
interacting with a plane polarized wave is rather
complicated because we are not restricted to the
dipolar approximation (uniform field), but induced
multipolar moments and their radiating fields have to
be taken into account. This theory was proposed by
Mie and can be found in optics textbooks. As an
example, Figure 4 shows the scattering cross-section
of a micron-size particle as a function of the

Figure 2 Between an ultrafast light source S and a detector D can be distinguished various classes of photons which can be used

for imaging.

Figure 1 Biological tissues are highly scattering but the

absorption is low in the red (as seen in this digital visible

photography) and the near infrared.
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wavelength: a number of ‘resonances’ can be
observed.

The scattering diagram is no longer isotopic, it
exhibits lobes, and forward scattering is much higher
than back-scattering. Scattering is characterized by a
scattering coefficient, ms; which is the inverse mean
free path ls of photons between scattering events:

ls ¼ 1=ms ¼ sr ½2�

where s is the scattering cross-section and r the
number of scatterers by unit volume.

The scattering coefficients ms of tissues are found
within the range 100–1000 cm21. After a path length
L, the number of ballistic photons will be damped by
a factor expð2L=lsÞ, so tissue imaging cannot rely only
on ballistic photons as they survive only to a path
length larger than about one mm. One needs to
consider in more detail the scattering properties of the
scatterers.

The dominant sizes of the scatterers in tissue
(cells) demand consideration of the scattering in the

Mie regime. Such a scattering event does not result
in isotropic scattering angles. Instead, the scattering
in tissue is biased in the forward direction.

Anisotropic scattering is quantified in a coefficient,
g; which is defined as the mean cosine of the scattering
angle u, pðuÞ being the probability of a particular
scattering angle:

g ; kcosðuÞl ;

ðp

0
pðuÞcosðuÞsinðuÞduðp

0
pðuÞsinðuÞdu

½3�

For isotropic scattering, g ¼ 0: For complete
forward scattering, g ¼ 1: In tissues, g varies from
0.7 to 0.95.

Photon migration, especially in the so-called
diffusion regime, is often based on isotropic scattering
such as for phonons (heat) or charge carriers
scattering. For diffusion-like models, it has been
shown that one may use an isotropic scattering model
with a corrected scattering coefficient, m0

s; and obtain
equivalent results using:

m0
s ¼ msð1 2 gÞ ½4�

One can consider l0s ¼ 1=m0
s as the length over which

the incoming photon loses the memory of its initial
direction, m0

s is usually called the transport-corrected
scattering coefficient.

Absorption Cross-Section

The absorption coefficient, ma (cm21) represents the
inverse mean path length of photons before absorp-
tion. 1=ma is also the distance in a medium at which
intensity is attenuated by a factor of 1=e (Beer’s
Lambert law). Absorption in tissue is strongly
wavelength dependent and is due to chromophores
and water. Among the chromophores in tissue, the
dominant component is the hemoglobin in blood. In
the visible range, the blood absorption is relatively
high, whereas it is much weaker in the near infrared.
Water absorption is low in the visible and NIR region
and increases above 1 mm, with tissues turning
completely opaque above 2 mm. Thus, for greatest
penetration of light in tissue, wavelengths in the 700–
1300 nm spectrum are used. This region of the
spectrum is called ‘the therapeutic window’. Different
spectra of chromophores allow one to separate the
contribution of varying functional species in tissue
such as quantification of oxy- and deoxy-hemoglobin
to study tissue oxygenation.

Finally, when light is propagating in scattering
media of thickness L, the damping of the incoming
energy involves a combination of its absorption and

Figure 4 In the Mie scattering regime resonances are observed

when varying the wavelength (here a 1 mm sphere, refractive

index: 2).

Figure 3 Various sizes of scatterers may be found in cell

structures.
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scattering properties, and is given by

expð2L=aÞ with a2 ¼ 1=3maðm
0
s þ maÞ ½5�

This formula reflects the fact that the photon’s
pathlength is increased by scattering, leading to an
increase of the damping, which is related to
absorption.

These few examples provide a ‘static’ view of light
behavior in scattering media. Studying in a more
detailed way, the spatial and temporal distribution of
light, is more difficult.

Photon Migration in Scattering Media

Photon migration models have been inspired by other
fields, such as astrophysics, soft matter physics, and
neutronics, where physical media are random in both
space and time. To avoid difficulties linked to the
microscopic complexity such investigations rely on a
statistical basis.

The most widely used theory is the time-
dependent diffusion approximation to the transport
equation:

~7 · ðD~7Fð~r; tÞÞ2 maFð~r; tÞ ¼
1

c

›Fð~r; tÞ

›t
2 Sð~r; tÞ ½6�

where ~r and t are spatial and temporal coordinates,
c is the speed of light in tissue, and D is the
diffusion coefficient related to the absorption and
scattering coefficients by the formula:

D ¼
1

3½ma þ m0
s�

½7�

The quantity Fð~r; tÞ is called the fluence, defined as
the power divided by the unit area. This equation
does not reflect the scattering angular dependence;
the use of m0

s instead of ms ensures that isotropic
scattering has been reached. Indeed, for the use of
the diffusion theory which implies anisotropic
scattering, the diffusion coefficient is expressed in
terms of the transport-corrected scattering coeffi-
cient; Sð~r; tÞ is the source term.

The diffusion equation has been solved analytically
for different types of measurements such as reflection
and transmission modes, assuming that the optical
properties remain invariant throughout the tissue.
To incorporate the finite boundaries, the method of
images has been used.

The diffusion approximation equation in the
frequency-domain is the Fourier transform of the
time-domain equation. This leads to the equation:

~7 ·ðD~7Fð~r;vÞÞ2

�
maþ

iv

c

�
Fð~r;vÞþSð~r;vÞ¼0 ½8�

Here the time variable is replaced by the frequency v

which is the modulation angular frequency of the
source. In this model, the fluence can be seen as a
complex number describing the amplitude and phase
of the so-called ‘photon density wave’ in addition to a
DC component:

Fð~r;vÞ¼FACð~r;vÞþFDCð~r;0Þ

¼ IAC expðiuÞþFDCð~r;0Þ ½9�

where u is the phase shift of the diffusing wave whose
wavelength is:

2p

ffiffiffiffiffiffiffiffi
2c

3m0
sv

s
½10�

Although analytical techniques provide a rapid
understanding of most phenomena involved in static
or dynamic situations, real biological samples are
much more complex than homogeneous isotropic
media. In these cases, direct and inverse algorithms
map the spatially varying optical properties.

Monte Carlo simulations are very popular nowa-
days; a number of useful programs are available on
the websites of various groups. Results may include
time or polarization dependence of the photons along
their paths.

The other method used in tissue optics is the
random walk theory (RWT) on a lattice. RWT models
the diffusion-like motion of photons in turbid media
in a probabilistic manner. Using RWT, an expression
may be derived for the probability of a photon
arriving at any point and time given a specific starting
point and time.

Imaging in the Ballistic Regime: Taking
Advantage of Various Coherence
Properties

Shallow Tissue Imaging Through Selection of
Ballistic Photons

When imaging thin (less than 2 mm) tissue samples, it
is possible to use photons which have not been
scattered, called the ballistic photons which can be
used to form high-resolution images in the same
manner as if no scattering had taken place.

Their number, however, decreases exponentially
with propagation distance and this ballistic signal is
usually hidden by multiply scattered photons that
obscure the image. For relatively shallow tissue
depths it is possible to use various spatial filtering
techniques to block the multiply scattered photons
and there is much current research that aims to
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extend optical imaging and biopsy to depths of a
few mm.

Confocal microscopy rejects much of the scattered
light through spatial filtering and has been shown to
form 3-D images at tissue depths of up to 200–
300 mm, both in vitro and in vivo, which corresponds
to about 50 dB of damping for the ballistic photons.

Two-photon fluorescence microscopy is particu-
larly interesting in this regime since it ensures that all
the detected fluorescence photons originate from the
desired image plane. This technique also ensures a
better penetration (using IR excitation) and a better
resolution (nonlinear response) than single photon
confocal microscopes.

Imaging to much greater tissue depths does not
appear to be practical using optical microscopy and
spatial filtering alone and more sophisticated tech-
niques must also be employed to discriminate in favor
of the ballistic photons. These techniques exploit
either the fact that the ballistic signal photons retain
spatial coherence of incident light or the fact that the
ballistic photons keep the optical phase memory that
multiply diffused photons have lost.

One of the most successful ballistic light-imaging
techniques based on the latter filtering approach is
optical coherence tomography (OCT) which uses
coherence gating using low temporal coherence light
and an interferometric detection. Coherent detection
is used to discriminate against the multiply scattered
photons that scatter back into the trajectories of
ballistic photons. The ballistic light signal is measured
by interference with a reference beam and the
resulting pattern is detected with high sensitivity
using homodyne or heterodyne detection. By using
low coherence length sources and matching the time-
of-flight of the reference beam signal to that of the
desired ballistic light, OCT can acquire depth-
resolved images in scattering media such as biological
tissues. For powers in the mW range for tissue
irradiation in the infrared, the unscattered ballistic
(or more precisely single back scattered) component
of the light will be limited by the shot noise detection
limit after propagating through approximately 25
scattering mean free paths (MFP) of a scattering
medium (or more than 100 dB). This corresponds to a
‘typical’ tissue thickness of about 1 mm tissue depth
for the reflection geometry which is potentially useful
for clinical applications such as screening for skin
cancer, or for retinal examination.

OCT has proved clinically useful as a means of
acquiring depth-resolved images in the eye and is
being developed for application in strongly scattering
biological tissue. Although the image acquisition
requires pixel-by-pixel scanning, the use of new
high-power superluminescent diodes in the 100 mW

range or of ultrafast lasers to provide high average
power, low coherence length radiation (sub-two cycle
lasers) has resulted in an in vivo OCT system
providing real-time imaging.

There are a number of other approaches to
coherent imaging, including whole-field 2-D acqui-
sition techniques which remove the need to scan
transversely pixel by pixel.

Whole-field imaging using a temporally and
spatially incoherent source and a well-balanced
interferometric microscope intrinsically provides
higher image acquisition rates and can take advan-
tage of inexpensive spatially incoherent, broadband
sources such as high-power LEDs, and white light
thermal sources.

As an example, Figure 5 shows Linnik-type white
light interferometer with optical path modulation and
Figure 6 an image of an ex-vivo rat retina where one
can recognize the main feature expected from
histology.

Holography, which works in the Fourier space
rather than in the object or image space, is also an
interferometric technique able to discriminate
between ballistic and scattered photons. Since the
development of electronic holography, which takes
advantage of available arrays of detectors with
multimillion pixels, this approach is rapidly growing.

Real-time 3-D imaging systems based on photo-
refractive holography in multi-quantum-wells
devices, which can potentially acquire depth-resolved
images at thousands of frames per second, have been
demonstrated.

These ballistic light techniques can extend the
depth of tissue imaging to the mm range when

Figure 5 The full-field OCT setup based on a Linnik

interferometer. The PZT actuator is used to modulate the path

difference between the two arms.
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imaging in reflection. When it is necessary to image
through cms, rather than mms of tissue, however,
there will be no detectable ballistic light signal and
one must extract useful information from the
scattered photons.

Imaging in the Snake-Like Regime:
Taking Advantage of Time
(or Frequency) Gating

The first approach is to use time gating to select the
earliest arriving scattered light, which will provide the
most useful image information.

For moderate tissue depths one can exploit the fact
that biological tissue is highly forward scattering,
with most photons being only slightly deviated from
their original direction upon each scattering event.
After a few cm of tissue, there can be a significant
number of photons that have followed reasonably
well-defined ‘snake-like’ paths about the original
direction through the tissue, arriving at the detector
after the ballistic light but before the fully diffuse
photons whose trajectories are effectively random-
ized. This early arriving light can be selectively gated
using ultrafast lasers and a variety of detectors such as
streak cameras, time-gated optical image intensifiers,
and time-gated fast photon counting systems, which
provide picoseconds time gates.

An alternative, sometimes cheaper, approach to
temporal gating is the use of (high) frequency signal
discrimination (which is the Fourier transform of the
pulse experiment). The periodic solution of the
diffusion equation with a periodic source term gives
rise to the so-called ‘photon density waves’. Such
diffusive waves, like thermal waves, are used in the
near-field regime (their amplitudes are damped by
expð22pÞ after propagating over a single wavelength
path) and they can reveal subsurface structures
through their refractive and diffusive behavior.
Coherence gating and polarization gating can be
used when the early arriving light still retains some
degree of coherence of the incident light. Indeed
polarization discrimination has been used to select
those photons which undergo few scattering events
and therefore preserve a fraction of their initial
polarization state, from the photons which experi-
ence multiple scattering resulting in a complete loss of
memory of their initial polarization state.

As an example, Figure 7 shows the image of sub-
mm light sources (LEDs) taken through 1 cm of
polystyrene solution ðm0

s , ms , 10 cm21Þ by select-
ing photons which kept the memory of their initial
circular polarization (here a few less than 1%). One
can see the sources quite clearly.

For many important biomedical applications, such
as mammography or imaging brain function, it is
necessary to penetrate through 5–10 cm of tissue,
after which all the detected signal is diffuse. Detecting
earlier arriving photons can provide more infor-
mation but, if the time window is too narrow, the
detected signal becomes too weak to use with
acceptable data acquisition times.

This problem is, however, being addressed with
some success using statistical models of photon
transport, with different degrees of approximation
ranging from full Monte Carlo simulation of photon
propagation to the diffusion equation. The approach
is to address the inverse problem, i.e. to measure the
scattered light signal as comprehensively as is
practical and to calculate what distribution of
absorption and scattering properties would have
produced the measured signal. This provides a
means to quantify the optical properties of biological
tissue, averaged over a volume corresponding to a
particular distribution of photon paths, and to form
relatively low-resolution tomographic images.

Multiplying the number of sources and detectors
and correlating the various intensity distributions
over the whole structure under examination gives, as
expected, better precision in localizing the size and
position of the local structure to be identified.

Despite the multiple input and multiple output
approaches, real-life situations with the previously

Figure 6 OCT rat retinal image: retinal pigmented epithelium.

PRL: photoreceptor layer. ONL: outer nuclear layer. OPL: outer

plexiform layer. INL: inner nuclear layer. IPL: inner plexiform layer.

GCL: ganglion cell layer. NFL: nerve fiber layer.
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mentioned problem of the inhomogeneity of the
optical properties of human tissues means that the
results are still poor in term of resolution and sub-
centimeter structures can hardly be observed in breast
imaging, for instance.

One important exception to this limited success in
finding precisely the position, the size, and the optical
properties of hidden structures is the case of
‘activation’ studies. This corresponds to a ‘differen-
tial’ situation in which an unknown structure is
locally changing with time. Here the goal is not to
reach a full description of the unknown structure but

only to characterize the local changes induced by the
activation.

The main field of application of this approach is
certainly in brain activation studies. A matrix of light
emitters (usually at two wavelengths which differen-
tiate oxy- and deoxy-hemoglobin, for instance 780
and 840 nm) is coupled to a matrix of light detectors.
The signals are usually balanced and any local
change which breaks the symmetry of the scattered
photon paths induces a differential signal, easy to
detect, because there is no background signal before
activation takes place.

Figure 7 Polarization imaging: here the degree of circular polarization is measured in the upper image. The lower image shows the

field without polarization filtering.
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Moreover it has been demonstrated that for weak
perturbations (weak variations of the optical par-
ameters), the inverse problem can be rigorously
solved. This geometrical selection provides a cheap
and simple setup with rather spectacular results.
Sometimes a modulation is added and the phase shift
of the photon density wave is enhanced by the
differential approach.

Imaging in the Multiple Scattering
Regime: Taking Advantage of
all the Photons

Light Only: Transillumination and Fluorescence
Imaging

The optical systems used for CW measurements are
rather simple and require only the alignment of a
number of light sources and detectors. Compared to
time-gated techniques due to multiple scattering a
much stronger path length distribution is present in
the signal and the result is a loss of localization and
resolution. In the so-called transillumination geome-
try, collimated detection is used to isolate multiply
scattered photons close to the normal emergence
angle.

Direct imaging with the required resolution using
CW techniques in very thick tissues, such as breast
tissue, has not been established even with sophisti-
cated multi-sources/multi-detectors combinations
(typically a few tens of sources and detectors at
three different wavelengths).

Despite rapid progress in the modeling of light
behavior in scattering media it has not yet been
demonstrated that CW imaging can provide images
with suitable resolution in thick tissue and time-
dependent measurement techniques discussed earlier
are dominantly used.

For fluorescence imaging, one has to account for
the strong attenuation of light as it passes through
tissue. Fluorescent dyes (porphyrin, indo-cyanine,
and more recently quantum dots) have been devel-
oped that are excited and re-emit in the ‘biological
window’ at near-infrared (NIR) wavelengths, where
scattering and absorption coefficients are lower,
which is favorable for deep fluorescence imaging.
Fluorescent intensity in deep tissues depends on the
location, size, concentration, and intrinsic character-
istics (e.g., lifetime, quantum efficiency) of the
fluorophores, and on the scattering and absorption
coefficients of the tissue at both the excitation and
emission wavelengths. In order to extract intrinsic
characteristics of fluorophores within tissue, it is
necessary to describe the statistics of photon path

lengths which depend on all these different para-
meters. The amount of light emitted at the site of the
fluorophore is directly proportional to the total
amount of light impinging on the fluorophore.

Using fluorescence contrast has the unique feature
of carrying two spectroscopic contrasts related to
both excitation and fluorescent photons.

The next two techniques take advantage of another
way to handle the optical information by coupling
optics and acoustics.

Coupling Light and Sound: Acousto-Optic
and Photo-Acoustic

Although the two approaches that we will now des-
cribe are different in their basic principles as well as
in the experimental setups, their names are similar –
opto-acoustics (sometimes called photo-acoustics)
and acousto-optics.

Opto- (or Photo-)Acoustics

In this technique a pulsed (or modulated) electro-
magnetic beam irradiates the structure under exam-
ination. Despite their tortuous paths (about 10 to
100 cm) photons propagate through the volume in a
few nanoseconds. Local absorbing centers then
absorb the electromagnetic energy, they experience
a fast thermal expansion, and become sources of
acoustic waves.

The optical problem of tomographic reconstruc-
tion is then transformed into a simpler problem
of acoustic reconstruction of source distribution
because the speed of the sound is much slower
than the speed of the light. More precisely we can
compute the signal generated by a short light pulse
impinging on a scattering medium which contains an
absorber (thickness e) as can be seen on Figure 8,
when ema p 1:

The amount of power per unit surface which is
deposited in the absorbing slice is Ema (E is the fluence
in W/m2). When the light pulse duration t is short
enough, despite the propagation in the scattering
medium (tp e=v where v is the speed of the sound),

Figure 8 Photo acoustic signal generation: 1-D model.
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we find a variation of the mass by volume unit:

Dr , rbDT , r
bEmae

Cve
½11�

The corresponding pressure is:
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v2

g
Dr or Dr , r

v2bE

Cr

ma ½12�

Although this approach is new, compared to the
purely optical transillumination approach, it has led
to a large number of studies in which time gating
brings new information to the accurate determination
of the US emitter depth. It has been applied to breast
tumor examination to complement standard imaging
techniques such as echography and X-ray mammo-
graphy. Recently this technique has demonstrated
submillimeter resolution for in vivo blood
distribution in rat brain imaging.

Acousto-Optic

Here a DC single frequency laser is used to illuminate
the sample. For a typical biological sample a few cm
thick the trajectories are distributed between the
sample thickness value and more than ten times this
value. Due to the good temporal coherence of the
source all the scattered photons are likely to interfere
when they emerge from the sample volume. These
interferences are seen as a speckle field which can be
observed at a suitable distance from the sample
surface.

As seen in Figure 9, adding an ultrasonic field will
mainly induce a small (smaller than the optical
wavelength) displacement of the scatterers (it also
induces local variation of the refractive index) which
will cause a speckle modulation at the ultrasonic
frequency.

If the zone irradiated by the ultrasonic field is
optically absorbing, less photons will emerge from
this zone than from a nonabsorbing one and thus less
modulation will be seen when scanning across the

sample volume. This modulation can be detected by
selecting a single speckle grain and averaging over a
number of uncorrelated speckle distributions to
obtain a suitable average value (for instance with
latex particles). This is not always possible, in
particular because the overall geometry is rather
stable in a semisolid tissue. Using a single detector
which receives many speckle grains gives less con-
trast. A multiple detector and a parallel processing of
many speckle grains improve greatly the speed and
the signal-to-noise ratio: a typical image of absorbing
spheres, embedded in a scattering phantom, is
shown in Figure 10.

Figure 9 Acousto-optic imaging principle: photons are tagged

by the acoustic field.

Figure 10 Acousto-optic imaging (lower image) of two absorb-

ing spheres embedded in a scattering medium (upper image

shows a section of the gel sample).
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Conclusion

The complexity associated with multiple scattering in
turbid media, such as tissues of the human body,
prevents an easy use of light as a routine tool for in-
depth examination, whereas superficial examinations
have always been sources of diagnostics.

Optical techniques will obviously progress to better
characterization of tissues’ optical properties,
improvement of laser properties and detection
techniques, as well as new mathematical approaches
of the inverse problem.

We believe that this field of research is still open to
new ideas, and new experimental schemes leading to
new breakthroughs in the delicate problem of using
light in highly scattering media.
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Introduction

All objects above 0 Kelvin emit electromagnetic
radiation associated with the thermal activity on the
surface of the object. For terrestrial temperatures
(around 300 Kelvin), objects emit a good portion of
the electromagnetic flux in the infrared part of the
electromagnetic spectrum. The visible band spans
wavelengths from 0.4 to 0.7 micrometers (infrared
engineers typically use micrometer/mm for wave-
length rather than the nanometer or wavenumber
more commonly used in other fields). Infrared
imaging devices convert energy in the infrared
portion of the electromagnetic spectrum into images
that can be created by the human eye. The unaided

human eye cannot image infrared energy because the
lens of the eye is opaque to infrared radiation.

The infrared spectrum begins at the red end of the
visible spectrum where the eye can no longer sense
energy. It spans from 0.7 mm to 100 mm. The
infrared spectrum is, by common convention, broken
into five different bands (this may vary according to
the application). The bands are typically defined as:
near infrared (NIR) from 0.7 to 1.0 mm; short
wavelength infrared (SWIR) from 1.0 to 3.0 mm;
mid-wavelength infrared (MWIR) from 3.0 to
5.0 mm; long wavelength infrared (LWIR) from 8.0
to 14.0 mm; and far infrared (FIR) from 14.0 to
100 mm. These bands are depicted graphically in
Figure 1, which shows the atmospheric transmission
for a 1-kilometer horizontal ground path for a
‘standard’ day in the United States. These types of
transmission graphs can be tailored for any con-
ditions, using sophisticated atmospheric models such
as MODTRAN (from www.ontar.com). Note that
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there are many atmospheric ‘windows’, such that an
imager designed with such a band selection can see
through the atmosphere.

The primary difference between a visible spectrum
camera and an infrared imager is the physical
phenomonology of the radiation from the scene
being imaged. The energy used by a visible camera
is predominantly reflected solar, or some other
illuminating energy, in the visible spectrum. The
energy imaged by infrared imagers (Forward Looking
Infrared, commonly known as FLIRs) in the MWIR
and LWIR bands, is primarily self-emitted radiation.
From Figure 1, the MWIR band has an atmospheric
window in the 3 to 5 mm region and the LWIR band
has an atmospheric window in the 8 to 12 mm region.
The atmosphere is opaque in the 5 to 8 mm region, so

it would be pointless to construct a camera that
responds to this waveband.

Figures 2 and 3 are images that show the difference
in the source of the radiation sensed by the two types
of cameras. The visible image (Figure 2) is light that
was provided by the Sun, propagated through Earth’s
atmosphere, reflected off the objects in the scene,
traversed through a second atmospheric path to the
sensor, and then imaged with a lens and a visible band
detector. A key here is that the objects in the scene are
represented by their reflectivity characteristics. The
image characteristics can also change by any change
in atmospheric path or source characteristic change.
The atmospheric path characteristics from the Sun to
the objects change frequently, because the Sun angle
changes throughout the day and also weather and

Figure 1 Visible and infrared spectra.

Figure 2 Visible image–reflected energy. Figure 3 Infrared image–self-emitted energy.
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cloud conditions change. The visible imager charac-
terization model is therefore a multipath problem
that is extremely difficult.

The LWIR image given in Figure 3 is obtained
primarily by the emission of radiation by objects
in the scene. The amount of electromagnetic flux
depends on the temperature and emissivity of the
objects. A higher temperature and a higher emissivity
correspond to a higher flux. The image shown is
‘white-hot’ or the whiter a point in the image the
higher the flux leaving the object. It is interesting to
note that trees have a natural self-cooling process
since a high temperature can damage foliage. Objects
that have absorbed a large amount of solar energy are
hot and are emitting large amounts of infrared
radiation. This is sometimes called ‘solar loading’.

The characteristics of the infrared radiation
emitted by an object are described by Planck’s
black-body law in terms of spectral radiant emittance

Ml ¼ 1ðlÞ
c1

l5ðec2=lT 2 1Þ
W=cm2 mm ½1�

where c1 and c2 are constants of 3.7418 £

104 W mm4/cm2 and 1.4388 £ 104 mm K. The wave-
length, l, is provided in micrometers and 1ðlÞ is the
emissivity of the surface. A black-body source is
defined as an object with an emissivity of 1.0, so it is a
perfect emitter. Source emissions of black-bodies at
typical terrestrial temperatures are shown in Figure 4.
Often, in modeling, the terrestrial background tem-
perature is assumed to be 300 K. The source emittance
curves are shown for other temperatures for compari-
son purposes. One curve corresponds to an object
colder than the background and two curves corre-
spond to temperatures hotter than the background.

Planck’s equation describes the spectral shape of
the source as a function of wavelength. It is readily
apparent that the peak shifts to the left (shorter
wavelengths) as the body temperature increases.
If the temperature of a black-body is increased to
that of the Sun (5900 Kelvin), the peak of the
spectral shape would decrease to 0.55 mm or
green light. This peak wavelength is described by

Figure 4 Planck’s blackbody radiation curves for four temperatures from 290 K to 320 K.

Figure 5 Location of peak of black-body radiation, Wien’s Law.
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Wien’s displacement law

lmax ¼ 2898=T; mm ½2�

Figure 5 shows the peak wavelength as a function of
temperature through the longwave region. It is
important to note that the difference between the
black-body curves is the ‘signal’ in the infrared
bands. For an infrared sensor, if the background is
at 300 K and the target is at 302 K, the signal is the
difference in flux between these curves. Signals in
the infrared ride on very large amounts of back-
ground flux. However, in the visible band this is not
the case. For example, consider the case of a
white target on a black background. The black
background is generating no signal, whereas the
white target is generating a maximum signal (given
that the sensor gain has been adjusted). Dynamic
range may be fully utilized in a visible sensor. In the
case of an IR sensor, a portion of the dynamic range
is used by the large background flux radiated by
everything in the scene. This flux never has a small
value, hence sensitivity and dynamic range require-
ments are much more difficult to satisfy in IR
sensors than in visible sensors. Table 1 summarizes
this characteristic numerically for the 300 K back-
ground and targets shown in Figure 4.

A typical infrared imaging system scenario is
depicted in Figure 6. The scene consists of two
major components, the target and the background.
In an IR scene, the majority of the energy is remitted

from the constituents of the scene. This emitted
energy is transmitted through the atmosphere to the
sensor. As it propagates through the atmosphere it is
degraded by absorption and scattering. Obscuration
by intervening objects and additional energy emitted
by the path also affect the target energy. All of these
contributors, which are not the target of interest,
essentially reduce one’s ability to discriminate
the target. So, at the entrance aperture for the sensor,
the target signature is reduced from the values
observed at the target. Then, the signal is degraded
by the optics and scanner (as applicable) of the sensor.
The energy is then sampled by the detector array and
converted to electrical signals. Various electronics
amplify and condition this signal before it is presented
to either a display for human interpretation or an
algorithm like an automatic target recognizer for
machine interpretation. A linear systems approach to
modeling allows the components’ transfer functions
to be treated separately as contributors to the overall
system performance. This approach allows for
straightforward modifications to a performance
model for changes in the sensor or environment
when performing trade-off analyses.

History of Infrared Imaging

Night vision systems began to be developed exten-
sively during World War II. Satisfying the require-
ment to image at night was approached with two
different methodologies. The first method was image
intensification ðI2Þ: This method involves amplifica-
tion of any small light that was available and
displaying it directly to the eye. Typically I2 devices
are sensitive to visible light and a small portion of the
short-wave IR (SWIR, 0.7–3.0 mm) band. They are
often classified (along with visible band imagers) as
electro-optical (EO) imagers. With an I2 imager, there
must be some source of illumination for them to
function well (as little as starlight is sufficient

Table 1 Signal/dynamic range limitation in IR bands

Blackbody temperature Exitance in 8–12 mm band

(w/cm22)

Contrast

290 (210DT K target) 1.25E 2 02 28.48%

300 (background) 1.48E 2 02

310 (þ10DT target) 1.74E 2 02 7.97%

320 (þ20DT target) 2.02E 2 02 15.39%

Figure 6 Typical infrared imaging scenario.
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for approx 20/40 acuity with current systems). The
second type of night vision device is the infrared or
thermal imager (also known as FLIRs). FLIRs are
sensitive to the radiation in either the mid-wave
IR (MWIR, 3–5 mm) or long-wave IR (LWIR,
8–14 mm) bands.

The first infrared cameras used photographic film
that was sensitive to infrared wavelengths. Intelli-
gence and reconnaissance imaging from aircraft
drove the infrared system development as a night
augmentation to existing visible cameras. These
imagers used either continuous moving film or statio-
nary film, like an ordinary camera. A slit aperture was
used in the continuous moving film cameras and
aircraft motion provided the scan of the scene along
the film to build a continuous image. The introduction
of television, as electronic imaging in the visible
spectrum, led to the development of electronic
imagers in the infrared band. Electronic infrared
imagers were not restricted to looking down and
using aircraft motion for scan, hence these devices
came to be known as FLIRs (Forward Looking
InfraRed). Today, an electronic infrared imager may
be called a FLIR or a thermal imager, with the trend
being to use FLIR to describe military applications.

Early FLIRs were often accompanied by illumina-
tion devices. They were not very sensitive compared to
modern FLIRs so active illumination was necessary.
Infrared searchlights or illuminators were used to get
higher signal-to-noise ratios. These types of FLlRs are
called ‘active’ IR imagers, while FLIRs that do not
use illuminators are ‘passive’ imagers. Generally,

active imagers are used in civil applications and
are declining in military use. Broadly, applications
for thermal imagers fall into two categories;
military and commercial. Table 2 lists some of the
purposes and users for modern thermal imagers.
The design and performance criteria vary widely for
some of the applications.

Types of Infrared Imagers

Infrared imagers are classified by different character-
istics: scan type, detector material/cooling require-
ments, and detector physics. The scan type refers to
the method used to construct the electronic image.
The camera may use a single detector which is raster
scanned over the input scene to build an image.
Alternatively, a parallel scan uses a linear array of
detectors scanned across a scene to build an image.
The latest advances in materials have led to staring
arrays of detectors. In a staring system, a detector is
present in two dimensions to represent each image
pixel and no mechanical motion of the focal plane is
necessary to construct the image. There are some
hybrid FLIR types that combine the different imaging
techniques. Usually this combination leads to an
improvement in signal-to-noise ratio or to reduce
undersampling.

The second classification, by detector material/
cooling requirements, usually describes FLIRs built
using differing materials. For example, a typical
LWIR FLIR material is mercury cadmium telluride
(HgCdTe or MCT). In order to achieve high
sensitivity, these devices are cooled to decrease dark
current. Usually the cooling is based on liquid
nitrogen or a cryogenic cooler, and the detectors
operate at 77 K. Another common detector material
is indium antimonide (InSb), which is used for MWIR
FLIRs and is also cooled. A newer class of infrared
cameras is not cooled, being referred to as ‘uncooled’
FLIRs. These uncooled FLIRs are microbolometers
(resistive elements) or pyrometers (capacitive
elements) and have less sensitivity than cooled
imagers. Typically, the cooled imagers are comprised
of photon detectors while the uncooled imagers are
based on thermal detectors, the uncooled FLIRs being
used in lower-performance applications.

Infrared Imager Performance

There are three general categories of infrared sensor
performance characterizations. The first is sensitivity
and the second is resolution. When end-to-end, or
human-in-the-loop (HITL), performance is required,
the third type of performance characterization

Table 2 Applications of infrared imaging

Category User Application

Military Intelligence analyst Intelligence surveillance

and reconnaissance

Pilot, driver Navigation/pilotage

Gunner, weapons

officer

Targeting/fire control

Air defense Search and track

Commercial Civil government

Police Surveillance, fugitive

tracking

Fire Rescue, hot-spot location

Environmental

EPA Emission tracking

Interior department Resource management

NIMA\USGS Mapping

NOAA\MWS Weather forecasting

Industrial

Manufacturers Machine vision

Maintenance Non-destructive testing

Medical

Doctors Diagnostic imaging
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describes the visual acuity of an observer through a
sensor. The former two are both related to the
hardware and software that comprises the system,
while the latter includes both the sensor and the
observer. Sensitivity is determined through radio-
metric analysis of the scene/environment and the
quantum electronic properties of the detectors.
Resolution is determined by analysis of the physical
optical properties, the detector array geometry,
and other degrading components of the system in
much the same manner as complex electronic
circuit/signals analysis.

Sensitivity describes how the sensor performs with
respect to input signal level. It relates noise charac-
teristics, responsivity of the detector, light gathering of
the optics, and the dynamic range/quantization of the
sensor. Radiometry describes how much light leaves
the object and background and is collected by the
detector. Optical design and detector characteristics
are of considerable importance in sensor sensitivity
analysis. In infrared systems, noise equivalent tem-
perature difference (NETD) is often a first-order
description of the system sensitivity. The 3D noise
model describes more detailed representations of
sensitivity parameters (see Further Reading).

The second type of measure is resolution. Resol-
ution is the ability of the sensor to image small targets
and to resolve fine detail in large targets. Modulation
transfer function (MTF) is the most widely used
resolution descriptor in infrared systems. Alterna-
tively, it may be specified by a number of descriptive
metrics such as the optical Rayleigh criterion or the
instantaneous field-of-view of the detector. Where
these metrics are component-level descriptions, the
system MTF is an all-encompassing function that
describes the system resolution.

Sensitivity and resolution can be competing system
characteristics and they are the most important issues
in initial studies for a design. For example, given a
fixed sensor aperture diameter, an increase in focal
length can provide an increase in resolution, but may
decrease sensitivity. Typically, visible band systems
have plenty of sensitivity and are resolution-limited,
whereas infrared imagers have been more sensitivity-
limited. With staring infrared sensors, the sensitivity
has seen significant improvements.

Often metrics, such as NETD and MTF, are
considered to be separable. However, in an actual
sensor, sensitivity and resolution performance are not
independent. As a result, minimum resolvable tem-
perature difference (MRT or MRTD) has become the
primary performance metric for infrared systems.
MRT is a quantitative performance measure in terms
of both sensitivity and resolution and a simple MRT
curve is shown in Figure 7. The performance is

bounded by the sensor’s limits and the observer’s
limits. The temperature difference (or thermal
contrast) required to image smaller details in a
scene increases with detail size. The inclusion of
observer performance yields a single sensor perform-
ance characterization, MRT. It describes sensitivity as
a function of resolution, and includes the human
visual system.

Many different sensor characteristics may be
considered to increase the fidelity of a sensor model.
A list of typical infrared imaging system parameters is
given in Figure 8. When considering performance in
the system sense, the groupings are often blocks in the
system diagram, each with separate transfer func-
tions. This approach works well unless the linear shift
invariance assumption is not valid.

General Characteristics of Infrared
Imagers

There are a number of imaging characteristics that
make infrared systems a little different than conven-
tional visible imaging systems. These include source
flux levels, detector charge storage and sensitivity,
detector size, diffraction blur, sampling, and uniform-
ity characteristics.

First, we consider the source flux levels. The
daytime and night-time flux levels (in photons per
second per square centimeter) on Earth in the visible
(0.3 to 0.7 mm) is 1.5 £ 1017 and around 1 £ 1010,
respectively. In the mid-wave (3 to 5 mm), the daytime
and night-time flux levels are 4 £ 1015 and
2 £ 1015 mm where the flux is a combination of

Figure 7 IR imager performance.

IMAGING / Infrared Imaging 157



emitted and solar reflected flux. In the longwave, the
flux is primarily emitted where both day and night
yield a 2 £ 1017 mm frequency, the AMOP drops
rapidly to zero. The effect is to extend the prediction
of the MRT beyond the half sample rate and
introduce a parameter called minimum temperature
difference perceived (MTDP) to replace MRT in the
range performance estimate and also in the lab to
characterize an undersampled system.

The concept of MTDP follows from observation of
standard 4-bar images as the pattern frequency passes
the imager half sample rate. The image changes from
four bars to three, two, and finally one (can be
perceived). The phase of the target image on the
detector array may need to be adjusted to observe this
progression. The standard MRT measurement
requires that all four bars be resolvable by the
observer during the measurement process. For use
in the lab, the MTDP is defined as the minimum
temperature difference at which two, three, or four
bars can be resolved in the image of the standard
4-bar test pattern by an observer, with the test pattern
positioned at optimum phase. The optimum phase is
the phase at which two, three, or four bars are ‘best
perceived’. TRM3 uses the standard definition of
MRT as for adequately sampled imagers. The TRM3
Approach Model is implemented if the imager is
considered undersampled as defined when the

prefilter MTF at the half-sample frequency is larger
than 10%. The MTDP equation is given by

MTDPðf Þ ¼

p

2
SNRthCðf Þ

AMOPðf Þ
½3�

where SNRth is a threshold signal-to-noise ratio and
C is the total system filtered noise. MTDP is used in
the same manner as MRTD in range calculations.

Another approach is the triangle orientation
discrimination (TOD) threshold. In the TOD, the
test pattern is a (nonperiodic) equilateral triangle in
four possible orientations (apex up, down, left, or
right), and the measurement procedure is a robust
4AFC (four alternative forced-choice) psychophysical
procedure. In this procedure, the observer has to
indicate which triangle orientation he sees, even if he
is not sure. Variation of triangle contrast and/or size
leads to a variation in the percentage correct between
25% (complete guess) and 100%, and by inter-
polation the exact 75% correct threshold can be
obtained. A complete TOD curve (comparable to an
MRTD curve) is obtained by plotting the contrast
thresholds as a function of the reciprocal of the
triangle angular size (Figure 9).

The TOD method has a large number of theoretical
and practical advantages: it is suitable for under-
sampled and well-sampled electro-optical and optical

Figure 8 Factors in infrared sensor modeling.
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imaging systems in both the thermal and visual
domains, it has a close relationship to real target
acquisition, and the observer task is easy. The results
are free from observer bias and allow statistical
significance tests. The method may be implemented in
current MRTD test equipment with little effort, and
the TOD curve can be used easily in a target
acquisition (TA) model such as ACQUIRE. Two vali-
dation studies with real targets show that the TOD
curve predicts TA performance for under-sampled
and well-sampled imaging systems very well. Cur-
rently, a theoretical sensor model to predict the TOD
(comparable to NVTherm or TRM3) is under
development. The lab measurement and field per-
formance appear sound, but the model is not yet
available.

Testing Infrared Imagers: NETD,
MTF, and MRTD (Sensitivity,
Resolution and Acuity)

In general, imager sensitivity is a measure of the
smallest signal that is detectable by a sensor.
Sensitivity is determined using the principles of
radiometry and the characteristics of the detector.
For infrared imaging systems, noise equivalent
temperature difference (NETD) is a measure of
sensitivity. The system intensity transfer function
(SITF) can be used to estimate the NETD, which is the
system noise rms voltage over the noise differential
output. NETD is the smallest measurable signal
produced by a large target (extended source).

Equation [4] describes NETD as a function of
noise voltage and the system intensity transfer
function. The measured values are determined from
a line of video stripped from the image of a test
target, as depicted in Figure 10. A square test target
is placed before a black-body source. The delta T
is the difference between the black-body temperature
and the mask. This target is then placed at the focal

point of an off-axis parabolic mirror. The mirror
serves the purpose of a long optical path length to
the target, yet relieves the tester from concerns
over atmospheric losses to the temperature differ-
ence. The image of the target is shown in Figure 10b.
The SITF slope for the scan line in Figure 10c is
the DS=DT where DS is the signal measured for a
given DT: The Nrms is the background signal on the
same line.

NETD ¼
Nrms½volts�

SITF_Slope½volts=K�
½4�

Resolution is a general term that describes the size
of resolvable features in an imager’s output.
With infrared imaging systems, the resolution is
described by the system modulation transfer
function (MTF). Consider Figure 11 for the
determination of MTF, from either point spread
function or edge spread function (psf or esf). In
Figure 11a, a test target is placed at the focal point
of a collimator. The target may be a point, edge, or
line as shown in Figure 11b. The IR system images
this target. The output of a detector scan, or a line
of detectors in the staring array case, is taken for
analysis, in Figure 11c. For the edge spread
function, the spatial derivative is taken to get the
psf. The Fourier transform is then calculated to
give the system MTF as shown in Figure 11d. The
point spread function is really the impulse response
of the system, so a smaller psf is desirable, where a
wide MTF is desirable. Such a psf/MTF combi-
nation gives a higher resolution.

The MRTD of an infrared system is defined as
the differential temperature of a four bar target
that makes the target just resolvable by a particular
observer. It is a measure of observer visual acuity
when a typical observer is using the infrared
imager. It results in a descriptor, which is a
function not just of a single value. It is a plot
of sensitivity as a function of spatial frequency.

Figure 9 Modeling, testing and performance triangle.

IMAGING / Infrared Imaging 159



This parameter can be extended to field perform-
ance using Johnson’s criteria.

As a laboratory measurement, it uses a 7:1 aspect
ratio bar target. The procedure is shown in Figure 12.

A bar target mask, with a black-body illuminator, is
placed at the focal plane of a collimator (Figure 12a
and 12b). The temperature is increased from a small
value until the bars are just resolvable to a trained

Figure 11 MTF measurement.

Figure 10 NETD measurement.
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observer (Figure 12c). Then the temperature differ-
ence is decreased until the bars are no longer visible.
These are averaged for a particular target. The same
procedure is performed with a negative contrast bar
target. The average of the positive and negative
values is the MRT for a particular spatial frequency.
These data points are plotted and a curve may be
fitted to interpolate/extrapolate performance at other
than the discrete spatial frequencies of the targets, as
in Figure 12d.

Summary

We have provided a general description of infrared
imaging systems in terms of characteristics, modeling,
field performance, and performance measurement.
The characteristics of infrared imagers continue to
change. Significant changes have occurred in the past
five years, to include the development of higher
performance uncooled imagers and ultra-narrow field
of view photon systems. Large format detector arrays
are commercially available in the mid-wave and are
becoming more available in the longwave. Still in the
research phase are dual-band focal plane level. At first
sight, it appears that the longwave flux characteristics
are as good as a daytime visible system; however,
there are two other factors limiting performance.
First, the energy bandgaps of infrared photons are
much smaller than those photons in the visible, so the
detectors suffer from higher dark current. The
detectors are usually cooled to reduce this effect.
Second, the reflected light in the visible is modulated
with target and background reflectivities that

typically range from 7 to 20%. In the infrared, all
terrestrial objects are emitting with an emission
temperature of around 300 Kelvin. Typically, a two-
degree equivalent black-body difference in photon
flux is considered a high contrast target to back-
ground flux. The flux difference between two black-
bodies of 302 K compared to 300 K can be calculated
in a manner similar to that shown in Figure 4. This is
the difference in signal that provides an image, so note
the difference in signal compared to the ambient
background flux. In the longwave, the signal is three
percent of the mean flux and in the mid-wave, it is six
percent of the mean flux. This means that there is a
large flux pedestal associated imaging in the infrared.
Unfortunately, there are two problems accompanying
this large pedestal. First, photon noise is the dominant
noise and is determined by the mean of the pedestal
and is compared to the small signal differences.
Second, the charge well storage in infrared detectors
is limited to around 107 charge carriers. A longwave
system in a hot desert background would generate
1010 charge carriers in a 33 millisecond integration
time. Smaller F-numbers, spectral bandwidths, and
integration times are used so that the charge well does
not saturate. This results in SNR of 10 to 30 times
below the ideal. It has been suggested that some on-
chip compression may be a solution to the well
pedestal problem. In many scanning FLIR systems,
the pedestal is eliminated by AC-coupling the
detector signals. Infrared focal plane array (IRFPA)
readout circuits have been previously designed and
fabricated to perform charge skimming and charge
partitioning.

Figure 12 MRTD measurement.
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Another major difference in infrared systems, from
that of visible systems, is the size of the detector and
diffraction blur. For infrared photon detectors, typical
sizes range from 25 to 50 mm, where visible systems
can be fabricated with 3 mm detectors. Also, the
diffraction blur for the longwave is more than ten
times larger than the visible blur and mid-wave blur is
eight times larger than visible blur. Therefore, the
image blur, due to diffraction and detector size, is
much larger in an infrared system than a visible
system. Also, it is common for infrared staring arrays
to be sampling limited where the sample spacing is
larger than the diffraction blur and the detector size.
Dither and microscanning are frequently used to
enhance performance.

Finally, both infrared photon and thermal detectors
in staring arrays have responsivities that vary
dramatically and it is current practice to correct for
the resulting nonuniformity (nonuniformity correc-
tion or NUC). The nonuniformity can cause fixed
pattern noise in the image that can limit the
performance of the system even more than temporal
noise (especially in static imaging or stabilized target
acquisition imaging).

Modeling Infrared Imagers

Otto Schade Sr. developed the earliest imaging system
models and performance measures. His work describ-
ing television in the 1950s and 1960s, pioneered the
way for the characterizations of imaging sensors used
by engineers today. His performance measure for still
pictures, moving pictures and television systems was
based on an observer resolving a three bar periodic
target.

John Johnson developed the technique of relating
the acquisition of military targets in the field to
laboratory measurements of resolvable bar targets. He
divided the discrimination tasks into four categories:
detection, orientation, recognition, and identification.
This technique was termed an ‘equivalent bar pattern
approach’. It related performance on a simple test
target to performance with complex object targets.
Johnson viewed scale models and bar targets in the
laboratory against a bland background. The smallest
discernible barchart target yielded the maximum
resolvable bar pattern frequency. These results,
tabulated in Table 3 as cycles across the minimum
dimension, were the basis for the discrimination
methodology in widespread use today. Note that
detection took only one cycle, but as the tasks got more
specific or difficult, the requirement went as high as 8
cycles across the target minimum dimension.

Recognizing that typical vehicle aspect ratios
were somewhat limited, Johnson and Lawson

conducted further experiments. Paul Moser con-
ducted some of his own, reanalyzed Johnson and
Lawson’s, and developed the concept that this task
was related to the average or critical dimension
instead of the minimum dimension. This led to the
conversion of line pairs to resolution elements,
introducing the second dimension. Additionally, he
performed a similar experiment on marine targets,
which is summarized in Table 4. Lloyd and Sendall
developed the MRT metric, which combines both
resolution and sensitivity characteristics. This
measurement of MRT is described in detail in a
following article, but there is a theoretical model
that is used to evaluate new sensor designs and
concepts. It relates the minimum temperature
difference between bar pairs at which they are
just resolvable as a function of spatial frequency.
MRT describes the infrared imager sensitivity as
a function of resolution. More specifically, MRT
is a measure of thermal contrast sensitivity as a
function of spatial frequency.

Ratches et al. developed the NVL (US Army Night
Vision and Electronic Sensors Directorate formerly
known as the Night Vision Laboratory) Static
Performance Model, which predicted the end-to-end
performance. It started with the target signature and
carried through to the observer. The MRT, a
laboratory measurement or a modeled value, was
related to the probabilities of discrimination through
the target transfer probability function, cumulative
percentages related to Johnson’s criteria.

Table 3 Johnson’s criteria

Target Resolution per minimum dimension

Broadside

view

Detection Orientation Recognition Identification

Truck 0.9 1.25 4.5 8

M-48 Tank 0.75 1.2 3.5 7

Stalin Tank 0.75 1.2 3.5 6

Centurion

Tank

0.75 1.2 3.5 6

Half-track 1 1.5 4 5

Jeep 1.2 1.5 4.5 5.5

Command car 1.2 1.5 4.3 5.5

Soldier

(standing)

1.5 4.8 3.8 8

105 howitzer 1 1.5 4.8 6

Average 1 ^ 0.25 1.4 ^ 0.35 4.0 ^ 0.8 6.4 ^ 1.5

Table 4 Moser’s data

Discrimination task Line pairs/critical dimension

Detect ship Aperiodic treatment

Classify as combatant 4

Recognize type 10
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D’Agostino and Webb created the 3D noise
model, both spatial and temporal considerations,
for analyzing system noise. This technique divided the
noise components into manageable and understand-
able components. It also simplified the integration of
these effects into models.

The introduction of focal plane array (FPA) imagers
has created a requirement to improve the model
performance to account for the difference between
scanning arrays and staring arrays. This change has
made sampling an important area for improvement.
A new model called NVTHERM is a result of the
NVESD model improvement effort, which addresses
undersampled imaging system performance.

Sensor characterization is seen in three ways:
theoretical models, field performance, and laboratory
measurements (Figure 9). Theoretical models are
developed that describe sensor sensitivity, resolution,
and human performance for the purpose of evaluat-
ing new conceptual sensors. Acquisition models, and
other models, are developed to relate the theoretical
models to field performance. This link allows
theoretical models to be converted to field perform-
ance quantities (e.g., probabilities of detection,
recognition, and identification). Field performance
is measured in the field so that the theoretical models
can be refined and become more accurate with
advanced sensor developments. Since field perform-
ance activities are so expensive, methods for the
direct measurement of sensor performance are devel-
oped for the laboratory. Field performance testing of
every infrared sensor built, including buy-off, accep-
tance, and life-cycle testing, is ridiculous and out of
the question. Laboratory measurements of sensor
performance are developed such that, given these
measurements, the field performance of a system can
be predicted. Sensor characterization programs
require accurate sensor models, field performance
estimates with acquisition models, and repeatable
laboratory measurements.

There are a few alternatives to the US NVTherm
model. One candidate approach to undersampled
imager modeling is Germany’s TRM3, or the MDTP
approach. The impact of undersampling in the image
of a 4-bar target can readily be seen by simply
observing the change in the image as a function of
spatial frequency and phase. The spatial frequency is
defined as line pairs per angular extent of the target,
and the phase specifies the relative location of the
target image to the detector array raster. These effects
are obviously not independent of each other, but for
each target there can be found an optimal phase
where the observer can see the maximum amplitude

modulation in the image of the target. MRT
measurements in the past have utilized this variation
with phase by allowing the observer to optimize the
displayed image through target or system line-of-sight
changes during the measurement process. For under-
sampled imagers, TRM3 addresses the problem of the
MRT calculation’s inability to predict beyond the
half sample rate of the sensor, by replacing the MTF
in the denominator of the MRT equation with an
appropriately scaled term called the average modu-
lation at optimum phase (AMOP). AMOP is the
average signal difference in the image of the 4-bar
standard pattern, with the test pattern positioned at
optimum phase. AMOP oscillates between the pre-
sample MTF and the bar modulation. Beyond a
frequency of 0.8 times the sample rate or 1.6 times
the half sample arrays and quantum well detector
systems. These systems will find their place in
applications to include both military and commercial
sectors.
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Interferometric imaging is image formation by
measuring the interference between electromagnetic
signals from incoherently emitting or illuminated
sources. To learn about interferometric image for-
mation using coherent light, see Holography, Tech-
niques: Overview. To understand what optical
coherence is, see Coherence: Overview. To learn
what kinds of sources produce incoherent light, see
Incoherent Sources: Lamps. To learn about interfero-
metric instruments, see Interferometry: Overview. To
learn about interferometric instruments utilizing
incoherent light, see Interferometry: White Light
Interferometry. To better understand the effect of
the coherence of light sources on image formation,
see Coherence: Coherence and Imaging.

Interferometric imaging attempts to improve the
resolution of images by interferometrically combining
the signals from several apertures. By doing so, a
resolution can be achieved that is superior to that
achievable through standard image formation by any
of the individual apertures. This is especially useful in
astronomy, where resolving more distant and smaller
stellar objects is always desirable. It is also finding
increasing use in microscopy. It has several advantages
over conventional noninterferometric imaging
methods. The method can combine the light gathered
from several imaging instruments to form an image
superior to that which can be formed by any one of the
instruments. It can also obviate the need to produce a
single very large aperture to achieve the equivalent
resolution, which in many cases is of impractical size.
In addition, because it can produce a phase-resolved
measurement, the data can be processed more flexibly
to form a computed image estimate. There are also
considerable disadvantages to interferometric imaging
compared to conventional imaging methods. The
amount of signal gathered is far less than could be
gathered with an equivalent single aperture. It is
difficult to mechanically or feedback stabilize the time
delay between two widely separated apertures to
obtain an accurate phase measurement. Often only a
small bandwidth of the source light can be utilized,
further reducing the available signal. The interference
component of the combined signal can be very small.
Typically an interferometric image must be computed
from the data, rather than being directly measured on

photographic film or an electronic focal plane array.
Even with these disadvantages, interferometric ima-
ging is frequently more feasible than building a single
large aperture to achieve the highest available resol-
ution images.

In contrast to interferometric imaging, a standard
image forming instrument such as a telescope has a
resolution limited by the telescope mirror aperture in
the absence of aberrations and atmospheric turbu-
lence. As telescope mirrors become very large, they
become bulky, extremely heavy, and difficult to
manipulate, as well as deform under their own weight
and temperature gradients. However, adaptive optics
is being more frequently utilized to dynamically
correct for instrument aberrations as well as atmos-
pheric turbulence. The images captured by telescopes
are typically intensity-only images, which are amen-
able to image processing and deconvolution, but
nevertheless lack phase information. Interferometric
imaging is an alternative, where the resolution of a
large aperture can be attained by measuring the
interference between individual points of the electro-
magnetic field within an area equivalent to the large
aperture extent. The interferometric combining of
light from sub-apertures to achieve the resolution of a
larger aperture is called aperture synthesis.

Unlike image formation by a lens, interferometric
images are never physically formed. Conventional
images are formed when diverging spherical waves
emanating from sources are focused by a lens to
converging spherical waves on a photographic film or
an electronic sensor. In this case, the image infor-
mation is directly contained in the exposure at each
position on the sensor. Interferometric measurements
contain the image information as statistical corre-
lations between the electromagnetic fields at pairs
of spatial points. The statistical properties of
electromagnetic waves are modeled by optical coher-
ence theory. Interferometric imaging works by
measuring the statistical correlations between various
pairs of points in the electromagnetic field, and then
uses optical coherence theory to infer what the image
of the source of the radiation is.

The light that emanates from most natural and
many artificial sources is incoherent. Incoherent
radiation is optical random noise. It is analogous to
the sound of static heard on a radio receiving no
signal. Because it is random, the fluctuations of the
electromagnetic field produced by an incoherent
source are completely unrelated to the fluctuations
of any other source. The origin of the randomness is
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usually from microscopic processes such as the
thermal motions of electrons or the spontaneous
emission of an excited atom. Because these micro-
scopic processes tend to act independently of one
another, the light produced by different sources tends
to be mutually incoherent. Because incoherent
sources do not radiate a deterministic field, the
average amount of power they radiate is usually
specified rather than the field itself, which is random.

However, as the fields propagate away from their
sources, the fields can become partially coherent. To
see this, consider the light waves propagating away
from a single point-like incoherent source. The field
produced at the source point consists of random
fluctuations in time, but these fluctuations travel
outward in a spherical wave at the speed of light. The
fluctuations of the field of any two points an equal
distance from the source will be the same, or perfectly
correlated, because they arrive from the source at the
same time. This is illustrated in Figure 1a, where a
random wave is emanated from a point incoherent
source. Because of the complete correlation, we can
say that these two points are fully spatially coherent.

So while the source itself produces random noise, the
fluctuations of the field at points distant from the
source become correlated because they originate from
the same source.

Partially coherent waves occur when the measured
field contains a superposition of the fields from more
than one incoherent source. If there are now two
point sources instead of one, each field point in space
will receive radiation from both sources. The amount
of the contribution from each source to each point in
space depends on the distance between the field point
and the source. In general, because both sources can
be different distances from the two field points, the
fluctuations at the field points will not be the same.
For example, two field points that are the same
distances from both sources will be perfectly corre-
lated, or coherent, because they receive the same
combination of fields from both sources. This
situation is illustrated in Figure 1b. However, if one
considers two points that are near both respective
sources, the points will usually receive light from the
nearby source. Because the sources are incoherent,
and each point is mostly receiving radiation from its
closer source, these points will be nearly uncorre-
lated, as shown in Figure 1c.

A spatial distribution of incoherent sources radiat-
ing various amounts of power will create a pattern of
correlations in the field remote from the source. By
using interferometry, the correlation between pairs of
field points remote from the sources can be measured.
The interference between two points in the electro-
magnetic field is achieved by relaying the two fields
(e.g., with mirrors) to a common location that has an
equal travel time for the fields from both points,
where the fields are superimposed. The power of the
superimposed beams is then detected, by a photo-
cathode, for example. If the two signals being
combined are incoherent, then no interference will
take place, and the total power measured on the
photodetector is simply the sum of the power of the
two signals. However, if the two signals are partially
coherent, there will be a deviation in the measured
power from the sum of the power of the two signals.
The magnitude of this deviation relative to the power
of the constituent signals indicates the degree of
partial coherence of the signal.

An interferometer, such as depicted in Figure 2,
gathers the light from two areas of the electromag-
netic field remote from an object and combines them
together at the same point to form an interferogram.
In this example, two telescopes of a known separation
gather light from a star. The primary mirror of each
telescope is of insufficient size to resolve the star as
anything but a point. However, a telescope is used
in practice to collect enough light to produce a
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Figure 1 The distance between incoherent sources and two

field points determines the coherence between the field points.

(a) Because there is only one source, the field everywhere is

determined by the radiation of that source. Therefore, the same

fluctuations of the wave arrive at two points an equal distance from

the source at the same time, and produce identical fields at both

points, and so are completely coherent. (b) Two field points are

now the same distance from two incoherent sources. Because

both sources contribute identical fields to both points (because the

fluctuations of the wave from both sources arrive at both points at

the same time), the superposition of the fields from both sources

at both field points are identical, and so the fields are coherent.

(c) Two field points are now near two sources. Because each field

point receives radiation mostly from its nearby source and very

little from the other source, the fields at each field point are almost

completely mutually incoherent.
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measurable interference signal. Each telescope
primary mirror forms a point image of the star. At
the image plane of each telescope a mirror directs
the point image to a measurement plane equidistant
between the two telescopes. This line that joins the
two telescopes is called the baseline, and it is the
baseline length rather than the individual telescope
mirror size that determines the minimally resolvable
size. The image from each telescope is superimposed
by mirrors (or perhaps beamsplitters) and imaged
onto a focal plane, to get an image similar to that of
Figure 3. If the light arriving from one telescope is
blocked, then the image formed looks like an Airy
ring pattern formed by an image, a point-like object,
which is the incoherent image of Figure 3. However,
when both signals are allowed to interfere, the image
will have vertical stripes superimposed on it. If these
stripes are very prominent, so that the image is fully
darkened inside the stripes, then an image similar to
the rightmost image of Figure 3 is obtained, complete
intereference is occurring and the two field points at
which the telescopes are situated are coherent or
completely correlated. If the stripes disappear, then
no interference is occurring and the two field
points at which the telescopes reside are incoherent.
These examples are shown in Figure 3, with images
of two superimposed points with varying degrees of
coherence on the top row, and a line plot of
the measured field through the center of the
images in the bottom row. The degree to which the
contrast of the stripes is enhanced by coherence is
referred to as the ‘modulation’ and indicates the
degree or magnitude of partial coherence.

In addition to having a degree of coherence, the
correlation between two electromagnetic field points
also has a relative phase shift. This phase shift is given
by the relative position of the interference maxima, as
shown in Figure 4. As the relative phase between the

Stellar object

Interferogram 

Baseline

Telescope 1 Telescope 2

Figure 2 Two telescopes receive radiation from a stellar object.

The light is collimated and directed down the baseline to a point

halfway between the telescopes, where the two images are

interfered together onto a focal plane.

Figure 3 The image of two interfering wavefronts from a point

object with various states of coherence.

Figure 4 The image of two interfering wavefronts from a point object with various phase differences between the two wavefronts.
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fields collected by the telescopes changes (which is a
function of the path length difference between the
light arriving at the two telescopes), the peaks of the
interferogram between the two telescope images shift
position. By observing the depth of the formed
interference fringes and the position of the fringes,
both the amplitude and the phase of the correlation
between the two field points can be simultaneously
measured. The amplitude of the modulation and
the phase of the interference are used to compute the
complex degree of coherence that is used in the
computation of interferometric images.

In practice, the phase of the complex degree of
coherence is much more difficult to measure than its
magnitude. This is because while the amplitude tends
to change very slowly as the positions of the two
correlated points change, the phase is sensitive to
changes in relative path length on the order of an
optical wavelength. Even though a long baseline
produces better resolution, the baseline length must
be known to a small fraction of a wavelength to
obtain a meaningful phase measurement. Minute
vibrations in the positions of the mirrors on the
baseline can easily cause fluctuations in the path
length greater than a wavelength. This is observed as
wild oscillations in the position of the fringes on the
image plane. In addition, atmospheric turbulence can
also produce large random phase shifts. Achieving a
stable phase measurement is one of the most
challenging engineering aspects of interferometric
imaging.

To model realistic sources, we must determine the
coherence produced by sources of a finite size. Finite
size incoherent radiators can be regarded as an
arrangement of an infinite number of point-like
incoherent sources radiating various amounts of
power. When an interferogram is made of a field
which has two superimposed incoherent sources, the
power of the interferograms that each would make
alone is added together, rather than the fields of
the interferograms. This is because when the fields of
the two sources interfere, the phases of both sources
are varying randomly over time. The two fields will
randomly vary between constructively and destruc-
tively interfering with each other. Over a long time,
the constructive and destructive interference averages
out to no interference. We can then calculate what the
interferogram of many incoherent sources combined
is by computing the interferogram of a point source
and adding the power of many such interferograms
together.

To figure out what the power of an interferogram
of an arbitrary object is, first consider what the
interferogram of a single point source is. Consider a
situation depicted in Figure 5, but with a single point

illuminator at the source plane positioned at ðx;y;zÞ
with radiant power I. We will have a receiving plane
at a distance z from the source plane with two
telescopes located symmetrically about the origin
at ðDx=2;Dy=2;0Þ and ð2Dx=2;2Dy=2;0Þ: The fields
received at the telescopes from the point will be
interfered together at the center of the baseline, which
is at the origin. We will assume that the point source
produces a narrow band of radiation centered at
wavelength l. The point source produces a spherical
wave that is received at both telescopes. The inter-
ference power is proportional to the two intensities
measured at each telescope with the relative phase at
the two telescopes causing constructive or destructive
interference:

P / I1 þ I2 þ 2
ffiffiffiffiffi
I1I2

p
cos f ½1�

where I1 and I2 are the intensities of the field at each
telescope, and f is the phase difference between the
two fields at each telescope. We will assume that the
point ðx;y;zÞ is very far away from the telescopes, and
so the intensities at the two telescopes are equal and
proportional to the point intensity I, so that P /

Ið1 þ cos fÞ: The phase f is given by the difference in
distance from the the source point at ðx;y;zÞ to the
receivers at ðDx=2;Dy=2;0Þ and ð2Dx=2;2Dy=2;0Þ:
The phase is given by the difference in the Euclidean

Figure 5 Diagram of source and telescope plane used for

derivation of Van Cittert–Zernike theorem. A source at a distance

z from the telescope plane has a power density I(x ;y ). The

telescope plane has two movable apertures symmetric about the

origin of the telescope plane separated by (Dx,Dy ). The light from

both apertures is directed to the center of the baseline at the origin

of the telescope plane, where it is interfered on the sensor.
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distances:

f ¼
2p

l

� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ ðx þ Dx=2Þ2 þ ðy þ Dy=2Þ2

q

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
z2 þ ðx 2 Dx=2Þ2 þ ðy 2 Dy=2Þ2

q �

<
2p ðxDx þ yDyÞ

zl
½2�

where the second term gives the difference in the
distance to a first-order approximation in x and y.
The interference intensity relation is then P/

I
�
1 þ cosð2p ðxDx þ yDyÞ=zlÞ

�
:

If the source is now of a finite site, we can regard
it as radiating an intensity (power per unit area)
Iðx; yÞ: To compute the total intensity of the inter-
ferogram, we integrate over all the sources in the
source plane:

PðDx;DyÞ/
ð

Iðx;yÞ
�
1þcosð2p ðxDxþyDyÞ=zlÞ

�
dxdy

¼
ð

Iðx;yÞdxdyþ
ð

Iðx;yÞcos
�
2p ðxDxþyDyÞ=zl

�
dxdy

½3�

This result can be interpreted as follows. The
intensity of the interference when the two telescopes
are separated by a distance ðDx;DyÞ is proportional
to the real part of the two-dimensional Fourier
transform of the intensity distribution I(x,y) eval-
uated at spatial frequencies ðDx=zl;Dy=zlÞ; plus a
constant intensity. This result, related to the Van
Cittert–Zernike theorem, is a commonly used result
in interferometric imaging. It is covered in more
detail in Coherence: Overview.

By moving the telescopes to various horizontal
and vertical separations and measuring the inter-
ference intensity, the real part of the Fourier
transform of the intensity is inferred. In practice
the imaginary part can also be found by varying the
baseline optical path length difference by a quarter
wavelength. With these samples of the Fourier
transform, the inverse Fourier transform computes
the image intensity distribution I(x,y). This is how
simple computational image formation occurs with
interferometric data.

One application of the Van Cittert –Zernike
theorem and interferometric imaging is the measure-
ment of the diameter of stars. When observing
coherence, the correlations between field points tend
to decrease as the separation between the points
grows. By observing this decrease of the coherence,
the angular size of a star can be measured. This
method was pioneered by Albert Michelson in 1890

with the invention of the Michelson Stellar Inter-
ferometer. It is needed because the aperture size
required to measure the angular diameter of most
nearby stars in the Milky Way is larger than the size of
most telescope apertures. Stars usually have a circular
profile that produces a circularly symmetric pattern
of correlations. The coherence between field points as
the distance between them is increased does not
decrease monotonically, but disappears at certain
separations, and has many revivals. The first separ-
ation distance at which interference disappears (and
the degree of coherence is zero) for a circular profile
object is d0 ¼ 0:61l=a; where l is the wavelength of
the light measured from the star, a is the angular
diameter (in radians), and d0 is the first separation
from zero at which the interference disappears. In
practice, each wavelength produces a null in inter-
ference at a different separation, so all but a small
bandwidth of the star’s light is filtered out before
measurement to achieve a suitably strong interference
null. For example, for the star Sirius, which has an
angular diameter of 0.0068 arc seconds viewed from
the Earth, measuring at a wavelength of l ¼ 500 nm
(blue-green in the visible spectrum), the first separ-
ation distance at which no interference will be
observed is at 18.5 m. This is larger than the largest
available telescope aperture, and therefore an image
cannot be directly formed that can resolve the size of
Sirius.

Modern examples of stellar interferometry include
the European Southern Observatory in Paranal,
Chile, the CHARA Array at Mt Wilson, California,
USA, and the NASA Jet Propulsion Laboratory Keck
Interferometer in Hawaii, USA. The ESO main
telescope system is the Very Large Telescope Inter-
ferometer (VLTI) consisting of four 8.2 m diameter
telescopes as well as several smaller ones that can be
moved independently, and will achieve milliarc-
second resolution through the interferometric com-
bination of the telescopes. These telescopes are
connected by underground tunnels through which
the collected light from each telescope is combined.
To measure the phase of the interference, extreme
positioning precision is required in the relative delay
between the light collected by the telescopes along
the baseline, of 50 nm over 120 m, or 1 part in
2400 million, equivalent to 1.6 cm over the circum-
ference of the Earth. Achieving this requires combi-
nations of electronic and mechanical feedback
systems with laser stabilized interferometric position
measurement. The CHARA array has a very large
330-meter baseline, with 1-meter telescope apertures.
The Keck Interferometer consists of two 10 m
diameter telescopes with a baseline separation of
85 m. One of the main goals of achieving such high
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resolution is to be able to observe planets and planet
formation around distant stars, to identify possible
signs of life in other solar systems.

A similar principle is used for interferometric
image formation in radio astronomy. The chief
differences are the methods used to collect, detect,
and correlate the electromagnetic radiation. Radio
astronomical observatories, such as the Very Large
Array in New Mexico, USA, and MERLIN at the
Jodrell Bank Observatory in Cheshire, UK, use
collection dishes and radio antennas to directly
measure the electric field, which is not feasible at
optical frequencies. These fields are converted to
electrical voltages, which can then be directly
correlated using electronic mixers, rather than
detecting the correlation indirectly through inter-
ference. Because the wavelength is much larger, the
stability requirements are greatly relaxed. Radio
and optical frequency interferometric images are
formed in essentially the same way, using the
Van Cittert–Zernike theorem.

Interferometric imaging methods have also
become of interest for microscopy applications.
Aperture synthesis is not needed in microscopy,
because the objects of interest are very small and
therefore single apertures can be used to achieve
diffraction-limited resolution. However, interfero-
metric detection of partially coherent light affords
greater flexibility because an image may be com-
puted from the data rather than being directly
detected. Typically this is achieved by creating an
incoherent hologram of the object, typically through
shearing interferometry. For example, by using a
Rotational Shearing Interferometer, one can measure
an incoherent hologram that can be used to produce
a representation of an object with a greatly increased
depth-of-field. In addition, direct detection of the
partial coherence of sources can allow the methods
of computed tomography to be used to produce
three-dimensional images of volumes of incoherently

emitting objects. Because of the versatility that
interferometric detection can provide, interfero-
metric imaging will surely be increasingly used
outside of astronomy.

See also

Coherence: Coherence and Imaging; Overview.
Holography, Techniques: Overview. Incoherent
Sources: Lamps. Interferometry: Overview; White Light
Interferometry.
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Introduction

Light detection and ranging (LIDAR) refers to an
optical system that measures any or all of a variety of
target parameters including range, velocity, and

chemical constituents. Usually a LIDAR system
consists of a transmitting laser source, transmitter
optics, receiver optics, and a detector. Several
configurations of LIDAR systems are possible, based
on the type of laser source and detection scheme
selected. Basically, sources can be continuous
wave (CW), pulsed, or chirped. Sources that are
CW are most often used to measure velocity or
chemical constituents. Pulsed and chirped sources
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provide the additional capability of measuring
range. LIDAR receivers are either incoherent
(direct detection – amplitude only) or coherent
(heterodyne detection – amplitude and frequency).
Generally, for velocity detection, a coherent receiver
with a local oscillator (LO) laser is required. A
coherent receiver is also needed if a chirped laser
source is used, for instance, in frequency modulation
continuous wave (FM-CW) LIDAR.

For the special case of imaging LIDAR, the detector
has multiple elements. In an imaging LIDAR system,
the detector, or focal plane array (FPA), and the
receiver optics are designed to image independent
volumes in object space onto individual elements in
the FPA. Each detector element, therefore, contains
information for a specific volume in space and can be
thought of as an independent LIDAR system. The
advantage of an imaging LIDAR system is that
multiple measurements can be made on extended
target(s) at the same time. Thus, characterization of
rapidly changing events (like wake vortices), speckle
reduction by spatial averaging, synthetic aperture
radar, multiple target tracking, and target identifi-
cation are all possible without the sophisticated
algorithms and hardware platforms required in single
channel scanning systems. In addition because the
multiple pixels allow parallel image capture, a true
imaging LIDAR can acquire data much more rapidly
than a scanning system.

In this chapter, for clarity, the emphasis will be on
imaging LIDAR systems applied to hard body targets
for the measurement of range and velocity. The basic
configurations presented here, though, are extensible
to distributed targets and measurements of wind
profiles and atmospheric constituents. Also, since
general textbooks are available that cover LIDAR
systems and incoherent imaging systems, the concen-
tration will be on architectures, optics, detectors, and
design considerations that are specifically applicable
to coherent imaging LIDAR.

Frequency Modulated Continuous
Wave (FM-CW) LIDAR

One LIDAR technique, which is particularly suited
for imaging due to the simplicity of the processing, is
FM-CW LIDAR. FM-CW LIDAR simultaneously
measures range and velocity (Doppler shift) by using
a frequency chirped waveform. Referring to Figure 1,
assume that a continuous wave (CW) laser frequency
is linearly modulated (chirped) by a triangular wave
about an offset frequency, such that the modulated
signal is given as:

f ðtÞ ¼ fo þ at ½1�

where fo is the subcarrier offset frequency and a is the
linear modulation rate in frequency/second, and t is a
time variable. The transmitted beam is focused by the
optical system onto the target surface, reflected (or
absorbed or scattered) and arrives at the receiver after
t seconds, where

t ¼ 2
R

c
½2�

and R is the distance to the target surface, and c is the
speed of light. The returning signal is optically mixed
with the LO on the detector and produces a sum/
difference beat frequency (Df ). Figure 1 shows the
incident wave with its linear or chirped frequency
characteristics and the delayed version returned from
the target. Only the difference frequency can be
optically detected since only it falls within the
detector’s bandwidth. Assuming the target is not
moving, the result is

Df ¼ f ðtþtÞ2f ðtÞ¼ foþaðtþtÞ2ðfoþatÞ¼at ½3�

where a¼B=T; the chirp rate of the modulator in
units of Hz/s, B is the modulation bandwidth, and T
is the period of the chirp. Substituting into eqn [3] for

Figure 1 Triangular-wave modulation Envelope on the transmitted beam (black) and return beam (gray).
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t and a we have

Df ¼
B

T

�
2

R

c

�
½4�

Finally, one can solve for the distance to the target, R;

as a function of the beat frequency and chirp rate:

R¼
cT

2B
Df ½5�

The difference frequency, Df, is the same for the up
and down ramp of the modulation signal. Figure 2
demonstrates the return signal for the case of a target
moving toward the LIDAR system. The difference
frequency now contains a component proportional to
the target induced Doppler shift given by

fd¼2
v

l
½6�

where v is the line-of-sight target velocity and l is
the laser wavelength. From Figure 2, the Doppler
shift causes the difference frequency on the up ramp
to be less than the range induced frequency shift
given by eqn [5] and the net difference frequency is
greater on the down slope. In this case, the difference
frequency is given by

Df ¼
B

T

�
2

R

c

�
þfd ½7�

The range and Doppler contributions to the differ-
ence frequency may be separated by measuring
the frequency difference over both the up and down
chirp of the waveform. The Doppler frequency
fd¼Df ðupÞ2Df ðdownÞ and the range is given by
the average of Df(up) and Df(down) over a complete
cycle of the modulating triangular wave. Therefore,
substituting in eqns [5] and [6], the range may be

determined from the equation

R¼
cT

2B

n
Df ðupÞ2Df ðdownÞ

o
½8�

and the line-of-sight (LOS) velocity is

v¼
l

2

�
Df ðupÞþDf ðdownÞ

2

�
½9�

The range resolution of a FM-CW LIDAR system is
the range for which the difference frequency equals 1
cycle in the sweep time interval of T or Df ¼1=T:

Then, from eqn [5], the range resolution, DR, is
given by

DR¼
cT

2B

1

T
¼

c

2B
½10�

Therefore, the range resolution is only a function
of the sweep bandwidth and not the laser wavelength.
However, the Doppler shift is dependent on the laser
frequency. The accuracy with which the difference
frequency may be determined is a function of the
number of cycles over which the measurement is made.
The number of cycles is maximized for the case of
t¼T=2 or T should be set for twice the time delay for
the maximum range of interest.

Numerical Example

A range resolution of 30 cm requires a chirp
bandwidth, B, of 500 MHz. For a total range of
interest of 10 km, the chirp time, T; should be
133.33 ms or the chirp rate should be 3750 Hz
(1 up and 1 down ramp per cycle). The difference
frequency for a 10 km range target will be 250 MHz,
which demonstrates the need for wideband detectors
to capture high-resolution range images (Table 1).

Figure 2 Lidar return with Doppler shift proportional to target velocity.
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Optical Configuration for Imaging
LIDAR

Imaging LIDAR systems can be constructed for
virtually any wavelength range with appropriate
sources, optical components, and detectors. The
design of an optical receiver system capable of
recording coherent images requires additional con-
siderations over those necessary for a video camera or
single-channel receiver. First, the collection optics
must have resolution capabilities consistent with both
the detector grid dimensions and the coherence
properties of the source. Next, the local oscillator
(LO) power must be applied to each array element.
For a typical infrared (HgCdTe) detector, one to ten
milliwatts of LO power might be required to reach the
shot noise limit. For large arrays, this may result in
unacceptable heat loads, even for momentary appli-
cation. Thus, detector arrays with substantial spacing
between detector elementsbenefit fromthe application
of individual LO ‘beamlets’ to shield the insensitive
portions of the array substrate. These beamlets
can be generated by illuminating a mask containing
an array of holes with the LO Gaussian laser beam.
This scheme is illustrated in Figure 3.

In the configuration shown in the figure, the signal
beam (from the target) and the LO beamlets are
combined at the beamsplitter prior to being focused
onto the detector plane by the objective lens. The
detector plane coincides with the far-field image plane
of the objective lens, and any additional optical
elements utilized to enhance the camera’s resolution
are not shown. An expanded LO beam illuminates an
aperture array located at the far-field object plane of
the ancillary lens. For instance, if the objective lens
and the ancillary lens are identical, the LO mask is
imaged onto the detector plane with unity magnifi-
cation. The detector surface is assumed to be flat with
uniform video and heterodyne quantum efficiency.

Several aspects of this design are discussed below.
We first discuss how the optical parameters may be
adjusted to give nearly-Gaussian LO profiles at each
detector position. The receiver antenna array is then
shown to consist of nonoverlapping sub-beams
spaced with the detector array geometry. Signal
considerations for both incoherent and coherent

sources are then discussed, and it is found that optimal
detector size and array-spacing is dependent on the
coherence properties of the intended object field.

Aperture Array

As an alternative to holographic LO beam array
generation, the LO mask design presented here
consists of an array of apertures with size and
spacing equal to the detector dimensions. The LO is
expanded to coherently illuminate the entire mask
with approximately uniform intensity. The mask is
located at the front focal plane of the ancillary
lens and its image is located at the back focal plane
(detector plane) of the objective lens. The coherent
image of the mask formed at the detector plane by
the ancillary-objective lens combination can be
described by a two-stage Fraunhofer diffraction
process.

Finite dimensions of the ancillary pupil results in
spatial filtering which can affect the image profile of
the LO mask. If desired, the ancillary pupil may be
chosen to provide nearly-Gaussian LO beamlet
profiles with beam waists at each detector location.

It is useful to first consider the coherent image of a
single aperture uniformly illuminated with plane LO
wavefronts. In one dimension, this wave train
diffracts from the aperture to form a far-field
diffraction pattern at the Fraunhofer plane of the
ancillary lens given by

EFðbÞ ¼ EF

sinðbÞ

b
½11�

where b ¼ 1
2 kb sinðuÞ; k ¼ 2p=l; l is the wavelength,

b is the aperture width, and u is measured from the
optical axis. For small u; b ¼ pbn=ðlf Þ where n

measures a point on the Fraunhofer plane and f is
the focal length of the ancillary lens. The finite
diameter D (determined by an aperture stop in the
Fraunhofer plane) of the ancillary lens spatially filters
the diffraction pattern and this limits the range of b
values in eqn [11]. We define an aperture-limited
pupil as one which limits b to the range 2p , b , p;

this will be the case when f =D ¼ b=2l:
Consider now a linear aperture array consisting of N

individual apertures of width b and separation a . b:
Assume that each aperture is illuminated by plane,
uniform, mutually coherent LO wavefronts of equal
intensity. In this case, the LO profile at the Fraunhofer
plane is characterized by the diffraction pattern for a
coherently illuminated linear diffraction grating:

EFðuÞ ¼ E0sinc ðbÞ
sinðNaÞ

N sinðaÞ
½12�

where a ¼ 1
2 ka sin u and where b; u; and k are defined

above.

Table 1 Summary of FM-CW LIDAR characteristics

Parameter Value

Range resolution (m) 0.3

Chirp rate (Hz) 3750

Chirp bandwidth (Hz) 500 £ 106

Maximum range (km) 10
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Propagation of the LO from the ancillary lens
Fraunhofer plane to the detector plane can be
described by applying the Fraunhofer diffraction
integral to eqn [12] with integration limits appro-
priate to the ancillary pupil dimensions. The larger
pupil gives increased illumination at the detector
edges while the aperture-limited pupil gives a
nearly Gaussian LO profile with 1=e points close
to the detector edges.

Receiver Antenna Array

The requirement of wavefront matching between
the LO field and the signal field leads to the notion
of an ‘antenna beam’ or equivalently, ‘backward
propagating LO’ (BPLO) to define the field of view of
an individual heterodyne receiver element. This beam
is formed by allowing a reverse projection of the local
oscillator field to diffract from the detector surface,
through all collection optics in the signal beam path
to a point on the object field of the imaging system. A
receiver array will produce an array of such BPLO
beams which must maintain the detector array
geometry in the object field if the LO and signal
beams are to mix efficiently.

As above, spatial filtering by the receiver pupil
(assumed to be located at the Fraunhofer plane of the
objective lens) will affect the BPLO profile. In the
Fraunhofer plane of the objective lens, the uniformly
illuminated single-detector BPLO profile is given by
eqn [11], and we define an aperture-limited detector
as one which limits the range of b to ^p. Similarly,
eqn [12] characterizes the BPLO profile resulting
from a detector array uniformly illuminated with an

extended uniform LO wavefront. The uniform
illumination BPLO profiles in the object field differ
from the detector plane profiles only in horizontal
scale which now is consistent with the magnified
detector dimensions.

For our purposes, we may define the far field of
the objective lens according to the condition for
maximum Gaussian beam collimation:

vdv0 ¼
fl

p
½13�

where v0 is an effective BPLO Gaussian beam waist at
the Fraunhofer plane and vd is an effective BPLO
beam waist at the detector. Under this circumstance,
the BPLO Rayleigh range is ZD ¼ pv2

0=l ¼ f ðv0=vdÞ:

Identifying v0=vd as the magnification (notice that
for the BPLO, the magnification is greater than
unity) gives do ¼ ðdi=f ÞZD , ZD where do is the
object distance and di is the image distance. Thus
the far-field of the objective lens is at least one BPLO
Rayleigh range away.

The object field BPLO profiles for an aperture-
limited detector array consists of nearly Gaussian
sub-beams with 1=e points located approximately at
the magnified detector edge locations. Since the far-
field object distance exceeds ZD; the divergence of
each BPLO sub-beam is constant and remains distinct
and nonoverlapping for all do . ZD.

Imaging Applications Involving Incoherent
Sources

For an object plane in the far field of aperture-limited
collection optics, the nearly Gaussian-profile BPLO
propagates from the receiver aperture according to

Figure 3 The individual beamlets are generated by the local oscillator or aperture mask. Reproduced with permission from Simpson

ML, Bennett CA, Emery MS, et al. (1997) Coherent imaging with two-dimensional focal-plane arrays: design and applications. Applied

Optics 36: 6913–6920.
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the condition for maximum Gaussian beam collima-
tion. The waist is at the Fraunhofer plane where the
BPLO wavefront is nearly plane, while at the object
field the BPLO wavefronts are spherical with radius
equal to

RðdoÞ ¼ do

2
41 þ

 
ZD

do

!2
3
5 ½14�

where we have set do 2 f < do:

It will generally be the case that an imaging system
will be used to analyze extended objects whose size
exceeds the resolution limit. Following convention,
we define a spatially coherent source as one which is
illuminated with spatially coherent light with
appreciable structure and roughness of depth within
the coherence length of the illuminating light, and
where the target motion does not appreciably perturb
the speckle field during the measurement process. The
speckle effects, which so seriously degrade the
information content in images formed of spatially
coherent objects, are not present in images formed of
incoherent objects such as thermal emitters. Speckle
may be reduced by time-averaging speckle fluctu-
ations resulting from target motion, atmospheric
effects, and independent transmitter pulses, and in
the limit such objects become incoherent pseudother-
mal sources. Similar remarks apply to spatial
averages over detector subarrays.

Independent radiators on the object field produce
disturbances which can diffract to illuminate the
entire receiver aperture as well as a finite coherence
area in the image field Aci given by

Aci ..
l2

Vci

½15�

where Vci is the solid angle subtended by the receiver
aperture at the image field. Alternatively, we may
interpret Aci as the area of an aperture in the object
plane which, if illuminated with wavefronts charac-
terized by eqn [14] (reciprocal illumination), would
just fill the receiver aperture with a central diffraction
order. Thus the combination of independent disturb-
ances within the detector’s field of view on the object
plane, combine to form a spatially coherent disturb-
ance over the receiver aperture and within Aci.

According to the Van Cittert–Zernike theorem, the
complex degree of spatial coherence ms is a unity
amplitude wavetrain that propagates exactly as a
signal beam resulting from the reciprocal coherent
illumination of an object-field aperture of area Aci.
Thus, ms and the BPLO are Helmholtz-reciprocal
pairs whose overlap determines the mixing efficiency
with which heterodyne signal is generated from

radiation collected from an extended incoherent
source. Following convention, we refer to the overlap
of ms and the BPLO as the effective receiver aperture.

Detectors larger than the aperture-limit, whose
area exceeds Aci, exhibit reduced receiver apertures
and a corresponding decrease in heterodyne mixing
efficiency. For example, varying the receiver pupil,
while maintaining constant LO illumination, results
in a heterodyne signal proportional to the received
power for detector diameters much less than the
aperture-limit, while detector diameters much greater
than the aperture-limit produce heterodyne signal
only in proportion to the square-root of the received
power. Thus, for constant LO illumination and
incoherent sources, increasing the entendue past the
aperture limit will always increase the heterodyne
signal, but less than for direct detection.

Optimal Detector Size

As noted above, an aperture-limited system is one
where detectors of diameter d are matched with an
objective lens with f =D ¼ d=2l: Commercially avail-
able detectors for use at 10 mm are commonly
100 mm wide suggesting the use of a f =5 lens, however
aspheric lenses as fast as f =1 are also commercially
available. Apart from aberrations, it would be
advantageous to utilize a 5 £ 5 subarray of 20 mm
detectors with an f =1 lens in place of a single 100 mm
detector for applications involving coherent sources.
Applications involving incoherent thermal sources
would generally favor a wide detector/fast lens
combination since thermal sources provide weak
heterodyne signals.

Noise Analysis and Performance

Radar Range Equation

The laser power requirements for the LIDAR system
depend on the signal-to-noise ratio of the FPA, the i.f.
amplifier performance, atmospheric transmission,
and the optics system design. The following calcu-
lations are used to determine the performance of the
LIDAR system for a single pixel of the FPA. The radar
range equation is

Pr ¼ Pt

�
Gt

4pR2

��
spt

4pR2

� 
pD2

4

!
hatmhsys ½16�

where Pr ¼ received power; Pt ¼ transmitted
power; Gt ¼ antenna gain; spt ¼ radar cross-section;
R ¼ range; D ¼ transmitting and receiving aperture
diameter; hatm ¼ atmospheric transmission; and
hsys ¼ optical system efficiency.
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The beam divergence of the transceiver is

ut ¼

"�
D

R

�2

þ

�
l

D

�2
#0:5

½17�

where l ¼ wavelength and the antenna gain is

Gt ¼
4p

u 2
t

½18�

The radar cross-section for a lambertian diffuse point
target is spt ¼ 4rtdA: The target reflectivity is rt and
dA is the target area, which is effectively the size of a
pixel of the FPA projected onto the target. For
purposes of the following calculations, a surface
reflectivity of 0.1 is assumed. The pixel size at the
target (assuming Gaussian beam optics) is given by

dA ¼ p

�
D

3

�2

2
4

1 þ

"
lR

p

�
3

D

�2
#2
3
5

½19�

where D ¼ transmitter and receiver mirror diameter
and it is assumed that the target is larger than dA.

Finally, the signal-to-noise (SNR) ratio for a
coherent receiver is given by

SNR ¼
hPr

hnBif

½20�

where h ¼ detector quantum efficiency; Pr ¼ received
power from eqn [16]; h ¼ Planck’s constant; n ¼

frequency of laser; and Bif ¼ post-detection band-
width of signal processor.

Numerical example
Assuming an atmospheric transmission efficiency,
hatm, of 98%, an optical system efficiency, hsys,
of 30%, and a detector efficiency, h, of 10%,
the SNR was calculated as a function of the
transmitting/receiving telescope (assumed to be a
mirror) diameter, D; with target range as a parameter
and plotted in Figure 4. This calculation assumed

that the pixel field-of-view (FOV) at the target was
illuminated with 1 watt of power. Even at a range of
10 km, the 32 £ 32 element imaging LIDAR receiver
with a SNR of 100 for each pixel will require only
75 watts (approximately 74-milliwatts per pixel) of
total transmitted power for a mirror diameter of
30 cm. From Figure 4, it appears that the telescope
mirror size could be reduced to a diameter of 20 cm
and still maintain an excellent SNR. However, the
SNR is not the only consideration on the transmitting
telescope diameter. The cross-range target resolution
is determined by the projected pixel size at the target.
This target pixel size is plotted versus the telescope
mirror diameter in Figure 5. Diffraction from the
transmitting and receiving optic sets the limiting
resolution that can be achieved with the LIDAR
system and is only a function of the diameter and
wavelength. A transmit/receive telescope aperture of
30 cm seems to represent a good trade-off between
cross-range resolution and SNR.

Applications and Future Directions

The remote sensing community has recognized
the advantages of coherent receivers over conven-
tional direct IR detection with respect to increased
measurement sensitivity and multidimensional infor-
mation capability. These advantages, however, come
at a price of added system complexity, power, size,
weight, and cost. In addition, choices of components,
particularly in the long wavelength infrared (LWIR)
region of the spectrum, have been limited to liquid
nitrogen-cooled nonimaging detectors and table-top-
sized gas lasers. Thus, implementations of imaging
LIDAR systems have been primarily single detector,
single source scanning systems which require high
pulse repetition frequency lasers, complex tracking
systems, and platforms, and augmentation of
automated target recognition input to compensate
for multiple, simultaneous measurements on the

Figure 4 The SNR saturates for a mirror diameter greater than

30 cm at long range.

Figure 5 The pixel size determines the target cross-range

image resolution.
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same target. New technology developments in quan-
tum well infrared photodetector (QWIP) detectors
and arrays, and in HgCdZnTe technology are now
paving the way toward thermo-electrically cooled
LWIR imaging array detectors. Also waveguide,
folded cavity, laser resonator designs are providing
compact, lightweight packages for CO2 lasers.
Coherent receivers, that use the new focal plane
arrays and compact sources, provide the capability of
making parallel LIDAR measurements without the
added hardware and software overhead of scanning
systems. In the following section, several examples
are provided that demonstrate the versatility of
imaging LIDAR systems that use detector arrays for
measurement applications such as chemical plumes,
velocity gradients, and speckle reduction.

Wideband heterodyne receivers are useful in
measuring chemical species whose absorption peaks
are not well aligned with the laser source line. If the
species absorption peak corresponds directly with the
laser line, an absorption measurement can be made
using direct detection (amplitude only). For off-line
(off-resonance) measurements, heterodyning is
needed, where the bandwidth of the heterodyne
receiver dictates how far away from the laser line
an absorption peak can be measured. For example,
the CO2 laser line spacing in the 9 to 12 micron
region of the spectrum averages around 50 GHz.

With the new QWIP detectors theoretically having
heterodyne bandwidths of 30 GHz or more, full
high-resolution spectral coverage for the long-wave
IR is within grasp. For chemical detection with
heterodyne receivers, there are two modes of oper-
ation. The first is termed passive heterodyne radio-
metry where the source is a black-body radiator and
the absorption is measured for chemical species
located between the blackbody and the receiver. The
second mode of operation is thermoluminescence
where a laser transmitter is used to excite a chemical
species in the atmosphere and the resulting emission
(luminescence) is measured with the heterodyne
receiver. The advantage of imaging in both cases is
the ability to capture chemical plumes in the presence
of wind and other anomalies.

To illustrate the ability of heterodyne imaging
receivers to spectroscopically resolve chemical
plumes, Figure 6 shows a series of 10 £ 10 pixel
images of a small bottle of concentrated ammonium
hydroxide against a 212 8C blackbody recorded in
both passive heterodyne radiometry and direct
detection modes. Figure 6a shows a heterodyne
image of the bottle with the top in place where, in
Figure 6b the top is removed and the absorbing
plume is clearly imaged. The heterodyne images in
Figures 6a and 6b were recorded with the LO
adjusted to emit the 9R(30) line which is known to

Figure 6 Ammonia plume characterization.
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be absorbed strongly by NH3. In Figure 6c, the same
image was recorded by direct detection and fails to
detect the ammonia plume. Similarly, in Figure 6d,
the LO was adjusted to emit a nearby line known not
to be absorbed by NH3 and the plume is again not
detected. Both the objective and ancillary lens were
f =1 38 mm, and the object field was about three
meters away. The top of the bottle was approximately
2 cm in diameter and is located at the bottom of the
field of view. Measurements utilizing hot ammonium
hydroxide imaged against a cold background resulted
in similar images (albeit at substantially reduced
signal to noise ratios) where the plume was bright and
the background was dark.

Another use of imaging LIDAR is the measurement
of velocity profiles. Applications include wake vortex
measurements for aircraft, wind shear detection, and
vibration signature measurements for identification.
In another experiment, active mode images were
recorded by illuminating the target with a portion of
the LO laser beam which had been shifted in
frequency by 40 MHz using an acousto-optic modu-
lator. The resulting Doppler image is recorded using
an 8 £ 8 HgCdTe array with discrete electronics for
each pixel element in the array. Figure 7 shows the
active image of a vertical squirrel cage fan where each
pixel is rendered to represent the peak Doppler shift
measured with the detector at the corresponding
location in the image plane. The moving target
scatters incoherently and thus speckle effects do not
degrade the image. The measured Doppler shifts
are consistent with the known rotational velocity of
the target.

Speckle effects associated with coherent mixing
of laser light reflected from an extended target
(constructive and destructive interference) are a
major source of noise in LIDAR measurements.
These speckle effects can be reduced by signal
averaging. For single detector LIDAR, averaging
over many transmitter pulses can reduce speckle
but this technique also reduces temporal resolution.

The alternative considered here is to sacrifice spatial
resolution by averaging over an array of detectors, all
of which record the signal returned from a single
transmitter pulse. Detectors separated by a coherence
area diameter will record signals that approach
statistical independence, and in this case speckle
effects can be reduced by an amount approaching
the square-root of the number of detectors in the
subarray.

The following laboratory experiment demonstrates
speckle reduction by spatial averaging with a fixed
focal plane array. The receiver used in this experiment
consists of a 3 £ 3 array of HgCdTe detectors. The
50-micron diameter detectors are arranged in a
square pattern, with 100 micron center-to-center
spacing. Custom electronics multiplex the output of
each detector for subsequent processing. As with the
velocity profile experiment, LIDAR illumination is
produced by frequency shifting a portion of the LO
beam by 40 MHz with an acousto-optic modulator
prior to illuminating the object field. Polarization of
the illumination beam in the experiment is parallel
to the LO prior to scattering from the target.
The measured receiver bandwidth, limited mostly
by the dewar design, is about 100 MHz, which
permits the acquisition of the 40 MHz heterodyne
signal. The collection optic consists of a 38 mm f =2
asphere which produces a 2 mm diameter pixel image
at a 3 m object distance.

The target for this experiment is a 30 cm diameter
disk coated with an aluminum powder. The particle
size of this powder ranges from 1 to 100 microns as
determined by electron microscopy. The disk is
attached to a stepper motor that is incremented
between frames to provide statistically independent
speckle fields. Figure 8 shows the distribution of

Figure 7 Doppler image of a rotating squirrel cage fan.

Figure 8 Speckle reduction using spatial averaging over a

coherent array.

IMAGING / Lidar 177



measurements taken with a single pixel superimposed
on the distribution taken by averaging over the focal
plane array. A reduction in speckle noise by a factor
of the square root of the number of averaged pixels is
obtained as predicted.

In this chapter, an overview of imaging LIDAR
systems has been presented. Imaging LIDAR system
design, performance, and application were discussed.
With new technology developments in wide-band-
width QWIP detector arrays, thermo-electrically
cooled detectors, and compact sources, substantial
potential exists for imaging LIDAR systems in the
next generation in remote sensing. Due to the
parallel, multifunction measurement capability of
these new receivers a single sensor system can provide
three-dimensional information, including range,
shape, velocity, and chemical composition. In
addition to the sensor fusion advantages, snapshot
imaging allows the capture of high-speed, rapidly
evolving events that elude present scanning systems.

See also

Environmental Measurements: Doppler lidar. Imaging:
Infrared Imaging.
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Introduction

The ability to project an image onto a screen in a
darkened room has been known since antiquity and
Leonardo da Vinci (1515) precisely described prin-
ciples of the Camera oscura. When one exposes a
paper sheet directly to sunlight, it is uniformly
lighted. However, if one pierces a little hole through
the paper sheet then an image of the sun can be
displayed on a screen beyond the hole (Figure 1).

Similarly, the shape of the light spot we can see in a
dark room, from the rays passing through a small
aperture of a closed shutter, is not that of the aperture.
Generally, the spot has a circular shape, as an image
of the sun. Actually, it is neither a shadow of the hole
nor an image of the sun but a combination of both.
Light incident on an aperture contains the entire
information about the light distribution of the object,
but this information has to be ‘deblurred’, or
decoded. The aperture acts as an elementary spatial
2D-filter that selects and preserves the direction and
intensity of light rays coming from each point of the
scene. The projection on the screen of each pencil of
light passing through the hole is a small light spot, the
geometry of which is the same as the aperture, and
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the intensity is proportional to that of the emitting
point. The smaller the hole, the more detail the image
exhibits, but with less luminosity. Thus, we must
adopt a compromise between the resolution and the
illumination of the image.

Now, if the mask has several holes, the amount of
light reaching the screen, being proportional to the
whole aperture area, is extensively increased. On
the other hand, as each hole displays an image on the
screen, the overlapping of these multiple images gives
a new but blurred image. However, the information
exists and we should be able to retrieve it if we know
the characteristics of the complex aperture. This is the
basic concept of multiplex imaging. The crucial
question is: what is a good aperture design and a
good way to reconstruct images having high resol-
ution and with high illumination levels? The suitable
masks with this aim are named synthetic apertures.

Porta (1589) and Kepler (1611) found the perfect
solution, by setting up a lens in front of a large hole.
Indeed, one can regard a lens as a wide aperture made
of continuously juxtaposed microprisms (Figure 2).
The lens obtains such refractive properties that the
image displayed by each of these microprisms is
moved toward a center. Moreover, as the angle of the
microprisms varies continuously, it focuses on a single
point, all the rays coming from a given object point.
Thus, the blurring is suppressed and the illumination
is increased. The way was opened toward the inven-
tion of optical instruments and photography and the
‘pinhole’ has fallen into oblivion for a long time.

Two new problems awake interest in synthetic
apertures, around 1960. First, the domain of imaging
has extended out of visible light: infrared and
ultraviolet light, g-rays, X-rays, ultrasound waves,
and others. Materials suitable for making lenses or
mirrors, operating with such waves, are expensive or
often do not exist. For example, most of the
transparent materials have a refractive index close
to 1 for g-rays and X-rays. However, some are
opaque enough to enable the use of masks.

The second challenge appeared with progress in
astronomy. In order to explore the universe more,
further from Earth and closes to the Big Bang,
astrophysicists needed telescopes providing very
high luminosity and high resolution, since distant
stars, nebulae, and other galaxies are extremely weak
and small luminous objects. This exploration can be
achieved by increasing the diameter of the primary
mirror of telescopes. Indeed, due to diffraction of
light by the pupil of the primary mirror, the
theoretical limit of resolution of a telescope (i.e., the
smaller distance between two points that one can
discriminate), is inversely proportional to the diam-
eter of the mirror. In addition, the illumination is
proportional to its area. However, the working of
large mirrors is a technical prowess that is very
expensive and has high risks. Defect of a fraction of
micrometer when polishing the surface can have
dramatic consequences, e.g., Hubble. Also, such
mirrors, being heavy, can bend out of shape under
their own weight. Nevertheless, outstandingly large
telescopes have been implemented, based on Adaptive
optics: the deformations of the mirror are measured
in real time by an interference method and compen-
sated by activating a mosaic of jacks (New Technol-
ogy Telescope – NTT – European program, 1989).
Another way consists in replacing the solid-state
mirror by a mosaic of 36 mirrors accurately directed
(Keck telescope, USA). However, in either case, the
mirror diameter does not exceed 8 to 10 meters.
Synthetic apertures could be a solution to that
difficulty, as earlier demonstrated by Fizeau (1868)
and Michelson (1890).

In the first part of this article, any fundamentals are
briefly recalled about properties of light and imaging.

Figure 2 A lens can be modeled as a juxtaposition of

microprisms with continously variable angles.

Figure 1 Principle of darkroom.
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The second part describes recent experimental
methods and results obtained in synthetic aperture
imaging. The last part reports the important programs
in progress today relating to stellar interferometry.

Background

Electromagnetic Waves Propagation

Light power, which is involved in image formation, is
carried by the electric field of an electromagnetic wave
(Figure 3). The electric field ~E has properties of a
vector orthogonal to the direction of propagation ~N of
the light ray. It is characterized by its amplitude ~E0; the
angular time frequency of vibration v; and the wave-
vector ~k; which specifies the propagating direction of
the ray. Let Pð~dÞ be a current point on a plane wave-
front, defined by the position vector ~d from the origin
of the reference frame. The electric field propagation
of a monochromatic wave is expressed as:

~Eð~d; tÞ ¼ ~E0 exp½ið~k·~d 2 vtÞ� ½1�

The light power carried by the electromagnetic field
is proportional to I ¼ k~E0k

2
¼ ~E·~Ep where ~Ep is the

complex conjugate of ~E: The time frequency n ¼

v=2p; or the wavelength l ¼ c=n; where c is the
electromagnetic wave celerity, characterize the hue of
the light. The wavevector ~k ¼ ~Nv=c; where k ~Nk ¼ 1 is
an angular space frequency vector, as ~n ¼ ~N=l ¼ ~Nn=c
is a space frequency vector. We have ~k ¼ 2p~n:As l is a
constant for a given monochromatic light, ~n defines
the direction of propagation of a ray.

Spatially Coherent Light

Consider a very small source stated as the point
source S1; emitting uniform lightwaves in any

direction (Figure 4). The wave reaching a farfield
point, P; from S1; propagates along a direction
defined by the wavevector ~k1: The vectors ~k1 and
~d1 ¼ S1P

��!
are collinear. Another point source, S2 is

characterized from P by the wavevector ~k2; such that
~k2 and ~d2 ¼ S2P

��!
are collinear. When the distances d1

and d2 are close to each other, the amplitudes ~E01 and
~E02 of the waves at P are proportional to those of the
corresponding emitting sources, S1 and S2: According
to the principle of superposition, the resulting field at
the point P; ~E ¼ ~E1 þ

~E2; and the instant wavevector
~k; are unique vectors.

If S1 and S2 are two synchronous sources, the
amplitude ~E0 of ~E and the wavevector ~k are constant
versus time at any point P: This is still the case when
an extended object is made of an arrangement of
synchronous points. That situation defines a spatially
coherent object. Thus, one cannot recover multiple
data about the object’s distribution, from the field
framework at a single point P; since the relationship
between the two is multi-unequivocal. Nevertheless,
due to diffraction, one can retrieve them by knowing
the complex amplitude distribution of light on a set of
wavevectors available over an extensive area of a
screen. Let ~E0ð~rÞ be the amplitude of the electric field
at the object point Mð~r Þ and let ~E0ð~nÞ be the one
diffracted by the object to farfield toward the
direction corresponding to the space frequency ~n:
Fourier transforms give the connection between ~E0ð~rÞ;
and ~E0ð~nÞ:8>>><

>>>:
~E0ð~nÞ ¼

ð
~E0ð ~r Þ exp½i2p~n·~r�d~r;

~E0ð~rÞ ¼
ð
~E0ð ~n Þ exp½2i2p~n·~r �d~n:

9>>>=
>>>;

½2�

This is the situation encountered when an object is
illuminated by a laser or by a point source such as a
single star.

Spatially Incoherent Light

When the point sources S1 and S2 are independent –
spatially incoherent – both wavevectors k~1 and ~k2

Figure 4 Spatially coherent light.

Figure 3 Electromagnetic wave propagation.
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coexist at the point P; each characterizing the
angular position of S1 and S2 (Figure 5). If S1 and
S2 are part of an extended intensity distribution
I0ð ~r Þ; fans of wavevectors and fields are mixed at
P; each coming from an independent point source
S: Together, they carry the whole data on the
object distribution. Those data are partially uncor-
related at any two points P and P0 on a screen,
related to the different optical paths from any
point S to P and P0 and to the finite time of
coherence of light. The correlation between data
available to farfield in two directions ~n and ~n0 from
the object, is given by the mutual intensity
function, Gðd~nÞ ¼

Ð
~Eð~nÞ·~Epð~n þ d~nÞd~n; where d~n ¼

~n0 2 ~n: Fourier transforms give the relation between
I0ð~rÞ and Gðd~nÞ:8>>><

>>>:
Gðd~nÞ ¼

ð
Ið ~r Þ exp½i2pd~n·~r�d~r;

Ið~rÞ ¼
ð
Gðd~nÞ exp½2i2pd~n·~r �dd~n

9>>>=
>>>;

½3�

Therefore, by drawing a map of Gðd~nÞ; one can
recover the object distribution I0ð~r Þ by a Fourier
transformation. Most of time, one uses the spatial
degree of coherence function, gðd~nÞ ¼ Gðd~nÞ=Gð~0Þ:
When the object illuminates a screen, at a large
distance d, the degree of coherence of light between
two points P and P0 on the screen is gðd ~r=ldÞ;
with d ~r ¼ PP0��!

: The 2D extension of gðd ~r=ldÞ defines
the area of coherence of light on the screen. The
width of the area of coherence, Dr; and that of the
object distribution, Dr; are inversely proportional:

Dr ·Dr , ld ½4�

If a mask perforated by two pinholes, separated
by a distance d ~r; replaces the screen, one can
observe Young fringes of interference beyond
the mask, the visibility of them being precisely
g ðd ~r=ldÞ: Therefore, one can built a map of
g ðd ~r=ldÞ versus d ~r from a set of 2D measurements
of visibilities of fringes, then reconstruct the object
distribution by a Fourier transformation.

Notice that the entire data of the object distribution
is available from a single coherence area. That is, a
pinhole covering exactly one area of coherence would
select the entire available data from the object and
would display to farfield the most accurate image
possible. Generally, such a pinhole is so small that
practically no light passes through it. However, we
can regard each area of coherence as an independent
channel of information. Then an imaging device
based on a juxtaposition of such reduntant channels
can be considered as a multiplex imaging device.

Self-luminous objects such as extended or double
stars, and artificial thermic sources are spatially
incoherent sources.

Multiplex Imaging

Methods of multiplex – or lensless – imaging are
performed either with coherent of incoherent light.
The very different properties of the two types of light
leads to completely different methods, even if all are
related to holography. Holography with coherent
light is an interference method for local recording of
both the direction and modulus of the wavevectors
and the amplitude of the field contained in many
juxtaposed grains of speckle, scattered by the object.
Each grain is an independent channel of imaging.

Synthetic Apertures with Spatially Incoherent
Objects

As interferences are impossible by this method with
incoherent light, we must improve other methods of
imaging. Synthetic aperture is a concept consisting of
using a redundant multichannel system to increase
the luminosity of images without loss of resolution.
The basic principle is that of a multiple holes
darkroom. The processing is in two steps: recording
and reading the image. The recording step consists in
illuminating a photosensitive receptor with the object
through a mask (Figure 6). Generally, the receptor is a

Figure 6 Principle of synthetic aperture: recording.

Figure 5 Spatially incoherent light.
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photographic plate. Obviously, the light distribution
on the plate is blurred. Indeed, any elementary
transparencies on the mask project on the receptor
inverted images of the object located the shadow of
the mask. Such a distribution is expressed by a
convolution. Let Oðx; yÞ be the conical projection of
the object on the receptor and Zðx; yÞ that of the
mask. The shadows distribution on the receptor is
(the variable being normalized):

I0ðx0
; y0Þ ¼ Zðx; yÞ p Oðx; yÞ

¼
ð

Zðx; yÞOðx0
2 x; y0 2 yÞdx dy ½5�

The reading step is a decorrelation processing from
the recorded intensity (Figure 7). It consists in
achieving a new correlation of I0 with an arbitrary
function T:

I00ðx; yÞ ¼ Tðx; yÞ p ½Zðx; yÞ p Oðx; yÞ�

¼ ½Tðx; yÞ p Zðx; yÞ� p Oðx; yÞ ½6�

R½x; y� ¼ ½Tðx; yÞ p Zðx; yÞ� is the system point spread
function (SPSF) of the processing. It expresses the
image distribution of a single-point. The perfect
image is obtained when Rðx; yÞ is a 2D Dirac – or
delta– distribution, dðx; yÞ:

Rðx; yÞ ¼ dðx; yÞ; as
ð
dðx; yÞOðx0 2 x; y0 2 yÞ

	 dx dy ¼ Oðx0
; y0Þ ½7�

Fresnel zone plates
First Mertz and Young used Fresnel zone plate (FZP)
as a synthetic aperture for X-ray imaging purposes.
FZPs are made of alternate transparent and opaque
concentric crowns of equal area. The radius of the nth
circle is r1

ffiffi
n

p
; r1 being the smallest. When illuminated

by a cylindrical light beam, the FZP is a multiple foci
diffractive lens (Figure 8).

The reading step is either analogical or numerical.
Through the analogical method, we consider the
recorded plate as a pseudohologram (Figure 9). When
the ‘shadowgram’ is lighted with a parallel beam of
laser light, the FZPs recorded around each point
concentrates the light on its foci. Then an image of the
object is reconstructed on the focal planes; a method
that is simple and elegant. Nevertheless, the proces-
sing is not linear since we record an intensity
distribution at the recording step, while the reading
step by diffraction involves amplitude. Moreover, the
S/N ratio decreases as the amount of data increases,
recorded on the photographic plate because of its
finite dynamic.

Mertz and Young had the idea of using a second
FZP to perform the deconvolution processing by
optical methods. In this case, the SPSF, Rðx; yÞ; is the
autocorrelation function of the FZP transparency
(Figure 10). It presents a narrow central peak,
emerging from a pyramidal ground (Figure 11).
The optical setup is the same as the recording step.

Figure 9 Recording and analogical reading with a FZP.

Figure 8 Properties of FZP.

Figure 10 Optical decorrelation.Figure 7 Synthetic aperture: reading.
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The FZP scale factor only must be adjusted to
compensate for the magnification ratio generated by
the conical projection at the recording step.

In either digital or analogical deconvolution, the
image reconstructed is accurate, with good sharpness,
if the number of zones is sufficient. Ceglio et al.
obtained relevant images of 8 mm targets with FZP
having 100 zones. Nevertheless, the multiple foci of
FZP induces decreasing of the S/N ratio which is an
important limitation. Besides, we pointed out above
that the larger the object, the more the decrease in the
S/N ratio.

Random and uniformly redundant arrays
Dicke and Ables substituted a random array to the
FZP. The mask is made of randomly distributed
holes and the expected advantage is doubled. First,
one can reduce the transparent area of the mask by
less than 50% in order to increase the S/N ratio
when the object is wide. Second, the autocorrelation
function of such an array is theoretically a Dirac
distribution when its width is infinite. Thus, one can
hope to narrow the system point response. However,
when the width is finite, the pyramidal ground of the
point response mentioned above is present and the
advantage is not clearly demonstrated. In order to
correct this effect, Chris Brown used a ‘mismatched’
function, for the postprocessing deconvolution. This
function is calculated, first by achieving the comp-
lement of the recording mask function, then
subtracting from it. Thus, the 1 transparencies result
in þ1 while the 0 transparencies are changed by 21.
Brown shows images digitally reconstructed of
X-ray sources, 30 sec. of arc wide. Fenimore and
Cannon conceived a uniformly redundant array. The
center random motif of the mask is half replicated
on each side with only the center area being used for
the recording step. The deconvolution is calculated
by taking into account the whole area in a
mismatched way. The result is an exact delta
function. The authors show images of 200 mm-
wide microspheres with a similar resolution but a
signal 7100 times stronger than with a comparable
pinhole camera.

Theta Rotating Interferometer

The theta shearing interferometer enables us to
record complete data from the Fourier transform of
a spatially incoherent object (Figure 12). The source
can be any natural one, but monochromatic. This is
easily practicable using a good filter or
monochromator.

The device is based on a Michelson interferometer,
the plane mirrors being replaced by two roof prisms.
One of the roof prisms is fixed so the other can rotate
around the axis of the interferometer. As a result, we
have two images of the object. Let u be the angle
between the two edges of the prisms. The angle
between the images is 2u: Since the original object is
noncoherent, and two homologous points being
mutually coherent, the light they emit interferes,
resulting in fringes.

The intensity, space frequency, and direction of the
fringes characterize the intensity and the position of
the point source. One shows that the farfield visibility
distribution of fringes Vðd~nÞ and the object distri-
bution Oð~rÞ are related by Fourier transforms:8>>>><
>>>>:

Vðd~nÞ ¼
ð

Oð~r Þ exp

�
i2p

d~n·~r

2 sin u



d~r

2 sin u
;

Oð ~r Þ ¼
ð

Vðd~nÞ exp

�
2 i2p

d~n·~r

2 sin u



dd~n

9>>>>=
>>>>;

½8�

Then, one can see that the visibility of the interference
pattern is an image of the degree of coherence gðd~nÞ;
with a scale factor 1=2 sin u:

Such a pattern recorded on a photographic plate is
a Fourier hologram of the noncoherent object. An
image can be reconstructed by diffraction at infinity
or near a focus (see Figure 13, examples performed in
1972 by the author). The technique was successfully
applied to the determination of the modulation
transfer function of optical systems. C Roddier
and F Roddier applied the method to astronomy.

Figure 11 System point spread function with a Fresnel zone

plate.

Figure 12 Theta shearing interferometer.
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For instance, they examined Alpha Orionis and
discovered the evolution of its dust envelope and
the possible existence of a companion.

High Resolution Imaging in Astronomy

In astronomy, the limit of resolution depends chiefly
on two factors. The first is a technical one. Adaptive
optics and very large telescopes (VLT) brought
spectacular progress to clarity and resolution of
telescopes. The 8.2 m VLT of Kueyen set up in
1989, shows images easily resolved of HIC 69495
Centauri, separated by 0.12 sec. of arc. Nevertheless,
working of large mirrors for telescopes reaches its
limits. Therefore, their clarity remains too weak. On
the other hand, atmospheric turbulences make the
refractive index of air unstable and the position of the
images in the focal plane of telescopes unsettled.
Thus, the point response is a granular spot named
‘speckle’. Short exposure times relieve that inconve-
nience, but they prohibit the observation of weak
stars. In 1970, Labeyrie proposed a method of speckle
interferometry consisting of a statistical analysis of a
set of speckles. The result is a display of a diffraction-
limited image. He resolved many tens of single and
double stars. Only Hubble, above the atmosphere, is
able to do it by direct imaging. However, the primary
mirror of Hubble being only 2.40 m wide, has clarity
much lower. Stellar interferometry is a very promising
alternative solution.

Principles of Stellar Interferometry

Stellar interferometry is based on eqn [3]. The light
emitted by double or wide stars is noncoherent, so that
one can access an image of them trough 2D
measurements of the degree of coherence of light.
We showed above that one could achieve this by using
interference devices such as Young holes. Eqn [3]
shows that if we measure the visibility of Young fringes
at increasing distances dr between the pinholes, the
distance Dr from which the visibility is zero gives the
angular width of the star, Da; under the formula:

Dr·Da , l ½9�

where Da ¼ Dr=d: In the case of a double star, the
visibility varies periodically versus dr when the
pinholes are aligned along the axis of two stars. Let
Da be the angular distance between the stars: the
smallest distance Dr for which the visibility is zero is
given by:

Dr·Da ¼ l=2 ½10�

The larger the uttermost distance between the holes,
the more the limit of resolution of the processing is
potentially sharp.

In order to exploit this idea, Stephan placed and
rotated a mask with two holes in front of the
objective of a refractive telescope. He established
that the diameter of the stars he observed was much
less than 0.16 sec. of arc. Then, Michelson built up,
on top of a 30 cm refractive telescope, a stellar
interferometer consisting of two arms catching the
light at 7 m of distance from each other (Figure 14).
He measured correctly the diameter of the satellites of
Jupiter. Hale carried the distance of the base up to
15 m in 1920.

The Two Telescopes Interferometer of Labeyrie

In 1975, Labeyrie improved the idea by setting up
two separate 25 cm diameter Cassegrain-coudé tele-
scopes on a 12 m baseline, oriented north–south
(Figure 15). The setting and mechanical stability of
the device are extremely sensitive. The tolerances do
not exceed any mm. A mobile table near the common
focal plane of the two telescopes compensates for the
optical path differences due to stars tracking. In spite

Figure 13 Incoherent light holograms.

Figure 14 Stellar interferometer of Michelson.
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of the acute difficulties, he succeeded in observing
fringes on Vega. He obtained a resolution of 0.01 sec.
of arc versus 0.5 sec. with a single 25 cm telescope.
Later, one telescope was rendered mobile bringing
the base width variable between 4 and 67 m. The
resolution reaches up to 0.00015 sec. of arc. Note
that the rotation of Earth also enables east–west
analysis with resolution of 0.005 sec., and today, the
25 cm telescopes are replaced by 1.5 m ones.

The Very Large Telescope Interferometer (VLTI)

The two telescopes interferometer of Labeyrie is a
first step toward a very ambitious project: the
telescope at synthetic aperture and very large base.
Proofs of reliability of such a principle was already
given by the very large array (VLA) experimented in

radio astronomy. Labeyrie with Lena, and the team of
the ESO (Ecole Supérieure d’Optique, Paris), ima-
gined a very large telescope interferometer (VLTI)
made of 6 telescopes of 2 m, in a 2D structure on a
base of 100 m. The European VLTI was built at Cerro
Paranal. It is made of four 8.2 m telescopes corrected
in real time by adaptive optics (NTT technology) and
three 1.8 m telescopes. The fourth 8.2 m telescope
was put in service in 2001. Some days, each of the
8.2 m telescopes used separately gives a resolution
close to that of Hubble. However, the clarity is much
better because of the larger primary mirror diameter
(8.2 m against 2.4 m). In May 2003, the team of J-G
Cuby observed a galaxy the farthest away ever seen,
only 900 millions years old since the Big Bang.
Obviously, a drastic gain of resolution (by a factor 10)
is expected from the interference configuration.

See also

Coherent Lightwave Systems. Diffraction: Fresnel
Diffraction. Imaging: Adaptive Optics; Interferometric
imaging. Instrumentation: Telescopes. Interferometry:
Overview.
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Photon density wave imaging (PDWI) employs
diffused light, usually in the near-infrared band,
for imaging inhomogeneous structures in a highly
scattering medium. The other names for PDWI are
diffuse optical tomography and photon migration
imaging. The term photon density wave (PDW)
refers to the wave of light density spreading in the
highly scattering medium from the source whose
power changes in time. Therefore, rigorously speak-
ing, photon density wave imaging uses intensity-
modulated light sources, such as pulsed lasers, or

sources whose power is harmonically modulated.
However, many applications employ steady-state
light sources. Most applications of PDWI are in the
field of imaging of biological tissues, including
medicine and cognitive neuroscience.

As in the other imaging methods, such as x-ray,
computed tomography (CT) or ultrasound imaging,
the problem of PDWI consists in the reconstruction of
the internal structure of the medium from the
measurements made outside the medium (on its
surface). In the case of PDWI the internal structure
of the medium is represented by the spatial distri-
bution of its optical properties. The reconstruction
procedure is essentially an iterative mathematical
algorithm, which includes the modeling of the light
propagation inside the medium assuming a certain
distribution of the optical properties, and the

Figure 15 The two telescopes interferometer of Labeyrie.
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correction of this distribution to match the model
prediction with the actual measurement. The model-
ing part of the imaging problem is usually referred to
as the forward problem, and the correction procedure
is known as an inverse problem.

Forward Problem: Photon Density
Waves

Unlike optically transparent media, in a highly
scattering medium the coherence of light from the
coherent source very rapidly decays with distance.
This happens due to the interference of many
randomly and multiply scattered light waves at
every point of the medium that is distanced from
the source much farther than the photon mean free
path l, which is the mean distance at which a light
wave undergoes a single scattering event. For
biological tissues, where light scattering occurs on
cell membranes and other heterogeneities of the index
of refraction, l is typically about 1 mm. Although
high scattering eliminates the coherence of the
electromagnetic waves at the short time intervals
corresponding to oscillation at optical frequencies
(,10215 s), in the case of an intensity-modulated
light source, the macroscopic wave of the density of
light energy, called ‘photon density wave’, forms in
the highly scattering medium. The properties of PDW
depend on the type of the source modulation and on
the local optical properties of the medium, which are
the scattering coefficient ms [cm21] and the absorp-
tion coefficient ma [cm21].

Because of the complexity and incoherence of the
macroscopic electromagnetic field in highly scatter-
ing media, i.e. media with ma ,, ms; the funda-
mental Maxwell equations of electrodynamics do
not provide a convenient approach to the solution of
the problem of light propagation in such media at
distances much larger than l. Therefore, statistical
approaches have been developed, such as the photon
transport model and its diffusion approximation. In
the photon transport model the light is characterized
by the radiance Lðr; V̂; tÞ [W cm22 steradian21]
(where the steradian is the unit solid angle), which
is the power of radiation near the point r propagat-
ing within a small solid angle around the direction V̂

at time t. The photon transport model accounts for
the possible nonisotropy of the radiation flux. For
the given spatio-temporal distribution of the optical
properties, ma and ms; and for the given spatial and
angular distribution of light source power Sðr; V̂; tÞ
[W cm23 steradian21] the radiance Lðr; V̂; tÞ can be
found from the linear radiation transfer equation,
also called the photon transport equation, or simply

the transport equation (TE):

1

v

›Lðr; V̂; tÞ

›t
þ 7·Lðr; V̂; tÞV̂þ ðms þ maÞLðr; V̂; tÞ

¼ ms

ð
Lðr; V̂0

; tÞf ðV̂; V̂0ÞdV̂0 þ Sðr; V̂; tÞ ½1�

where f ðV̂; V̂0Þ is the phase function, which rep-
resents the portion of light energy scattered from the
direction V̂ to the direction V̂0; and v is the speed of
light in the medium. TE is equivalent to the
Boltzmann transport equation describing the trans-
port of particles undergoing scattering.

Equation [1] is difficult to solve even numerically.
Therefore, a hierarchy of approximations to the PTM
was developed. This hierarchy, known as the PN

approximation, is based on the expansion of the
radiance in a series of spherical harmonics YnmðV̂Þ

truncated at n ¼ N: In the P1 approximation the
coefficients of the series are proportional to the
radiation fluence

Fðr; tÞ ¼
ð

Lðr; V̂; tÞdV̂; ½2�

and the flux

Jðr; tÞ ¼
ð

Lðr; V̂; tÞV̂dV̂; ½3�

both having units of [W cm22]. By substituting the P1

series for Lðr; V̂; tÞ and Sðr; V̂; tÞ into eqn [1] and
assuming isotropic light sources and sufficiently slow
change of source intensity, one can obtain the
equation that includes only Fðr; tÞ as the unknown.
Usually, this equation

vmaUðr; tÞ þ
›Uðr; tÞ

›t
2 DDUðr; tÞ ¼ Qðr; tÞ ½4�

is written in terms of the value Uðr; tÞ ¼ 1
v Fðr; tÞ

[J cm23], which has units of energy density, and is
called the photon density. In eqn [4] D ¼ v=ð3ma þ

3m0
sÞ [cm2/s] is the light diffusion coefficient, and m0

s ¼

msð1 2 g1Þ [cm21] is the reduced scattering coeffi-
cient; g1 is the average cosine of the scattering
angle. The source term Qðr; tÞ [J cm23 s21] in the
right-hand side of the equation [4] describes the
spatial distribution of light sources (in the isotropic
approximation, i.e., neglecting the dipole and higher
momenta of Sðr; V̂; tÞÞ and the temporal modulation
of source intensity.

Equation [4] is mathematically equivalent to the
equation describing the density of the medium
consisting of the particles undergoing linear diffusion.
Therefore, it is called the diffusion equation (DE), and
the P1 approximation is also known as the diffusion
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approximation. The diffusion approximation is valid
under the following three conditions: (a) the light
sources are isotropic or the distance between the
source and the detector is much larger than l; (b)
characteristic source modulation frequencies n are
low enough that vms

0=ð2pnÞ .. 1; and (c) ma ,, m0
s:

In the biomedical applications of PDWI the condition
(a) is fulfilled when the source–detector distance is
larger than 1 cm. The condition (b) is valid when the
characteristic modulation frequencies of the light
source are less than 1 GHz. The condition (c) is
fulfilled in most biological tissues, for which the
scattering is highly isotropic, i.e. g1 ,, 1: Thus, the
forward problem of PDWI, i.e., the modeling of light
propagation, can be solved using the diffusion
approximation in a large variety of situations.

PDWs described by equation [4] are the scalar
damped traveling waves, characterized by the coher-
ent changes of light energy (photon density) in
different locations on time intervals from micro-
seconds to nanoseconds. Usually pulsed or harmoni-
cally modulated light sources are used to generate
PDWs. The properties of the PDWs from a harmonic
source are fundamental, because the PDW from the
source of any type of modulation can be considered as
a superposition of harmonic waves from sources
having different frequencies using the Fourier
transform.

In order to get an idea of the basic properties of
PDW, one can consider the analytical solution of [4]
for the case of a harmonically modulated point-like
source placed in an infinite homogeneous scattering
medium. This solution is

Uðr; tÞ ¼ UdcðrÞ þ UacðrÞ exp½2ivt þ ifðrÞ� ½5�

where Uac; Udc; and f are the ac, dc and phase,
respectively, of the wave measured at the distance r
from the source, and v ¼ 2pn: Uac; Udc; and f

depend on the medium optical properties, source
intensity Q0; modulation amplitude A0; and initial
phase c0 as

UacðrÞ ¼
Q0A0

4pD

�

exp

"
2r

�
vma

2D

�1=2

ðð1þx2Þ1=2þ1Þ1=2

#

r
½6a�

UdcðrÞ ¼
Q0

4pD

exp

"
2r

�
vma

D

�1=2
#

r
½6b�

fðrÞ ¼ r

�
vma

2D

�1=2 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð1þx2Þ1=221

q
½6c�

where x ¼ v=ðvmaÞ: Equations [5]–[6] describe a
spherical wave whose wavelength at ma ¼ 0:1 cm21

and m0
s ¼ 8 cm21 (typical for biological tissues) and

at modulation frequency n¼ 100 MHz; is close to
35 cm, so that the phase of the wave changes
approximately by 108 per cm. In the same time,
the wave decays exponentially at a distance of about
3 cm, so that PDWs are strongly damped. A similar
analytical solution in the form of a spherical wave can
be obtained for the case of a semi-infinite homo-
geneous medium and point source placed on the
surface of the medium (see Figure 1). These analytical
solutions are employed to measure ma and m0

s of the
homogeneous medium. The method is based on
fitting measured ac, dc, and phase of the PDW as
functions of source–detector distance by the analyti-
cal solution.

Inhomogeneities in the optical properties of a
turbid medium cause distortion of the PDW from
sphericity (see Figure 1). PDWs in homogeneous
media of limited size or with strong surface curvature
also usually have complex structure. For a limited
number of configurations one can obtain solutions to
the DE using analytical methods of mathematical
physics, such as the method of Green’s functions.
However, in practice the complexity of the inhomo-
geneities and surfaces usually requires numerical
solution of the DE. This can be achieved using
numerical methods for the solution of partial
differential equations, such as the finite element
method and the finite difference method. The finite
difference method can also be used to solve the TE.
This may be necessary in situations when the DE is
not valid, for example to accurately account for the
influence of the cerebrospinal fluid (which has
relatively low scattering) on light transport in the
human skull. However, the solution of the TE
requires formidable computational resources, which
increase proportionally to the volume of the medium.
Therefore, hybrid DE-TE methods were developed, in

Figure 1 Equiphase surfaces of the PDW induced by a point

source in a semi-infinite homogeneous medium (solid lines) and in

a medium including heterogeneity (dashed lines).
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which DE is used to describe light propagation in
most of the medium except small low-scattering areas
described by the TE.

One should note that although the term ‘photon’
suggests quantum properties of light, no consistent
application of quantum theory to problems related to
PDWI has been developed so far. Also, it should be
noted that the notion of a photon as a particle of light
having certain energy, momentum, and localization at
the same time is not completely consistent with
quantum electrodynamics. However, since the theor-
etical models of light transport in a scattering medium
(such as TE and DE) are mathematically equivalent to
the models describing systems of randomly moving
particles, the notion of a photon as a ‘particle of light’
may be accepted as adequate and is widely used in the
limits of PDWI.

Inverse Problem and Imaging
Algorithm

Mathematically the forward problem can be
expressed in the form of a general nonlinear
operator F:

G ¼ F½{maðrÞ;m
0
sðrÞ}� ½7�

where G is the set of measured values (ac, dc, and
phase), r is the coordinate vector of a medium
element (voxel), and {maðrÞ;m

0
sðrÞ} denotes the set of

tissue optical properties corresponding to whole
collection of voxels. The problem of finding the
spatial distribution of medium optical properties can
be formalized as

{maðrÞ;m
0
sðrÞ} ¼ F21½G� ½8�

Neither the transport model nor the diffusion model
allow inversion in a closed analytical form for a
general boundary configuration and spatial distri-
bution of optical properties. The basic reason for the
complexity of the inverse problem is in the complex-
ity of the light paths in the highly scattering medium.
This situation is opposite to that in CT, where the
x-ray radiation propagates through the medium
along straight lines almost without scattering,
which significantly simplifies the forward problem
and allows its analytical inversion. From the
mathematical point of view, the complexity of the
inverse problem of PDWI is due to its nonlinearity
and ill-posedness. Only approximate methods of
inversion have been developed so far.

The simplest method is called backprojection by
analogy with the method of the same name used in
CT. The method attempts to reconstruct the actual

spatial distribution of the optical properties ma and/or
m0

s from the ‘measured’ bulk values mm
a and m0

s
m

obtained at a variety of locations assuming homo-
geneity of the medium. The measured values are
considered as a result of the volumetric ‘projection’

{mm
a ðrÞ;m

0
s
mðrÞ} ¼

ð
{maðr

0Þ;m0
sðr

0Þ}hðr 2 r0Þd3r0 ½9�

of the actual distribution, where r and r0 are the
locations of the measurement and reconstruction,
respectively. A weight function hðrÞ accounts for the
contribution of the particular region to a measured
value and should be derived from the forward model.
Different versions of the backprojection method use
different weight functions hðrÞ: In the backprojection
method the values of ma and/or m0

s are obtained by
inverting the convolution [9]. In practice the con-
volution integral is usually estimated by a sum over a
limited number of voxels for a limited number of
measurements. Therefore, the inversion of the con-
volution reduces to the solution of the set of algebraic
equations corresponding to [9]. The advantage of the
method is high speed, which allows real-time imaging
of the dynamic processes, for example, functional
hemodynamic changes in the brain. However, the
backprojection method provides a phenomenological
rather than a self-consistent inversion of the forward
problem, and its quantitative accuracy is low.

A more consistent method is based on the
perturbation approach to the solution of the inverse
problem [8]. If we have an estimate {maðrÞ;m

0
sðrÞ}e

that is close to the ideal solution, then Ge ¼ F½{maðrÞ;
m0

sðrÞ}e� (see eqn [7]) is close to S. Then the difference
G 2 Ge can be written as a Taylor series:

G2Ge ¼ J½{maðrÞ;m
0
sðrÞ}e�{DmaðrÞ;Dm

0
sðrÞ}þ… ½10�

where J½…� is the Jacobian, and {DmaðrÞ;Dm
0
sðrÞ}¼

{maðrÞ;m
0
sðrÞ}2 {maðrÞ;m

0
sðrÞ}e: Neglecting terms after

the first one in [10], the problem of finding the cor-
rection {DmaðrÞ;Dm

0
sðrÞ} to the estimate {maðrÞ;m

0
sðrÞ}e

reduces to the calculation of the Jacobian and to the
solution of a linear algebraic equation.

This approach provides a basis for the PDWI
algorithm, which is the following. First one makes an
initial guess at the optical properties of the medium.
Then one calculates the ac, dc, and phase of the PDW
using a model of light propagation through the tissue
and the geometry of the source–detector configur-
ation. The calculated values are compared with the
measured ones. If the error is above a set tolerance
level, one calculates corrections to the current values
of ma and m0

s by solving eqn [10]. The algorithm is
completed when the required error level is achieved.
Thus, the PDWI algorithm iteratively applies both

188 IMAGING / Photon Density Wave Imaging



the forward and inverse problems. Since at each of
many iterations one should solve the forward
problem, which in the simplest case is a partial
differential equation, the algorithm typically requires
considerable computational resources.

One should note that the success of the method is
largely dependent on the closeness of the initial guess
to the actual values of the optical properties. In many
studies the ‘first guess’ of the tissue optical properties
was obtained by measuring the bulk absorption and
reduced scattering coefficients. However, because of
the ill-posedness of the inverse problem, homo-
geneous initial conditions did not always lead to the
correct reconstruction. A more productive approach
to the problem of the initial conditions is to assign
approximate initial values of the optical properties
known for example from in vitro measurements to
different structures revealed by nonoptical imaging
techniques, such as magnetic resonance imaging
(MRI) or CT.

Applications

PDWI was proposed and developed as a noninva-
sive biomedical imaging technique. Although the
spatial resolution of PDWI cannot compete with
that of CT or MRI, PDWI has the advantages of
low cost, high temporal resolution, and high
biochemical specificity. The latter is based on the
optical spectroscopic approach. Biological tissues are
relatively transparent to light in the near-infrared
band between 700 and 1000 nm (a near-infrared
window). The major biological chromophores in
this window are oxy- and deoxyhemoglobin, and
water. One can separate contributions of these
chromophores into light absorption by employing
light sources at different wavelengths. Multi-wave-
length PDWI can also be used to measure the redox
state of the cytochrome oxidase, which is the
terminal electron acceptor of the mitochondrial
electron transport chain and responsible for 90%
of cellular oxygen consumption.

One of the hot topics in cognitive neuroscience is
the hemodynamic mechanism of the oxygen supply to
neurons and removal of products of cerebral meta-
bolism. High temporal resolution and biochemical
specificity make PDWI a unique noninvasive tool for
studies of functional cerebral hemodynamics,
although light can penetrate no deeper than the very
surface of the adult brain. Figure 2 displays a typical
arrangement of light sources and detectors used in
PDWI of functional cerebral hemodynamics, and the
images of the activated area in the brain.

Because of its low cost, noninvasiveness, and
compact size of the optical sensors, PDWI is also

considered to be a promising tool for mammography
and structural imaging of anomalies in the brain.
PDWI is an especially promising tool for neonatology,
because the infant tissues have low absorption.

PDWI instruments employ lasers, light-emitting
diodes and gas-discharge tubes as sources of light.
Among the detectors there are photomultiplier

Figure 2 (a) Geometrical arrangement of the 16 sources and

two detectors on the head of a human subject. Each one of the

eight small red circles (numbered 1–8) represents one pair of

source fibers at 758 and 830 nm. Two larger green circles

represent detector fiber bundles. The rectangle inside the head

outline is the 4 £ 9 cm2 imaged area. (b) Maps of oxyhemoglobin

([HbO2], left panels) and deoxyhemoglobin ([Hb] right panels)

concentration changes at rest (top) and at the time of maximum

response during the third tapping period (bottom). The measure-

ment protocol involved hand-tapping with the right hand

(contralateral to the imaged brain area). Adapted with permission

from Franceschini MA, Toronov V, Filiaci M, Gratton E, Fantini S

(2000) On-line optical imaging of the human brain with 160-ms

temporal resolution. Optics Express 6(3), 49–57 (Figures 1

and 4).
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tubes, avalanche photodiodes, and CCD cameras.
Both sources and detectors can be coupled with
the tissue by means of optical fibers. A number
of commercially produced near-infrared instruments
for PDWI are available on the market. According
to the type of source modulation, there are three
groups of instruments: frequency domain (harmo-
nically modulated sources), time domain (pulsed
sources), and steady state. Steady-state instruments
are simpler and cheaper than frequency-domain
and time-domain ones, but their capabilities are
much lower. Time-domain instruments can theor-
etically provide a maximum of information about
the tissue structure, but technically it is difficult
to build a time-domain instrument with high
temporal resolution and high signal-to-noise ratio.
Frequency-domain instruments provide temporal
resolution up to several milliseconds and have
high quantitative accuracy in the determination of
optical properties.

Nomenclature

Absorption coefficient, ma [cm21]
Alternating part of PDW, alternating current (ac)
Average cosine of the scattering angle, g1

Circular modulation frequency, v [s21]
Computed tomography (CT)
Difference between the estimate and actual

optical properties, {DmaðrÞ;Dm
0
sðrÞ} ¼ {maðrÞ;m

0
sðrÞ}

2{maðrÞ;m
0
sðrÞ}e [cm21]

Diffusion coefficient, D ¼ v=ð3ma þ 3m0
sÞ [cm2/s]

Diffusion equation (DE)
Distribution of light source power Sðr; V̂; tÞ

[W cm23 steradian21]
Divergence operator, 7 [cm21]
Estimate of optical properties, {maðrÞ;m

0
sðrÞ}e [cm21]

General nonlinear operator, F
Jacobian, J
Laplace operator, D [cm22]
Magnetic resonance imaging (MRI)
Measured bulk optical properties (absorption and

reduced scattering coefficients) {mm
a m

0
s
m} [cm21]

Modulation frequency, n [s21]
Non-alternating part of PDW, direct current (dc)
Optical properties of the medium (absorption and

reduced scattering coefficients) as functions of
spatial coordinate, {maðrÞ;m

0
sðrÞ} [cm21]

Phase as a function of source–detector distance fðrÞ
Phase function, f ðV̂; V̂0Þ

Photon density, Uðr; tÞ [J cm23]
Photon density wave imaging (PDWI)
Photon density wave (PDW)

Photon mean free path, l [cm]
Radiance, Lðr; V̂ ; tÞ [W cm22 steradian21]
Radiation fluence, Fðr; tÞ [W cm22]
Radiation flux, Jðr; tÞ [W cm22]
Reduced scattering coefficient, m0

s [cm21]
Scattering coefficient, ms [cm21]
Set of measured values (ac, dc, and phase), G
Set of predicted values (ac, dc, and phase), Ge

Source term Qðr; tÞ [J cm23 s21]
Source–detector distance, r [cm]
Spatial coordinate, r [cm]
Speed of light in medium, v [cm/s]
Spherical harmonics YnmðV̂Þ

Transport equation (TE)
Weight function, hðrÞ
x ¼ v=ðvmaÞ

See also

Coherence: Coherence and Imaging. Fiber and Guided
Wave Optics: Light Propagation. Imaging: Imaging
Through Scattering Media. Optical Materials: Hetero-
geneous Materials. Scattering: Scattering Theory.
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Introduction

Conventional optical imaging is understood as an
isomorphic mapping from an object space onto an
image space. The object space is composed of
scattering or emitting objects. The scattering objects
can be opaque, transparent, or partially absorbing,
while emitting objects can be as diverse as stars in
astronomical imaging or fluorescent molecules in
microscopic imaging. The image space is an optical
field representation of the object.

In most classical applications of optical imaging the
goal is to optimize the mapping between one plane in
the object space and one plane in the image space.
Modern optical systems, though, are aimed at
acquiring three-dimensional information regarding
the object. The image is thus a three-dimensional field
representation of the object.

While many imaging systems are aimed at obtain-
ing visually appealing images, many modern imaging
systems register the field information in some type of
sensitive device such as film or CCD cameras for later
processing. This processing is typically performed
electronically by a computer and the final image is
ultimately a mathematical digital representation of
the object. This type of imaging is called compu-
tational imaging. An example of computational
imaging is optical tomography, which involves the
registration of a set of images that do not necessarily
resemble the object, and off-line digital processing
to obtain a three-dimensional representation of the
object.

In this article we will focus on imaging in the
conventional sense but will also focus on the three-
dimensional aspects of the image.

Geometrical Optics Transformations

In many optical problems it is appropriate to
consider the wavelength of the electromagnetic
wave as infinitely small. This approximation is the
origin of the field of geometrical optics in which the
propagation of light is formulated in terms of
geometrical laws. Accordingly, the energy is trans-
ported along light rays and their trajectories are
determined by certain differential or integral

equations that can be directly derived from
Maxwell’s equations. One of these formulations
uses Fermat’s principle that states the principle of
the shortest optical path. The optical path between
two points P1 and P2 is defined as:

OP ¼
ðP2

P1

nðPÞds ½1�

where n is the refractive index of the medium.
Fermat’s principle states that the optical path of a real
ray is always a local minimum.

In ideal optical imaging systems, every point Po of
the so-called object space will generate a sharp image
point Pi; that is a point where infinite rays emerging
from Po pass through Pi: Perfect imaging occurs when
every curve defined by object points is geometrically
similar to its image. Perfect imaging can occur
between three-dimensional spaces or between
surfaces.

An interesting result of geometrical optics is
Maxwell’s theorem. This theorem states that if an
optical instrument produces a sharp image of a
three-dimensional domain, the optical length of any
curve in the object is equal to the optical length of
its image. More explicitly, if the object space has
index no and the image space index ni; the theorem
states that:

ð
Co

no dso ¼
ð

Ci

ni dsi ½2�

where Ci is the image of the object curve Co:

An important consequence of Maxwell’s theorem
is a theorem by Carathéodory which states that
any imaging transformation has to be a projective
transformation, an inversion, or a combination of
them. Another consequence of this theorem is that if
the two media are homogeneous, perfect imaging can
only occur if the magnification is equal to the ratio of
the refractive indices in the object and image space. If
the media have the same index, the imaging is trivial
with unit magnification. The simplest example of
a perfect imaging instrument is a planar mirror.
Therefore, if we want to achieve nontrivial imaging
between homogeneous spaces with equal index, we
must give up either the perfect imaging (similarity) or
the sharpness of the image.

The geometrical optics approximation is very
useful in the design of optical imaging systems.
However, it fails to provide a complete description
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of wave optical effects, notably diffraction. There-
fore, the following sections provide a description of
field transformations based on wave optics.

Systems Approach to 3D Imaging

In this article we deal with linear imaging systems.
Hence the relation between three-dimensional (3D)
input (object) signals and 3D output (image) signals
can be completely specified by the 3D impulse
response or point spread function (PSF) of the system
hðx; y; z; x0y0; z0Þ: This function specifies the response
of the system at image space coordinates ðx; y; zÞ to a
d-function input (point source) at object coordinates
ðx0; y0; z0Þ: The optical system object and image signals
are related by the superposition integral:

iðx; y;zÞ ¼
ððð

V
oðx0

; y 0
;z0Þhðx; y;z;x 0y 0

;z0Þdx 0 dy 0 dz 0

½3�

where V is the object domain. It is clear that for a
generic linear imaging system the image signal is
completely specified by the response to input impulses
located at all possible points of the image domain.

If the system is shift invariant, the PSF due to a
point source located anywhere in the object domain
will be a linearly shifted version of the response due
to a reference point source. This approximation is in
general not valid and the system’s PSF is a function of
the position of the point source in the object domain.
Shift invariance is traditionally divided into radial
and axial shift invariance. Radial shift variance is the
change in the image of a point source as a function of
its radial distance from the optical axis. Radial shift
variance is caused by lens aberrations. Axial shift
variance is the change in the image of a point source
as a function of its axial position, z0; in the object
space. Axial shift variance is inherent to any rotation-
ally symmetric lens system because they can only have
one pair of conjugate surfaces, i.e., object–image
corresponding surfaces.

In most practical cases the image is detected at a
single plane, z ¼ z1 transverse to the optical axis Oz:
In those situations, we need to specify the impulse
response on this plane:

hðx; y; z1; x
0y0; z0Þ ¼ hz0 ðx; y; x

0y0Þ ½4�

The condition for lateral shift invariance is then
expressed as hz0 ðx; y; x

0y0Þ ¼ ~hz0 ðx 2 x0; y 2 y0Þ: In this
case, the superposition integral is a two-dimensional
(2D) convolution and it is possible to define the
transfer function of the system that is the 2D Fourier
transform of the impulse response ~hz0 ðx 2 x0; y 2 y0Þ:

Point Spread Function for Coherent,
Incoherent, and Partially Coherent
Illumination

The input–output relations of an optical imaging
system relate different magnitudes according to the
type of illumination. If the illumination is coherent,
the system is linear in the complex amplitude, while if
the illumination is fully incoherent the system is linear
in intensity. The 3D impulse response of the
incoherent ðhIncÞ and coherent ðhCohÞ systems are
related as follows:

hIncðx; y; z; x
0y 0

; z 0Þ ¼ lhCohðx; y; z; x 0y 0
; z 0Þl2 ½5�

Notwithstanding, many optical systems cannot be
considered fully coherent or fully incoherent. In these
situations the system is said partially coherent. If the
optical path differences within the optical system are
much shorter than the coherence length of the
illumination, the light effectively has complete
temporal coherence and the magnitude of interest is
the mutual intensity. The mutual intensity is defined
as the statistical correlation of the complex wave-
function Uðr; tÞ between different points in space:

Jðr1; r2Þ ¼ kUpðr1; tÞUðr2; tÞl ½6�

where ri ¼ ðxi; yi; ziÞ; i ¼ 1; 2: The illumination is then
called quasi-monochromatic. For the case of partially
coherent quasi-monochromatic illumination, the sys-
tem is linear in the mutual intensity. The partially
coherent impulse response ðhPCÞ is also related to the
coherent impulse response as follows:

hPCðr1; r2; r
0
1; r

0
2Þ ¼ hp

Cohðr1; r
0
1ÞhCohðr2; r

0
2Þ ½7�

The 3D superposition integral that relate object and
image mutual intensities is now:

Jimageðr1; r2Þ ¼
ððð

V
hPCðr1; r2; r

0
1; r

0
2Þ

£ Jobjectðr
0
1; r

0
2Þdr 01 dr 02 ½8�

Therefore, we conclude that knowledge of the
coherent PSF is enough to characterize the optical
system for illumination of various degrees of
coherence.

Spatial Frequency Content of
the 3D Point Spread Function

As previously stated, the coherent impulse response of
the optical system completely defines its imaging
characteristics. Therefore, it is justified to wonder
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what the limitations are in the specification of this
response. In this section we analyze the frequency
domain of coherent and incoherent impulse
responses.

The impulse response of the optical system will
satisfy the corresponding wave equations regardless
of the particulars of the optical system. In particular,
assuming a homogeneous isotropic medium in the
imaging domain, the coherent response hðrÞ to an
impulse at r0 will satisfy the homogeneous Helmholtz
equation in the image domain:

72hðrÞ þ k2hðrÞ ¼ 0 ½9�

where hðrÞ is the complex amplitude and k ¼ 2p=l;
with l the wavelength in the medium. If the field at a
given origin of coordinates z ¼ 0; f ðx; yÞ; is known,
hðrÞ can be calculated using the angular spectrum
representation as follows:

hðx; y; zÞ ¼
ðð1

21
Fðfx; fyÞ

£ exp½i2p ðfxx þ fyy þ fzzÞ�dfx dfy ½10�

where fz ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l22 2 ðf 2

x þ f 2
y Þ

q
and Fðfx; fyÞ ¼

FT{f ðx; yÞ}; FT represents a 2D Fourier transform-
ation and fx; fy are the spatial frequencies along the x
and y axes respectively.

Equation [10] can be written as a 3D integral as
follows:

hðx; y; zÞ ¼
ðð1

21
Fðfx; fyÞ·d

�
fz 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l22 2 f 2

x 2 f 2
y

q �
£ exp½i2p ðfxx þ fyy þ fzzÞ�dfx dfy dfz

½11�

where d represents the dirac impulse. Next we
represent the 3D impulse response hðx; y; zÞ as a 3D
Fourier decomposition:

hðx; y; zÞ ¼
ðð1

21
Hðfx; fy; fzÞ

£ exp½i2p ðfxx þ fyy þ fzzÞ�dfx dfy dfz

½12�

where Hðfx; fy; fzÞ ¼ FT3D{hðx; y; zÞ}: Comparing
eqns [11] and [12] we can infer that:

Hðfx; fy; fzÞ¼Fðfx; fyÞ·d

�
fz2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l222f 2

x 2f 2
y

q �
½13�

This relation implies that the domain of the
Fourier transform of the impulse response is
confined to a spherical shell of radius 1=l.
Alternatively, Hðfx; fy; fzÞ is zero everywhere, except
from the surface of the sphere.

The previous derivation did not consider any
limitation in the range of spatial frequencies allowed
through the system. We now assume a finite aperture
that will introduce an effective radial cutoff frequency
fc , 1=l and will further limit the spatial spectral
domain of hðx; y; zÞ: This is depicted in Figure 1. Note
that the transverse and longitudinal spatial frequen-
cies are related, hence the longitudinal spatial
frequencies are located within a bandpass of width

Dfz ¼ 1 2

ffiffiffiffiffiffiffiffiffiffiffiffi
l22 2 f 2

c

q
:

Let us now consider the frequency content
of possible incoherent PSFs. From eqn [5] we derive
the 3D Fourier transform of the incoherent impulse
response:

HIncðfx; fy; fzÞ ¼ FT{hIncðx; y; z;x
0y0; z0Þ}

¼ FT{lhCohðx; y; z; x
0y0; z0Þl2}

¼ H^Hðfx; fy; fzÞ ½14�

where ^ represents a 3D correlation. The domain
of HInc now becomes a volume of revolution as
shown in Figure 2. Moreover, because hInc is real,
HInc is conjugate symmetric, i.e., HInc ¼ Hp

Inc: Now,
the transverse cutoff frequency is f Inc

c ¼ 2fc while
the longitudinal cutoff frequency is f Inc

cl ¼ 2Dfz:

Figure 2 Three-dimensional spatial-frequency domain of the

incoherent point spread function.

Figure 1 Three-dimensional spatial-frequency domain of the

coherent point spread function.
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Diffraction Calculation of the 3D Point
Spread Function

The 3D-image field created by a point source in the
object space can be predicted by proper modeling of
the optical system. In the absence of aberrations, the
distortion of the PSF is originated in the diffraction
created by the limiting aperture of the optical system.
Diffraction is thus the ultimate limitation to the
resolution of the optical system. Under the design
conditions of the system, i.e., assuming all aberra-
tions are corrected, the image of a point source is the
diffraction pattern produced when a spherical wave
converging to the (geometrical) image point is
diffracted by the limiting aperture of the system.
This is called a diffraction limited image.

There are many formulations to describe the 3D
diffraction pattern obtained with a converging wave
through an aperture. Here we review the Kirchhoff
formulation. Let us consider the aperture A and the
field at a point Pd originated from a converging
spherical wave focused at point PF (see Figure 3).
We define the vectors r joining a generic point on the

aperture P0 and PF; and s joining P0 and Pd: The
Kirchhoff formulation states that the complex ampli-
tude UðPd=PFÞ is the integral over the aperture of the
complex amplitude at each point propagated to Pd by
a spherical wave expðiksÞ=s modified by the direc-
tional factor cosðn̂; rÞ2 cosðn̂; sÞ: n̂ is the unit vector
normal to the aperture:

UðPd=PFÞ ¼
2iC

2l

ðð
A

exp½2ikðr 2 sÞ�

rs

£ ½cosðn̂; rÞ2 cosðn̂; sÞ�dS ½15�

where r ¼ krk; s ¼ ksk; and C is the amplitude of the
spherical wave.

The directional factor varies slowly and in many
situations can be approximated by a constant equal to
2 for small image-field angles. The amplitude over the
aperture is also slowly varying and can be approxi-
mated by a constant, i.e., C=r < C0: Different
formulations of the Kirchhoff integral differ in the
estimates of the factor 1=s and the phase kðr 2 sÞ: For
example, one such formulation leads to the following
expression for the 3D diffraction pattern for a focal
point on the axis of an optical system with circular
aperture:

UðPd=PFÞ ¼
2ika2C0

zd

exp

"
ik

 
zd 2 zF þ

r2
d

2zd

!#

�
ð1

0
J0

 
karrd

zd

!
exp

"
2ika2r2ðzd 2 zFÞ

2zdzF

#
rdr

½16�

where a is the radius of the aperture, rd is the
radial coordinate of Pd; and r is the radial coordinate
of P0:

Figure 4 Lines of equal intensity in a meridional plane near the focus of a converging spherical wave diffracted at a circular aperture

(l ¼ 0:5 m, a ¼ 0.5 cm, zF ¼ 4 cm).

Pd (xd, yd, zd)

PF (xF, yF, zF) z

n

s 

r

A

P0

Figure 3 Diffraction of a spherical wave by a planar aperture.
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To illustrate the use of eqn [16], we calculated the
intensity around the focus of a spherical wave
diffracted through a circular aperture of radius
a ¼ 0.5 cm, focusing at distance zF ¼ 4 cm from the
screen. We assumed the wavelength to be l ¼ 0:5 m:

Figure 4 depicts the magnitude of the complex
amplitude in a meridional plane near the focus of
the converging spherical wave.

Models that take into account off-axis focal points
have also been developed. For the most accurate
calculations, it is necessary to consider the full
electromagnetic nature of the optical field.

Conclusions

Classical imaging theory can be applied to the 3D
imaging transformation from object to image. The
systems approach to the imaging problem implies
that knowledge of the 3D coherent PSF suffices to
predict the 3D response of the system under
illumination of varying degrees of coherence. The
PSF response can be predicted using well-known
formulations of diffraction.

See also

Coherent Lightwave Systems. Fourier Optics.
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Volume holographic imaging (VHI) refers to a class
of imaging techniques which use a volume hologram
in at least one location within the optical path. The
volume hologram acts as a ‘smart lens,’ which
processes the optical field to extract spatial infor-
mation in three dimensions (lateral as well as
longitudinal) and spectral information.

Figure 1 is a generic VHI system. The object is
either illuminated by a light source (e.g., sunlight or
a pump laser) as shown in the figure, or it may be
self-luminous. Light scattered or emitted by the
object is first transformed by an objective lens and
then illuminates the volume hologram. The role of
the objective is to form an intermediate image which
serves as input to the volume hologram. The volume
hologram itself is modeled as a three-dimensional
(3D) modulation D1(r) of the dielectric index within
a finite region of space. The light entering the
hologram is diffracted by D1(r) with efficiency h,

defined as

h ¼
Power diffracted by the volume hologram

Power incident to the volume hologram
½1�

We assume that diffraction occurs in the Bragg
regime. The diffracted field is Fourier-transformed by
the collector lens, and the result is sampled and
measured by an intensity detector array (such as a
CCD or CMOS camera).

Intuitively, we expect that a fraction of the
illumination incident upon the volume hologram
is Bragg-matched and is diffracted towards the
Fourier-transforming lens. The remainder of the
incident illumination is Bragg-mismatched, and as
result is transmitted through the volume hologram
un-diffracted. Therefore, the volume hologram acts
as a filter which admits the Bragg-matched portion
of the object and rejects the rest. When appro-
priately designed, this ‘Bragg imaging filter’ can
exhibit very rich behavior, spanning the three
spatial dimensions and the spectral dimension of
the object.

To keep the discussion simple, we consider the
specific case of a transmission geometry volume

IMAGING / Volume Holographic Imaging 195



hologram, described in Figure 2. The volume holo-
gram is created by interfering a spherical wave and a
planewave, as shown in Figure 2a. The spherical wave
originates at the coordinate origin. The planewave is
off-axis and its wavevector lies on the xz plane. As in
most common holographic systems, the two beams
are assumed to be at the same wavelength l, and
mutually coherent. The volume hologram results
from exposure of a photosensitive material to the
interference of these two beams.

First, assume that the object is a simple point
source. The intermediate image is also approximately
a point source, that we refer to as ‘probe,’ located
somewhere in the vicinity of the reference point
source. Assuming the wavelength of the probe source
is the same as that of the reference and signal beams,
volume diffraction theory shows that:

(i) If the probe point source is displaced in the y
direction relative to the reference point source,
the image formed by the volume hologram is also
displaced by a proportional amount. Most
common imaging systems would be expected to
operate this way.

(ii) If the probe point source is displaced in the x
direction relative to the reference point source,
the image disappears (i.e., the detector plane
remains dark).

(iii) If the probe point source is displaced in the z
direction relative to the reference point source,
a defocused and faint image is formed on the
detector plane. ‘Faint’ here means that the
fraction of energy of the defocused probe
transmitted to the detector plane is much
smaller than the fraction that would have
been transmitted if the probe had been at the
origin.

Now consider an extended, monochromatic,
spatially incoherent object and intermediate
image, as in Figure 2f. According to the above
description, the volume hologram acts as a ‘Bragg
slit’ in this case: because of Bragg selectivity, the
volume hologram transmits light originating from
the vicinity of the y axis, and rejects light
originating anywhere else. For the same reason,
the volume hologram affords depth selectivity (like
the pinhole of a confocal microscope). The width
of the slit is determined by the recording geometry,
and the thickness of the volume hologram. For
example, in the transmission recording geometry of
Figure 2a, where the reference beam originates a
distance z0 away from the hologram, the planewave
propagates at angle u with respect to the optical
axis z (assuming up 1 radian), and the hologram
thickness is L (assuming L p z0), the width of the
slit is found to be

Dx <
lz0

Lu
½2�

The imaging function becomes richer if the
object is polychromatic. In addition to its Bragg
slit function, the volume hologram exhibits then
dispersive behavior, like all diffractive elements. In
this particular case, dispersion causes the hologram
to image simultaneously multiple Bragg slits, each
at a different color and parallel to the original slit
at wavelength l, but displaced along the z axis.
Light from all these slits finds itself in focus at the
detector plane, thus forming a ‘rainbow image’ of
an entire slice through the object, as shown in
Figure 2g.

To further exploit the capabilities of volume
holograms, we recall that in general it is possible
to ‘multiplex’ (superimpose) several volume gratings

Figure 1 Volume holographic imaging (VHI) system.
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Figure 2 (a) Recoding of a transmission-geometry volume hologram with a spherical wave and an off-axis plane wave with its

wave-vector on the xz plane. (b) Imaging of a probe point source that replicates the location and wavelength of the reference point

source using the volume hologram recorded in part (a). (c) Imaging of a probe point source at the same wavelength but displaced in the

y direction relative to the reference point source. (d) Imaging of a probe point source at the same wavelength but displaced in the

x direction relative to the reference point source. (e) Imaging of a probe point source at the same wavelength but displaced in the z

direction relative to the reference point source. (f) ‘Bragg slitting:’ Imaging of an extended monochromatic, spatially incoherent object

using a volume hologram recorded as in (a). (g) Joining Bragg slits from different colors to form rainbow slices: Imaging of an extended

polychromatic object using a volume hologram recorded as in (a). (h) Multiplex imaging of several slices using a volume hologram

formed by multiple exposures.
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Figure 2 Continued.
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within the same volume by successive exposures. In
the imaging context, suppose that we multiplex
several gratings similar to the grating described in
Figure 2a but with spherical reference waves origi-
nating at different locations and plane signal waves
at different orientations. When the multiplexed
volume hologram is illuminated by an extended
polychromatic source, each grating forms a separate
image of a rainbow slice, as described earlier. By
spacing appropriately the angles of propagation of
the plane signal waves, we can ensure that the
rainbow images are formed on nonoverlapping areas
on the detector plane, as shown in Figure 2h. This
device is now performing true four-dimensional (4D)
imaging: it is separating the spatial and spectral
components of the object illumination so that they
can be measured independently by the detector
array. Assuming the photon count is sufficiently
high and the number of detector pixels is sufficient,
this ‘spatio-spectral slicing’ operation can be per-
formed in real time, without need for mechanical
scanning.

The complete theory of VHI in the spectral and
spatial domains is given in the Further Reading
section below. Experimental demonstrations of VHI
have been performed in the context of a confocal
microscope where the volume hologram performs
the function of a ‘Bragg pinhole’ as well as a real-time
4D imager. The limited diffraction efficiency h of
volume holograms poses a major concern for VHI
systems. Holograms, however, are known to act as
matched filters. It has been shown that the matched
filtering nature of volume holograms as imaging
elements is superior to other filtering elements

(e.g., pinholes or slits) in an information-theoretic
sense. Efforts are currently underway to strengthen
this property by design of volume holographic
imaging elements which are more elaborate than
described here.

See also

Holography, Techniques: Overview. Imaging: Three-
Dimensional Field Transformations.
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Figure 2 Continued.
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Introduction

In many situations, distant objects are imaged using
optical or near-infrared imaging systems. Examples
include terrestrial surveillance from space, tactical
surveillance from airborne imaging systems, and
ground-based astronomical imaging. Ideally, the
resolution in these images is limited only by the
wavelength of light l used to create the images
divided by the imaging system’s effective diameter D:

The ratio l=D is called the diffraction limit of the
imaging system. Unfortunately, when the imaging
system is located in the Earth’s atmosphere, it is often
atmospheric turbulence fluctuations that limit the
level of detail in the long-exposure images, not
the diffraction limit of the telescope. For example,
the Keck telescopes, located on top of Mauna Kea in
Hawaii, are 10 m diameter telescopes that have a
diffraction-limited angular resolution of 0.2 mrad for
an imaging wavelength of 2 mm. However, atmos-
pheric turbulence limits the achievable resolution in
long-exposure images to the order of 1–5 mrad at this
wavelength.

The important discovery by Anton Labeyrie in
1970 that short-exposure images of objects retain
meaningful diffraction-limited information about the
object, where ‘short’ means that the exposure time is
less than the atmospheric turbulence coherence time,
has revolutionized imaging through turbulence.
Atmospheric coherence times depend upon a number
of factors, including wind speeds, wind altitudes, and
observation wavelength. At astronomical observa-
tories for visible observation wavelengths, a rule of
thumb is that atmospheric turbulence stays essentially
constant for exposure times of one to ten milliseconds
under average clear-sky weather conditions. A variety
of techniques that exploit this discovery have been
developed. These techniques can be grouped into
three different categories: techniques that remove
blurring from the detected intensity images (post-
detection compensation), techniques that modify the
optical field prior to detecting the light (pre-detection
compensation), and hybrid techniques that use both
post-detection and pre-detection compensation. In
this article, a variety of these techniques are presented
that are representative of the myriad of methods
that have been developed during the past decades.

To simplify the discussion, it is assumed that the
blurring due to atmospheric turbulence is the same at
every point in the image (isoplanaticity), that the
images are formed using incoherent light as emitted
by the sun and stars, and that a single filled aperture is
used to create the images. Interferometric techniques
that use multiple apertures to estimate the mutual
coherence function of the optical field and calculate
an image from it, are discussed in a separate article
(see Imaging: Interferometric Imaging).

The emphasis in this article is on identifying and
removing atmospheric blurring in images. As part of
this process, regularization techniques must be
included in the image reconstruction algorithms in
order to obtain the best possible resolution for an
acceptable level of noise. Although regularization
techniques are not discussed in this article, infor-
mation can be found in the Further Reading section at
the end of this article (see Imaging: Inverse Problems
and Computational Imaging).

Imaging and Atmospheric Turbulence

In Figure 1, a conceptual diagram illustrates the
impact that atmospheric turbulence has upon resol-
ution in classical imaging systems. A distant star is
being imaged by a telescope/detector system. In the
absence of atmospheric turbulence, the field emitted
by the star has a planar wavefront over the extent of
the lens since the star is a long distance from the
imaging system and thus unresolved by the telescope.
When imaged by the telescope, the diffraction pattern
of the telescope is obtained, resulting in a diffraction-
limited image (Figure 2). However, in the presence of
atmospheric turbulence near the telescope, the planar
wavefront is randomly distorted by the turbulence,
resulting in a corrugated wavefront with a spatial
correlation scale given by the Fried parameter ro: For
visible wavelengths, at good astronomical observing
sites, ro ranges from 5 cm to 20 cm. When this
corrugated wavefront is converted to an image by the
telescope, a distorted image is obtained (Figure 3).
Because atmospheric turbulence is time-varying, the
distortions in the image also change over time. If the
imaging shutter on the telescope remains open for
many occurrences of atmospheric turbulence, the
resulting image will be an average of all the
individually distorted images, resulting in what is
known as the seeing disk (Figure 4). It is the seeing
disk that typically limits spatial resolution in long-
exposure images, not the diffraction pattern of the
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telescope. As a result, the effective spatial resolution
in long-exposure images in the presence of atmos-
pheric turbulence is given by l=ro; not l=D:

Atmospheric turbulence distorts a field’s wavefront
by delaying it in a way that is spatially and temporally
random. The origin of these delays is the random
variation in the index of refraction of the atmosphere
as a result of turbulent air motion brought about by
temperature variations. A Fourier optics imaging
model is useful in characterizing the effects of
atmospheric turbulence on spatial resolution in

images. Let ið~xÞ be an image of an object oð~xÞ;
where ~x is a two-dimensional spatial vector, and let
Ið~f Þ and Oð~f Þ be their spatial Fourier transforms,
where ~f is a two-dimensional spatial frequency vector.
In the absence of atmospheric turbulence, the
diffraction-limited Fourier transform Ið~f Þ is given by

Idð
~f Þ ¼ Oð~f ÞHdð

~f Þ ½1�

where the subscript ‘d’ denotes the diffraction-limited
case and where Hdð

~f Þ is the diffraction-limited

Figure 2 Computer-simulated diffraction-limited image of a

point source.

Figure 3 Computer-simulated short-exposure image of a point

source through atmospheric turbulence.

Figure 1 Conceptual diagram of imaging through atmospheric turbulence.
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telescope transfer function. In the presence of
atmospheric turbulence, the Fourier transform of a
long exposure image ileð~xÞ is given by

Ileð
~f Þ ¼ Oð~f ÞHdð

~f ÞHleð
~f Þ ¼ Idð

~f ÞHleð
~f Þ ½2�

where the subscript ‘le’ denotes long exposure. If the
turbulence satisfies Kolmogorov statistics, as is
typically assumed, then:

Hleð
~f Þ ¼ exp

2
4
2 3:44

 
ldl~fl

ro

!5=3
3
5

½3�

where d is the distance between the imaging system’s
exit pupil and detector plane. As can be seen from eqn
[2], the effect of atmospheric turbulence on a long-
exposure image is a multiplication of the diffraction-
limited image’s Fourier transform by a transfer
function due to atmospheric turbulence. In Figure 5,
an amplitude plot of a diffraction-limited transfer
function is displayed along with an amplitude plot of
a long-exposure transfer function for a 2.3 m

Figure 4 Computer-simulated long-exposure image of a point

source through atmospheric turbulence.

Figure 5 Plots of the Fourier amplitudes of the diffraction-limited

transfer function (dashed line), Fourier amplitudes of the long-

exposure transfer function (dotted line), and the square root of the

average short exposure energy spectrum. The spatial frequency

axis is normalized to one at the diffraction limit of the telescope.

Figure 6 Computer-simulated diffraction-limited image of a

binary star.

Figure 7 Computer-simulated long-exposure image of a binary

star.
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diameter telescope, an imaging wavelength of
0.5 mm, and an ro value of 10 cm. Notice that the
long exposure transfer function significantly reduces
the amount of high spatial frequency information in
an image. Diffraction-limited and long-exposure
turbulence-limited images of a binary star are
shown in Figures 6 and 7, illustrating the significant
loss of spatial resolution brought on by atmospheric
turbulence.

Post-Detection Compensation

Speckle Imaging

Labeyrie’s 1970 discovery was motivated by his
analysis of short-exposure star images. In these
images (see Figure 3), a number of speckles are
present, where the individual speckle sizes are
roughly the size of the diffraction-limited spot of
the telescope. From this, he realized that high
spatial frequency information is retained in short-
exposure images, albeit distorted. He then showed
that the energy spectra EIð

~f Þ of the individual
short-exposure images can be averaged to obtain an
estimate of the average energy spectrum that retains
high signal-to-noise ratio (SNR) information at
high spatial frequencies. The square root of the
average energy spectrum (the amplitude spectrum)
of a star, calculated using Labeyrie’s method (also
known as speckle interferometry), is shown in
Figure 5, along with the diffraction-limited and
long-exposure amplitude spectra. Notice that mean-
ingful high spatial frequency information is retained
in the average amplitude spectrum out to the
diffraction limit of the telescope. Because the
atmospherically corrupted amplitude spectrum esti-
mate is significantly lower than the diffraction-
limited amplitude, a number of short exposure
images must be used to build up the SNRs at the
higher spatial frequencies.

To reconstruct an image, both the Fourier
amplitudes and Fourier phases of the image must
be known. In fact, it is well known that the Fourier
phase of an image carries most of the information in
the image. Because only the Fourier amplitudes are
available using Labeyrie’s method, other techniques
were subsequently developed to calculate the Fourier
phase spectrum from a sequence of short-exposure
images. Techniques that combine amplitude spec-
trum estimation using Labeyrie’s method along with
phase spectrum estimation are called speckle imag-
ing techniques. The two most widely used phase spec-
trum estimation methods are the Knox–Thompson
(or cross spectrum) and bispectrum algorithms.
Both of these algorithms calculate Fourier-domain

quantities that retain high spatial frequency infor-
mation about the Fourier phase spectrum when
averaged over multiple short-exposure images. The
cross spectrum and bispectrum techniques calculate
the average cross spectrum Cð~f;D~f Þ and bispectrum
Bð~f1;

~f2Þ; respectively, that are given by

Cð~f;D~f Þ ¼ Ið~f ÞIpð~f þ D~f Þ ½4�

Bð~f1;
~f2Þ ¼ Ið~f1ÞIð

~f2ÞI
pð~f1 þ

~f2Þ ½5�

where the superscript p denotes complex conjugate.
Although the cross spectrum is defined for all values
of ~f and D~f; only for values of D~f or ~f less than ro=l

are the cross spectrum elements obtained with
sufficiently high SNRs to be useful in the reconstruc-
tion process. The equivalent constraint on the
bispectrum elements is that either ~f1;

~f2; or ~f1 þ
~f2

must be less than ro=l: Once the average cross
spectrum or bispectrum is calculated from a series of
short-exposure images, the phase spectrum fIð

~f Þ of
the underlying image can be calculated from their
phases using one of a number of algorithms based
upon the following equations:

fIð
~f þ D~f Þ ¼ fIð

~f Þ2 fCð
~f þ D~f Þ ½6�

for the cross spectrum and:

fIð
~f1 þ

~f2Þ ¼ fIð
~f1Þ þ fIð

~f2Þ2 fBð
~f1 þ

~f2Þ ½7�

for the bispectrum. Because the phases are only
known for units of 2p; phasor versions of eqns [6]
and [7] must be used. For the cross spectrum
technique, each short-exposure image must be cen-
troided prior to calculating its cross spectrum and
adding it to the total cross spectrum. The bispectrum
technique is insensitive to tilt, so no centroiding is
necessary; however, the bispectrum technique requires
setting two image phase spectrum values to arbitrary
values to initialize the phase reconstruction process.
Typically, the image phase spectrum values at ~f ¼
ð0; 1Þ and ~f ¼ ð1;0Þ are set equal to zero, which
centroids the reconstructed image but does not affect
its morphology.

To obtain an estimated Fourier transform Ieð
~f Þ of

the image from the energy and phase spectrum
estimates, the square root of the average energy
spectrum is combined with the average phase
spectrum calculated from either the bispectrum or
cross spectrum. The result is given by

Ieð
~f Þ ¼ ½EIð

~f Þ�1=2 exp½jfIð
~f Þ� ½8�
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where j ¼
ffiffiffiffiffi
21

p
. The result in eqn [8] includes

atmospheric attenuation of the Fourier amplitudes,
so it must be divided by the amplitude spectrum of the
atmosphere to obtain the desired object spectrum
estimate. The atmospheric amplitude spectrum esti-
mate is obtained by using Labeyrie’s technique on a
sequence of short-exposure images of a nearby
unresolved star. No phase spectrum correction is
necessary because it has been shown theoretically and
verified experimentally that atmospheric turbulence
has a negligible effect upon fIð

~f Þ:

Blind Deconvolution

Speckle imaging techniques are effective as well as
easy and fast to implement. However, it is necessary
to obtain a separate estimate of the atmospheric
energy spectrum using an unresolved star in order to
reconstruct a high-resolution image. Usually, the star
is not co-located with the object and the star images
are not collected simultaneously with the images of
the object. As a result, the atmospheric energy
spectrum estimate may be inaccurate. At the very
least, collecting the additional star data expends
valuable observation time. In addition, there is often
meaningful prior knowledge about the object and the
data, such as the fact that measured intensities are
positive (positivity), that many astronomical objects
are imaged against a black background (support), and
that the measured data are band-limited, among
others. Speckle imaging algorithms do not exploit this
additional information. As a result, a number of
techniques have been developed to jointly estimate
the atmospheric blurring effects as well as an estimate
of the object being imaged using only the short-
exposure images of the object and available prior
knowledge. These techniques are called blind decon-
volution techniques. Two of the most common
techniques are known as multi-frame blind deconvo-
lution (MFBD) and projection-based blind deconvo-
lution (PBBD).

The MFBD algorithm is based upon maximizing a
figure of merit to determine the best object and
atmospheric short-exposure point spread function
(PSF) estimates given the data and available prior
knowledge. This figure of merit is created using a
maximum likelihood problem formulation. Concep-
tually, this technique produces estimates of the
object and the atmospheric turbulence short-
exposure PSFs that most likely generated the
measured short-exposure images. Mathematically,
the MFBD algorithm obtains these estimates by
maximizing the conditional probability density
function (pdf) p½imð~xÞloð~xÞ; hmð~xÞ, m ¼ 1;…;M�;

where imð~xÞ is the mth of M short exposure images

and is given by

imð~xÞ ¼ hmð~xÞ p oð~xÞ þ nmð~xÞ ½9�

where hmð~xÞ and nmð~xÞ are the atmospheric/system
blur and detector noise functions for the mth image,
respectively, and the asterisk denotes convolution.
The noise is assumed to be zero mean with variance
s 2ð~xÞ: The conditional pdf p½imð~xÞloð~xÞ; hmð~xÞ, m ¼

1;…;M� is the pdf of the noise with a mean equal
to hmð~xÞ p oð~xÞ and, as a function of oð~xÞ and hmð~xÞ;
it is known as a likelihood function. For spatially
independent Gaussian noise, as is the case for camera
read noise, the likelihood function is given by

LG

�
oð~xÞ;hmð~xÞ; m ¼ 1;…;M

	
¼
Y
m

Y
~x

1ffiffiffiffiffiffiffiffiffiffiffi
2ps2ð~xÞ

p
� exp{ 2

�
ið~xÞ2 ðo p hmÞð~xÞ

	2
=2s2ð~xÞ}

½10�

For Poisson noise, the likelihood function is given
by

LP

�
oð~xÞ; hmð~xÞ;m ¼ 1;…;M

	
¼
Y
m

Y
~x

�
ðo p hmÞð~xÞ

	ið~xÞ
exp{2

�
ðo p hmÞð~xÞ

	
}

ið~xÞ!

½11�

In practice, logarithms of eqns [10] and [11] are
taken prior to searching for the estimates of oð~xÞ
and hmð~xÞ that maximize the likelihood function.

In general, there are an infinite number of
estimates of oð~xÞ and hmð~xÞ that reproduce the
original dataset when convolved together. However,
when additional prior knowledge is included to
constrain the solution space, such as positivity,
support, and the knowledge that hmð~xÞ is band-
limited, along with regularization, the MFBD
algorithm almost always converges to the correct
estimates of oð~xÞ and hmð~xÞ:

The PBBD technique also uses prior knowledge
constraints to jointly estimate oð~xÞ and hmð~xÞ:
However, instead of creating and maximizing a
likelihood function, the PBBD technique uses the
method of convex projections to find estimates of oð~xÞ
and hmð~xÞ that are consistent with the measured
short-exposure images and all the prior knowledge
constraints. The data consistency constraint and the
prior knowledge constraints are mathematically
formulated as convex sets and the PBBD technique
repeatedly takes the current estimates of oð~xÞ and
hmð~xÞ and projects them onto the convex constraint
sets. As long as all the sets are truly convex, the
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algorithm is guaranteed to converge to a solution that
is in the intersection of all the sets as long as the
algorithm doesn’t stagnate at erroneous solutions
called traps. These traps are the projection equivalent
of local minima in cost function minimization
algorithms.

A key component of this algorithm is the ability to
formulate the measured short-exposure images and
prior knowledge constraints into convex sets. As an
example, consider the convex set Cpos½uð~xÞ� that
corresponds to the positivity constraint. This set is
given by

Cpos½uð~xÞ� W {uð~xÞ such that uð~xÞ $ 0} ½12�

It is straightforward to show that Cpos½uð~xÞ� is a
convex set. Other constraints can be converted into
convex sets in a similar manner. Although all
constraints can be formulated into sets, most but
not all of these sets are convex.

The projection process is straightforward to
implement. For example, the projections of the
current estimates of oð~xÞ and hmð~xÞ onto Cpos½uð~xÞ�
are carried out by zeroing out the negative values in
these estimates. Similarly, the projections of oð~xÞ and
hmð~xÞ onto the convex sets that correspond to their
support constraints are carried out by zeroing out all
their values outside of their supports. In practice,
some versions of PBBD algorithms have been
formulated to use minimization routines as part of
the projection process in order to minimize the
possibility of stagnation.

Deconvolution from Wavefront Sensing

A key distinguishing feature of post-detection com-
pensation algorithms is the type of additional data
required to estimate and remove atmospheric blur-
ring in the measured short-exposure images. Blind
deconvolution techniques need no additional data.
Speckle imaging techniques estimate average atmos-
pheric blurring quantities and need an estimate of the
average atmospheric energy spectrum. Because aver-
age quantities are calculated when using speckle
imaging techniques, only an estimate of the average
atmospheric energy spectrum is needed, not the
specific energy spectra that corrupted the measured
short-exposure images. As a result, the additional
data need not be collected simultaneously with the
short-exposure images. The technique described in
this section, deconvolution from wavefront sensing
(DWFS), seeks to deconvolve the atmospheric blur-
ring in each short-exposure image by estimating the
specific atmospheric field phase perturbations that

blur each short-exposure image. Thus, the additional
data must be collected simultaneously with the short-
exposure images. The atmospheric field phase per-
turbations are calculated from data obtained with a
wavefront sensor using a different region of the
optical spectrum than used for imaging so that no
light is taken from the imaging sensor. Most
commonly, the wavefront sensor data consists of the
first derivatives of the phasefront (phase differences)
as obtained with Shack–Hartmann or shearing
interferometer wavefront sensors, but curvature
sensing wavefront sensors are also used that produce
data that are proportional to the second derivatives of
the phasefront.

The original algorithm to implement the DWFS
technique produced an estimate Ôð~f Þ of the Fourier
transform Oð~f Þ of the object being imaged using the
following estimator:

Ôð~f Þ ¼

X
m

Imð
~f Þ ~Hp

mð
~f Þ

X
m

l ~Hmð
~f Þl2

½13�

where ~Hmð
~f Þ is the overall system transfer function

(including the telescope and atmospheric effects) for
the mth short-exposure image estimated from the
wavefront sensor data. To create ~Hmð

~f Þ; the atmos-
pheric field phase perturbations corrupting the mth
image must be calculated from the wavefront sensor
measurements. This topic is discussed in more detail
in Imaging: Adaptive Optics. Then ~Hmð

~f Þ is obtained
using standard Fourier optics techniques. Although
eqn [13] is easily implemented given an existing
system that includes a wavefront sensor, it suffers
from the fact that it is a biased estimator. An unbiased
version of eqn [13] is given by

Ôð~f Þ ¼

X
m

Imð
~f Þ ~Hp

mð
~f Þ

X
n

Hn;refð
~f Þ ~Hp

n;refð
~f Þ

½14�

where ~Hn;refð
~f Þ and Hn;refð

~f Þ are estimates of the
overall system transfer function obtained from data
collected on a reference star using wavefront sensor
data and image-plane data, respectively. Thus, to
obtain an unbiased estimator, two more datasets must
be collected. The number of frames in the reference
star dataset need not be the same as for the imaging
dataset. As for speckle imaging, the atmospheric
statistics must be the same for the reference star and
imaging datasets.

Another technique that uses at least one additional
data channel along with the measured image is called
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phase diversity. In the additional data channels,
images are also recorded, but with known field
phase aberrations intentionally introduced to add
known diversity to the unknown field phase corrupt-
ing the measurements. The most commonly intro-
duced field phases aberration in an additional channel
is defocus due to its ease of implementation. In the
case of defocus, the additional data channel along
with the imaging channel can be viewed as samples of
the focal volume of the imaging system. Both the
noise-free object and the unknown field phase
aberrations can be recovered from the measured
data using optimization techniques to enforce data
consistency along with other prior knowledge con-
straints. These types of systems can use higher-order
aberrations as well. The phase diversity concept has
been generalized to an approach known as compu-
tational imaging, where an imaging system is
designed by taking into account its intended use, the
expected image degradation mechanisms, and the fact
that the image will be the product of both an optical
system and a postprocessing algorithm.

Pre-Detection Compensation

The primary pre-detection-only compensation tech-
nique in use today employs dynamical electro-optical
systems to sense and remove the phases in the
impinging wavefront due to atmospheric turbulence.
This technique, known as adaptive optics, provides
much higher-quality data than post-detection com-
pensation techniques, when there is enough light
from the object being imaged or a guidestar (artificial
or natural) to drive the adaptive optics system at a
bandwidth high enough to keep up with the temporal
changes in atmospheric turbulence. It consists of a
wavefront sensor that measures the portion of the
phasefront in the pupil of the telescope that is due to
atmospheric turbulence, a wavefront reconstructor
that generates the deformable mirror drive signals
from the wavefront sensor data, and a deformable
mirror that applies the conjugate of the atmospheric
phase distortions to a reimaged pupil. Some of the
light reflected off the deformable mirror is then sent to
the imaging sensor. Adaptive optics systems are
discussed in much greater detail in Imaging: Adaptive
Optics. Here, it suffices to say that no adaptive optics
system produces imagery that is diffraction limited in
quality, although, under the right conditions, the
images can be near diffraction limited. However,
atmospheric seeing conditions fluctuate significantly
over a night as well as seasonally. Therefore, virtually
all adaptive optics images benefit from applying post-
compensation techniques, as is discussed next.

Hybrid Techniques

Adaptive Optics and Post-Processing

Often, an adaptive optics system does not fully
correct for atmospheric turbulence. This can occur
when atmospheric conditions become worse than
the system is designed to handle. Also, an adaptive
optics system may be intentionally designed to only
partially correct for atmospheric turbulence in order
to lower the cost of the system. As a result, there
still may be significant atmospheric blurring in
systems that use adaptive optics. For this reason,
additional post-processing of adaptive optics ima-
gery can result in significant improvement in image
quality. All of the techniques discussed in the
section on post-detection compensation can be
applied to adaptive optics imagery. Applying these
techniques should never degrade image quality, and
will improve the quality if the adaptive optics
system doesn’t fully correct for atmospheric turbu-
lence. Generally speaking, the amount of improve-
ment decreases as the performance of the adaptive
optics system increases. Because the adaptive optics
system’s performance parameters can vary as
atmospheric conditions vary, the blind deconvolu-
tion algorithms are especially applicable to proces-
sing adaptive optics imagery since they estimate the
overall system transfer function from the imaging
data. Because speckle imaging techniques require a
separate estimate of the overall system transfer
function, it can be difficult and time-consuming to
obtain all of the additional data necessary to apply
these techniques to adaptive optics data. Since these
post-detection compensation techniques require
short-exposure images, the adaptive optics system
needs to have a camera capable of collecting short-
exposure images. Finally, even if an adaptive optics
system fully corrects for the atmosphere, deconvo-
lution techniques that remove the diffraction-limited
transfer function amplitude attenuation can improve
image quality.

Partially Redundant Pupil Masking

Although adaptive optics systems can function very
well, currently they are expensive and require
significant maintenance. The primary benefit of
adaptive optics systems is that they remove atmos-
pheric turbulence phase distortions in the pupil of
the telescope, thus permitting light from all areas of
the pupil to interfere in phase when creating an
image. An interferometric view of imaging reveals
that multiple regions of the light in the pupil
contribute to a single spatial frequency in the
image. When the phasefront in the pupil is distorted
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by the atmosphere, these multiple regions tend to not
interfere in phase, reducing the amplitude of the
image’s Fourier component at that spatial frequency.
This amplitude reduction effect occurs for all spatial
frequencies greater than the limit imposed by the
atmosphere, ro=l: Therefore, techniques have been
developed to modify the wavefront by masking part
of the pupil prior to measuring the field with an
imaging sensor. This class of techniques has various
names including optical aperture synthesis, pupil
masking, and aperture masking. Here this class of
techniques will be referred to as partially redundant
pupil masking (PRPM).

PRPM techniques function by masking the pupil
in such a way as to minimize the amount of out-of-
phase interference of light on the imaging detector.
Early efforts used pupil masks that were opaque
plates with ro-sized holes in them. Because the
atmospheric coherence length is ro; all the light
from an ro-sized hole is essentially in phase. By
choosing the holes in the mask so that only two holes
contribute to a single spatial frequency in the image,
out-of-phase interference problems are removed.
This type of mask is called a nonredundant pupil
mask. Of course, a significant amount of light is lost
due to this masking, so only bright objects benefit
from this particular implementation. Often, the
pupil mask needs to be rotated in order to obtain
enough spatial frequencies in the image to be able to
reconstruct a high-quality estimate of the object. To
increase the light levels in the image, masks have
been made to allow some out-of-phase interference
for a given spatial frequency, thus trading off the
amplitude of the spatial frequencies allowed in the
image with the amount of light in the image. Masks
with this property are called partially redundant
pupil masks.

One version of PRPM is called the variable
geometry pupil (VGP) technique. It is envisioned to
work in conjunction with an adaptive optics system
that does not fully correct the wavefront for
atmospheric phase distortions. It employs a spatial
light modulator or a micro-electromechanical mirror
between the deformable mirror and the imaging
sensor. Either of these two devices is driven by signals
from the wavefront sensor in the adaptive optics
system in such a way that the portions of the pupil
where the phasefront has a sufficiently large second
derivative is blocked, while the remainder of the
phasefront is transmitted.

All PRPM techniques benefit from post-compen-
sation processing. For the case of nonredundant pupil
masks, post-processing techniques are required to
convert the discrete-spatial-frequency information

into an image with reasonable quality. These tech-
niques are essentially the same techniques as used in
interferometric imaging, not those described in this
article. When partially redundant pupil masks are
used (including VGP masks), the image may include
enough spatial frequency content that the methods
described in the post-detection compensation section
can be applied.

See also

Imaging: Adaptive Optics; Interferometric Imaging;
Inverse Problems and Computational Imaging.
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Introduction

Electric lamps are by far the most common source of
light used on Earth, other than our sun. These sources
are composed of a very large number of individual
radiating elements, all acting independently. This
independence causes the light generated by electric
lamps to have a very low degree of spatial and
temporal coherence. When compared to lasers, lamps
are usually considered to be incoherent sources.

Electric lamps are widely used for general lighting,
such as residential, commercial and industrial space,
and task lighting. A much less frequent use of
incoherent sources, but perhaps of more interest to
the reader, is as wavelength, intensity, and total light
output standard used to calibrate various coherent
light sources. We will discuss the general character-
istics of incandescent, gas discharge, and solid state
lamps, with sources in the Further Reading section at
the end of this article, which are used as calibration
standards for coherent sources.

Definitions

Before discussing individual lamp technologies, we
need to define some of the key terms that are used for
describing the performance of electric lamps. Most of
these definitions are based on or abstracted from the
IESNA Lighting Handbook:

. Efficacy: The total light output of a lamp,
measured in lumens, divided by the power input
in watts. Efficacy has the units of lumens per
watt, or l m W21, and can be greater than 100.

The efficacy of common light sources varies from
10 l m W21 to over 200 l m W21.

. Correlated Color Temperature (of a light source)
(CCT): the absolute temperature of a blackbody
whose chromaticity most nearly resembles that of
the light source. CCT is measured in Kelvin (K).
The CCT of typical light sources varies from
2000 K to 6000 K, with the most popular sources
being in the range from 2700 K to perhaps 4500 K.

. Color Rendition Index (of a light source) (CRI): a
measure of the degree of color shift objects
undergo when illuminated by the light source as
compared with those same objects when illumi-
nated by a reference source of comparable color
temperature. The highest possible CRI is 100. The
lowest theoretical CRI is less than zero, but CRI
less than 50 is generally considered to have no value
in determining the color quality of a light source.

. Photopic Luminous Efficiency Function ðVlÞ: a
measure of the sensitivity of the human eye in
lumens per watt of radiation received, as a function
of wavelength, for luminance levels higher than
,3 cd m22. Vl is based on relatively few obser-
vations, and individuals may differ significantly
from the standard Vl function. Vl provides the
basis for measuring the efficacy of all light sources.

. Visible Light: generally accepted to mean radiation
between 380 nm and 780 nm.

Incandescent Lamps

Incandescent lamps are quasi-blackbody thermal
radiators. A true blackbody radiator would generate
light according to Planck’s Law, as shown in eqn [1]
and Figure 1, for various temperatures. Most
incandescent lamps use tungsten filaments, and the
emissivity of tungsten, the ratio of its radiative output
to that of a blackbody at the same temperature, is
about 0.44 in the visible region of the spectrum and
about 0.33 in the infrared. The radiative output of a
tungsten incandescent lamp is, therefore, less than
half that of a blackbody of the same temperature and
the intensity versus wavelength curve does not exactly
follow Plank’s law, being slightly favorable to visible
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radiation:

EðlÞ ¼
2phc21029

l5ðexphc=klT 2 1Þ
½1�

where:

E ¼ power per square meter of surface area per nm of
wavelength

l ¼ wavelength in meters
h ¼ Plank’s constant, 6.63 £ 10234 Joule seconds
c ¼ speed of light, 3 £ 108 meters sec21

k ¼ Boltzman’s constant, 1.38 £ 10223 Joule K21

T ¼ temperature of the source in K

Tungsten lamps have excellent color quality,
reflected in a perfect CRI of 100, are inexpensive,
available in a great variety of sizes, shapes, and
operating voltages, have a small source size that
permits excellent light control with relatively small
reflectors and lenses, run equally well on AC or
DC power, can be easily dimmed, can have very
long life, are insensitive to operating position, are
relatively insensitive to ambient temperature, con-
tain no hazardous materials, and light virtually
instantly, though not as fast as LEDs. However,
incandescent lamps have one major disadvantage;
they are very inefficient. Most of the energy
consumed by incandescent lamps is radiated in
the infrared, while only 5% to 10% is radiated in
the visible portion of the spectrum. The reason for
this is shown in Figure 2, which shows the visible
region of the spectrum superimposed on the
blackbody radiation curves.

There are a number of techniques that have been
used or are being investigated to increase the efficacy
of incandescent lamps. First, as can be seen in

Figure 2, increasing the filament temperature shifts
the wavelength for peak emission toward lower
wavelengths, and will result in a larger fraction of
the radiated energy being in the visible region.
Unfortunately, increasing filament temperature also
increases the rate of tungsten evaporation and there-
fore shortens the life of tungsten lamps, since
evaporation of tungsten is the dominant incandescent
lamp failure mode. In a similar manner, the life of
incandescent lamps can be increased to arbitrarily
long times by decreasing filament temperature. This
technique, which is the means used in far too many
‘long life’ incandescent lamps, unfortunately leads to
a decrease in the already low efficacy of incandescent
lamps. The approximate dependences of life, efficacy,
and color temperature on operating voltage, for
common incandescent lamps operating between
90% to 110% of rated voltage, are shown in
eqns [2], [3], and [4]:

LIFE1

LIFE2

¼

 
VOLTS2

VOLTS1

!13

½2�

EFFICACY1

EFFICACY2

¼

 
VOLTS1

VOLTS2

!1:9

½3�

COLOR_TEMPERATURE1

COLOR_TEMPERATURE2

¼

 
VOLTS1

VOLTS2

!0:42

½4�

Combining eqns [2] and [3] yields eqn [5]:

LIFE1

LIFE2

¼

 
EFFICACY2

EFFACACY1

!6:84

½5�

Figure 1 Radiation from blackbody source at various

temperatures. q 2005 Roberts Research and Consulting, Inc.

Published by Elsevier Ltd. All rights reserved. Figure 2 Radiation from blackbody source at various tempera-

tures with visible band. q 2005 Roberts Research and Consulting,

Inc. Published by Elsevier Ltd. All rights reserved.
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Under the assumption that the color temperature of
an incandescent lamp is approximately the same as
the operating temperature of the filament, we can
combine eqns [2] and [4] to obtain eqn [6], and
combine eqns [3] and [4] to obtain eqn [7]:

LIFE1

LIFE2

¼

 
TEMPERATURE2

TEMPERATURE1

!30:95

½6�

EFFACACY1

EFFICACY2

¼

 
TEMPERATURE1

TEMPERATURE2

!4:52

½7�

One way to allow operation with higher filament
temperatures, while not decreasing filament life, is to
fill the lamp with a high molecular weight and/or high
pressure gas, as either will retard tungsten evapor-
ation. Lamps using krypton or xenon in place of the
normal argon fill allow for a moderate increase in
filament temperature. Better yet is a fill of halogen
gas, such as HBr, CH3Br, or CH2Br2 plus Kr or Xe at
total pressures that range from 2 to 15 atmospheres.
The high total pressure inhibits tungsten evaporation
from the filament, and the halogen fill gas reacts with
tungsten that deposits on the wall of the lamp to
remove this tungsten and maintain light output over
the life of the lamp. The tungsten removed from the
wall of the lamp is redeposited on the tungsten
filament, increasing lamp life under some circum-
stances. Due to the high gas pressures involved,
tungsten halogen incandescent lamps are constructed
in small ‘filament tubes’ to minimize both the amount
of gas needed and the total explosive energy. The
filament tubes are manufactured from quartz or
special high temperature glass. For general purpose
applications, the quartz or high temperature glass
filament tube is enclosed in a larger glass envelope to
protect the user should the filament tube explode and
to protect the filament tube from environmental
contaminants, such as salts from human fingers.

Since 90% to 95% of the energy consumed by an
incandescent lamp is radiated as infrared energy, it is
easy to see that the potential exists to dramatically
increase the efficacy of incandescent lamps by
reflecting some of this infrared energy back onto the
filament, thus allowing the filament to be maintained
at its normal operating temperature with far less
electrical power. The reflector must have very low
absorption in the visible region of the spectrum, high
reflectivity in the IR and a reasonably sharp transition
between the two, because the greatest IR emission is
just below the visible band. The reflector and filament
must also be precisely positioned so that the reflected
IR radiation hits the filament, and the reflector must
also be low enough in cost to be commercially viable.

Successful IR reflectors have been made from multi-
layer dielectric films. These are similar to the coatings
used to make high reflectivity mirrors for He–Ne
lasers, but they have much broader bandwidth and
lower reflectivity. The reflector-filament alignment
problem is most easily solved using the geometry of a
tungsten halogen filament tube as the carrier for the
IR reflector. The typical efficacy gain is about 50%: a
60-watt IR-halogen lamp produces about as much
light as a 90-watt halogen lamp.

Other methods being investigated to increase the
efficacy of incandescent lamps involve modification of
the filament to decrease its emissivity in the IR and/or
increase its emissivity in the visible, and hence turn it
into more of a ‘selective radiator’ than natural
tungsten. Three general methods are under investi-
gation: one involves creating a dense pattern of
submicron size cavities on the surface of the tungsten
to inhibit IR radiation; a second involves coating the
tungsten with a material that is itself a selective
radiator that favors the visible portion of the
spectrum, while a third involves replacing the
tungsten filament with a material that is a natural
selective radiator. No products exist that employ
these techniques, but active R&D projects are
underway that may yield a more efficient incandes-
cent lamp in the future.

Incandescent lamps can be used as standards for
total flux and color temperature if carefully con-
structed and operated. The National Institutes for
Standards and Technology (NIST) in the US sells
1000-watt tungsten halogen lamps calibrated to an
accuracy of 0.6% in luminous intensity and 8 K in
color temperature at a color temperature of
2856 K. Similar service are provided by standards
organizations in other countries.

Discharge Lamps

The most efficient lamps produced today are based on
electric discharges in gasses. These include ‘low
pressure’ lamps such as fluorescent lamps and low
pressure sodium lamps; and ‘high pressure’ or high
intensity discharge (HID) lamps such as metal halide,
high pressure sodium, high pressure mercury, and
sulfur lamps. These lamps are all more efficient than
incandescent lamps because they are ‘selective radia-
tors’ instead of blackbody sources and have been
designed to generate as much radiant energy as
possible in the visible band while minimizing energy
produced outside the visible band. The best white
light discharge lamps have conversion efficiencies
from electric power to visible light of 25% to 30%,
making them almost five times as efficient as the
typical incandescent lamp.
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Fluorescent Lamps

Fluorescent lamps, as shown in Figure 3, are generally
constructed in a cylindrical soda lime glass envelope
with a length to diameter ratio significant greater than
one. Most contain thermionic electrodes at each end
to generate an electric field that establishes and
sustains the discharge. The lamps are filled with about
2 Torr of Argon and/or another rare gas, and a few
mg of liquid mercury, while the inside surface of the
tube is coated with a phosphor that converts UV
radiation generated by excited mercury atoms into
visible light.

As with any other low pressure gas discharge,
various discharge regions are aligned along the axis of
the tube:

. Aston Dark Space

. Cathode Glow

. Cathode Dark Space

. Negative Glow

. Faraday Dark Space

. Positive Column

. Anode Glow

. Anode Dark Space

The axial lengths of all these regions, except for the
positive column, are fixed by the properties of the
cathode and anode, the fill gas type and pressure, and
the discharge current. The length of the positive
column is variable and fills the space between the
Faraday Dark Space and the Anode Glow. The
cathode and anode regions of the discharge have a
total axial length of about twice the diameter of the
discharge tube. Therefore, if the length-to-diameter
ratio of the discharge tube is substantially greater
than one, the majority of the tube is filled by the
Positive Column, as shown in Figure 3. The positive
column is the part of the discharge that creates the UV
photons that excite the phosphor and cause it to
generate visible light. The remainder of this discus-
sion will therefore focus on the positive column.

The basic operation of a fluorescent lamp positive
is shown in Figure 4. Free electrons are accelerated by
the electric field established between the two electro-
des. These electrons collide with both the mercury
and rare gas atoms, but selectively excite and ionize
mercury atoms, since the excitation and ionization
energies of mercury are significantly lower than that

of any rare gas used in the lamps. Ionization of
mercury creates more free electrons to sustain the
discharge. The gas density in the lamp is low enough
to require that most of the recombination of mercury
ions and free electrons takes place on the wall of the
tube, since this recombination requires a three-body
collision. The excited mercury atoms generate both
UV and visible photons, and the UV photons generate
visible light once they reach the phosphor coated on
the inner surface of the lamp.

The high efficiency of fluorescent lamps is directly
related to the fact that 60% to 65% of the electric
power consumed by the positive column of the
fluorescent lamp discharge is converted into 245 nm
UV photons as a result of the resonance transition
from the 63P1 state of mercury at 4.86 eV to the 61S0

ground state. The resonance transition from the 61P1

state of mercury generates 185 nm UV photons that
carry about 10% of the energy. About 3% of the
positive column energy ends up in mercury visible
lines at 405 nm, 436 nm, 546 nm, 577 nm, and
579 nm.

The 245 nm and 185 nm photons generated by the
excited mercury atoms travel only a fraction of a
mm before they are absorbed by a ground-state
mercury atom. However, due to the relative absence
of other de-excitation mechanisms, a large fraction
of these absorbed photons are re-emitted by the
absorbing atoms, and most of the UV photons
generated in the core of the discharge eventually
reach the phosphor coated interior wall of the
discharge tube where they are converted into visible
light (and waste heat).

The phosphors used in modern fluorescent lamps
are a blend of three rare-earth phosphors:

. Blue: BaMg2Al16O27:Eu2þ

. Green: CeMgAl11O19(Ce3þ):Tb3þ

. Red: Y2O3:Eu3þ

Figure 4 Operation of fluorescent lamp positive column. q 2005

Roberts Research and Consulting, Inc. Published by Elsevier Ltd.

All rights reserved.

Figure 3 Linear fluorescent lamp. q 2005 Roberts Research

and Consulting, Inc. Published by Elsevier Ltd. All rights reserved.
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Rare earth phosphors provide a combination of
high efficiency, high color rendition index, and high
resistance to degradation that far exceeds the
performance of the halophosphate phosphors used
in older generations of fluorescent lamps.

However, due to the Stokes Shift, there is a
substantial energy loss converting the UV photons
produced by excited mercury atoms into visible light,
even using a ‘perfect’ phosphor that has quantum
efficiency of 1.0. The average energy of a visible
photon is 2.43 eV, using the 380 nm to 780 nm limits
for visible radiation discussed at the start of this
article. When one 245 nm photon that has 4.885 eV
of energy is converted to one visible photon with an
average energy of 2.43 eV, a bit over 50% of the
photon’s energy is lost. The situation is worse for the
185 nm photons, which each have 6.707 eVof energy.
They lose 64% of their energy when they are
converted to visible photons, so it is good that the
fluorescent lamp discharge generates six to seven
245 nm photons for each 185 nm photon. The Stokes
shift is responsible for the largest single energy loss
mechanism in fluorescent lamps. Work is underway
to develop phosphors with a quantum efficiency
greater than 1.0, so less energy will be lost in the UV-
to-visible light conversion process, but no practical
phosphors have been developed to date.

The mercury pressure for optimum UV pro-
duction is about 6 £ 1023 Torr, which is the vapor
pressure of mercury over a liquid pool at 40 8C. At
higher mercury pressure there is too much absorp-
tion by ground state mercury atoms, and at lower
pressures there is an insufficient number of mercury
atoms for excitation by the electrons. The diameter
of most linear lamps is chosen so that the coolest
spot on the interior of the lamp wall will be at 40 8C
when the lamp is operated at its design power in an
ambient temperature of 25 8C. Usually this ‘cold
spot’ will be near the middle of the lamp, but in
some higher power linear lamps the wall tempera-
ture is well over 40 8C. In these lamps a cold spot is
often created at the end of the lamp by use of a
longer electrode mount and a heat shield mounted
between the electrode and the end of the lamp.
Obviously, the performance of fluorescent lamps
designed in this manner is highly sensitive to
ambient temperature. In some smaller, high-power
density lamps, most commonly compact fluorescent
lamps (CFLs), it is not possible to create a region
with a temperature as low as 40 8C. In these
lamps the mercury pressure is controlled by amal-
gamating the mercury with Pb, Bi, or Sn, creating a
compound that both reduces the mercury vapor
pressure at any given temperature and also reduces
the variability of mercury vapor pressure with

temperature. These mercury amalgams have the
secondary advantage of making the fluorescent lamp
less sensitive to ambient temperature.

Mercury, which is the key ingredient in fluorescent
lamps, is considered to be a hazardous material by
regulatory agencies in many countries. At least as
early as the mid-1980s researchers began to study
ways to reduce or eliminate mercury from fluorescent
lamps.

Development of a mercury-free fluorescent lamp is
very difficult and the only mercury-free fluorescent
lamp that exists, as of mid-2003 has an efficacy of
about 10 l mW21, one-tenth the efficacy of the best
mercury-based fluorescent lamp (Osram Sylvania
LINEXw Linear Excimer Lamp System, Model
LINEX A3-10W40). There are three key problems
that have to be solved to develop an efficient mercury-
free fluorescent lamp system:

(i) Identify a nontoxic material that generates UV
photons and has its optimum gas density at a
convenient and safe temperature. The most
promising candidate is xenon, used as either an
atomic radiator or an excimer.

(ii) Develop a phosphor that produces high-quality
white light with high efficiency when excited by
UV photons from the chosen mercury-replace-
ment material. This has proven a major chal-
lenge. The resonance line of atomic Xe has a
wavelength of 147 nm, while the output from a
xenon excimer discharge is at 172 nm. The Stokes
shift loss converting each of these to visible light is
71% for atomic xenon and 66% for xenon
excimers. To reduce the Stokes shift loss, a
quantum-splitting phosphor, one that generates
more than one visible photon for each UV
photon, is needed. Most of the effort to develop
mercury-free fluorescent lamps has been concen-
trated in this area. No viable phosphor has been
developed, but work continues.

(iii) Develop a ‘reservoir’ for xenon or the other
working gas. The mass of ‘active’ gas needed for
a fluorescent lamp is small; a 4-foot, 1.5-inch
diameter lamp needs 0.1 mg of mercury in the
gas phase to operate properly. However, during
life, some of this gas is consumed through
physical attachment or chemical reaction and
must be replaced. The drop of liquid mercury or
small mass of mercury amalgam used in conven-
tional fluorescent lamps provides a reservoir that
maintains the mercury gas pressure in the
presence of these consumption mechanisms.

In contrast to the failure to develop a mercury-free
fluorescent lamp, there has been great success in
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reducing the amount of mercury used in each lamp. A
typical 4-foot, 1.5-inch diameter fluorescent lamp
produced in the 1970s would have 50 mg to 100 mg
of mercury. This high amount of mercury was mostly
the result of the type of manufacturing equipment
used, but mercury consumption required that each
lamp had 15 mg to 20 mg of mercury in order to
survive for its rated 20 000-hour life. The develop-
ment of coatings and other materials that reduce
mercury consumption, when combined with new
manufacturing technology, has allowed the amount
of mercury used in modern 4-foot fluorescent lamps to
be reduced to 3 mg to 5 mg, and further reductions are
possible with improved technology.

As stated above, the length-to-diameter ratio of
most fluorescent lamps is significantly greater than
one. The reason for this is that there is a 10 to 15 volt
drop at the electrodes, and the power lost in these
regions does not produce a significant amount of
light. A large length-to-diameter ratio increases the
voltage and power of the positive column, where
the bulk of the UV photons are generated, relative to
the power lost in the electrode regions. When the
energy crunch hit in the mid-1970s, there was strong
interest in developing a fluorescent lamp that could
replace the inefficient incandescent lamp. However,
the need for high length-to-diameter ratios meant that
it would not be practical to make a fluorescent lamp
shaped like an incandescent lamp. This need created
the technology to manufacture CFLs which are
constructed of long tubes bent or coiled into shapes
that allow them to fit into spaces occupied by
incandescent lamps.

Fluorescent lamps and other discharge lamps have
a negative incremental voltage vs. current (V/I)
characteristic, which means that their operating
voltage decreases as the operating current increases.
Due to this, such discharges need to be operated from
a current limited power source, commonly known as
a ‘ballast’ in the lighting industry. Ballasts were
originally simple series inductors and lamps operated
at the power line or mains frequency, though many
line frequency ballasts are now considerable more
complex than an inductor. In the 1940s, it was
discovered that the efficacy of fluorescent lamps could
be increased by operation at frequencies of a few kHz.
It was not until the 1970s, however, until the cost of
power electronics came down to the point where it
was possible to make affordable high frequency
electronic ballasts. Electronic ballasts operating in
the 20 kHz to 100 kHz range are now used with
almost all CFLs and in most commercial applications
using linear fluorescent lamps.

The desire for fluorescent lamps shaped like
incandescent lamps also sparked the development

of electrodeless fluorescent lamps. Since the need for
high length-to-diameter ratios is driven by the losses
at the lamp electrodes, researchers realized they
could make fluorescent lamps in short, wide shapes
if they eliminated the electrodes. As shown in
Figure 5, an electrodeless lamp is just like a
transformer, except it has a single-turn discharge
secondary instead of a multiturn copper or alumi-
num secondary. An open core version of an
electrodeless fluorescent lamp with integral ballast
is shown in Figure 6. The electric field is created by
a time-varying magnetic field. Because of the
relative high voltage-per-turn imposed by the
discharge secondary, these lamps operate only at
high frequency. There are three electrodeless fluor-
escent lamps on the market. The closed core design

Figure 5 Basic electrodeless fluorescent lamp with closed

ferrite core. q 2005 Roberts Research and Consulting, Inc.

Published by Elsevier Ltd. All rights reserved.

Figure 6 Open core electrodeless lamp with integral ballast.

q 2005 Roberts Research and Consulting, Inc. Published by

Elsevier Ltd. All rights reserved.
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shown in Figure 7 operates near 250 kHz with an
external ballast, while the open core design shown
in Figure 8 operates near 2.5 MHz. Figure 9 shows
an open core design with an integral ballast that
also operates near 2.5 MHz. Some people have
suggested that electrodeless fluorescent lamps are
fundamentally different from normal fluorescent
lamps and the high frequency field drives the
phosphor to emit light. This is incorrect. Other
than the manner in which the electric field is
created, and the new shapes this allows, electrode-
less fluorescent lamps operate in the same manner
as normal fluorescent lamps.

Due to the strong dependence of fluorescent
performance on mercury temperature, these lamps
are not useful as flux standards. However, the five
mercury visible lines listed above, plus the 365 nm
line of mercury, make the ordinary fluorescent lamp
an ideal source for wavelength calibration of spec-
trometers. Germicidal lamps, which do not use
phosphor but are constructed in quartz envelopes

and use the same type of mercury-rare gas discharge
as fluorescent lamps, are a convenient source of
254 nm radiation that can be used to calibrate UV
spectrometers. Care should be taken when using these
lamps, as the 254 nm radiation can damage human
eyes and skin.

High Intensity Discharge Lamps

If the mercury pressure in a discharge lamp is
raised from 6 £ 1023 Torr to an atmosphere or

Figure 7 Closed core electrodeless fluorescent lamp, Osram

Sylvania Icetron/Endura Lamp, from US Patent 5,834,905.

Figure 9 GE Genuraw open core electrodeless fluorescent

lamp with integral ballast. Courtesy of General Electric Company.

Figure 8 Open core electrodeless fluorescent lamp with separate ballast, Philips QL lamp, from US Patent 6,373,198 B1.
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greater, the 245 nm and 185 nm resonance lines are
trapped via absorption by ground-state mercury
atoms and the radiation output from the discharge
shifts to the five optically thin visible lines listed in
the discussion of fluorescent lamps, plus the
365 nm near-UV line and a number of lines near
300 nm. The result is a high pressure mercury lamp
that operates with an efficacy of about 55 l m W21

and has a CRI of about 50. The high-mercury
vapor pressure requires a wall temperature of at
least 360 8C, which in turn requires that the arc
tube be constructed from quartz and operated at
high power density. A 400-watt high-pressure
mercury arc tube has a diameter of 22 mm and
length of about 100 mm. In contrast, a 32-watt
fluorescent lamp has a diameter of 25.4 mm and a
length of about 1200 mm. This accounts for the
classification of these high pressure lamps as high
intensity discharge (HID) lamps. Due to the high
temperature of the arc tube, most HID lamps are
constructed with the arc tube mounted inside a
hard glass outer jacket that protects both the user
and the arc tube. The high-pressure mercury lamp
is a direct visible radiator, but the arc tube does
generate a small amount of radiation in the
254 nm to 365 nm region, that radiation is trapped
by the outer glass jacket. Some high-pressure
mercury lamps have a phosphor coating on the
inside of the outer jacket to convert this UV
radiation into visible radiation, mostly in regions
of the spectrum where the high-pressure mercury
arc is deficient in radiation, thus improving the
color of the lamp.

Most high-pressure mercury lamps operate at a
mercury pressure of about four atmospheres.
Because their spectrum is dominated by mercury
line emission, the output of these lamps is deficient
in the red portion of the spectrum and the lamps
have poor color rendition. In 1992, Philips received
a US patent for a new type of ultra-high pressure
mercury lamp that they call UHP for ‘Ultra High
Performance’. This lamp operates at a mercury
pressure of 200 atmospheres or more. The output
spectrum is characterized by a significant amount
of continuum radiation from quasi-molecular states
of mercury and this continuum includes energy in
the red portion of the spectrum that is missing
from conventional high pressure mercury lamps.
UHP lamps also include a small amount of
halogen, such as bromine, which creates a tung-
sten-halogen cycle similar to that discussed earlier
in relation to tungsten-halogen incandescent lamps.
During lamp operation, tungsten is sputtered and
evaporated from the electrodes. In the absence of
the halogen fill, this tungsten rapidly deposits on

the walls, leading to very short lamp life. The
halogen combines with most of the tungsten before
it has a chance to reach the wall of the arc tube.
The halogen will also combine with any tungsten
that has deposited on the wall of the arc tube. The
tungsten-halogen compound formed is gaseous at
the operating temperature of the lamp and will
diffuse back toward the core of the discharge
where the high temperature of the arc dissociates
the tungsten-halogen compound. The tungsten is
deposited back on the electrodes, thereby greatly
extending the life of the lamp. Due to their very
high pressures, UHP lamps are constructed in small
discharge tubes and have a very short discharge
length, typically 1 to 2 mm, making these lamps a
virtual point source. Due to their excellent spectral
characteristics and small source size, UHP lamps
have found application in various projection
applications, including LCD-based electronic
projectors.

The performance of high-pressure mercury lamps
can be substantially improved by adding metals
such as sodium and scandium to the high-pressure
mercury arc. The sodium emits near the peak of the
eye sensitivity curve, providing high efficacy, while
the scandium has many transitions in the visible,
which fill out the spectrum and provide high CRI.
If metallic elements are added directly to the high-
pressure mercury arc they would deposit on or
react with the wall of the arc tube. To prevent this
they are added as iodides, such as NaI or ScI3. This
creates a regenerative cycle in which the NaI and
ScI3 are heated and dissociated in the 5000 K core
of the arc, allowing the free metals to radiate.
As the metals diffuse toward the cooler sections of
the arc near the walls, they recombine with the
iodine to reform the iodides. These metal halide
lamps have produce light with an efficacy of about
90 l m W21 to 100 l m W21 and a CRI of about
65 to 75.

The high-pressure sodium (HPS) lamp is an HID
lamp that uses hot sodium vapor to generate a
golden white light. The lamp uses a mixture of
sodium, mercury, and rare gas such as xenon. The
core temperature of the sodium-mercury-xenon
discharge is typically about 4000 K, while the
temperature at the edge of the discharge and the
walls of the ceramic arc tube is typically about
1500 K. At low pressure, emission from sodium is
dominated by the resonance lines at 589.0 and
589.6 nm, so the light is virtually monochromatic.
However, in the HPS lamp, the sodium pressure is
typically 75 Torr, which is high enough to almost
completely trap emission from the resonance lines,
forcing radiant energy to escape in the wings of
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these lines, thereby increasing the color quality of
the light. Since sodium will attack quartz, this
mixture is contained in a translucent alumina
(aluminum oxide) ceramic arc tube. As with other
HID lamps, the alumina arc tube is contained in a
hard glass outer bulb. HPS lamps are the most
efficient generators of ‘white light’ available.
A typical 400 watt HPS lamp produces light with
an efficacy of 125 l m W21, this high efficacy being
due to the fact that the emission matches the
peak of the eye sensitivity curve. The light has a
CRI of only 22; however, the HPS lamp is widely
used for roadway and other outdoor lighting
applications.

Solid State Sources

The newest incoherent sources to be used for
general purpose lighting are solid state devices:
light emitting diodes (LEDs), and organic light
emitting diodes (OLEDs). LEDs are very similar to
laser diodes but without the two mirrors used to
form the laser cavity in laser diods. Photons are
generated as a result of electron-hole recombina-
tion as electrons move across the energy gap of a
biased p-n junction. By appropriate selection of
materials, photons can be created at visible
wavelengths. Low brightness infrared and red
LEDs have been available for quite some time. It
was not until the mid-1980s that high brightness
red LEDs were developed. These were followed by
increasingly more challenging yellow, green, and
then blue high brightness LEDs, developed in 1994
by Shuji Nakamura, of Nichia Chemical Industries.
Nakamura added phosphor to his high brightness
blue LEDs in 1996 and developed the first ‘white’
LED, thus triggering the current level of excitement
concerning the use of LEDs to replace incandescent
and discharge lamps. Monochromatic high bright-
ness LEDs have already replaced color-filtered
incandescent lamps in many applications, such as
traffic lights, vehicle signal lights, and signage. In
these applications, LEDs are the clear winner in
life and efficacy. However, when compared to
unfiltered sources, the best white LEDs are about
as efficient as tungsten halogen incandescent lamps
and far less efficient than fluorescent and metal
halide lamps. They also cost far more per lumen
than even the most expensive discharge lamp.
LEDs have high internal quantum efficiency, so
the main technical challenges are to fabricate
devices to minimize internal light trapping in
order to improve device efficiency and reduce the
cost per lumen produced.

Organic light emitting diodes (OLEDs) generate
light by the passage of electric current through
special organic molecules, using a process known
as electrophosphorescence. The electrophosphores-
cent material is usually coated on a transparent and
perhaps flexible substrate, and overcoated with a
transparent conductor. OLEDs currently have lower
efficacy and shorter life than LEDs, but they also
have lower manufacturing costs. If LEDs are the
‘new’ point sources that replace incandescent lamps
and perhaps CFLs, then OLEDs are the ‘new’ diffuse
sources that some say will replace liner fluorescent
lamps.

See also

Light Emitting Diodes.
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Since their discovery by Röntgen in 1895, X-rays have
been used in a wide variety of applications ranging
from medical and industrial radiography to crystal-
lographic studies of the structure of biomolecules.
The short wavelength (l , 0:1 nm) and high pene-
trating power of hard X-rays makes them an ideal
probe of the internal structure and composition of
condensed matter. Indeed, Watson and Crick’s eluci-
dation of the double helix structure of DNA in the
early 1950s, based on the X-ray diffraction patterns
of Rosalind Franklin, has revolutionized biology and
provided an atomistic view of the stuff of life.

The quest for ever higher spatial resolution, and the
desire to obtain high-quality X-ray data on shorter
time-scales, have both been prime motivations for the
development of high intensity hard X-ray sources
since the mid-1970s. This evolutionary trend has led
to the design and construction of large synchrotron
radiation facilities, serving many thousands of users
and enabling forefront experimental studies across a
broad range of disciplines. One such example of a
national facility, dedicated to high-brightness X-ray
synchrotron radiation, is the Advanced Photon
Source (APS), located at Argonne National Labora-
tory in the United States (Figure 1). Facilities of a
similar scope and purpose have also been constructed
in Europe and Japan, and a number of new high
brightness sources are currently under construction
in several countries around the world (see Table 1).

Figure 1 Aerial view of the Advanced Photon Source, Argonne National Laboratory. Courtesy of Advanced Photon Source.
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In this article we will draw on examples from APS to
illustrate the characteristics and performance of the
current generation of synchrotron sources in the hard
X-ray region.

From the earliest days of particle physics studies
in the 1930s and 40s, it was realized that copious
amounts of X-rays could be produced by accelerating
charged particles in a curved trajectory, as in a
cyclotron or a synchrotron. For particle physics such
radiation is highly detrimental because it limits the
ultimate energy of particle accelerators and forces
their circumference to become inordinately large in
order to reduce radiation losses.

Originally considered to be a major source of
concern in particle accelerator design, synchrotron
radiation soon began to emerge as a boon to X-ray
science. This came about in the early 1970s after the
capability was developed to produce and store
significant circulating currents of high-energy
charged particles (electrons or positrons) for colliding
beam experiments. At that time X-ray scientists were
tolerated as ‘parasitic’ experimenters at such storage
rings, taking X-ray radiation from the bending
magnets which maintained the stored current in an
overall circular trajectory. The PETRA (Positron–
Electron Tandem Ring Accelerator) facility at HASY-
LAB/DESY in Hamburg, Germany, and the Cornell
Electron Storage Ring (CESR)/Cornell High-Energy
Synchrotron Source (CHESS) at Cornell University,
Ithaca, New York, are examples of accelerator
facilities that were primarily intended for particle
physics experiments and then became partly dedi-
cated to X-ray production. Such shared synchrotron
facilities are referred to as ‘first-generation sources’.

The first generation sources demonstrated several
attractive features of synchrotron radiation, including

a high degree of collimation in the vertical direction
with a divergence half-angle given approximately by
the relativistic factor g21 ¼ m0c2=E, where m0c2 is
the rest-mass energy (0.51 MeV) of the electron (or
positron) and E is the energy of the stored particle
beam. For a bending magnet source with
E ¼ 2–3 GeV the beam would have a vertical
collimation of ,0.3 mrad (17 mdeg). This would
produce an X-ray beam with a vertical extent of
,3 mm at a distance of 10 m from the bending
magnet source. The horizontal fan of bend magnet
radiation is broad and is usually limited by a mask or
a slit to a few mrad. The most useful characteristic of
bend magnet radiation is its large bandwidth whereby
the X-ray spectrum is continuous and increasing in
intensity (see Figure 2) until some critical energy
above which the intensity begins to fall off. Bending
magnet radiation is therefore useful for X-ray
measurements requiring a ‘white’ beam, for example,
Laue X-ray diffraction, energy dispersive diffraction,
and Extended X-ray Absorption Fine Structure
(EXAFS) analysis.

Beginning in the 1980s, several second-generation
storage rings were constructed in various locations
around the world. The design of these facilities for
the first time was optimized for the production of
bright beams of X-ray and XUV (soft X-ray to
ultraviolet) and their operation was dedicated
exclusively to synchrotron radiation science. The
increase in brightness provided by these new storage
ring sources, compared to standard laboratory X-ray
sources (e.g., rotating anode generators), was dra-
matic (5 or 6 orders of magnitude) and this opened
up many new experiments that were not previously
feasible. However, it was soon realized that the
capabilities of such sources could be extended to

Table 1 Third-generation synchrotron radiation sources

Location Facility Electron energy (GeV)

Grenoble, France European Synchrotron Radiation Facility (ESRF) 6

Argonne, Illinois, USA Advanced Photon Source (APS) 7

Nishi Harima, Japan 8-GeV Super Photon Ring (SPring-8) 8

Berkeley, CA, USA Advanced Light Source (ALS) 1.5–1.9

Canberra, Australia Boomeranga 3

Didcot, UK DIAMONDa 3

Orsay, France SOLEIL (LURE) 2.75

Karlsruhe, Germany Angströmquelle-Karlsruhe (ANKA) 2.5

Hamburg, Germany PETRA IIIb 6

Indore, India INDUS IIa 2.5

Villigen, Switzerland Swiss Light Source (SLS) 2.4

Saskatoon, Canada Canadian Light Sourcea 2.9

Stanford, CA, USA SPEARS 3

Upton, New York, USA NSLS IIb 2.5–2.8

Trieste, Italy Elettra 2.0–2.4

aUnder construction as of March 2004.
bPlanning stage.
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even higher levels of intensity and to significantly
higher X-ray energies.

One of the limitations of bending magnet sources
relates to the X-ray critical energy alluded to above:

Ec ¼ 3hcg3
=4pr ½1�

where r is the radius of curvature imposed on the
particle beam trajectory by the bending magnet. For
a given particle acceleration energy, E, eqn [1] leads
to a critical X-ray energy given by:

Ec ðkeVÞ ¼ 2:2 E3 ðGeVÞ=r ðmÞ ½2�

For a typical second-generation machine with
E ¼ 2:5 GeV and r ¼ 7 m (limited by the magnetic
field generated by the dipole electromagnet), the
critical energy is only about 5 keV. There is useable
flux well above this energy, but X-ray photons
become scarce in the energy range above 10 keV for
a bending magnet source with these characteristics.
Since E is effectively fixed by the design parameters of
the storage ring, the only possibility to achieve higher
photon energies is to install additional magnetic
devices which will introduce perturbations of the
trajectory with effectively smaller radius of curvature

in the denominator of eqn [2]. Such a device, known
as a ‘wiggler’, shifts the effective critical X-ray energy
to higher values in proportion to the strength of the
magnetic field B (see Figure 2). Using wigglers based
on superconducting magnets (B , 5 Tesla), Ec can be
raised to .20 keV, a value which would require
accelerator energies of more than 6 GeV using
conventional bending magnets alone. In addition to
shifting the output spectrum to higher energies, it is
possible to enhance the intensity at a given energy by
producing multiple wiggles with no net displacement
of the particle trajectory. Multipole wigglers are able
to produce significant increases in flux in the hard X-
ray range. The 27-pole hybrid wiggler installed on
beamline X25 at the National Synchrotron Light
Source, a second generation facility at Brookhaven
National Laboratory, Upton, New York, is one of the
most successful designs of its kind, providing
,6 £ 1014 photons/sec per 1% bandwidth at 8 keV.
When focused with a toroidal X-ray mirror, this beam
is about an order of magnitude brighter than the
standard bending magnet sources at NSLS. For
reasons that will become clear later in this article,
the radiation from multiple wiggles in such a device
adds incoherently.

Insertion Devices

The idea of using wigglers to enhance the character-
istics of synchrotron radiation sources has led to the
design and construction of storage rings with many
straight sections to accommodate wigglers and other
types of ‘insertion devices’. Such facilities are referred
to as third-generation sources. Coming on-line in the
mid-1990s, several such sources are now in mature
operation and are supporting a large international
community of X-ray scientists.

One of the most important types of insertion device
to emerge from the development of third-generation
facilities is the undulator. Conceptually, the idea
behind an undulator is similar to that of the wiggler,
i.e., it provides additional tightly curved transverse
displacements in the particle beam. There are two
important differences: in an undulator the displace-
ments are smaller and they are more numerous, being
produced by a linear periodic array of many short
alternating dipoles (Figure 3). Under these conditions
the synchrotron radiation emitted from each ‘undula-
tion’ of the particle beam trajectory adds coherently
and therefore the peak intensity from such a device
can be enhanced by a factor of N2 where N is the
number of dipole magnet pairs, or periods.

A simple theoretical description of the basic
operation of an undulator can be discussed in terms
of radiation from a charged particle moving at

10.8 keV

4.7 keV

Photon energy, keV

P
ho

to
n,

 s
–1

 m
ra

d–
1  

(1
00

 m
A

)–
1 ,

 w
ith

in
 0

.1
%

 b
an

dw
id

th

0.1 1 10 100

10
14

10
13

10
12

10
11

Ec = 7.2 keV

SPEAR bending magnet
0.78 tesla

8-pole,
electromagnetic
1.8-tesla wiggler

54-pole,
permanent-magnet

1.2-tesla wiggler

Figure 2 Comparison of bending magnet and wiggler sources.

With permission from Stanford Synchrotron Radiation Laboratory,

Stanford Linear Accelerator Center, Menlo Park, CA.

INCOHERENT SOURCES / Synchrotrons 219



relativistic speeds through an alternating magnetic
field. The magnetic field in the vertical direction ðyÞ is
taken to be periodic:

By ¼ B0 sin½ð2p =luÞz� ½3�

where z is in the direction of average particle motion.
The transverse particle trajectory is described by:

x ¼ ðlufmax=2pÞ sin½ð2p =luÞz� ½4�

where lu is the magnet period, and fmax is the
maximum particle deflection angle:

fmax ¼ ðeB0lucÞ=2pm0c2g ¼ K=g ½5�

where

K ¼ 93:4B0 ðTeslaÞlu ðmetersÞ ½6�

The field strength parameter K serves as a useful
quantity for discussing the characteristics of various
insertion device designs. For K # 1, which defines
the undulator regime, the transverse angular deflec-
tions are less than or on the order of the angular
spread of the emitted radiation and in this case the
radiation from each of the deflections adds coher-
ently. This is distinguished from the case of a
multipole wiggler where K q 1 leading to incoherent
superposition.

Most of the interesting features of undulator
radiation are revealed by considering the trajectory
of the particle in a Lorentz frame moving at speed vp

with respect to the laboratory frame. In this frame the
particle will execute oscillatory motion with the

period of oscillations T 0 given by the Lorentz
transformation:

T 0 ¼ gpðT 2 bplu=cÞ ¼ lu=ðv
pgpÞ ½7�

with a corresponding oscillation frequency v0 ¼

2p =T 0 ¼ ð2pc=luÞg
p.

For K p 1, the motion in the co-moving frame is
purely transverse and nonrelativistic. However, for
K , 1, the oscillatory motion in this frame can have a
longitudinal component and in this case the trans-
verse motion becomes nonharmonic with frequency
components at odd multiples of the fundamental
frequency v0. This nonharmonic motion is a con-
sequence of the fact that in the laboratory frame the
particle is moving with constant speed <c but its
path length is slightly longer than lu, owing to the
transverse motion. This constrains the motion in the
co-moving frame to be nonharmonic.

Undulator Spectrum

It now remains to transform v0 into the laboratory
frame so that we can obtain the spectral distribution
of the output of the undulator. Invoking the Doppler
transformation:

v ¼ gpv0ð1 þ bp cos u 0Þ ½8a�

tan u ¼ ðsin u 0Þ=½gpðcos u 0 þ bpÞ� ½8b�

where u is the angle at which the radiation is
observed:

vnðuÞ ¼ ð4p cng2Þ=ðlu½1 þ 1
2 K2 þ ðguÞ2�Þ ½9a�

or in terms of wavelength:

lnðuÞ ¼ ðlu=2ng 2Þ½1 þ 1
2 K2 þ ðguÞ2� ½9b�

Equation [9] is the central expression describing
the spectral output of an undulator. Notice how
the macroscopic period of the undulator lu is trans-
formed into a microscopic wavelength lnðuÞ by the
relativistic factor g 2. For third-generation hard
X-ray sources with particle energies in the 6–8 GeV
range, g , 14 000, taking cm scales down to the
angstrom level.

Equation [9] describes a spectrum of monochro-
matic peaks, for on-axis radiation ðu ¼ 0Þ, with
wavelengths that increase with increasing K. Since
K , B0lu (eqn [6]) any particular harmonic can be
tuned either by changing B0 or lu. In most undulator
designs, lu is fixed by the construction of the perma-
nent magnet array, so the tuning is conveniently
accomplished by varying B0. In practice this is done
by changing the vertical distance between the poles
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of the magnets (the ‘undulator gap’) similar to
opening the jaws of a vise. Typical tuning ranges for
the n ¼ 1, 3, and 5 harmonics are illustrated in
Figure 4.

Since the number of undulator oscillations of the
particle beam is finite, the nth harmonic is not strictly
monochromatic and has a spectral broadening of
order 1=nN, where N is the number of oscillator
periods. In practice with N typically ,100, a
bandwidth of ,1% is expected for the first harmonic.
Additional broadening of a similar magnitude might
also be expected from the u-dependence in eqn [9],
depending on the acceptance angle of the optics that
is used in a particular experiment. This quasi-
monochromatic radiation is sometimes referred to
as ‘pink beam’.

The storage ring energy of the APS was carefully
chosen so that the tuning ranges of the different
harmonics would overlap in energy, thus providing a
continuous tuning of the X-ray energy over a wide
range (Figure 4). Note also that the discrete spectral
characteristics of the undulator can be deliberately
smeared out to mimic the broadband (white beam)
characteristics of a bend magnet (with consequent
reduction in brightness). This is done simply by tilting
the jaws of the undulator with respect to each other so
that B0 is made to vary along the length of the
undulator. The ability to taper the undulator in this
way is a standard feature of most designs.

The radiation from an undulator is sharply peaked
in the forward direction in both the vertical and

horizontal directions. The half-angle of the emission
cone is given by:

u1=2 ¼ ð1=gÞ½ð1 þ 1
2 K2Þ=2Nn�1=2 ¼ ½ln=L�

1=2 ½10�

where L is length of the undulator. For a typical third-
generation source undulator, such as the Type A
undulator at the Advanced Photon Source,
L ¼ 2:4 m, giving u1=2 < 6 mrad for the first harmonic
tuned to 12 keV. This corresponds to an X-ray beam
size of ,180 mm at a distance 30 m from the source.

The very tight collimation of undulator radiation
(eqn [10]) highlights the importance of distinguishing
between the brightness and the ‘brilliance’ of the
beam. The latter term takes into account the natural
collimation of the beam, as reflected in its units of
photons/sec/mm2/mrad2/0.1% bandwidth. Undula-
tor radiation is well matched to the acceptance
angle of ideal crystal monochromators and is
,10 000 times more brilliant than the radiation
from a bend magnet source. The high brilliance of
undulator X-ray beams is extremely advantageous in
X-ray imaging applications, X-ray microprobe
measurements, and in experiments where the sample
size is very small (e.g., high-pressure diamond anvil
cell measurements).

In practice the emission cone of the source might be
broadened a little when the undulator characteristics
are convolved with those of the storage ring. The
largest effect is in the horizontal direction where the
photon beam divergence is dominated by the electron
beam divergence. This is a consequence of the
particular conditions under which the storage ring is
operated in order to stabilize the particle beam orbit.

Equation [10] demonstrates that preserving the
exquisite performance capabilities of an undulator
insertion device places severe demands on the
stability and precision of the storage ring orbit. An
important measure of this precision is characterized
by the ‘emittance’ of the particle beam defined in
terms of the area of phase space (position and angular
divergence) occupied by the stored beam. In general,
storage rings are designed to achieve very low
emittances and in current third-generation sources
they are close to being diffraction limited. Table 2
summarizes the characteristics of the APS storage ring
operated in ‘high-emittance’ and ‘low-emittance’
modes.

The large power densities resulting from the
extreme brightness of undulator sources (up to
160 kW/mrad2 for APS Undulator A) necessitates
careful design of the X-ray optical components that
are used to condition the beam. For example, if a
double-bounce Silicon crystal pair is used as the first
optical component to monochromatize the undulator
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beam, the first crystal is normally cooled with liquid
nitrogen to dissipate the heat. Alternately, high
thermal conductivity diamond crystals are sometimes
used as monochromators.

Helical Undulators

The use of undulators to produce extremely bright,
tunable X-ray beams has enabled many new
applications of X-ray science, as well as offering
significant improvements to existing techniques in
terms of quality of data and the time required to
accumulate a high degree of statistical accuracy. One
of the areas that has benefited significantly from
novel undulator design is research on magnetic
materials and other spin-dependent phenomena. It
is often advantageous to probe such systems with
circularly polarized X-rays, for example to study
magnetic X-ray circular dichroism (MXCD). Early
MXCD measurements utilized the left and right
elliptical polarization of bending magnet radiation
above and below the plane of the ring. Such
measurements are difficult because the intensity
falls off dramatically out of the plane. The problem
to produce high-brightness beams of circularly
polarized X-rays is effectively solved by designing
an undulator which produces a transverse periodic
helical magnetic field of constant magnitude. Several
helical undulators are now in operation at
third-generation sources. The soft X-ray region
(500–1500 eV) is particularly interesting because it
covers the L-edges of the 3d transition elements.

Coherence

While this article describes what would be nominally
considered as ‘incoherent’ sources in the parlance of
conventional optics, it should be pointed out that
undulators are in fact excellent sources of coherent
X-rays. This is by virtue of the high degree of
collimation inherent in the emission of radiation
from the undulations of a highly relativistic charged
particle (eqn [10]). The spatial (transverse) coherence
angle is given by:

ln=2d ½11�

where d is the source size. This is the angle within
which the beam is spatially coherent.

For APS undulator A, the source size is ,15 mm
(vertical) £ 240 mm (horizontal), giving a coherence
angle in the vertical direction of 6.5 mrad and
0.4 mrad in the horizontal direction. The X-ray
beam divergence is approximately 4 mrad (vertical)
by 15 mrad (horizontal). This means that the beam
has complete spatial coherence in the vertical direc-
tion and is coherent over about 3% of the horizontal
fan. At a distance of 30 m from the source, an on-axis
pinhole of ,12 micron diameter will be completely
illuminated by coherent X-rays. Transversely coher-
ent X-ray beams are finding novel applications in
X-ray photon correlation spectroscopy, coherent
X-ray scattering, and phase reconstruction (lensless)
imaging.

Timing Structure

X-ray storage rings produce pulsed X-rays. In the
Advanced Photon Source, one or more long trains
of electron bunches (15 ns long) are accelerated by
the linac to 325 MeV. The electron bunches are
injected into a booster that ramps the single bunch
from 325 MeV to 7 GeV in about 225 ms. At the
end of the booster cycle, the bunch is extracted and
injected into the storage ring. The bunch can be
injected into any of 1296 ‘buckets’ that are spaced
by 2.842 ns, forming any arbitrary pattern after
several injection cycles.

The APS storage ring rf frequency of 351.927 MHz
determines the bucket spacing of 2.842 ns. The
circumference of 1104 m gives a revolution frequency
of 271.5 kHz which allows for 1296 buckets in
3683 ns. The storage ring is filled with a selected
bunch pattern depending on the requirements for a
particular operations cycle. The standard ‘singlets’
bunch pattern at APS is 102 mA of average current
in a train of 23 bunches (4.43 mA per bunch)
each spaced by 153 ns (54 buckets). There is a gap
of 306 ns (108 buckets) in this pattern, useful as

Table 2 Advanced photon source storage ring parameters

Parameter Low emittance High emittance

Storage ring energy, E 7.0 GeV 7.0 GeV

Storage ring current, I 100 mA 100 mA

Beam energy

spread, dE/E

0.096% 0.096%

Horizontal

emittance, 1x

3.5 £ 1029 m-rad 7.7 £ 1029 m-rad

Vertical emittance, 1y 3.5 £ 10211 m-rad 7.7 £ 10211 m-rad

Coupling constant 1% 1%

Horizontal beta

function, bx

14.4 m 16.1 m

Vertical beta

function, by

4.0 m 4.3 m

Dispersion function, hx 0.124 m 0.0 m

Horizontal beam

size, sx

254 mm 351 mm

Vertical beam size, sy 12 mm 18 mm

Horizontal beam

divergence, sx 0

15.6 mrad 21.8 mrad

Vertical beam

divergence, sy 0

3.0 mrad 4.2 mrad
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a timing guide. The singlets pattern has a lower
lifetime than patterns with less charge per bunch,
due to natural internal scattering processes. A ‘top-
up’ mode has been devised to overcome the
problem of overall intensity fall-off due to the
exponential decay of the stored current. In top-up
mode, new bunches are injected into the storage ring
every few minutes to maintain the stored current at
102 mA.

A second fill pattern, known as the ‘hybrid’
pattern, is again 102 mA but distributed in one
bunch of 5 mA, plus 8 groups of 7 consecutive
bunches (1.73 mA/bunch), spaced by 68 ns (24
buckets). The 8 groups are diametrically opposite
the 5 mA bunch, allowing for a 1.5 ms gap on both
sides of the 5 mA bunch. This hybrid mode permits a
single bunch to be isolated using a mechanical
chopper or a fast framing camera. Since the RMS
width of the single bunch is ,36 ps, relatively fast
time-resolved experiments can be performed strobo-
scopically using this pulsed X-ray beam. In another
implementation of time-resolved experiments, the
singlet pattern is used, isolating each bunch with a
fast avalanche photodiode detector, or an X-ray
streak camera. With the streak camera it is possible
to achieve time resolutions of a few picoseconds.
This approach has been used to study impulsive
phonon excitations and ultrafast strain wave propa-
gation in solids.

The Future

This article highlights current (third-generation)
storage ring sources based on undulator-type inser-
tion devices. These sources will provide high-bright-
ness tunable X-rays in support of a wide range of
experiments for many years to come. The brightness
of these sources will increase steadily into the future
as continual improvements are made, such as further
reducing the emittance of the particle beam,
improved undulator design, increasing the average
storage ring current, and making changes to the
storage ring lattice. These incremental improvements
will be important to maintain the vitality and
usefulness of national user facilities based on third-
generation sources. New storage ring sources with
designs and specifications optimized for low emit-
tance and new types of undulators (e.g., in-vacuum
undulators) will come online and will undoubtedly
lead to new technical advances, supporting new and
exciting science. It seems likely that linear accel-
erator (linac) based undulator sources will provide a
promising route towards higher brilliance in the
future. The superconducting Energy Recovery Linac
(ERL) proposed by CHESS is an interesting concept

which uses regeneration of the electron beam to
overcome the high energy cost of single pass particle
acceleration.

A new generation of X-ray sources (the ‘fourth
generation’) is envisioned to take on the task of
providing vastly brighter beams (.10 orders more
peak brilliance than at present, see Figure 5) with
much shorter pulses (,100 fs). These facilities will
also be based on linear accelerators. Two such Free
Electron Laser sources are currently being designed
and should be operational towards 2010: the Linac
Coherent Light Source (LCLS), to be built at the
Stanford Linear Accelerator Center (SLAC), and
the X-ray Free Electron Laser (XFEL) Source, to
be constructed by the TESLA collaboration at
HASYLAB, Hamburg.

See also

Coherence: Overview. Physical Applications of
Lasers: Free Electron Lasers in Physics.
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Figure 5 Comparison of spectral brilliance of X-ray sources.

Courtesy of Linear Coherent Light Source, Stanford Linear

Acceleration Center.

INCOHERENT SOURCES / Synchrotrons 223



Further Reading

Brown G and Lavender W (1991) Synchrotron radiation
spectra. In: Brown GS and Moncton DE (eds) Handbook
on Synchrotron Radiation, vol. 3. Amsterdam: North
Holland.

Duke PJ (1993) Synchrotron radiation sources. In:
Michette AG and Buckley CJ (eds) X-Ray Science

and Technology. Bristol: Institute of Physics Publish-
ing Ltd.

Duke PJ (2000) Synchrotron Radiation: Production and
Properties. Oxford, UK: OUP.

Mills DM (ed.) (2002) Third Generation Hard
X-ray Synchrotron Radiation Sources. Berlin: Wiley,
VCH.

INFORMATION PROCESSING

Contents

All-Optical Multiplexing/Demultiplexing

Coherent Analog Optical Processors

Free-Space Optical Computing

Incoherent Analog Optical Processors

Optical Bit-Serial Computing

Optical Digital Image Processing

Optical Neural Networks

All-Optical
Multiplexing/Demultiplexing

Z Ghassemlooy, Northumbria University,
Newcastle upon Tyne, UK

G Swift, Sheffield Hallam University, Sheffield, UK

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The ever-increasing aggregate demand of electrically
based time division multiplexing systems should have
coped with the steady growth rate of voice traffic.
However, since 1990, the explosive growth of the
Internet and other bandwidth-demanding multimedia
applications, has meant that long-haul telecommuni-
cation traffic has been increasingly dominated by
data, not voice traffic. Such systems suffer from a
bandwidth bottleneck due to speed limitations of the
electronics. This limits the maximum data rate to
considerably less than the THz bandwidth offered by
an optical fiber. Optical technology is proposed as the
only viable option and is expected to play an ever
increasing role in future ultrahigh-speed links/
networks. There are a number of multiplexing
techniques, such as space division multiplexing

(SDM), wavelength division multiplexing (WDM),
and optical time division multiplexing (OTDM), that
are currently being applied to effectively utilize the
bandwidth of optical fiber as a means to overcome the
bandwidth bottleneck imposed by electrical time
division multiplexing (TDM). In SDM a separate
optical fiber is allocated to each channel, but this is
the least preferred option for increasing channel
numbers. In WDM, a number of different data
channels are allocated to discrete optical wavelengths
for transmission over a single fiber. Dense WDM
technology has been improving at a steady rate in
recent years, with the latest systems capable of
operating at a data rate of .1 T bps, using a large
number of wavelengths over a single fiber link.
However, there are a number of problems associated
with the WDM systems such as:

. Performance of WDM is highly dependent on the
nonlinearities associated with fiber, i.e.:
. Stimulated Raman scattering: degrades the

signal-to-noise (SNR) as the number of chan-
nels increases;

. Four-wave mixing: limits the channel spacing;

. Cross-phase modulation: limits the number of
channels.

. Relatively static optical paths, thus offering no
fast switching with high performance within the
network;
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. Switching is normally carried out by separating
each wavelength of each fiber onto different
physical outputs. Space switches are then used
to spatially switch the separated wavelengths, an
extremely inefficient way of utilizing network
resources;

. The need for amplifiers with high gain and flat
spectra.

In order to overcome these problems, OTDM was
introduced that offers the following:

. Flexible high bandwidth on demand (.1 Tbit/s
compared to the bit rates of 2.5–40 Gbit/s per
wavelength channel in WDM systems);

. The total bandwidth offered by a single channel
network is equal to DWDM;

. In a network environment, OTDM provides
potential improvements in:
. Network user access time, delay and through-

put, depending on the user rates and statistics.
. Less complex end node equipment (single-

channel versus multichannels).
. Self-routing and self-clocking characteristics;
. Can operate at second- and third-transmission

windows:
. 1500 nm (like WDM) due to Erbium doped

fiber amplifier (EDFA);
. 1300 nm wavelengths.

. Offers both broadcast and switched based
networks.

Principle of OTDM

Figure 1 show the generic block diagram of a point-
to-point OTDM transmission link, where N optical

data channels, each of capacity M Gbps, are multi-
plexed to give an aggregate rate of N £ M Gbps. The
fundamental components are a pulsed light source, an
optical modulator, a multiplexer, channel, add/drop
unit, and a demultiplexer. The light source needs to
have good stabilities and be capable of generating
ultrashort pulses (,1 ps). Direct modulation of the
laser source is possible but the preferred method is
based on external modulation where the optical
signal is gated by the electronic data. The combi-
nation of these techniques allows the time division
multiplexed data to be encoded inside a subnanose-
cond time slot, which is subsequently interleaved into
a frame format. Add/drop units provide added
versatility (see Figure 2) allowing the ‘adding’ and
‘dropping’ of selected OTDM channels to inter-
change data at chosen points on the link. At the
receiving end, the OTDM pulse stream is demulti-
plexed down to the individual channels at the initial
M Gbps data rate. Data retrieval is then within the
realm of electronic devices and the distinction
between electronic and optical methods is no longer
relevant. Demultiplexing requires high-speed all
optical switching and can be achieved using a number
of methods, which will be discussed in more detail
below.

The optical multiplexing (or interleaving) can be
carried out at the bit level (known as bit interleaving)
or at the packet level (known as packet interleaving),
where blocks of bits are interleaved sequentially. This
is in accord with the popular conception of packet
switched networks. The high data rates required and
consequently narrow time slots necessitate the need
for strict tolerances at processing nodes, e.g.,
switches. As such, it is important that the duration

Figure 1 Block diagram of a typical OTDM transmission system.
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of the optical pulses is chosen to be significantly
shorter than the bit period of the highest multiplexed
line rate, in order to reduce the crosstalk between
channels.

Bit Interleaved OTDM

A simple conceptual description of a bit interleaved
multiplexer is shown in Figure 3. It uses a number
of different length optical fiber delay lines (FDL) to
interleave the channels. The propagation delay of
each FDL is chosen to position the optical channel in
its corresponding time slot in relation to the
aggregate OTDM signal. Prior to this, each optical
pulse train is modulated by the data stream. The
output of the modulators and an undelayed pulse
train, labeled the framing signal, are combined, using
a star coupler or combiner, to produce the high bit

rate OTDM signal (see Figure 3b). As shown in
Figure 3b, the framing pulse has a higher intensity
for clock recovery purpose. At the demultiplexer, the
incoming OTDM pulse train is split into two paths
(see Figure 4a). The lower path is used to recover the
framing pulse by means of thresholding, this is then
delayed by an amount corresponding to the position
of the ith (wanted) channel (see Figure 4b). The
delayed framing pulse and the OTDM pulse stream
are then passed through an AND gate to recover the
ith channel. The AND operation can be carried out
all optically using, for example, a nonlinear loop
mirror, a terahertz optical asymmetric demultiplexer,
or a soliton-trapping gate.

Packet Interleaved OTDM

Figure 5a shows the block diagram of a system used
to demonstrate packet interleaving. Note that the
time interval between successive pulses now needs to
be much less than the bit interval T. This is achieved
by passing the low bit rate output packet of the
modulator into a compressor, which is based on a
feed forward delay line structure. The feed forward
delay lines are based on a cascade of passive M–Z
interferometers with unequal arm lengths. This
configuration generates the delay times required,
i.e., T 2 t;2ðT 2 tÞ…ð2n21ÞðT 2 tÞ; etc., where n ¼

log2 k is the number of stages, T and t are the

Figure 3 Bit interleaved OTDM; (a) block diagram and (b) timing waveforms.

Figure 2 Add/drop unit in an OTDM network node.
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incoming bit duration and the outgoing bit duration,
respectively, and k is the packet length in bits.
Pulse i’s location at the output is given by
ð2n 2 1ÞðT 2 tÞ þ ði 2 1Þt: The signal at the input

of the compressor is:

IinðtÞ ¼
Xk21

i¼0

dðt 2 iTÞAi ½1�

Where d(·) is the optical carrier pulse shape, and Ai is
the ith data bit in the packet.

As shown in Figure 5b, each bit is split, delayed,
and combined to produce the four bit packets Oi :

OiðtÞ ¼
1

2nþ1

Xk21

i¼0

Ii½t 2 iðT 2 tÞ� ½2�

Note the factor of 1/(2n21) is due to the signal
splitting at the 2 £ 2 3-dB coupler at the input of each
stage.

The combined signal is shown in Figure 5b, and is
defined as:

Iout ¼
Xk21

i¼0

Oi ¼
1

2nþ1

Xk21

i¼0

Xk21

j¼0

Ii½t2 ðiþ jÞT þ jt�Ai ½3�

Figure 5 Packet interleaving multiplexer: (a) block diagram and (b) typical waveforms.

Figure 4 Bit interleaving demultiplexer: (a) block diagram and

(b) typical waveforms.
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For a packet delay of (i þ j)T packets are being built
up. For the case ðiþ jÞ ¼ 3; four bits are compressed
into a packet (see Figure 5b). An optical gating device
is used to select the only complete usable compressed
copy of the incoming packets from the unwanted
copies.

At the receiving end, demultiplexing is carried out
by decompressing the OTDM packet stream using the
same delay line structure (see Figure 6). Multiple
copies of the compressed packet are generated, and
each is delayed by ðT 2 tÞ: An optical demultiplexer
placed at the output of the delay lines generates a
sequence of switching window at the rate of 1/T. By
positioning the switching pulses at the appropriate
position, a series of adjacent packet (channel) bits
from each of the copied compressed packets is
extracted (see Figure 6b). The output of the demulti-
plexer is the decompressed packet signal, which can
now be processed at a much slower rate using
electronic circuitry.

Components of an OTDM System

Optical Sources

In an ultrahigh speed OTDM system, it is essential
that the optical sources are capable of generating
transform-limited subnanosecond pulses having low
duty cycles, tuneability, and a controllable repetition
rate for synchronization. A number of suitable light
sources are: gain-switch distribute feedback laser

(DFB), active mode locked lasers (MLL) (capable of
generating repetitive optical pulses), and harmonic
mode-locking Erbium-doped fiber (EDF) lasers.
Alternative techniques include super-continuum
pulse generation in a dispersion shifted fiber with
EDF pumping, adiabatic soliton compression using
dispersion-flattened dispersion decreasing fiber, and
pedestal reduction of compressed pulses using a
dispersion-imbalanced nonlinear optical loop mirror.
As shown in Figure 1, the laser light source is power
split to form the pulse source for each channel. These
are subsequently modulated with an electrical data
signal (external modulation). External modulation is
preferred in an OTDM system as it can achieve
narrow carrier linewidth, thus reducing the timing
jitter of the transmitted pulse. For ultrahigh bit rate
OTDM systems, the optical pulses emerging from the
external modulators may also need compressing. One
option is to frequency-chirp the pulses and pass them
through an anomalous dispersive medium. Using this
approach, it is essential that the frequency chirp be
linear throughout the duration of the pulse, in
addition the midpoint of the linear-frequency chirp
should coincide with the center of the pulse. When a
frequency-chirped pulse passes through a dispersive
medium, different parts of the pulse travel at different
speeds, due to a temporal variation of frequency. If
the trailing edge travels faster than the leading edge,
the result would be pulse compression. An optical
fiber cable or a semiconductor laser amplifier (SLA)
can be used to create the frequency chirp.

Figure 6 Packet interleaving demultiplexer: (a) block diagram and (b) typical waveforms.
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Multiplexers

Multiplexing of the pulses generated by the optical
sources can be implemented either passively or
actively. The former method is commonly
implemented using a mono-mode optical fiber. This
method has the advantage of being simple and
cost-effective. The latter method uses devices more
complex in nature, for example, electro-optic
sampling switches, semiconductor optical amplifiers,
and integrated optics.

An integrated active multiplexer can be made
by integrating semiconductor laser amplifiers (SOA)
into a hybrid planar light-wave circuit (PLC). If the
optical path length is kept short then temperature
control is made easier. An alternative to this
approach is to use lithium niobate (LiNb) technol-
ogy. Periodically poled LiNb (PPLN) based OTDM
multiplexers offer compact size and low noise (due
to the absence of amplifier spontaneous emission
noise and pattern effect, which is a feature of SOA
based devices). Figure 7 is a schematic of a PLC-
based OTDM multiplexer composed of two PLCs
(R and L), composed of 1 £ 8 and 8 £ 1 couplers,
eight 2 £ 1 couplers, and eight different path length
PPLN waveguides. The input clock pulse is split
into eight by the 1 £ 8 coupler in PLC-L, and are
combined with the modulated optical pulse trains
using the 2 £ 1 couplers. The outputs of the 2 £ 1
couplers are then passed through a PPLN wave-
guide to generate a return-to-zero (RZ) optically
modulated signal. These are then combined, using
the 8 £ 1 coupler in PLC-R. When the path-length
difference between the waveguides is set to one time
slot (equal to 1/8 of the base data rate), then the

output of the 8 £ 1 coupler is the required high-bit
rate OTDM pulse.

Demultiplexers

In contrast to multiplexing, demultiplexing must be
performed as an active function. It can be
implemented electro-optically or optically. The for-
mer method needs to complete demultiplexing of
all channels in order to extract a single channel
(see Figure 8). The demultiplexer in Figure 8 uses two
LiNb Mach–Zehender (M–Z) modulators in tan-
dem. The first and second modulators are driven with
a sinusoidal signal of amplitudes 2Vp and Vp;

respectively, to down-covert the N-bit rate to N/2
and N/4, respectively. Channels can be selected by
changing either the DC-bias V þ to the M–Zs, or the
electrical phase delay. At ultrahigh speed implemen-
tation of an electro-optics demultiplexer becomes
increasingly difficult due to the higher drive voltage
requirement by the M–Z. An alternative is to use all
optical demultiplexing based on the nonlinear effect
in a fiber and optical active devices offering switching
resolution in the order of picoseconds. There are a
number of methods available to implement all optical
demultiplexing. The most popular methods that use
fast phase modulation of an optical signal are based
on M–Z and Sagnac interferometers. Four-wave
mixing is another popular method.

Mach–Zehnder (M–Z) Interferometers

The key to interferometric switching is the selection
of an appropriate material for the phase modulation.
Semiconductor materials, often in the form of an
SLA, are suitable devices for this purpose.

Figure 7 Configuration of a PLC-OTDM-MUX. Reproduced with permission from Ohara T, Takara H and Shake I, et al. (2003).

160-Gb/s optica-time-division multiplexing with PPLN hybrid integrated planar lightwave circuit. IEEE Photonics Letters 15(2):

302–304. q 2003 IEEE.
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The refractive index of an SLA is a function of the
semiconductor carrier density, which can be modu-
lated optically resulting in fast modulation. If a high-
intensity pulse is input to an SLA the carrier density
changes nonlinearly, as shown in Figure 9. Phase
modulation is affected via the material chirp index
ðdN=dnÞ; which represents the gradient of the
refractive index carrier density curve for the material.
The phase modulation is quite strong and, in contrast
to the intensity-based nonlinearity in an optical fiber,
(see Kerr effect below), is a consequence of a resonant
interaction between the optical signal and the
material. The nonlinearity is relatively long-lived
and would be expected to limit the switching speed
when using semiconductors. Semiconductors, when
in excitation from an optical field, tend to experience
the effect quite quickly (ps) with a slow release

(hundreds of picoseconds) time. Advantage can be
taken of this property by allowing the slow recovery
to occur during the time between channels of an
OTDM signal, as this time may be of the order of
hundreds of pico-seconds or more. A Mach–Zehnder
configuration using two SLAs, one in each arm of the
interferometer placed asymmetrically, is shown in
Figure 10. An optical control pulse entering the device
via port 3 initiates the nonlinearity. The transmission
equation relating the input signal (port 1) to the
output port is given by

IoutðtÞ

IinðtÞ
¼ 0:25ðGSLA1ðtÞ þ GSLA2ðtÞ

^ 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
GSLA1ðtÞGSLA2ðtÞ

p
cos DfðtÞÞ ½4�

where GSLA1ðtÞ and GSLA2ðtÞ refer to the gain profiles
of the respective SLAs, and DfðtÞ is the time-
dependent phase difference between them. Assuming
that the gain and phase profiles of an excited
amplifier are given by G(t) and f(t), respectively,
then the signals passing through the upper and lower
arms experience optical properties of the material
given by:

GðtÞ; Gðt 2 TdÞ; fðtÞ and fðt 2 TdÞ ½5�

where Td is given by 2LdNSLA=c; Ld is the distance
between SLA1 and SLA2, NSLA is the SLA index, and
c is the speed of light in a vacuum. As the width of
the DfðtÞ profile is dependent on the distance
between the SLAs, placing them in close proximity
allows high-resolution switching. Less emphasis has
been placed on the SLA gain as this is considered to
be less effective when phase differences of p are
reached. It only remains for the gain and phase

Figure 9 SLA carrier density response to input pulse.

Figure 8 Electro-optics demultiplexer and receiver system block diagram.
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modulation to recover, and as indicated previously,
this is allowable over a time-scale commensurate
with tributary rates.

Sagnac Interferometers

There are two main types; the nonlinear optical loop
mirror (NOLM), and the terahertz optical asym-
metric demultiplexer (TOAD).

NOLM
In this method of switching the inherent nonlinear-
ity of an optical fiber known as the Kerr effect is
used. The phase velocity of any light beam passing
through the fiber will be affected by its own
intensity and the intensity of any other beams
present. When the intrinsic third-order nonlinearity
of silica fibers is considered via the intensity-
dependent nonlinear refraction component, then
the signal phase shift is

Dfsignal ¼
2p

lds

n2LIds þ 2
2p

lds

n2LIc ½6�

where n2 is the Kerr coefficient, Ids is the intensity
of the data signal to be switched, Ic is the intensity
of the control signal used to switch the data signal,
lds is the data signal wavelength, and L is the fiber
length. The optical loop mirror consists of a long
length of mono-mode fiber formed into a fiber
coupler at its free ends (see Figure 11). The input to
the loop comprises the high-frequency data stream
plus a control pulse at the frame rate. The data split
at the coupler and propagate around the loop in
contra directions (clockwise ECW and counter-
clockwise ECCW) recombining back at the coupler.
In the absence of a control pulse, the pulse exits via
port 1. If a particular pulse in the loop (in this
example ECW) is straddled by the control pulse (see
Figure 12), then that pulse experiences cross-phase
modulation, according to the second term on the
right-hand side of eqn [6], and undergoes a phase

change relative to ECW: The difference in the phase
between ECW and ECCW causes the pulse to exit via
port 2. The phase shift profile experienced by the
co-propagating pulse is

DfðtÞ ¼
4p

lds

n2

ðL

0
IcðtÞ dx ½7�

Figure 11 Nonlinear optical loop mirror.

Figure 12 Control and data pulses propagation in the fiber.

Figure 10 Asymmetric TWSLA Mach–Zehnder devices.

INFORMATION PROCESSING / All-Optical Multiplexing/Demultiplexing 231



Assuming unity gain around the loop, the transmit-
tance of the NOLM is

Tx ¼ 1 2 cos2

�
Df

2

�
¼ DfðtÞ

¼ 1 2 cos2

 
2p

lds

n2

ðL

0
ICðtÞ dx

!
½8�

As it stands, the switching resolution is determined
by the width of the control pulse; however, it is
possible to allow the signal and control to ‘walk off’
each other, allowing the window width to be
increased by an amount determined by the ‘walk
off’. The phase shift is now

DfðtÞ ¼ 2
2p

lds

n2

ðL

0
ICðt 2 TwxÞdx ½9�

where the parameter Tw, is the walk off time per
unit length between control and signal pulses. The
increased window width is accompanied by a lower
peak transmission (see Figure 13).

TOAD
The TOAD uses a loop mirror architecture that
incorporates an SLA and only needs a short length of
fiber loop (see Figure 14a). The SLA carrier density is
modulated by a high-intensity control pulse, as in the
M–Z-based demultiplexer. The operation of the
TOAD is similar to the NOLM, where the loop
transmittance is determined by the phase difference
between CW and CCW traveling pulses. Strictly
speaking, the gain of the SLA must also be taken into
account; however, without any loss of generality the
effect is adequately described by considering only the

phase property. Figure 14a shows the timing diagram
associated with a TOAD demultiplexer. The control
pulse, shown in Figure 14b(1), is incident at the SLA
at a time t1; the phase profiles for the CCW and
CCW data pulses are shown in Figures 14b(2) and
(3), respectively. The resulting transmission window
is shown in Figure 14b(4). The window width is
given by tasy ¼ 2Dx=cf; where Dx is the SLA offset
from the loop center and cf is the speed of light in the
fiber. As in NOLM, if the phase difference is of
sufficient magnitude, then data can be switched to
port 2. The switch definition is, in principle,
determined by how close the SLA is placed to the
loop center when the asymmetry is relatively large.
However, for small asymmetries the switching
window is asymmetric, which is due to the CW
and CCW gain profiles being different (see
Figure 15). Assuming the phase modulation dom-
inates the transmission then the normalized trans-
mission for a small asymmetry loop is as depicted in
Figure 16. The gain response (not shown) would
have a similar shape and temporal position as the
phase response.

Figure 13 Transmittance profiles with the walk-off time as a

parameter. Figure 14 TOAD: (a) architecture and (b) timing diagrams.
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Four-Wave Mixing (FWM)

FWM demultiplexing uses a concept whereby two
optical signals of different wavelengths are mixed
together in a nonlinear medium to produce harmonic
components. The nonlinearity in this case arises
from the third-order nonlinear susceptibility x (3) of
an optical fiber, such that the polarization P induced
on a pair of electric fields propagating through the
fiber is

P ¼ 10x
ð3ÞðEds þ EcÞ

3 ½10�

where 10 is the vacuum permittivity of the medium,
Eds and Ec are the electric fields of data and control
signals, respectively. The mixing of the two signals
takes place in a long length of fiber in which the
control signal propagates alongside the channel to be
demultiplexed (see Figure 17). The control signal is
of sufficient intensity to cause the fiber to operate in
the nonlinear regime. The nonlinear relationship
causes a number of frequencies to be generated, with
the ones of interest having a frequency given by

fFWM ¼ 2fc 2 fds ½11�

An optical filter is then used to demultiplex the
required channel from the composite signal. The
nonlinearity is detuned from the resonant frequency
of the fiber glass and as such tends to be weak,
requiring long lengths of fiber to give a measurable
effect. The power in the demultiplexed signal, for
given data and control signal wavelengths and fiber
material, depends on the input power and the fiber
length according to

PFWM ¼ kPdsPcL
2
E ½12�

where k is a constant, Pds is the signal launch power,
Pc is the control signal launch power, and LE is the
fiber effective length. FWM is essentially an ineffi-
cient method as power is wasted in the unused
frequency components of the four-wave signal. More
in line with integrated structures, the nonlinear
properties of a semiconductor laser amplifier can
be used. Here a relatively high-power optical signal
is input to the SLA (see Figure 18). This enables
saturation and operation in the nonlinear regime

Figure 15 Phase responses for CW and CCW components of

TOAD.

Figure 17 Block diagram of FWM demultiplexer.

Figure 16 TOAD transmission window profile for small

asymmetry loop. Figure 18 Four-wave mixing in SOA.
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(see Figure 19). Operating the SLA in saturation
allows the nonlinear effects to produce the FWM
components as in the fiber method.

Clock and Data Synchronization in
OTDM

In common with electronically based TDM sys-
tems, clock recovery is fundamental to the recovery
of data in ultrahigh-speed OTDM systems. Two
main methods are proposed: (i) clock signal
transmitted with the OTDM signal (i.e., multi-
plexed); and (ii) extraction of clock signal from the
incoming OTDM pulse stream. In a packet-based
system, synchronization between the clock and the
data packet is normally achieved by sending a
synch pulse with each packet. However, techniques
based on optical-phased locked loops are proving
popular and remove the need for a separate
clocking signal.

Clock Multiplexing

(i) Space division multiplexing: This is conceptually
the simplest to implement, where the clock signal
is carried on a separate fiber from the data.
However, it is susceptible to any differential
delay between the different paths taken by clock
and data due to temperature variation. It is
difficult to justify in systems where the installed
fiber base is at a premium.

(ii) Wavelength division multiplexing: Here different
wavelengths are allocated to the clock, and
payload. It is only really practical for predeter-
mined path lengths between nodes in single-hop

networks such as point–point links or broad-
cast-and-select star networks. It also suffers from
random delays between the clock and the pay-
load, which is problematic in an asynchronous
packet switched based network, where the
optical path length a packet may take is
nondeterministic.

(iii) Orthogonal polarization: This is suitable for
small links, where separate polarizations are
used for the clock and data. However, in large
networks it is quite difficult to maintain the
polarization throughout the transmission link
due to polarization mode dispersion and other
nonlinear effects.

(iv) Intensity division multiplexing: This uses higher-
intensity optical clock pulses to differentiate it
from the data pulses as discussed above. How-
ever, in long-distance transmission links, it is
difficult to maintain both the clock intensity and
its position, due to the fiber nonlinearity.

(v) Time division multiplexing: In this scheme a
single clock pulse, which has the same wave-
length, polarization, and amplitude as the pay-
load pulses, is separated in time, usually ahead of
the data pulses.

Synchronization – Optical Phased
Locked Loops (PLL)

The PLL is a common technique used for clock
recovery in electronic TDM systems. However, the
speed of conventional electronic PLLs tends to be
limited by the response of the phase comparators
used. There are a number of approaches based on
opto-electronic PLL. Opto-electronic PLLs based on
four-wave mixing in a traveling wave laser amplifier
are complex and can suffer from frequency modu-
lation in the recovered clock. However, others based
on balanced photo-detectors, result in low timing
jitter and good phase stability. In contrast, a number
of all optical methods clock recovery scheme exist,
one technique based on the TOAD (see above) is
depicted in Figure 20. The high-speed data stream
enters the TOAD at a rate n £ R where n is the
number of channels per OTDM frame, and R is the
frame rate. A pulse generator, such as a mode locked
fiber laser (MLFL) clocked by a local oscillator (LO),
is used as the TOAD control input (MLFL-C). The
OTDM data is switched by the TOAD at a frequency
of say, R þ Df Hz: Thus, the switching window
samples data pulses at a rate higher or lower than
n £ R Hz and uses this signal for cross correlation in
the PLL unit. The output of the phase comparator is
used to regulate a voltage controlled oscillator (VCO)

Figure 19 SLA output–input power curve.
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running at R Hz, which in turn feeds the control
signal. The PLL circuit locks into the clock frequency,
generating the clock signal ScðtÞ:

OTDM Bit-Error Rate (BER)
Performance

Figure 21 shows a typical block diagram of a high-
speed optical receiver for an OTDM system, com-
posed of a NOLM or a TOAD demultiplexer, an
optical pre-amplifier, an optical bandpass filter, and a
conventional optical receiver using a PIN photodiode.
Due to the crosstalk introduced in the demultiplexing
process, the demultiplexed optical signal contains
not only the target channel but may also contain
nontarget channels with reduced amplitude (see the
inset in Figure 21). The intensity of the demultiplexed
optical signal is boosted by the optical pre-amplifier
(EDFA). Amplified spontaneous emission (ASE)
from the optical preamplifier adds a wide spectrum
of optical fields onto the demultiplexed optical signal.
Although an optical bandpass filter (BPF) can reduce
the ASE, it still remains one of the major noise
sources. The function of the optical filter is to reduce
the excess ASE to within the range of the signal
spectrum. The PIN photodiode converts the received
optical power into an equivalent electrical current,
which is then converted to a voltage signal by an
electrical amplifier. Finally, the output voltage is
sampled periodically by a decision circuit for estimat-
ing the correct state (mark/space) of each bit.

The BER performance of an OTDM system
deteriorates because of the noise and crosstalk

introduced by the demultiplexer and is:

BER ¼
1ffiffiffiffi
2p

p
exp

	
2 Q2=2



Q

½13�

where Q is defined as:

Q¼
Im2Isffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s2
RIN;mþs2

RIN;sþs2
amp;mþs2

amp;sþs2
rec;mþs2

rec;s

q
½14�

and Im and Is are the average photocurrents for a
mark and a space, respectively. sx;i are the variances
of the relative intensity noise (RIN), further optical
pre-amplifier and receiver for a mark and a space.

For 100 Gb/s (10 channels) OTDM system, the
BER against average received optical power for
optimized NOLM and TOAD demultiplexers, is
shown in Figure 22.

Figure 20 Ultrafast clock recovery using TOAD.

Figure 21 Block diagram of OTDM receiver.

Figure 22 BER versus the average received optical power for

100 Gb/s (10 channels) OTDM system.
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List of Units and Nomenclature

Ai ith data bit in a packet
c Speed of light in a vacuum
cf Speed of light within the fiber
Ec Electric fields of control signals
Eds Electric fields of data signals
fFWM Frequency due to four-wave

mixing
GSLA(t) Gain profiles of SLA
Ic Intensity of the control signal
ID Intensity of the data signal
Im Average photo current for a mark
Is Average photo current for a space
k Packet length in bits
L Fiber length
Ld Distance between two SLAs
LE Fiber effective length
n Number of stages
n2 Kerr coefficient
NSLA SLA index
P Polarization
Pc Control signal launch power
Pds Data signal launch power
tasy The window width is given by

tasy ¼ 2Dx/cf

T Incoming bit interval
Tw Walk off time per unit

length between control and
data pulses

Tx Transmittance of the NOLM
d(·) Optical carrier pulse shape
DfðtÞ Time-dependent phase difference
Dx SLA offset from the fiber loop center
10 Vacuum permittivity of the

medium
ls Data signal wavelength
samp,m Variances for optical

pre-amplifier for a mark
samp,s Variances for optical

pre-amplifier for a space
srec,m Variances for receiver for a mark
srec,s Variances for receiver for a space
sRIN,m Variances of RIN for a mark
sRIN,s Variances of RIN for a space
t Outgoing bit interval
f(t) Phase profile of SLA
x (3) Third-order non-linear susceptibility

of an optical fiber

See also

Interferometry: Overview. Nonlinear Optics, Basics:
Four-Wave Mixing. Optical Communication Systems:

Optical Time Division Multiplexing; Wavelength Division
Multiplexing.
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Introduction

Linear filtering is a useful tool commonly used in
image processing. The correlation operation can be
defined as:

f ðx;yÞphðx;yÞ¼
ð1

21

ð1

21
f ðx;yÞhðx2x0

;y2y0Þdx0dy0

½1�

where p denotes the correlation. The operation of
correlation and the Fourier transform

Gðm;nÞ¼
ð1

21

ð1

21
gðx;yÞe2j2pðmxþnyÞdxdy ½2�

are intimately related through the correlation theo-
rem of Fourier theory, which states that the corre-
lation between two functions f ðx;yÞ and hðx;yÞ is
equal to the inverse Fourier transform of the product
of the Fourier transforms:

f ðx;yÞphðx;yÞ¼FT21½Fðm;nÞHpðm;nÞ� ½3�

where Fðm;nÞ and Hðm;nÞ are the Fourier transforms
of f ðx;yÞ and of hðx;yÞ respectively, and where H p

designates the complex conjugate of H: The ability to
carry out and display Fourier transforms in two
dimensions, by means of optical systems, is at the root
of optical information processing.

One of the main advantages of correlation is that
the operations do not require segmentation of the
regions of interest. This means that the locations of
objects do not have to be segmented from the scene
and that the detection is shift-invariant, that is the
correlation peaks appear at locations in the scene
corresponding to locations of the targets. These
advantages are clearer for detection in uncontrolled
conditions, for example for detecting vehicles in
natural scenes. But they are also useful in security
applications, such as identity verification or for
detecting defects in assembly lines.

The Optical Fourier Transform

The Fourier transform of eqn [2] is widely used in the
field of information processing. The inverse Fourier

transform is simply defined as:

gðx; yÞ ¼
ð1

21

ð1

21
Gðm; nÞei2pðmxþnyÞdmdn ½4�

We will now discuss how to perform Fourier trans-
forms by means of four different optical setups.

FT Without a Lens

If we illuminate a transparency Uðx0; y0Þ with a
coherent plane wave, the diffraction pattern we
observe at a point d from the input plane is given
by the following relation, known as the Fresnel
approximation for diffraction (Figure 1):

Uðx1;y1Þ¼
exp

�
i
2pd

l

�
jld

ð1

21

ð1

21
Uðx0;y0Þ

�exp

�
i
p

ld

�
ðx02x1Þ

2þðy02y1Þ
2��dx0dy0

½5�

where l is the wavelength of the light and d is the
distance between the diffracting screen and the
observed pattern.

In order to use the Fresnel approximation we need
only to satisfy the geometrical optics paraxial
conditions. If we add an additional approximation,
we can further simplify this equation to yield the
Fourier transform of Uðx0; y0Þ: The extra condition is
known as the Fraunhofer or far-field approximation,
which is only satisfied when the diffracted image is
observed far away from the diffracting screen or when
the extent of Uðx0; y0Þ is very small. Mathematically
this condition is expressed by:

p

ld
ðx2

0 þ y2
0Þp 1 ½6�

Figure 1 Fresnel diffraction without a lens.
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After expanding the squares in the exponentials, there
will be three terms: one can go outside the integral
and one will be approximately equal to unity so the
diffracted pattern becomes

Uðx1; y1Þ ¼
exp

�
i
2pd

l

�
ild

� exp

�
i
p

ld
ðx2

1 þ y2
1Þ

	ð1

21

ð1

21
Uðx0; y0Þ

� exp

�
2 i

2p

ld
ðx0x1 þ y0y1Þ

	
dx0dy0

½7�

This is the Fourier transform of Uðx0; y0Þ; scaled by a
factor ld; with an extra quadratic phase factor

exp

�
ip

ld
ðx2

1 þ y2
1Þ

	

The factor expð i2pd=lÞ=i is usually of no importance
since it is a phase factor distributed across the output
plane. In some applications we only want to know the
power spectrum (squared modulus) of the Fourier
transform. In such cases the quadratic phase factor
disappears because the squared modulus of any
complex exponential is equal to 1. Performing a
Fourier transform without a lens is possible within
the Fraunhofer approximation. But if it is required to
obtain the Fourier transform of an image which
extends about 1 cm from the optical axis using a
coherent He–Ne laser ðl ¼ 632:8 nmÞ; the condition
to be satisfied is d q 496 m: the required observation
distance d is at least a few kilometers. This kind of
optical setup is usually impractical, but can fortu-
nately be alleviated by means of lenses.

Object on the Lens

Instead of having only the transparency in the input
plane, we place a lens immediately after it as shown in
Figure 2. For mathematical simplicity the lens and
input plane are superimposed (more realistic cases are

considered below). The lens acts as a phase factor

exp
�
2 i

p

lf
ðx2

0 þ y2
0Þ

	

where f is the focal length of the lens. Now in the
input plane the object Uðx0; y0Þ is multiplied by the
phase factor of the lens:

U0ðx0; y0Þ ¼ Uðx0; y0Þexp
�
2 i

p

lf
ðx2

0 þ y2
0Þ

	
½8�

Inserting this expression into the integral formula
for Fresnel diffraction yields the diffraction pattern
observed in the focal plane of the lens:

Uðx1; y1Þ ¼
exp

�
i
2pf

l

�
ilf

� exp
�
i
p

lf
ðx2

1 þ y2
1Þ

	ð1

21

ð1

21
Uðx0; y0Þ

� exp

"
2 i

2p

lf
ðx0x1 þ y0y1Þ

#
dx0dy0

½9�

The lens exactly compensates for the other phase
factor that was in the integral. This expression for the
Fraunhofer approximation is almost the same as
before, but the focal length f of the lens replaces the
distance d. So by placing a lens immediately after the
input plane we can have a much more compact setup
since lenses are available with a wide range of focal
lengths, usually from a few centimeters to a few
meters. Another way to look at this is to consider
that the effect of a lens is to bring the pattern at
infinity to the focal plane of the lens – except for the
phase factor.

Object Before the Lens

Another setup used to perform the Fourier transform
is shown in Figure 3, where the lens is placed
somewhere between the input and the output planes.
Using the Fresnel formula for diffraction it can be

Figure 2 Diffraction with the object on the lens. Figure 3 Diffraction with the object before the lens.
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shown that the diffraction pattern in the focal plane is:

Uðx1; y1Þ ¼
1

ilf

� exp

"
i
p

lf

 
1 2

d

f

!
ðx2

1 þ y2
1Þ

#ð1

21

ð1

21
Uðx0; y0Þ

� exp

"
2 i

2p

lf
ðx0x1 þ y0y1Þ

#
dx0dy0 ½10�

where d is the distance between the input plane and
the lens. If we set d equal to the focal length f of the
lens, the quadratic phase factor in front in the integral
vanishes and we have an exact Fourier transform.
This setup with the object and filter in the front and
back focal planes of the lens respectively is the one
most frequently seen in scientific articles and is
known as the f-f Fourier transform system.

Object After the Lens

Still another configuration is the one shown in
Figure 4, where the lens is placed at a distance d
before the input plane. For this configuration the
Fresnel diffraction yields the following pattern in the
focal plane of the lens:

Uðx1; y1Þ ¼

exp

�
i
p

ld
ðx2

1 þ y2
1Þ

	
ild

f

d

ð1

21

ð1

21
Uðx0; y0Þ

� exp

�
2 i

2p

ld
ðx0x1 þ y0y1Þ

	
dx0dy0

½11�

Once again the Fourier transform of Uðx0; y0Þ is
multiplied by a quadratic phase factor. It is interesting
to note that, in this case, the Fourier transform is
scaled by a factor ld: This can be used to control the

scale of the Fourier transform by changing the
distance between the lens and the object.

Note that although two of the three methods yield
Fourier transforms that are accompanied by a
quadratic phase factor, the latter is not necessarily
an impediment to correlation, contrary to popular
belief. Indeed all three configurations have been used
for correlation pattern recognition, and each con-
figuration has its advantages.

Optical Correlation

The last section showed how to obtain Fourier
transforms by means of an optical setup. The
proposed optical setups cannot perform the inverse
Fourier transform. Because the Fourier transform and
its inverse are very similar, the Fourier transform
is performed instead, yielding the mirror image
of the correlation:

ðf p hÞð2x;2yÞ ¼ FT½Fðm; nÞHpðm; nÞ� ½12�

The correlation can be considered as the result of
three operations: a Fourier transform; a product; and
an additional Fourier transform. The Fourier trans-
form of a 2D function can be obtained by means of
coherent optics. The equivalent of multiplication in
optics is transmissivity, so multiplication is accom-
plished by sending light successively through two
superimposed transparencies.

There are two main categories of optical
correlators, serial correlators and joint transform
correlators.

Serial Correlators

A serial correlator functions in two stages. The first
stage performs the Fourier transform of the input
image f ðx; yÞ; which is multiplied in the Fourier plane
with a transparency Hðm; nÞ: The filter Hðm; nÞ can be
a hologram, a spatial light modulator (SLM) or a
simple transparency. A second Fourier transform
displays in the output plane the correlation of the
input image with the impulse response hðx; yÞ; which
is the Fourier transform of the filter function Hðm; nÞ:

Serial correlators directly implement the two
Fourier transforms and the multiplication operation
in a pipelined manner. The input plane and the
correlation plane are conjugate planes of the system,
that is in the absence of a filter, the output plane
displays an inverted image of the input f ðx; yÞ:
Between those conjugate planes, at the conjugate
plane of the source with respect to the first lens, is the
Fourier plane where the spatial frequency filter is
placed. When the input is illuminated with parallelFigure 4 Diffraction with the object after the lens.
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light, the frequency plane is at the back focal plane of
the first lens. A SLM can be placed in the input plane
to feed the images to be correlated; a second SLM can
be placed in the Fourier plane to display the filter. The
filter is often calculated by a digital computer, and
usually takes the form of a hologram if phase
information must be used in the filter.

The 4-f correlator
The 4-f correlator is the most intuitive optical
correlator system. We showed above that an f-f
system can be used to optically obtain a Fourier
transform (Figure 5). If f ðx; yÞ is in the front focal
plane, its Fourier transform Fðm; nÞ appears at the
back focal plane of the first lens. If a filter function
Hpðm; nÞ is inserted at this point, by means of a SLM
or a hologram, then a second f-f system can perform a
second Fourier transform to yield the correlation
plane at the back focal plane of the second lens.

Convergent beam correlator
This kind of correlator consists of two conjugate
systems. This time, the Fourier transform is obtained
by placing the input object in a convergent beam after
the first lens. The second lens is placed so that the
output plane is conjugate to the input plane, and as
before, the filter is placed at the point of convergence
of the light after the first lens. It is important to note
that this is not the focal plane of the lens, but the
conjugate plane of the source of light. In order to have
an imaging system between the input and output

planes, the distances must satisfy the conjugate
relation:

1

s0

þ
1

si
¼

1

f2

½13�

where si and s0 are defined in Figure 6. As previously
discussed for convergent light, the Fourier transform
will have an additional parabolic phase factor. This
must be taken into account when constructing the
filter H.

This configuration has some advantages over the 4-
f correlator. By moving the object between the first
lens and the filter, it is possible to control the scale of
the Fourier transform. And because the first lens is
imaging only a single point on the optical axis, only
spherical aberration needs to be compensated for. In
4-f systems, the first lens must be corrected for all
aberrations for the whole input plane, and for a given
extent of the input object, the first lens must be larger
than that for the convergent system in order to avoid
space variance effects. Unfortunately, specially
designed expensive lenses are required to correct for
those aberrations, so well-corrected Fourier trans-
form lenses for 4-f systems are expensive, whereas a
simple doublet is sufficient to correct for on-axis
spherical aberration, which is all that is required for
the convergent light system. In addition, the con-
vergent light system does not require an expensive
collimator that is required in the 4-f system to obtain
the parallel illuminating beam. Aberration correction
requirements for the second lens are less stringent

Figure 5 4-f correlator setup.

Figure 6 Convergent beam correlator setup.
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than for the first, because in most cases, a slight
deformation of the output plane can be acceptable,
whereas comparable distortions in the Fourier plane
can cause misregistrations between the Fourier trans-
form and the filter that can seriously degrade the
correlation.

Divergent beam correlators
Instead of placing the input object in the convergent
beam, as in the previous case, another configuration
that has been used places the input object in the
divergent beam before the first lens. This configur-
ation is rarely seen today, because it exacerbates the
space variance and aberration problems of the 4-f
system, and the control it allows over the scale of
the Fourier transform can be achieved with fewer
penalties by means of the convergent light system.

Single lens correlator
Consider an imaging system using only one lens
illuminated with a parallel beam of coherent light
(Figure 7). The input and output planes are located at
distances 2f on either side of the lens – the shortest
conjugate distances possible. If a filter Hðm; nÞ is
placed at the focal plane of the lens on the object’s
Fourier transform, the correlation will appear on the
output plane. This system requires satisfying imprac-
tical conditions: aberration corrections for both the
Fourier transform and for the imaging operation, so it
is rarely seen.

Filters

Many types of filters can be used for different
applications. Table 1 lists some commonly used
filters for pattern recognition. The classical matched
filter yields the optimum signal to noise ratio in the
presence of additive noise. The phase-only filter
(POF) is frequently used because of its high
discrimination capability. The inverse filter is some-
times used because it theoretically yields very sharp
correlation peaks, but is very sensitive to noise, and
when the spectrum Fðm; nÞ has some zeros, the

realization of 1=Fðm; nÞ can be impossible. A close
relative of the inverse filter is the Wiener filter, which
avoids the problem of the inverse filter by introdu-
cing a quantity Sðm; nÞ in the denominator of the
filter function. The function Sðm; nÞ can sometimes be
a constant. Hðm; nÞ is usually chosen to minimize the
effect of noise or to optimize some parameter such as
the peak to sidelobe ratio, or the discrimination
ability of the system.

Joint Transform Correlators

In serial transform correlators, the filter is generally
a complex function. Spatial light modulators are
usually conceived with only one degree of freedom
for each pixel, which can be optimized for amplitude
modulation or for phase modulation. In order to
achieve a fully complex filter, two modulators are
required, or some spatial bandwidth of a modulator
is sacrificed to encode a computer-generated
hologram.

The joint-transform correlator (JTC) does not
require a fully complex filter. The filter is stored in
the spatial domain so there is usually no need for the
computation of a filter in the spectral domain. In the
JTC, the correlation of a scene with a reference image
is contained in the power spectrum of an input plane
consisting of the scene placed side by side with the
reference. The correlation terms are revealed when
the Fourier transform of the power spectrum is

Figure 7 Single lens correlator setup.

Table 1 Commonly used filters for image processing

Name Filter

Matched filter HCMFðm; nÞ ¼ F ðm; nÞ

Phase-only filter HPOFðm; nÞ ¼
F ðm; nÞ

lF ðm; nÞl

Inverse filter HINVðm; nÞ ¼
1

F ðm; nÞ

Wiener filter HWðm; nÞ ¼
F pðm; nÞ

lF ðm; nÞl2 þ Sðm; nÞ
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computed. The joint transform correlation can be
summarized in three steps:

1. The scene and the reference are located side by
side in the input plane.

2. The Fourier transform of the input plane is
computed or carried out optically by one of the
methods previously described. The transform
intensity is measured and constitutes the joint
power spectrum. Some optional enhancements,
based on spatial filtering and/or nonlinear proces-
sing on the power spectrum, can also be
performed.

3. The Fourier transform of this joint power
spectrum is carried out, yielding the correlation
plane containing the correlation of the reference
with the scene.

A mathematical analysis is required to understand the
location of the correlation peaks. The side-by-side
input scene sðx; yÞ and reference image rðx; yÞ are

iðx; yÞ ¼ rðx 2 xr; y 2 yrÞ þ sðx 2 xs; y 2 ysÞ ½14�

The joint power spectrum Eðm; nÞ is equal to the
modulus squared of the Fourier transform of the
input plane:

Iðm; nÞ ¼ Rðm; nÞe2i2pðmxrþnyrÞ þ Sðm; nÞe2i2pðmxsþnysÞ

Eðm; nÞ ¼ kIðm; nÞk2 ¼

kRðm; nÞk2 þ kSðm; nÞk2

þ Rðm; nÞSpðm; nÞe2i2p½mðxr2xsÞþnðyr2ysÞ�

þ Rpðm; nÞSðm; nÞe2i2p½mðxs2xrÞþnðys2yrÞ�

½15�

The joint power spectrum contains the Fourier
transforms of the autocorrelation of the input
scene, the autocorrelation of the reference, the
correlation of the scene with the reference and its
complex conjugate. The correlation peaks are
obtained from the Fourier transform of the joint
power spectrum:

Cðx 0
; y 0Þ ¼ Rssðx

0
; y 0Þ þ Rrrðx

0
; y 0Þ

þ Rsr

�
x 0 2 ðxr 2 xsÞ; y 0 2 ðyr 2 ysÞ

�
þ Rsr

�
x 0 þ ðxr 2 xsÞ; y 0 þ ðyr 2 ysÞ

�
½16�

where

Rabðx
0
; y0Þ ¼

ð1

21

ð1

21
aðj; zÞbpðj2 x0

; z2 y0Þdjdz

½17�

Multiple targets and multiple references
The input scene of the JTC may contain multiple
targets. Each target in the scene will correlate with
the other targets. The additional correlation peaks
can clutter the correlation plane, so some care must
be taken when positioning the scene with respect
to the reference. Let sðx; yÞ contain multiple targets
siðx; yÞ:

sðx; yÞ ¼
XN
i¼1

siðx 2 xi; y 2 yiÞ ½18�

The joint power spectrum becomes:

Eðm; nÞ ¼ kRðm; nÞk2 þ
XN
i¼1

kSiðm; nÞk
2
þ
XN
i¼1

X
k¼1

i–k

N

� Siðm; nÞS
p
kðm; nÞe

2i2p½mðxi2xkÞþnðyi2ykÞ� þ C:C:

þ
XN
i¼1

Rðm; nÞSpi ðm; nÞe
2i2p½mðxr2xiÞþnðyr2yiÞ� þ C:C:

½19�

where C.C. denotes the complex conjugate of the
preceding term. The correlation plane will now be:

Cðx0
; y0Þ ¼ Rrrðx

0
; y0Þ þ

XN
i¼1

Rsisi
ðx0

; y0Þ

þ
XN
i¼1

X
k¼1

i–k

N

Rsisk

�
x0 2 ðxi 2 xkÞ; y0 2 ðyi 2 ykÞ

�

þ
XN
i¼1

Rrsi

�
x0 2 ðxr 2 xiÞ; y0 2 ðyri 2 yiÞ

�

þ
XN
i¼1

X
k¼1

i–k

N

Rsksi

�
x0 þ ðxi 2 xkÞ; y0 þ ðyi 2 ykÞ

�

þ
XN
i¼1

Rsir

�
x0 þ ðxr 2 xiÞ; y0 þ ðyri 2 yiÞ

�
½20�

The second lines of eqns [9] and [20] are the cross-
correlation terms between the targets. In order to
avoid confusion between reference–target corre-
lations and target–target correlations, special care
must be taken in positioning the reference with
respect to the scene. All the target–target corre-
lations will be inside a centered box that has twice
the length and twice the width of the input scene, so
the reference should be placed at least at twice the
length or width of the scene.

Multiple targets in the input scene can be viewed as
multiple references, and the correlation of multiple
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references with multiple targets are all computed
simultaneously. This property has led to applications
in multiclass pattern recognition problems and in
optical neural networks, where each neuron of a layer
is coded as a reference object. This is one of the
advantages of the JTC compared to serial correlators,
since serial correlators are limited to one filter at
a time.

Example
Here is an example of joint transform correlation.
The input plane is shown in Figure 8a. The plane is
composed of the input scene in the top third of the
input plane and the reference is placed in the center.
This input scene contains two targets. The joint
power spectrum is shown in Figure 8b with its
pixels mapped to a logarithmic intensity scale. The

correlation plane is shown in Figure 8c and d with the
central peak truncated. The central peak contains
the autocorrelation terms Rss and Rrr: On each side of
the autocorrelation peak are the cross-correlations
between the different targets of the input scene. The
correlation between the reference image and the input
scene is located in the top part of the correlation
plane. The correlation plane is symmetrical with
respect to the origin, so the correlation peaks are
reproduced on the bottom half of the output plane.

Joint transform correlator architectures
Different architectures have been used for JTCs.
Three setups are presented here. This is not an
exhaustive list. The simplest optical setup shown in
Figure 9 is an optoelectronic implementation of a
power spectrum machine. A convergent beam

Figure 8 Joint transform correlation example. (a) Input scene; (b) joint power spectrum; (c) correlation plane (top view); (d) correlation

plane (mesh view).
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optical Fourier transform system is used to produce
the Fourier transform of an image displayed on a
single spatial light modulator (SLM). A CCD
camera is placed in the Fourier plane to measure
the joint power spectrum. The joint transform
correlation is a two-step process: the input plane
containing the scene and the reference is first
displayed on the SLM, and the camera simul-
taneously captures the joint power spectrum. In
the second step, the joint power spectrum is
displayed on the SLM, so the correlation plane is
now on the camera. An optional second camera
with intensity filters can be added to this setup. In
this case, one camera serves to digitize the joint
power spectrum during step 1 and the second
camera captures the correlation plane at step 2
and transmits it to a display device. This optional
configuration is useful to keep both the correlation
plane and the joint power spectrum within the
dynamic range of their specific cameras.

The setup shown in Figure 9 has two main
disadvantages: the correlation is performed in two
steps and requires some processing to construct the

input plane, and only half of the spatial light
modulator can be used to display the input scene.
There are alternative setups to alleviate those
drawbacks, but they require the use of two or
three SLMs. Two modulators can be used in the
input plane to simulate a full modulator for the
scene, as shown in Figure 10. The original setup can
also be doubled with one optical Fourier transform
system for the joint power spectrum and one for the
correlation plane (Figure 11). With three modu-
lators, it is possible to perform the joint transform
correlation in a single step with a full modulator for
the input scene.

Comparison to serial transform correlators
The joint transform correlator has some advantages
over the serial transform correlator. Since the phase
of the Fourier transform is destroyed in the JTC,
there are much fewer constraints on the design. So it
is advantageous to use an optical convergent beam
setup to obtain the Fourier transform. As mentioned
before, there is no need for a fully complex spatial
light modulator in the joint transform correlator.

Figure 9 Joint transform correlator implementation as an optical power spectrum machine.

Figure 10 Optical JTC using two SLMs in the input plane.
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This allows the use of commercially available spatial
light modulators primarily designed for projectors or
for displays, where phase modulation is not required.
Since there is a wider market for such devices, they
are cheaper.

For pattern recognition, the joint transform corre-
lator has some properties that a serial transform
correlator cannot reproduce. Some pattern recog-
nition techniques require a linear combination of
multiple amplitude correlations of the scene with
different references. This is impossible with serial
correlators because only the intensity of the corre-
lation plane is detected. In a JTC, the joint power
spectrum is linked to the correlation plane by the
Fourier transform. So it is possible to obtain linear
combinations of correlation planes by performing the
corresponding operations on the joint power spectra.
Some recent pattern recognition techniques such as
morphological correlation and the sliced orthogonal
nonlinear generalized (SONG) correlation, have been
optically implemented using a JTC, but the required
operations could not be carried out by means of serial
optical correlators.

Whereas optical serial transform correlators
always carry out linear filtering operations, optical
joint transform correlators can be made to carry out
nonlinear filtering. This is achieved by imposing a
nonlinear characteristic curve on the joint power
spectrum, instead of the usual squaring operation
inherent to the detection process. The nonlinearity
can be intrinsic to the components (saturation,
dynamic range) or obtained by introducing electro-
nics between the CCD camera and the second SLM,

or by using an optically addressed spatial light
modulator. Nonlinear processing can enhance the
weights of the high frequencies in the correlation,
resulting in sharper correlation peaks and improved
discrimination. To illustrate this effect, the joint
power spectrum of the example of Figure 8 has been
modified with a logarithmic transformation:

Eðm; nÞ ¼ ln
�
1 þ bkIðm; nÞk2

�
½21�

with b ¼ 0:25: The correlation plane for the trans-
formed joint power spectrum is shown in Figure 12.

Figure 11 JTC implementation using two power spectrum machines.

Figure 12 Correlation plane with a logarithmic transformation of

the joint power spectrum.
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It is clear that the discrimination has improved over
that of the previous case.

Optical Vector–Matrix Multiplier

An operation that is frequently required in infor-
mation processing is the product of a matrix and a
vector. This can be accomplished by means on
anamorphic optics as shown in Figure 13.

Here the input vector is a set of vertical fans of light
from the source array, that are spread out, each over
one row of the matrix mask by means of anamorphic
optics. The inverse operation is carried out in the
second half, so that the vertical array of spots in the
output contains the vector–matrix product between
the intensities of the source array and the transmis-
sivities of the mask array.

A vector–matrix product can also be carried out by
means of a conventional optical correlator as shown
in Figure 14.

The input vector a is placed in a parallel beam at
the focal plane of a conventional 2D correlator. A
hologram in the Fourier plane contains a vector array
H. The vector–matrix product aH appears along the
axis in the correlation plane.

The above figure shows an input vector
f ðx;bÞdðy 2 bÞ containing the vector components
f ðx1; x2; … ;xNÞ arrayed along the horizontal axis
x, and shifted a distance a from the horizontal axis. If
the Fourier transform of the mask in the filter plane is
hðx; yÞ; then the output plane has the distribution:

gðx;yÞ¼
ð1

21

ð1

21
f ðm;yÞdðm2bÞhðxþm;yþyÞdmdy

½22�

gðx;yÞ¼
ð1

21
f ðm;aÞhðxþm;b2yÞdm ½23�

gðx;bÞ¼
ð1

21
f ðm;bÞhðxþm;bÞdm ½24�

gð0;bÞ¼
ð1

21
f ðm;bÞhðm;bÞdm ½25�

So the output value along the y-axis at a distance a
from the horizontal axis is equal to the scalar product
of the vector f ðx;bÞ with the vector hðx;bÞ: Now if
input vectors are stacked up one over the other in
the input plane, each one will yield along the output
y-axis a value that is the scalar product of the
corresponding vector with the vector h. The set of
values along the y-axis is therefore the vector–matrix
product of the matrix constituted by the set of vectors
in the input plane, with the vector h that is the
impulse response of the filter. The cost for this
operation is some considerable loss of light, since
only the light along the y-axis is used in the output.

Applications of the optical vector–matrix product
are optical crossbar, numerical matrix operations
such as the solving of linear equations, optical neural
networks, spectrum analysis and discrete Fourier
transforms.

Conclusion

It has been estimated that serial coherent optical
correlators should be able to attain data rates of up to
1012 operations per second, using the fastest spatial

Figure 13 Optical vector–matrix multiplier.

Figure 14 A vector–matrix product using a conventional 2D

optical correlator.
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light modulators available. Joint transform correla-
tors are somewhat slower, due to the input plane
being divided between the object and the reference, to
geometrical constraints in placement of targets, and
due to the need to use electronics to carry out some of
the operations. Until now, speeds have been limited
by the data rates at the input, but as the speeds of
optically addressed SLMs increase, the problem could
be shifted to the output, where the lack of optical high
spatial bandwidth threshold devices could cause a
bottleneck.

List of Units and Nomenclature

A Vector or matrix
CCD Charge coupled device
Fðm; nÞ Fourier transform of f ðx; yÞl
FT Fourier transform
FT21 Inverse Fourier transform
Hp Complex conjugate of H
JTC Joint-transform correlator
POF Phase-only filter
Rab Correlation between functions a and b
ðx; yÞ Spatial coordinates
l Wavelength of light
ðm; nÞ Spatial frequencies
p Correlation
SLM Spatial light modulator
SONG Sliced orthogonal nonlinear general-

ized correlation

See also

Coherence: Coherence and Imaging. Diffraction:
Fraunhofer Diffraction; Fresnel Diffraction. Fourier
Optics. Geometrical Optics: Aberrations. Holography,

Techniques: Computer-Generated Holograms. Imaging:

Information Theory in Imaging. Information Processing:

Incoherent Analog Optical Processors; Optical Neural

Networks.
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Introduction

Free space optical computing encompasses a vast
field, from digital and discrete to analog and hybrid

optical computing. This article gives an overview of
various algorithms, such as shadow-casting, symbolic
substitution to nonlinear optics-based processors.
Some of the core devices, such as modulators and
nonlinear logic elements, are discussed. The optical
computing concepts, originated with nonlinear optics
and analog optical computing, are more commonly
known as optical signal processing. Now they have
culminated into digital optical computing, opening
the door to highly specialized parallel computing
architecture.
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Parallel computation is a direct approach to
enhance the speed of digital computations which are
otherwise inhibited by the sequential processing
bottleneck. Physical limitations – such as limited
interconnections, interactions amongst electrons,
with the consequent inability to share a data bus
simultaneously, and constant propagation delay of
electronic circuits – place an upper bound on the
speed of the fastest operation possible with an
electronic computer, without a modification to the
computing architecture. Optics provides an architec-
tural advantage over electronics, due to the fact that
the most natural way to use optics lends itself to a
parallel implementation. Optical signals propagate in
parallel, cross each other without interference
(whereas charged electrons interact heavily with
each other), have the lowest possible propagation
delay of all signals, and can provide million channel
free-space interconnections with simple lenses
(whereas an unrealistic number of connections are
necessary for electrons). Thus, optics is an excellent
candidate for implementing parallel computing
machines using the 3D space connectivity. While
electronic architecture is naturally 2D, optical free
space architecture is 3D, exploiting the third dimen-
sion of space. The communication bottleneck forces
electronic computers to update the computation state
space sequentially, whereas the use of optics will
empower one to change the entire computation space
in parallel.

Historical Perspective

Historically, digital optical computing was proposed
as a natural extension of nonlinear optics. Just as
transistors, which are nonlinear electronic devices,
led to the realization of the computing logic using
transistors, it was envisioned that nonlinear optical
effects would give rise to optical transistors which
would lead to development of optical logic gates. One
of the limitations of nonlinear optical device-based
computation is the high laser power requirement to
demonstrate any nonlinear optical effect.

One of the effects used to demonstrate nonlinearity
is to change the refractive index with the incident
intensity. In other words, most materials will behave
linearly with low optical energy. The refractive index
expressed as n ¼ n0 þ n2 I is nominally linear because
the nonlinear co-efficient n2 is usually very small. In
the presence of high power, the n2I is significant
enough to cause an optical path change by altering
the refractive index. When such a medium is placed
inside a Fabry–Perot resonator, it will allow one to
control the transmission of the filter by changing the
incident intensity. Thus, at high power, it shows a

nonlinear behavior or bistability. The term optical
bistability was coined, which meant the presence of
two stable states of output for the same intensity
value.

Another development took place at the University
of Michigan by the development of a precision optical
processor; this was an optical processor which could
process radar signals using optics, this is the example
of an analog optical computing processor.

A third area which is in between the digital and the
analog are the discrete level devices which most often
take the form of matrix-based processors. Free space
optical matrix vector multipliers are examples of such
processors.

The latest field of optical computing research is in
the algorithms and architecture area. The motivation
here is to develop new algorithms which take
advantage of optics. The thing that is lacking is the
presence of appropriate device technology that can
implement the algorithm in a given architecture. In
terms of practical realization, analog optical comput-
ing is the most successful one. Adaptive optic
processors have found success both in astronomy as
well as vision sciences, and more recently in optical
imaging through the atmosphere.

Development of free space optical computing has
two main driving forces: the technology (device) base
and the algorithm base. In this classification, since the
field is in its infancy, both device-based classes and
architectural (algorithm) classes are listed side-by-
side as separate entities, ignoring the natural overlap
that may be present in some instances. For example,
nonlinear optical devices could be implemented into a
variety of architecture that is listed below. Holo-
graphic processor is another technology-based class
while some other architectures, such as, symbolic
substitution may involve use of holograms, but it
does not exclude it being a class by itself. The
following list gives a classification of optical free
space computing:

1. Digital Optical Computing:
(a) Pattern coded computing or cellular logic:

(i) Optical shadow-casting processor;
(ii) Symbolic substitution;

(iii) Theta logic based computation.
(b) Parallel arithmetic circuits:
(c) Hybrid optical computing:
(d) Nonlinear optical device based:
(e) Threshold logic.

2. Discrete optical computing:
(a) Optical fuzzy logic:
(b) Optical matrix processors:

(i) Vector matrix multiplier;
(ii) Differential equation solver;
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(iii) Linear algebra processor;
(iv) DFT processor;
(v) Programmable logic array;

(vi) Associative memory processor.
(c) Optical neural network.

3. Analog optical computing:
(a) Adaptive optics processor;
(b) Partially coherent processing (white light

processing):
(c) Fourier transform based processor:
(d) Nonlinear contact screen based:
(e) Holographic processors:
(f) Linear optical processors (image

differentiation).

We start by discussing some of the device based
classes and their underlying concepts: (a) nonlinear
optics; (b) SLMs; and (c) hologram based.

Core Device Technologies Used for
Free-Space Optical Computing

One of the most difficult challenges of optical
computing (OC) is inventing devices that can realize
aforementioned key advantages of optics. There exist,
however, several key technology areas, where a
breakthrough in any one of these will pave the way
to real-world optical computing. We discuss here
some of the major device technologies that relate
to OC.

Spatial light modulator (SLM) converts infor-
mation from different forms to the optical domain.
As a result, SLM is used as an input device to an
optical computing system. High contrast ratio, very
high speed, and parallel addressing scheme are
desirable properties of an SLM as an input device.
For example, the SLM could be used to input a
2-dimensional signal or an image into a Fourier
transform-based processor. Several applications of
SLM are possible:

1. Optical encoding: Pattern coded logic can per-
form logic operations if inputs can be encoded
using certain pattern;

2. Encoding complex filter: It could encode phase,
amplitude or both; and

3. As phase modulator: for adaptive optics.

Two types of SLMs are liquid-crystal based and
micro-electromechanical (MEM) based. The former
uses liquid crystals to change the phase of transmitted
or reflected light leading to modulation of phase.
Although the most successful commercial application
of MEMs is its use in consumer electronics, such as

projection TVs or video projectors, in free-space
optical computing it can be used as:

(a) an interconnection device;
(b) an SLM for matrix; or
(c) a phase modulating device in AO close loop

control of optical phase aberrations or phase only
filter.

The heart of the MEMs is tiny electrically
controllable mirrors which can steer the incoming
beam in a different direction or bend to create
a relative optical path difference for the reflected
beam.

Algorithms, where an SLM plays a major role, are
pattern coded computing, optical matrix processors,
adaptive optic processors, partially coherent proces-
sing, Fourier transform based processors, and linear
optical processors.

Nonlinear Optical Element

A nonlinear optical element is an architecture or
device structure which allows for utilization of the
nonlinearity of the optical material that produces
detectable changes of optical intensity. Figure 1 shows
the basic block diagram for an optical computing
basic element. To achieve an optical logic gate, one
needs a scheme where light can be controlled by light,
as current is controlled by current in a transistor. An
optical device showing optical bistability can be used
for this purpose. Optical bistability is defined as the
situation where two different output intensities are
possible for a given input intensity.

For example, as shown in Figure 2 below, at the
intensity level of C; there are two stable states, one
HIGH and one LOW. Just as the transistor has two
stable states ON and OFF, the optical bistable device
exhibits two states ON and OFF. The fact that such
nonlinear behavior could implement logic behavior

Input 1

Input 2

Bias

Output

NonIinear
optical element

Figure 1 Block diagram of an optical logic gate using nonlinear

optical element.
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can be explained as follows. Assume that a two input
device possesses a nonlinear characteristic as shown
in Figure 2. Assume that the input intensity value of 1
is indicated by an intensity level equal to A. When
both A and B are equal to 1, then the combined
intensity switches the device to HIGH output state.
However, if only one input is present, the output will
be LOW. Thus, this bistable device acts as a logical
AND gate.

To achieve optical bistability, two features are
required, namely, nonlinearity and feedback. One
way to achieve this is by placing a nonlinear medium
in a Fabry–Perot cavity. Figure 3 shows a schematic
of these devices. In Figure 3, A1 is the incident field,
A0

1 is the reflected field, A2 and A0
2 are the forward and

backward fields inside the cavity, respectively, and l is
the cavity length.

The coupled wave equation for this system is
given by

A0
2 ¼ rA2e2ikl2al ½1a�

A2 ¼ tA1 þ rA0
2 ½1b�

where, r is the amplitude reflectivity and t is the
amplitude transmissivity. The wave vector k ¼ nv/c
and a is the absorption coefficient. In deriving the

above equations, it was assumed that k and a are
spatially invariant and real. Solving for A2, from
eqns [1a] and [1b] yields

A2 ¼
tA1

1 2 r2e2ikl2al
½2�

Equation [2] is the so-called Airy’s equation which
describes the properties of the Fabry–Perot cavity.
From eqn [2] it can be seen that if k or a is a
sufficiently nonlinear function, this device will show
bistability. In general, both k and a can show
nonlinearity. Hence optical bistability can be either
absorptive or dispersive.

Absorptive Bistability

If the absorption coefficient a depends nonlinearly on
the intensity, assuming k is constant, after some
manipulation, eqn [2] can be written as

I2 ¼
TI1

½1 2 Rð1 2 alÞ�2
½3�

where, Ii / lAil
2
; T ¼ ltl2 and R ¼ lrl2: In deriving

eqn [3], it was assumed that the mirror separation is
such that the system is in resonance and al p 1: If a
depends on the intensity, it can be assumed that it
follows the relationship of two level saturable
absorbers, for simplicity, which is

a ¼
a0

1 þ I=Is

½4�

where, a0 denotes the unsaturated absorption
coefficient, I is the local value of intensity, and Is is
the saturation intensity. Using eqn [4] in eqn [3]
yields

I1 ¼ TI2

 
1 þ

C0

1 þ 2I2=Is

!2

½5�

Input

Output

A  B  

On  

Off

 C  

A  

B  

Figure 2 Bistable behavior, a typical AND behavior with inputs A and B.

l

A1

A1′

A2

A2′

A3

Mirrors
Nonlinear medium

Figure 3 Bistable optical device, nonlinear medium in a Fabry–

Perot cavity.
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where, C0 ¼ Ra0l=ð1 2 RÞ: Also the output intensity
I3 is related to I2 by

I3 ¼ TI2 ½6�

Using eqns [5] and [6], it can be shown that there
can be multiple solutions to the above input–output
relationship which predicts the optical bistability.
Figure 4 shows a plot of DI1 versus DI3, where
D ¼ 2=TIs, as a function of various C0: As can be
seen from Figure 4, for a high enough value of C0;

the system possesses multiple solutions.

Dispersive Bistability

The intensity dependence of the refractive index can
be written as

n ¼ n0 þ n2I ½7�

If the refractive index n varies nonlinearly with
intensity, assuming a ¼ 0 and using eqn [7], eqn [2]
can be written as

A2 ¼
tA1

1 2 r2e2ikl
¼

tA1

1 2 Reid
½8�

where, d ¼ d0 þ d2: d0 and d2 are given by

d0 ¼ wþ 2n0

vc

l

d2 ¼ 2n2I
vc

l

½9�

where, w is the phase associated with r and the fact
that k ¼ nv=c is used.

After some manipulation, eqn [8] can be rewritten
in terms of intensity as

I2

I1

¼
1=T

1 þ ð4R=T2Þ sin2ðd=2Þ
½10�

and

d ¼ d0 þ

�
4n2

v

c
l

�
I2 ½11�

Equation [10] can be solved graphically to show the
introduction of bistable behavior as a function of
input intensity. Figure 5 shows the plots of both sides
of eqn [10] as a function of I2 and for increasing
values of input intensity I1: The oscillatory curve
represents the right-hand side of eqn [10] and the
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Figure 4 The input–output relationship of absorptive bistability predicted by eqns [5] and [6].

I2(au)

I1= a
b c c > b > a

Figure 5 Plots of both sides of eqn [10] as a function of I2 and for

increasing values of input intensity I1: The oscillatory curve

represents the right-hand side of eqn [10] and the straight lines

represent the left-hand side with increasing values.
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straight lines represent the left-hand side with
increasing values of I1: It can be readily seen from
Figure 5 that at sufficiently high values of I1; multiple
solutions are possible for eqn [10]. This again will
give rise to the bistable behavior.

Nonlinear Interference Filters

The optical bistability from the nonlinear interference
filters (or etalons) can be used to achieve optical logic
gates. The transmission property of these etalons can
be modified by another optical beam, known as a bias
beam. A typical logic gate and the transmission
property are shown in the following figure. If the bias
beam is such that, Pswitch 2 ðPa þ PbiasÞ , Pb; then the
transmitted beam shown in Figure 6b readily follows
an AND gate. The truth table for such configurations
is shown in Figure 6d.

Four-Wave Mixing

Four Wave Mixing (FWM) can be used to implement
various computing functions. Using the photorefrac-
tive effect and FWM in a third-order nonlinear optical
material, optical phase conjugate beams can be
obtained. A schematic of FWM and phase conju-
gation is shown in Figure 7. The forward pump beam
interferes with the probe beam to produce a grating

in the photorefractive material. The backward pump
beam is then diffracted to produce a beam which
retraces the path of the probe beam but has an
opposite phase. It can be seen from Figure 7, that the
optical phase conjugation can be readily used as an
AND logical operator. By using the four-wave
mixing, an optical counterpart of transistors has
been introduced. FWM have also been used in AND-
based optical symbolic substitution (OSS) operations.
FWM is also used to produce matched filter-based
optical correlators.

Another device showing the optical bistability is
the self electro-optic effect device (SEED). SEEDs
were used to implement optical logic circuits. The
SEEDs are produced by putting multiple quantum
wells (MQW) in the intrinsic region of a p-i-n
structure. The MQWs are created by placing
alternating thin layers of high (barriers) and low
(wells) bandgap materials. An electric field is applied
to the SEEDs externally. The absorption coefficient is
a function of applied bias voltage. When a light
beam is incident on these devices, it creates a
photocurrent, consequently lowering the bias voltage
across the MQW. This, in turn, increases the
absorption and when the input optical power is
high enough, the system sees a peak absorption and
suddenly switches to a lower state and thus shows
the bistable behavior. A schematic of SEED is shown
in Figure 8.

Nonlinear
interference filter 

Pbias

PA

PB PT

PR

(a)

Pa + Pb

P
t

(b)

(c)

Truth table for an AND function from the above
setup from the transmitted beam 

PA= input 1 PB = input 2 PT = output

0 0 0

0 1 0

1 0 0

1 1 1

(d)

Pa + Pb

P
r

Figure 6 A typical optical logic gate configuration using nonlinear interference filter: (a) schematic; (b) the transmitted power output;

(c) reflected power output (both as functions of inputs); and (d) the truth table for AND operation with beams A and B as inputs.
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Replacing the resistive load by a photodiode, a
diode-based SEED (D-SEED) can be constructed,
which is analogous to the way diode transistor logic
was developed from resistor transistor logic in
electronics. Electrically connecting two MQW p-i-n
structure symmetric SEEDs (S-SEED) are con-
structed, which are less sensitive to optical power
fluctuations and effectively provide isolation between
input and output.

Pattern Coded Optical Computing:
Symbolic Substitution or Cellular
Logic

This is a keyword which is equivalent to simple digital
logic operation. In digital logic, a truth table can
describe the relationship between input and output
variable. In symbolic substitution logic, this relation-
ship is expressed as a 2D pattern rule. In any specific
rule (equivalent to a row in the truth table) of SS logic,
a specific 2D pattern is identified and replaced by
another pattern. For example, in the case of binary
logic, we can express the addition of two binary bits
with the following truth table:

Rule number Input Output

A B C S

1 0 0 0 0

2 0 1 0 1
3 1 0 0 1

4 1 1 1 0

Here A and B are the two digits to be added, C and S
are the sum and the carry bit, respectively. To convert
this operation to an SS operation, we can say that a
two bit binary pattern is identified and replaced by a
sum bit and a carry bit. If we now express the above
in terms of symbolic substitution, we will say let 0
and 1 be represented by the following 2D symbol.
Then the rule for the carry bit generation is shown in
Figure 9.

Note that each of these rules has to be
implemented individually. However, one can
implement these by only generating the 1 output or
the zero output, whichever leads to the minimum
rule. Here implementing the last rule is convenient,
one can make a copy of the whole pattern and then
overlap it with its left shift version. This will result in
a dark pixel at the origin. This is inverted and then
produces a detection output. Natural extension of SS
is in signed digit computing, where carry free
addition can be achieved, allowing parallel
implementation of numerical algorithm using free
space optics.

Optical Shadow Casting (OSC)

All digital logic is nonlinear. The nonlinearity of the
digital logic is converted into nonlinearity of coding.
The OSC system originally proposed by Tanida and
Ichioka uses two-dimensional spatially encoded
patterns as data input and light emitting diodes
(LEDs) as light sources. In the original shadow-
casting system, the inputs were represented by
vertical and horizontal stripes of opaque and trans-
parent bars. With this system, programmability was
attained by changing the LED pattern and it was
possible to realize 16 logical operations between two

+

p

n

MQW

Output light

+

i

Input light

–

Figure 8 Schematic of self electro-optic effect devices.

0

1

Input Shift and overlap Mask Detection Invert

Figure 9 Symbolic substitution example, the two inputs are

coded using dual rails. The second column shows the four

combinations of inputs (00, 01, 10, and 11). They are shifted and

overlapped creating the fourth column. A mask detects the output

as a dark pixel appearing through the transparent opening. The

dark is inverted to create a detection output.

Photo-refractive crystal
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Ep*

Forward pump Backward pump

Phase conjugate
wave 

y2

Figure 7 Four-wave mixing setup.
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variables as well as a half addition as an example of
arithmetic operation. Later, polarized codes were
introduced into shadow-casting systems. This
improved technique, called the polarization-encoded
optical shadow casting (POSC), enabled complex
combinational logic units like binary and trinary
full adders, as well as image processing applications,
to be realized.

The lensless OSC system, as shown in Figure 10,
consists of spatially encoded 2D binary pixel patterns
as the inputs. The input patterns are kept in close
contact at the input plane and the resulting input
overlapped pixel pattern is illuminated by a set of
LEDs from the source plane. The light originating
from each of the LEDs located at the source plane
produces a shadow of the input overlap pixel pattern
at the output plane. The overlap of these relatively
displaced shadows results in an output overlap pixel
pattern at the output plane. A decoding mask placed
at the output plane is then used to spatially filter and
detect the logical output. To prevent crosstalk,
specific spacing among the different processing
elements must be maintained.

Discrete Processors: Optical Matrix
Processor

Most of the discrete optical processing schemes
revolve around optical matrix–vector multiplication.
Many numerically useful operations such as: (a)
linear algebraic operations; (b) signal processing
algorithms; (c) Boolean logic; (d) digital multiplica-
tion by analog convolution; and (e) neural networks,
can be formulated as matrix–vector multiplication.
An example of the digital multiplication by analog
convolution (DMAC) can be understood by the

following numerical example:

1     3 
1     4
      5          2

2
1     3
1      8        

3

1

4 1

4 1

1

4+3=7

12

Original number

Flipped number 4

Overlap with 
the original

Partial 
products 
added

1  7   12  = 1× 100 + 7×10 +12 ×1=182

Convolution

Ordinary 
multiplication

The two numbers are convolved as shown above.
This is done by reversing one of the numbers (4 1),
while keeping the other number in the same order
(1 3), then sliding the reversed number to the right,
and collecting the element by element products. The
second partial products are 4 £ 1 and 1 £ 3 which
are then added to give the convolution results.
Surprisingly, the weighted number in mixed radix
(since numbers that have digits higher than 9, are no
longer decimal) has the same value as the product
shown in the upper left. It is possible to have fast
parallel convolution optically, resulting in fast paral-
lel multiplier. However, an efficient electronic post
processor is necessary to convert the mixed radix
numbers to the radix of the to-be-multiplied numbers.

A basic optical matrix–vector multiplier is shown
in Figure 11. Here the vector, represented by an
expanding column of light, is projected onto the 2D
matrix, possibly represented by a glass plate or
electronically addressable spatial light modulator.
As the light representing the vector passes through the
transmitting medium, each element of the vector (I)
gets multiplied by a column of matrix represented by
the transmittance of the matrix ðTÞ: The product (IT)

Inverter

A
A B

B

Mask

Figure 11 A matrix–vector multiplier.

A B C

LEDs Input overlap
pixel Output

overlap pixel 

Input pixels

Decoding mask

Source plane Output planeInput plane

Figure 10 An optical shadow-casting system.
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is integrated horizontally using a cylindrical lens. This
leads to an addition operation of the partial products,
resulting in the generation of the output product
vector. Mathematically:

y ¼

2
6666664

a11 a12 a13 a14

a21 a22 a23 a24

a31 a32 a33 a34

a41 a42 a43 a44

3
7777775

2
6666664

b1

b2

b3

b4

3
7777775

¼

2
6666664

a11b1 þ a12b2 þ a13b3 þ a14b4

a21b1 þ a22b2 þ a23b3 þ a24b4

a31b1 þ a32b2 þ a33b3 þ a34b4

a41b1 þ a42b2 þ a43b3 þ a44b4

3
7777775 ½12�

The above can be achieved if the vector b is expanded
as

2
6666664

b1 b2 b3 b4

b1 b2 b3 b4

b1 b2 b3 b4

b1 b2 b3 b4

3
7777775

and a point-by-point multiplication is performed
between the expanded vector and the original matrix.
Then the addition is performed by the cylindrical
lenses.

Another simple application of vector matrix
multiplier is in digital logic, known as programmable
logic array (PLA). PLA is an electronic device
that consists of a set of AND gates followed by a
set of OR gates, which can be organized in AND–OR
format suitable for realizing any arbitrary general
purpose logic operation. AND logic is performed
when light representing a logic level is passed
through a transparency representing the other
variable; OR is achieved by converging light to a
common detector.

Assume a function F ¼ AC þ �ABD þ A �BC ½13�

where �A represents the logical inverse of A: Using
DeMorgans’ theorem in digital logic, this can be
expressed as

F ¼ ð �A þ �C Þ þ ðA þ �B þ �C Þ þ ð �A þ B þ �C Þ

¼ y1 þ y2 þ y2 ½14�

Now the yis can be generated by the vector matrix
product, as shown below:

where

0
BBB@

y1

y2

y3

1
CCCA

¼

0
BBB@

0 1 0 0 0 1 0 0

1 0 0 1 0 0 0 1

0 1 1 0 0 1 0 0

1
CCCA

0
BBBBBBBBBBBBBBBBBBBB@

A

�A

B

�B

C

�C

D

�D

1
CCCCCCCCCCCCCCCCCCCCA

½15�

Note here that the AND has been converted to OR,
which needs to be inverted and then ORed to generate
the function F: A setup shown in Figure 11 can be
used to accomplish this. In step 1, the yis are
generated, and then in step 2 they are inverted and
summed by a second pass through the same system
with a different mask. Other applications of vector–
matrix multipliers are in neural networks, where the
interconnection weights are represented by the matrix
and the inputs are the vector.

Analog Optical Computing

Correlation is a way to detect the presence of signal in
additive noise. Optics offer a fast way of performing
correlations. The practical motivation of this area
comes from the fact that a lens performs a Fourier
transform of a two-dimensional signal at its focal
plane. The most famous analog optical computing is
known as optical matched filter. The theoretical basis
of an optical matched filter is in the Fourier theorem
of matched filtering which states that the cross
correlation between two signals can be formed by
multiplying the Fourier transform of the signal and
the complex conjugate of the second signal and
followed by a subsequent Fourier transform oper-
ation. Mathematically:

Correlationðf ; gÞ ¼ F21½F{f }pconjugateðF{g}Þ� ½16�

where F represents a Fourier transform operation
and F21 represents an inverse transform. Since the
lens can easily perform the Fourier transform, and
multiplication can be performed by light passing
through a medium, the only problem that has to be
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solved is to represent the signal and the filter in the
optical domain. Since an SLM can represent both the
real signal and the complex filter, thus the whole
operation can be performed in a 4-f setup as shown
in Figure 12. The input is displayed in the input
plane by an SLM, the first lens performs a Fourier
transform. This filter (conjugate F{g}) is encoded
using another SLM and placed at the filter plane.
When light from the F{f } passes through the filter, it
performs the required multiplication. The second
lens performs a second Fourier transform and
produces the correlation output at the output
plane. Variations of the basic setup exist as a joint
transform correlator (JTC) or binary phase-only
filter (BPOF). While the JTC achieves the product
of the complex domain by adding the two signals
and squaring, the BPOF is achieved by simplifying
the complex domain filter by numerically approxi-
mating it with the binarized phase. Other appli-
cations of linear optical processing can be performed
in the basic 4-f optical setup where filters such as
low-pass or high-pass filters, can be set up in the
correlation plane.

The hologram base computing treats holograms as
a legitimate way of signal transformation from one
form to another, just as a lens transforms from one
domain to another. Holograms are complex represen-
tations that can act on a signal. A lens can be
approximated by a hologram, in reality functions of
many optical elements, such as lens, grating,
prism, and other transformation such as beamsplit-
ting, it can be combined into single computing
element known as computer-generated hologram
(CGH). The smartness of this type of system depends
on how many operations have been replaced by a
single CGH.

It is envisioned that optical computing is better
suited for special purpose computing rather than
general purpose computing. However, the future of
optical computing lies in the marriage of appropriate

device technology with the right architecture at
the right applications. The development of quantum
computing may hold new promises for optical
computing.

List of Units and Nomenclature

DMAC Digital multiplication by analog
convolution

JTC Joint transform correlator
OC Optical computing
PLA Programmable logic array
QC Quantum computing
SLM Spatial light modulator

See also

Nonlinear Optics, Basics: Four-Wave Mixing; Nomen-
clature and Units. Quantum Optics: Quantum
Computing with Atoms.
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Introduction

After low-cost lasers became widely available, it
seemed that incoherent analog optical processing
was no longer important. In general, incoherent
optical processing has no apparent significant advan-
tages, as compared with its coherent optical counter-
part or digital computer processing. However,
although nobody now attempts to build an incoherent
optical processor, such as an incoherent correlator,
most instruments are still operating using incoherent
or natural light. These incoherent instruments relate to
imaging, including cameras, microscopes, telescopes,
projection displays, and lithographic equipment.
From this point of view, it is still very important to
study the principles of incoherent analog optical
processing, in order to further progress or improve
the incoherent image.

Incoherent Image Formation

The image formation in a coherent optical system can
be explained using the linear system. A perfect point
dðx; yÞ in the input plane is imaged in the output plane
as the impulse response of the system hðx; yÞ: When
the input is only a single point, the output amplitude
is simply hðx; yÞ and the output intensity is lhðx; yÞl2:
Accordingly, the function of lhðx; yÞl2 is called point
spread function (PSF).

If we consider that the input object is the collection
of a large number of very fine points, under coherent
light illumination, the output image will be the
collection of the same number of blurred spots. The
shape of each blurred spot is hðx; yÞ: If the amplitude
function of input object is f ðx; yÞ; the amplitude
function of output image is

oðx; yÞ ¼
ðð1

21
f ðp;qÞhðx 2 p; y 2 qÞdp dq ½1�

which is a convolution of f ðx; yÞ and hðx; yÞ: The
intensity function of output image is

loðx; yÞl2 ¼

�����
ð ð1

21
f ðp;qÞhðx 2 p; y 2 qÞdp dq

�����
2

½2�

According to the convolution theorem, in the
Fourier transform domain or frequency domain, we
have

Oðu; vÞ ¼ Fðu; vÞHðu; vÞ ½3�

where Oðu; vÞ; Fðu; vÞ; and Hðu; vÞ are the Fourier
transforms of oðx; yÞ; f ðx; yÞ; and hðx; yÞ; respectively.
Hðu; vÞ is the transfer function of the coherent imaging
system. To distinguish it from the incoherent imaging
system, it is also called coherent transfer function
(CTF).

The same optical imaging system is now illumi-
nated with incoherent light instead of coherent light.
The amplitude impulse response is still the same
hðx; yÞ; and the point spread function is also the same
lhðx; yÞl2: Similarly, the input object is the collection
of perfect points, and the output image is the
collection of blurred images of each point. However,
since the illuminating light is incoherent, light from
any point in the input object is not coherent with light
from any other points. Thus, there is no interference
with light from different points. The output image is
simply the addition of intensity patterns generated by
each point in the input object. The amplitude function
of the output image is not computable. However, the
intensity function of the output image is

loðx;yÞl2¼
ðð1

21
lf ðp;qÞl2lhðx2p;y2qÞl2dpdq ½4�

In the frequency domain, we now have

OIðu;vÞ¼FIðu;vÞHIðu;vÞ ½5�

where OIðu;vÞ; FIðu;vÞ; HIðu;vÞ are Fourier trans-
forms of loðx;yÞl2; lf ðx;yÞl2; and lhðx;yÞl2; res-
pectively. The intensity impulse response lhðx;yÞl2 is
the PSF. Note that the index I of OI; FI; and HI

denotes intensity. The function HIðu;vÞ is now the
transfer function of the incoherent imaging system,
which is called optical transfer function (OTF).

Referring to Fourier analysis, if Hðu; vÞ is the
Fourier transform of hðx; yÞ; the Fourier transform
of lhðx; yÞl2 is the autocorrelation of Hðu; vÞ as
follows:

HIðu; vÞ ¼
ðð1

21
Hðp;qÞHpðp 2 u;q 2 vÞdp dq ½6�

The OTF (the function HIðu; vÞ) is the autocorrelation
of CTF (the function Hðu; vÞ), which is a complex
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function in general. It can be written as

OTF ¼ lOTFl expðifÞ ½7�

We can further write

MTF ¼ lOTFl ½8�

where MTF stands for modulation transfer function,
and

PTF ¼ f ½9�

where PTF stands for phase transfer function.

Measurement of MTF

The MTF of an incoherent imaging system can be
measured empirically using an input that is a cosine
grating having intensity transmittance function:

lf ðxÞl2 ¼ 1 þ cosð2paxÞ ½10�

where a is the frequency of grating. The output or the
image intensity function will be

loðxÞl2 ¼ 1 þ m cosð2pax þ wÞ ½11�

where m; the contrast, can be measured by

m ¼
loðxÞl2max 2 loðxÞl2min

loðxÞl2max þ loðxÞl2min

½12�

In the frequency domain, the Fourier transform of
the input function is

FIðuÞ ¼ dðuÞ þ 1
2 dðu 2 aÞ þ 1

2 dðu þ aÞ ½13�

The Fourier transform of the output function will be

OIðuÞ ¼ FIðuÞOTFðuÞ ½14�

Substitution of eqn [13] yields

OIðuÞ¼dðuÞOTFð0Þþ 1
2dðu2aÞOTFðaÞ

þ 1
2dðuþaÞOTFð2aÞ ½15�

Notice that

OTFð0Þ¼1 ½16�

due to normalization, and

OTFðaÞ¼OTFð2aÞ ½17�

Because OTF is an autocorrelation function, it must
be a symmetric function. Substitution of eqns [16]

and [17] into eqn [15] yields

OIðuÞ¼dðuÞþ 1
2dðu2aÞOTFðaÞ

þ 1
2dðuþaÞOTFðaÞ ½18�

Remembering that OTF is a complex function given
in eqn [7], we can write

OTFðaÞ¼MTFðaÞ expðifðaÞÞ ½19�

Substitution of eqn [19] into eqn [18] yields

OIðuÞ¼dðuÞþ 1
2dðu2aÞMTFðaÞ expðifðaÞÞ

þ 1
2dðuþaÞMTFðaÞ expðifðaÞÞ ½20�

The inverse Fourier transform of eqn [20] is

loðxÞl2¼1þMTFðaÞ cosð2paxþfðaÞÞ ½21�

By comparing eqn [21] and eqn [11], we find

MTFðaÞ¼m ½22�

and the PTF

fðaÞ¼w ½23�

Therefore, the MTF at frequency u¼a of the
incoherent imaging system can be measured using
eqn [12]. To get the complete MTFðuÞ; the measure-
ment is repeated using cosine gratings with different
frequencies. The PTF can also be measured at the
same time.

Incoherent Spatial Filtering

In the 4f coherent optical processor, the first lens
performs the Fourier transform, and the second
lens performs the inverse Fourier transform, as
shown in Figure 1. The Fourier transform domain
or frequency domain is materialized in the frequency
plane that is the back focal plane of the first lens.

x 

x 

Input plane

Lens 
y

Frequency plane

u

v

f f f

Lens

f

h

Output plane 

Figure 1 4f coherent optical processor consists of two Fourier

transform lenses.
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Thus, the Fourier transform of the object can be
visualized in the frequency plane. For example, if the
object is a grating, we will see its frequency
components in the frequency plane. However, if the
coherent illumination (e.g., from a laser) is replaced
with incoherent illumination (e.g., from a lightbulb),
the pattern of Fourier transform in the frequency
plane disappears. Does it mean that we can no longer
perform spatial filtering? No, we still can perform
spatial filtering, although the pattern of Fourier
transform is no longer visualized.

Consider that we have a spatial filter in the
frequency plane whose physical form can be
expressed by the function Hðu; vÞ: For illustration,
this spatial filter is simply a small one-dimensional
window HðuÞ; as shown in Figure 2a. If the 4f optical

processor is illuminated with coherent light, the CTF
of the system is HðuÞ itself as shown in Figure 2b.
However, if the 4f optical processor is illuminated
with incoherent light, we will use OTF instead of CTF
in the analysis of linear system. The OTF is the auto-
correlation of CTF, which is graphically depicted in
Figure 2c. In this example, since the OTF is real and
positive, the MTF is identical to the OTF.

For simplicity, we analyze and show a one-
dimensional filter only in a two-dimensional graph.
It certainly can be extended to the two-dimensional
filter. And we need a three-dimensional graph to show
the two-dimensional autocorrelation.

It is important to note that, although the CTF is a
high pass filter that passes frequencies in the band of
u ¼ a to u ¼ a þ b; the MTF is a low pass filter
that passes frequencies from u ¼ 2b to u ¼ b;
independent of a: This indicates that an incoherent
processor cannot enhance high frequency. It is always
a low pass processor. It is interesting to note that
the OTF is independent of the location of the filter
u ¼ a; but it is determined by the width of the filter
Du ¼ b only.

Accordingly, an aperture made up of randomly
distributed pinholes behaves as a low pass filter in an
incoherent imaging system. The cut-off frequency of
such a filter can be derived from the diameter of the
pinhole, which is equivalent to Figure 2b. The
procedure for using this filter is simple. If a camera
is used to take a picture, the random pinhole filter can
be simply attached to the camera lens. The picture
taken will not consist of high-frequency components,
because the filter acts like a low pass filter. The low
pass filtering can also be done by reducing the
aperture of camera. However, by doing so, the light
entering the camera is also reduced. The use of a
random pinhole filter removes high frequencies
without reducing the light intensity. When the
random pinhole filter is placed in the frequency
plane of a 4f coherent optical processor, it can be used
to reduce the speckle noise. Note that the speckle
noise is the main drawback in coherent optical
processing.

Incoherent Complex Matched
Spatial Filtering

Lohmann and Werlich pointed out that the Vander
Lugt correlator can also be operated with incoherent
light. In the coherent Vander Lugt correlator the
correlation term is:

o3ðj;hÞ¼
ðð1

21
f ða;bÞgpða2j;b2hÞdadb ½24�

H(u)

u

a a + b
(a)

(b)

(c)

CTF(u)

u

a a + b

MTF(u)

–b

u

b

Figure 2 (a) One-dimensional window in frequency plane

functions as a spatial filter. (b) CTF and (c) OTF or MTF produced

by spatial filter (a).
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Its intensity distribution is

lo3ðj;hÞl
2
¼

�����
ðð1

21
f ða;bÞgpða2j;b2hÞdadb

�����
2

½25�

However, when the input object is illuminated
with incoherent light instead of coherent light,
the intensity distribution of the correlation term
becomes

lo3ðj;hÞl
2
¼
ðð1

21
lf ða;bÞl2lgða2j;b2hÞl2dadb

½26�

Equation [26] shows the correlation of lf ðx;yÞl2 and
lgðx;yÞl2: Therefore, when f ðx;yÞ is identical to gðx;yÞ;
the correlation peak always appears regardless of
whether the illumination is coherent or incoherent.
However, the detailed structures of the coherent and
incoherent correlation outputs are different. Note
that the joint transform correlator cannot be operated
using incoherent light, since no joint Fourier spectra
will be formed.

Depixelization of Projection Display

Recently, a technique to remove the pixel structure
from an image projected by liquid crystal projection
display has been reported. A liquid crystal projection
display must have a pixel structure to form an image.
Can we remove this pixel structure from the projected
image to obtain a movie-like image? It is well known
that a single hole in the frequency plane can perform a
coherent spatial filtering, such that the pixel structure
will disappear from the output image.

Because of the pixel structure, we get multiple
Fourier spectra in the frequency plane. By passing
only one spectrum order through the hole in the
frequency plane, the pixel structure can be removed
as shown in Figure 3.

It is interesting to note that selecting any one of the
spectra will produce the image at the same location.

However, if two spectra are passed, on the top of the
produced image, Young interference fringes are also
produced. If all spectra are passed, the produced
interference fringes are in fact the pixel structure
itself. By passing only one spectrum order and
blocking most spectrum orders, we lose most of the
energy. The projected image will be very dim,
although the pixel structure is removed.

To overcome this problem, we may cover each
spectrum order with a transparent material having
different thickness as shown in Figure 4. Thus, every
spectrum order is passed and delayed by a phase filter
with a different thickness. If the delay produced by
the phase filter is larger than the coherent length of
light, every spectrum order is no longer coherent to
each other. In other words, the resultant image is the
sum of the intensities of all images. As a result, the
pixel structure does not appear, and no intensity is
lost. For a white light source, since the frequency
bandwidth is large, the coherent length is typically on
the order of several tens of mm.

This technique can significantly improve the
quality of the liquid crystal projection display.
Figure 5 shows the experimental result of a depixe-
lated projection image. Figure 5a shows the projected
image of an input with pixel structure when no phase
filter is applied in the frequency plane. Figure 5b
shows the projected image of the same input with
pixel structure when phase filters are applied in the
frequency plane. The pixel structure is successfully
removed as shown in Figure 5b.

Computed Tomography

The computed tomography or CT using X-ray is
usually considered beyond optical information pro-
cessing. However, it is interesting to review the
principle of the X-ray CT, since the X-ray source is
incoherent, and the CT image reconstruction utilizes
Fourier transformation that is commonly used in

Multiple
Fourier spectra

Depixelated
output

AA

Pixelated
input

Single hole

Figure 3 Removal of pixel structure using a single hole in

frequency plane. Most of the energy is wasted and the output

intensity is dim.

Multiple
Fourier spectra

Depixelated
output

AA

Pixelated
input

Multiple
phase filters with

different thicknesses

Figure 4 Removal of pixel structure using multiple phase filters

with different thickness to cover each Fourier spectrum order. No

energy is wasted and the output intensity is very bright.
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optical information processing. The X-ray CT is used
for taking the cross-section picture of the human
body. Note that a conventional X-ray picture only
provides a projection instead of a cross-section
picture.

Consider the case when an X-ray penetrates
through an object characterized by its attenuation
coefficient or density function f ðx; yÞ as shown in
Figure 6. The detected X-ray intensity is

I ¼ I0 exp 2

�ð
f ðx; yÞds

�
½27�

where I0 is the original intensity. Equation [27] can be
written as

ð
f ðx; yÞds ¼ 2ln

I

I0

½28�

Apparently, we cannot directly measure f ðx; yÞ;
although we can obtain

Ð
f ðx; yÞds from the

measurement of I and I0: However, we want to get
the cross-section picture which is the density function
f ðx; yÞ: The basic idea is to compute f ðx; yÞ from its
Fourier transform Fðu; vÞ; and Fðu; vÞ is derived from
eqn [28]. Fðu; vÞ can be expressed as

Fðu; vÞ ¼
ðð1

21
f ðx; yÞ exp

�
2i2pðux þ vyÞ

�
dx dy

½29�

For v ¼ 0; eqn (29) becomes

Fðu;0Þ ¼
ðð1

21
f ðx; yÞ exp

�
2i2pux

�
dx dy ½30�

which can be written

Fðu; 0Þ ¼
ð1

21
pðxÞ exp½2i2pux�dx ½31�

where

pðxÞ ¼
ð1

21
f ðx; yÞdy ½32�

The projection function pðxÞ given by eqn [32] can
be obtained using an X-ray parallel beam as shown
in Figure 7. Then Fðu;0Þ can be computed using
computer based on eqn [31]. Fðu;0Þ is the Fourier
transform along the u-axis. To get other data, we
rotate the coordinate ðu; vÞ to ðu 0; v 0Þ by a small angle
a: Correspondingly, the coordinate ðx; yÞ is also
rotated to ðx 0; y 0Þ by the same angle a while the
object is not rotated as shown in Figure 8.

From the measurement shown in Figure 8, we can
get pðx 0Þ; which, in turn, provides Fðu 0; v 0 ¼ 0Þ: By
increasing the rotation angle a, we will get other data
of Fðu 00; v 00 ¼ 0Þ: The completion of rotation of
180 degrees will give us the data in the frequency
domain ðu; vÞ as shown in Figure 9.

After the data Fðu; vÞ is collected, as shown in
Figure 9, Fðu; vÞ can be inverse Fourier transformed to

Figure 5 (a) Projected image consists of pixel structure when no phase filter is applied in the frequency plane. (b) Depixelated image is

produced when phase filters are applied in the frequency plane.

I0

s
I

X-ray source Detector
f(x,y)

Figure 6 X-ray passes through object having density function

f ðx ; y Þ:
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produce f ðx; yÞ: There are two approaches in the
inverse Fourier transform. The first approach is to
interpolate the computed value Fðu; vÞ such that the
value of Fðu; vÞ; on a regular grid structure, can be
defined before an inverse Fourier transform can be
taken.

The second approach is to apply polar coordinates,
instead of Cartesian coordinates, to the inverse
Fourier transform, such that no interpolation in
frequency domain ðu; vÞ is required. The inverse
Fourier transform in Cartesian coordinates is as
follows:

f ðx; yÞ ¼
ðð1

21
Fðu; vÞ exp

�
i2pðux þ vyÞ

�
du dv ½33�

It can be written in polar coordinates as:

f ðx;yÞ¼
ð2p

0

ð1

0
Fðrcosf;r sinfÞ

£exp
�
i2prðxcosfþy sinfÞ

�
lrldrdf ½34�

where

u¼rcosf ½35�

v¼r sinf ½36�

Therefore f ðx;yÞ can be obtained from the collected
Fðu;vÞ; as shown in Figure 9, without further inter-
polation using eqn [34]. Note that eqns [31], [33],
and [34] are computed using a computer program.

See also

Spectroscopy: Fourier Transform Spectroscopy.
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Why Optical Bit-Serial Computing?

Optical bit-serial computing will lower cost and
improve dataflow rates in optical telecommunica-
tions and associated computing. Moreover, the
electromagnetic immunity of optics will enhance
security for computing as well as for communi-
cations. Also, absence of sparking with optics enables
safe operation, even in hazardous environments.

Currently, optical bit-serial communication
involves passing terabits of data per second
(1012 bps) – thousands of encyclopedias per
second – along an optical fiber by switching light of
multiple colors on and off, representing ‘1’ and ‘0’
bits respectively. Replacing electronic computing
functions, constrained to tens of gigabits per second
(109 bps), with integrated optics, ones of much higher
speed, enables faster flow rates – allowing continua-
tion of the annual doubling of capacity-distance that
has occurred since the 1970s. Cost is reduced by
eliminating the demultiplexing and multiplexing for
optic-electronic-optic (OEO) conversions. Two
illustrative areas of optical bit-serial computing for
replacing electronic computing functions are
described: computing at up to 40 Gbps with semi-
conductor optical amplifiers (SOAs) and computing
at higher bit rates with integrated optic components.
Several books address the relevant technical back-
ground: free-space optical information processing,
optical computer architectures, optical fiber com-
munications, and integrated optics.

Computing with Semiconductor
Optical Amplifiers

Semiconductor optical amplifiers, SOAs, allow non-
linear operations (switching, logic) at low power
(mW) because of amplification – typically up to
1000. An SOA is a laser diode with antireflection
coatings in place of reflecting facets. Light pulses at
bit rates in excess of 40 Gbps are amplified by
absorbing power from an electronic pump. SOAs
are used in the following, at bit rates up to 40 Gbps,
for nonlinear operations in cross-gain, cross-phase, or
cross-polarization.

SOA-XGM for Logic

Figure 1 shows an SOA in cross-gain modulation
(XGM) performing a NOR function. Either A or B
inputs at a ‘1’ level, driving the SOA through
couplers into saturation, lowering its gain. A
continuous wave at C, having a different frequency
l3; from that of A, l1 and B, l2, experiences the
decrease in gain, resulting in an output ‘0’ level at
frequency l3. The filter in Figure 1 can be avoided by
counter-propagating A and B through the SOA from
right to left. XOR gates use interference between
two incoming streams of bits (locked to identical
frequency, phase, polarization) to correlate headers
on internet protocol (IP) address headers – similar to
matching zip codes in postal mail routing machines.
Bit-serial-adders are constructed from combinations
of XOR and NOR gates; subsequently the adders
are used to construct ripple-carry-adders for word
addition. In addition, NOR gates are used to
construct flip-flops; hence registers which form
short-term memory.

XGM-SOA
Bandpass

filter l3

D l3
A   l1

B   l2

C   l3

1 1 0

0

0
1

1

1 10

Figure 1 Optical XGM-SOA NOR gate.
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SOA-XGM for Frequency Conversion

Ignoring input B, the bit information in Figure 1 has
been transferred from carrier frequency A onto the
carrier frequency C, with inversion. This enables
switching of signals in wavelength division multi-
plexing (WDM), for example, color reuse is simplified
and a color red is routed to the location where blue
was previously routed; this is equivalent to time
slot interchangers for switching in time division
multiplexing (TDM).

SOA-XGM for 2-R Signal Regeneration

Figure 2 show how two SOAs may be used in
sequence to restore signal levels distorted by propa-
gation or computation; reamplification and reshaping
(2-R). The ‘1’ level at the output of the first SOA is
clipped by gain saturation, removing noise, this
becoming the ‘0’ level at the output of the second
SOA. The second SOA clips the ‘1’ level at the output.

SOA-XPM with Interferometer

In cross-phase modulation (XPM), the signal at A,
Figure 1, changes the phase of carrier for signal C
passing through the SOA (signal levels may be less
than for XGM). Inclusion of an SOA in an
interferometer, Mach–Zehnder or Sagnac, converts
phase to intensity for frequency conversion, switching
or high-speed bit manipulation. Figure 3 shows a
control pulse entering a coupler at the left and
providing a control input to the SOA at one
frequency. The bits circulating round the loop at a
different frequency can be switched on and off by the
control pulse, to synchronize or manipulate high bit
rate signals or for frequency conversion.

Computing with Integrated Optics

Combining several discrete optical components into a
single optical chip is more beneficial than in electronic
very large-scale integration (VLSI) because optical
connections require greater precision; moreover bit
rates are higher because photons, unlike electrons,
have no mass or charge (only spin).

Integrated Optic Microring Resonator

Figure 4 shows a microring resonator in an integrated
optic chip for optical filtering, light entering at the left
couples into the loop. For loop lengths that are a
multiple of wavelength, light cycling the loop is in
phase and resonance occurs. At resonant frequencies,

XGM-SOA

XGM-SOA
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F

Figure 2 Optical XGM-SOA 2R signal regeneration.
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Figure 3 XPM-SOA in Sagnac interferometer for optical manipulation of bits at high data rates.
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Figure 4 Integrated optic Optiwave layout for microring

resonator.
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light exiting the loop is out of phase with that in the
linear guide, causing cancellation of the input. As
frequency varies away from resonance, light passes
and the device acts as a notch filter to block light at
the resonant frequencies. With nonlinear Kerr
material, low-level light intensity may be used to
change a resonant frequency to make a switch.

Bragg Integrated Optic Microring Resonator

Performance is improved by using a Bragg microring
resonator, Figure 5, which confines light in the central
light colored ring by dielectric mirror reflection from
Bragg gratings on either side. The refractive index
is less in the ring than in the surrounding regions, in
contrast to a conventional waveguide (used in
Figure 4) that guides by total internal reflection.
The higher reflectivity, smaller ring radius and lower
refractive index – these help to reduce power
loss, volume, and travel time around the ring.
This increases filter selectivity, drives up peak power
for enhanced nonlinearity for switching, decreases
stored energy for fast response, and increases
frequency range (free spectral range, FSR). In this
case, an equivalent photonic crystal may be more
expensive because it requires higher resolution
lithography and greater refractive index contrast.

Photonic Crystal Mach–Zehnder Switch

Recently developed photonic crystal technology
allows a reduction in integrated optic chip size from
centimeters to submillimeters. The 2D or 3D periodic

structure of dielectric variations emulates crystals and
provides dielectric mirror reflections in multiple
dimensions for lossless waveguide bends, high Q
resonators, and slowing of wave propagation to
enhance effective nonlinearity of materials. Figure 6
shows a proposed 2D photonic crystal Mach–
Zehnder interferometer switch in which light is
split into two paths by a coupler and propagation
velocity is slowed for enhancing nonlinearity by
using coupled-resonator optical waveguides
(CROWs), in which alternate posts of different
dielectric constant remain in the waveguides to form
coupled cavities.

Conclusion

Optical bit-serial computing can reduce cost and
increase flow-rate for expanding telecommunication
network capacity, while providing enhanced security
from electromagnetic sabotage and tampering.
Advances in integrated optics (microring resonators),
progress in optoelectronic components (SOAs),
improved materials and fabrication techniques –
these technologies enable cost-effective optical
bit-serial computing solutions for future telecom-
munication evolution.

See also

All-Optical Signal Regeneration. Information Proces-
sing: All-Optical Multiplexing/Demultiplexing.
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Optical Digital Image Processing
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Optical approaches to image processing provide a
natural method by which to obtain the inherent
advantages associated with optics including massive
parallelism, high-speed processing, and the inherent
compatibility with image formats. Early applications
of optics employed analog processing techniques with
the most common being the optical Fourier trans-
form, matrix-vector processors, and correlators.
Later, advances in digital signal processing (DSP),
digital storage, and digital communication systems
demonstrated the potential for higher resolution,
improved flexibility and functionality, and increased
noise immunity over analog techniques and quickly
became the preferred method for accurate signal
processing. Consequently, optical processing archi-
tectures, that incorporated digital processing tech-
niques, were explored. Advances in very large-scale
integration (VLSI) electronic circuitry and optoelec-
tronic devices later enabled smart pixel technology,
which integrates the programmability and processing
of electronic circuitry with the two-dimensional (2D)
nature of an optical architecture and made possible a
particular realization of optical digital image proces-
sing. This chapter describes an application of optical
digital image processing, based on smart pixel
technology, called digital image halftoning.

Natural images are, by definition, continuous in
intensity and color. Halftoning is the process by
which a continuous-tone, gray-scale image is con-
verted to one containing only binary output pixels.
Halftoning can be thought of as an image com-
pression technique whereby a high-resolution image
is transformed to a low-resolution image containing
only black-and-white pixels. The transformation

from a continuous-tone, gray-scale image to one
containing only binary-valued pixels is also similar, in
principle, to low-resolution analog-to-digital (A/D)
conversion.

An early manual approach to printing continuous-
tone images, using only the presence or absence of ink,
is the Mezzotint. Ludwig von Siegen (1609–1680), an
amateur Dutch printmaker, first invented the mezzo-
tint, or ‘half tone process’, in 1640. The process later
came into prominence in England during the early
eighteenth century. Mezzotints are produced on
copper plates where the surface of the plate is roughed
with a tool called the Mezzotint Rocker, shaped like
a wide chisel with a curved and serrated edge. By
rocking the toothed edge backwards and forwards
over the plate, a rough burr is produced which holds
the ink. The dark regions of an image were roughed in
a random fashion, while the areas to be lightened were
scraped and burnished. This process was found to be
especially useful for the reproduction of paintings,
due to its ability to capture the subtlest gradations of
tone from rich, velvety blacks to glowing highlights.
The mezzotint is, therefore, an early artistic prede-
cessor to the modern day halftone.

Optical halftoning has been in use by commercial
printers for over 100 years. Commercial halftone
screens are based on a discovery made by William
Henry Fox Talbot (1800–1877), in 1852. He
demonstrated the feasibility of optical halftoning by
photographing an image through a loosely woven
fabric or ‘screen’. In the 1890s, this process came into
practical use when the halftone screen, consisting of
two ruled glass plates cemented together, became
commercially available. Commercial halftone screens
produce an effect of variably sized dots on the
photographic plate that gives the illusion of a
continuous tone image.

Digital image halftoning, sometimes referred to as
spatial dithering, is the process of converting an
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electronic continuous-tone, gray-scale image to one
containing only binary-valued pixels, for the purpose
of displaying, printing, or storing the image. The
underlying concept is to provide the viewer of the
image with the illusion of viewing a continuous-tone
image when, in fact, only black and white pixel values
are used in the rendering. This process is particularly
important in applications such as laser printing,
bilevel displays, xerography, and more recently,
facsimile.

There are a number of different methods by which
this digital image halftoning can be accomplished,
which are generally classified as either point or
neighborhood processes. A point process is one
which computes the output pixel value based strictly
on some characteristic of the corresponding input
pixel. In contrast, a neighborhood process computes a
single output pixel based on a number of pixels
in a neighborhood or region of the input image.
Ordered dither, which is considered a point process,
produces an output by comparing a single continu-
ous-tone input value against a deterministic periodic
array of threshold values. If the value of the input
pixel under consideration is greater than the corres-
ponding threshold value, the corresponding output
pixel is rendered white. If the intensity is less that the
threshold, it is rendered black. Dispersed-dot ordered
dither is a subset of ordered dither in which the
halftone dots are of a fixed size while clustered-dot
ordered dither uses variable-sized dots and simulates
the variable-sized dots of a printer’s halftone screen in
the rendering. Among the advantages of point process
halftoning, in general and ordered dither halftoning
specifically, are simplicity and speed of implemen-
tation. The primary disadvantage is that ordered
dither produces patterns in the halftoned image,
which are visually undesirable.

In contrast, halftoning using the error diffusion
algorithm, first introduced by Floyd and Steinberg in
1975, employs neighborhood operations and is
currently the most popular neighborhood process.
In this approach to halftoning, the output pixel value
is determined, not solely by the value of the input
pixel and some deterministic pattern, but instead by a
weighted average of values from pixels in a neighbor-
hood surrounding the specific pixel being computed.
Here, the error of the quantization process is
computed and spatially distributed or diffused within
a local neighborhood in order to influence future
pixel quantization decisions within that neighbor-
hood and thereby improve the overall quality of the
halftoned image. In classical unidirectional error
diffusion, the image is processed sequentially, pro-
ceeding from the upper-left to the lower-right.
Starting in the corner of the image, the first pixel is

thresholded and the quantizer error is calculated. The
error is then diffused to neighboring pixels that have
not yet been processed according to the scaling and
interconnect defined by the error diffusion filter. The
remainder of the pixels in the image are subsequently
processed with each quantizer input, now being the
algebraic sum of the corresponding original input
pixel intensity and the weighted error from previously
processed pixels. While error diffusion produces
halftone images of superior quality, the unidirectional
processing of the algorithm continues to introduce
visual artifacts that are directly attributable to the
algorithm itself.

In an effort to overcome the implementation
constraints of serial processing and improve overall
halftone image quality, a number of different parallel
architectures have been investigated, including several
based on neural network algorithms. While neural
network approaches can provide distinct advantages
in improved halftone image quality, they also present
challenges to hardware implementations, including
speed of convergence and the physical interconnect
requirements. These challenges, in addition to the
natural compatibility with imaging media, provide the
motivation for developing optical image processing
architectures for these types of applications.

The Error Diffusion Algorithm

Figure 1 shows a block diagram of the error diffusion
architecture used in digital image halftoning. The
input image is represented as xm;n; wm;n is the impulse
response of a 2D causal, unity gain error diffusion
filter, and the output quantized image is described by
ym;n [ {21;1}:The quantizer q½um;n� provides the one-
bit thresholding functionality necessary to convert
each analog input pixel to a low-resolution digital
output pixel. The quantizer error 1m;n is computed as
the difference between the output and input to the
quantizer and distributed to adjacent pixels according
to the weighting and interconnection specified by the
error diffusion filter. The unity gain constraint ensures

Σ
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Σ +_

+
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Figure 1 Block diagram of recursive error diffusion architecture.
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that no amplification or attenuation of the error signal
occurs during the error diffusion process and preserves
the average intensity of the image.

In this architecture, the error associated with the
quantizer decision at spatial coordinates ðm;nÞ is
diffused within a local 2D region to influence adjacent
quantization decisions. All of the state variables in
this architecture are scalar values since this architec-
ture represents a recursive algorithm in which each
pixel in the image is processed sequentially. In the
general case, where wm;n is assumed to be a 2D finite
impulse response (FIR) filter with coefficients that
span a region of support defined by Rm;n; the
quantizer input state um;n can be written as

um;n ¼ xm;n 2
X

i; j[Rm;n

wi; j1m2i;n2j ½1�

Here, wi; j ¼ 0; for all i ¼ j; since the error signal is
diffused spatially within the region of support Rm;n

and does not influence the pixel under consideration.
In this unidirectional error diffusion, the 2D error
diffusion filter is therefore noncausal. Figure 2 shows
the impulse response of several popular error diffu-
sion filters that have been used in rectangular grid
architectures. Figure 2a shows the original error
diffusion filter weights developed by Floyd and
Steinberg. They argued that the four weights were
the smallest number of weights that would produce
good halftone images. Figure 2b is a filter that
contains a larger region of support developed by
Jarvis, Judice, and Ninke in 1976. Finally, the filter in
Figure 2c, developed by Stucki, contains the same
region of support with coefficients that are a multiple
of 2 for digital compatibility and computational
efficiency. Here, ‘†’ represents the pixel being
processed and the weights describe the local region
over which the error is diffused. The normalization
factors ensure that the filter coefficients sum to one
and therefore meet the unity gain criterion.

To understand the effect of error diffusion and its
impact on the quantizer error, it is instructive to

describe the effect of error diffusion mathematically.
Consider the relationship between the quantizer error
1m;n ; ym;n 2 um;n and the overall quantization error
1̂m;n ; ym;n 2 xm;n in the frequency domain. If we
assume that the error is uncorrelated with the input
and has statistical properties consistent with a white
process, z-transform techniques can be applied to
show that the feedback architecture provides the
following noise-shaping characteristics:

Hnsðz1; z2Þ ;
Êðz1; z2Þ

Eðz1; z2Þ
¼ 1 2 Wðz1; z2Þ ½2�

Here, Êðz1; z2Þ; Eðz1; z2Þ; and Wðz1; z2Þ represent the
z-transforms of 1̂m;n; 1m;n; and wm;n; respectively.
Equation [2] shows that the noise-shaping character-
istic of the error diffusion architecture is directly
related to the spectral characteristics of Wðz1; z2Þ:

Appropriate selection of Wðz1; z2Þ can spectrally
shape the quantizer noise in such a way that
minimizes the effect of the low-resolution quantiza-
tion process on the overall halftoning process. An
error diffusion filter with low-pass spectral charac-
teristics produces an overall noise-shaping character-
istic 1 2 Wðz1; z2Þ; which has the desired high-pass
frequency characteristics. This noise-shaping func-
tion suppresses the quantization noise within those
frequencies occupied by the image and spectrally
shapes the noise to high frequencies, which are less
objectionable to the human visual system. Circular
symmetry is another important characteristic in the
error diffusion filter since the human visual system
is particularly sensitive to directional artifacts in
the image.

In the following qualitative description of digital
image halftoning, a 348 £ 348 natural image of the
Cadet Chapel at West Point was selected as the test
image. This image provides a variety of important
image characteristics, with regions of uniform gray-
scale, edges, and areas with fine detail. This image
was scanned from a high-resolution black and white
photograph at 150 dots per inch (dpi) and then
printed using a 300 dpi laser printer.

Figure 3 shows the test image of the Cadet Chapel
rendered using dispersed-dot ordered dither and
results in 256 gray-levels at 300 dpi. Figure 4 shows
the halftone image of the Cadet Chapel using the error
diffusion algorithm and the Floyd–Steinberg filter
coefficients shown in Figure 2a. The unidirectionality
of the processing and the causality of the diffusion
filter result in undesirable visual artifacts in the
halftone image. These include directional hysteresis,
which is manifested as ‘snakes’ running from upper-
left to lower-right, and transient behavior near
boundaries, which appears as ‘shadows’ below and
to the right of sharp-intensity changes. The directional
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Figure 2 Three common error diffusion filters used in

rectangular grid architectures. (The ‘†’ represents the origin.)
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hysteresis is particularly objectionable in uniform gray
intensity areas such as the cloud structure in the upper-
left of Figure 4. Similar artifacts are also present in
images halftoned using the error diffusion algorithm
and other causal diffusion kernels. The logical
conclusion to draw from this limited, qualitative
analysis is that if we could diffuse the error symme-
trically and simultaneously process the entire image in
parallel, we could reduce some of these visual artifacts
and thereby improve overall halftone image quality.

The Error Diffusion Algorithm and
Neural Networks

The popularity of the neural network-based approach
to signal and image processing lies in the ability to
minimize a particular performance metric associated
with a highly nonlinear system of equations. Specifi-
cally, the problem of creating a halftone image can be
cast in terms of a nonlinear quadratic optimization
problem where the performance measure to be
minimized is the difference between the original and
the halftone images.

The Hopfield-Type Neural Network

Tank and Hopfield first proposed a mathematical
description of the functionality of the neural proces-
sing network for signal processing applications.
Figure 5 shows an electronic implementation of a
four-neuron architecture. Here, a single neuron is
comprised of both a standard and inverting amplifier
and the synapses or neural interconnections are
represented by the physical connections between the
input and output of the amplifiers. If the input to
amplifier i is connected to the output of amplifier j by
a resistor with resistance Ri; j; the amplitude of the
connection Ti; j is the conductance 1=Ri; j:

The dynamic behavior of an N-neuron Hopfield-
type neural network can be described by the follow-
ing system of N nonlinear differential equations:

c
duiðtÞ

dt
¼ 2uiðtÞ þ

X
j

Ti; jI½ujðtÞ� þ xi ½3�

where i ¼ 1;2;…N; I[·] is a monotonically increasing
sigmoid function, xi is an input vector containing N

Figure 3 Original gray-scale image of the Cadet Chapel

rendered using dispersed-dot ordered dither.
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Figure 5 Electronic realization of a four-neuron Hopfield-type

neural network.

Figure 4 Halftone image of the Cadet Chapel produced using

the error diffusion algorithm and the Floyd–Steinberg weights.
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elements, and c is a scaling factor. In equilibrium,
eqn [3] implies that

ui ¼ xi þ
X

j

Ti; jIbujc ½4�

Hopfield showed that when the matrix of intercon-
nection weights T is symmetric with zero diagonal
elements and the high-gain limit of the sigmoid I[·] is
used, the stable states of the N functions yi(t) ¼ Ibujc

are the local minima of the energy function:

E ¼ 2
1

2
yTTy 2 xTy ½5�

where y [ {21;1} is the N-vector of quantized
states. As a result, if the neural network can be
shown to be stable, as the network converges the
energy function is minimized. In most neural network
applications, this energy function is designed to be
proportional to a performance metric of interest and
therefore as the network converges, the energy
function and consequently the performance metric
is also minimized.

The Error Diffusion Neural Network

An understanding of the operation and characteristics
of the Hopfield-type neural network can be applied to
the development and understanding of a 2D exten-
sion of the error diffusion algorithm. Figure 6 shows
an electronic implementation of a four-neuron error
diffusion-type neural network, where the individual
neurons are represented as amplifiers and the
synapses by the physical connections between the
input and output of the amplifiers.

In equilibrium, the error diffusion neural network
can be shown to satisfy

u ¼ Wðy 2 uÞ þ x ½6�

Here, u is the state vector of neuron inputs, W is a
matrix containing the interconnect weights, x is the
input state vector, and y is the output state vector. For
an N £ N image, W is an N2 £ N2 sparse, circulant
matrix derived from the original error diffusion
weights wm;n: If we define the coordinate system
such that the central element of the error diffusion
kernel is ði; jÞ ¼ ð0; 0Þ; then the matrix W is defined as
Wði; jÞ ¼ 2w½ð j 2 iÞ div N; ð j 2 iÞ mod N� where:

x div y ¼

�
x

y

�
if xy $ 0 or

�
x

y

�
if xy , 0 ½7�

An equivalence to the Hopfield network can therefore
be described by

u ¼ AðWy þ xÞ ½8�

where A ¼ ðI þ WÞ21: Effectively, the error diffusion
network includes a pre-filtering of the input image x
by the matrix A while still filtering the output image y
but now with a new matrix, AW. Recognizing
that AW ¼ I 2 A and adding the arbitrary constant
k ¼ yTy þ xTAx; we can write the energy function
of the error diffusion neural network as

Êðx; yÞ ¼ yTAy 2 2yTAx þ xTAx ½9�

This energy function is a quadratic function, which
can be factored into

Êðx; yÞ ¼ ½B ðy 2 xÞ|fflffl{zfflffl}
error

�T½B ðy 2 xÞ|fflffl{zfflffl}
error

� ½10�

where A ¼ BTB: From eqn [10] we find that as the
error diffusion neural network converges and the
energy function is minimized, so too is the error
between the output and input images.

If the neurons update independently, the
convergence of the error diffusion network is
guaranteed if

;k : ½AW�k;k $ 0 ½11�

We find in practice, that even in a synchronous
implementation, the halftoned images converge to a
solution, which results in significantly improved
halftone image quality over other similar halftoning
algorithms.

The Error Diffusion Filter

The purpose of the error diffusion filter is to spectrally
shape the quantization noise in such a way that the
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Figure 6 Four-neuron electronic implementation of the error

diffusion neural network.
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quantizer error is distributed to higher spatial
frequencies, which are less objectionable to the
human visual system. In this application, a feedback
filter for the error diffusion neural network was
designed using conventional 2D filter design tech-
niques resulting in the 7 £ 7 impulse response shown
in Figure 7. Figure 8 shows the same image of the
Cadet Chapel halftoned using the error diffusion
neural network algorithm and the 2D error diffusion
filter shown in Figure 7. There is clear improvement
in halftone image quality over the image produced
using sequential error diffusion in Figure 4. Notice
particularly the uniform distribution of pixels in the
cloud formation in the upper-left of Figure 8. Also
noteworthy is the improvement around the fine detail
portions of the tree branches and next to the vertical
edges of the chapel.

Smart Pixel Technology and Optical
Image Processing

The concept underlying smart pixel technology is to
integrate electronic processing and individual optical
devices on a common chip, to take advantage of the
complexity of electronic processing circuits and the
speed of optical devices. Arrays of these smart pixels
then allow the advantage of parallelism that optics
provides. There are a number of different
approaches to smart pixel technology that differ
primarily in the kind of opto-electronic devices, the
type of electronic circuitry, and the method of inte-
gration of the two. Common opto-electronic devices
found in smart pixels include: light-emitting diodes
(LEDs); laser diodes (LDs); vertical cavity surface
emitting lasers (VCSELs); multiple quantum well
(MQW) modulators; liquid crystal devices (LCDs);
and photodetectors (PDs). The most common types
of electronic circuitry are silicon-based semiconduc-
tors such as complementary metal oxide semicon-
ductors (CMOS) and compound semiconductors
such as gallium arsinide (GaAs)-based circuitry.
There are a number of different approaches to
smart pixels, which generally differ in the way in
which the electronic and optical devices are inte-
grated. Monolithic integration, direct epitaxy, and
hybrid integration are the three most common
approaches in use today.

Smart pixel technology provides a natural metho-
dology by which to implement optical image proces-
sing architectures. The opto-electronic devices
provide a natural optical interface while the elec-
tronic circuitry provides the ability to perform either
analog or digital computation. It is important to
understand that any functionality that can be
implemented in electronic circuitry can be integrated
into a smart pixel architecture. The only limitations
arise from physical space constraints imposed by the
integration of the opto-electronic devices with
the electronic circuitry. While smart pixels can be
fabricated with digital or analog circuitry, the
smart pixel architecture described subsequently uses
mixed-signal circuitry.

A Smart Pixel Implementation of the Error Diffusion
Neural Network

A smart pixel hardware implementation of the
error diffusion neural network provides the poten-
tial to simultaneously achieve the computational
complexity of electronic circuitry and the paralle-
lism and high-speed switching of optics. The
specific smart pixel architecture described here
integrates MQW modulators called self electro-
optic effect devices (SEEDs) with silicon CMOS

0.0003 0.0019 0.0051 0.0068 0.0051 0.0019 0.0003

0.0019 0.0103 0.0248 0.0328 0.0248 0.0103 0.0019

0.0051 0.0248 0.0583 0.0766 0.0583 0.0248 0.0051

0.0068 0.0328 0.0766            0.0766 0.0328 0.0068

0.0051 0.0248 0.0583 0.0766 0.0583 0.0248 0.0051

0.0019 0.0103 0.0248 0.0328 0.0248 0.0103 0.0019

0.0003 0.0019 0.0051 0.0068 0.0051 0.0019 0.0003

Figure 7 Impulse response of a 7 £ 7 symmetric error diffusion

filter. (‘†’ represents the origin.)

Figure 8 Halftone image of the Cadet Chapel using the error

diffusion neural network and the 7 £ 7 symmetric error diffusion

filter shown in Figure 7.
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VLSI circuitry, using a hybrid integration approach
called flip-chip bonding. This type of smart pixel is
commonly referred to as CMOS-SEED smart pixel
technology.

To provide an example of the application of smart
pixel technology to digital image halftoning, a 5 £ 5
CMOS-SEED smart pixel array was designed and
fabricated. The CMOS circuitry was produced using
a 0.5 mm silicon process and the SEED modulators
were subsequently flip-chip bonded to silicon circui-
try using a hybrid integration technique. The central
neuron of this new smart pixel array consists of
approximately 160 transistors while the complete
5 £ 5 array accounts for over 3,600 transistors.
A total of 50 optical input/output channels are
provided in this implementation.

Figure 9 shows the circuitry associated with a
single neuron of the smart pixel error diffusion
neural network. All state variables in each circuit of
this architecture are represented as currents. Begin-
ning in the upper-left of the circuit and proceeding
clockwise, the input optical signal incident on the

SEED is continuous in intensity and represents the
individual input analog pixel intensity. The input
SEED at each neuron converts the optical signal to a
photocurrent and subsequently, current mirrors are
used to buffer and amplify the signal. The width-to-
length ratio of the metal oxide semiconductor
field effect transistors (MOSFETs) used in the
CMOS-SEED circuitry provide current gain to
amplify the photocurrent. The first circuit produces
two output signals: þIu which represents the state
variable um;n as the input to the quantizer and 2Ie

which represents the state variable 21m;n as the input
to the feedback differencing node. The function of
the quantizer is to provide a smooth, continuous
threshold functionality for the neuron that produces
the output signal Iout; corresponding to the output
state variable ym;n: This second electronic circuit is
called a modified wide-range transconductance
amplifier and produces a hyperbolic tangent sigmoi-
dal function when operated in the sub-threshold
regime. The third circuit takes as its input Iout;

produces a replica of the original signal, and drives

Figure 9 Circuit diagram of a single neuron and a single error weight of the 5 £ 5 error diffusion neural network based on a CMOS-

SEED-type smart pixel architecture. (Reprinted with permission from Shoop BL, Photonic Analog-to-Digital Conversion, Springer Series

in Optical Sciences, Vol. 81 [1], Fig. 8.6, p. 222. Copyright 2001, Springer-Verlag GmbH & Co. KG.)
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the output optical SEED. In this case, the output
optical signal is a binary quantity represented as the
presence or absence of light. When the SEED is
forward-biased, light is generated through electro-
luminescence. The last circuit at the bottom of the
schematic implements a portion of the error weight-
ing and distribution function of the error diffusion
filter. The individual weights are implemented by
scaling the width-to-length ratio of the MOSFETs to
achieve the desired weighting coefficients. The
neuron-to-neuron interconnections are accomplished
using the four metalization layers of the 0.5 mm
silicon CMOS process. In this design, the error
diffusion filter was limited to a 5 £ 5 region of
support because of the physical constraints of the
circuitry necessary to implement the complete error
diffusion neural network in silicon circuitry. The
impulse response of the 5 £ 5 filter used in this
particular smart pixel architecture is shown in
Figure 10. The error weighting circuitry at the
bottom of Figure 9 represents only the largest
weight (0.1124) with interconnects to its four local
neighbors (IoutA 2 IoutD).

Figure 11 shows a photomicrograph of a 5 £ 5
error diffusion neural network, which was fabricated
using CMOS-SEED smart pixels. Figure 12 shows a
photomicrograph of a single neuron of the 5 £ 5
CMOS-SEED neural network. The rectangular fea-
tures are the MQW modulators while the silicon
circuits are visible between and beneath the
modulators. The MQW modulators are approxi-
mately 70 mm £ 30 mm and have optical windows,
which are 18 mm £ 18 mm.

Simulations of this network predict individual
neuron switching speeds of less than 1ms, which
corresponds to network convergence speeds capable
of providing real-time digital image halftoning.
Individual component functionality and dynamic
operation of the full 5 £ 5 neural array were both
experimentally characterized. Figure 13 shows CCD
images of the operational 5 £ 5 CMOS-SEED smart
pixel array. The white spots show SEED MQW
modulators emitting light. Figure 13a shows the fully
functioning array while Figure 13b shows the 5 £ 5
CMOS-SEED neural array under 50% gray-scale
input. Here 50% of the SEED modulators are shown
to be in the on-state demonstrating correct operation
of the network and the halftoning architecture.

Both the simulations and the experimental results
demonstrate that this approach to a smart pixel
implementation of the error diffusion neural network
provides sufficient accuracy for the digital halftoning
application. The individual neuron switching speeds
also demonstrate the capability for this smart pixel
hardware implementation to provide real-time
halftoning of video images.
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Figure 10 Error diffusion filter coefficients used in the 5 £ 5

CMOS-SEED error diffusion architecture. (‘†’ represents the

origin.)

Figure 11 Photomicrograph of a smart pixel implementation of a 5 £ 5 CMOS-SEED error diffusion neural network for digital image

halftoning. (Reprinted with permission from Shoop BL, Photonic Analog-to-Digital Conversion, Springer Series in Optical Sciences,

Vol. 81 [1], Fig. 8.5, p. 221. Copyright 2001, Springer-Verlag GmbH & Co. KG.)
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Image Processing Extensions

Other image processing functionality is also possible
by extending the fundamental concepts of 2D,
symmetric error diffusion to other promising image
processing applications. One important application
includes color halftoning while other extensions
include edge enhancement and feature extraction.
In the basic error diffusion neural network, the error
diffusion filter was specifically designed to produce
visually pleasing halftoned images. Care was taken
to ensure that the frequency response of the filter
was circularly symmetric and that the cutoff
frequency was chosen in such a way as to preserve
image content. An analysis of the error diffusion

neural network shows that the frequency response of
this filter directly shapes the frequency spectrum of
the output halftone image and therefore directly
controls halftone image content. Other filter designs
with different spectral responses can provide other
image processing features such as edge enhancement,
which could lead to feature extraction and automatic
target recognition applications.

See also

Detection: Smart Pixel Arrays. Information Proces-
sing: Optical Neural Networks. Optical Processing
Systems.

Figure 12 Photomicrograph of a single neuron of the 5 £ 5 error diffusion neural network. (Reprinted with permission from Shoop BL,

Photonic Analog-to-Digital Conversion, Springer Series in Optical Sciences, Vol. 81 [1], Fig. 8.4, p. 220. Copyright 2001, Springer-

Verlag GmbH & Co. KG.)

Figure 13 CCD images of the 5 £ 5 CMOS-SEED array. (a) Fully-operational array, and (b) under 50% gray scale illumination.

(Reprinted with permission from Shoop BL, Photonic Analog-to-Digital Conversion, Springer Series in Optical Sciences, Vol. 81 [1],

Figs. 8.19 and 8.20, p. 236. Copyright 2001, Springer-Verlag GmbH & Co. KG.)
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Introduction

An artificial neural network (ANN) is a nonlinear
signal processing system based on the neural pro-
cesses observed in animals. Usually they have
multiple inputs and often multiple outputs also.
Conventionally, each input sends its signal to many
neurons, and each neuron receives signals from many
inputs. The neuron forms an intermediate sum of
weighted inputs and transforms that sum, according
to some nonlinearity, to form an output signal. Often
the output signal from one neuron is used as the input
signal for another in feed forward, feedback, or
mixed mode complex neural networks.

ANNs are of value in helping us understand how
biological neural networks perform and in a variety
of technical applications, most of which involve
pattern association. An auto-associative neural net-
work, that associates patterns with themselves, can
have useful noise cleanup or pattern completion
properties. A hetero-associative neural network is
often used in pattern recognition to associate input
patterns with preselected class labels.

Neural Networks – Natural and
Artificial

The most primitive one-celled organisms have no
nerve cells, but they do exhibit various chemical
means for interacting with their environments, within
their own cells, and among individuals of the same or
different types. As organisms increased in size, a
common chemical environment became impractical,

and nerves arose as a means for long-distance
communication within larger organisms. One thing
seen in evolution is that widespread useful adap-
tations are often modified but seldom discarded.
Thus, it should not be surprising to find that chemical
interactions play a major role in the most complex
thing we know of – the human brain. Chemicals play
a huge role in making us who we are, setting our
moods, and so forth. Realizing this, in the late
twentieth century, psychiatrists started to make
serious progress in treating mental diseases through
the use of chemistry.

There are a variety of processes that we use as
humans, but the primary means is neural. Only some
animals and no plants have neurons, but soon after
neurons evolved, they began to concentrate in special
regions of the body that developed into primitive
brains. Not only were there many neurons, but also
they were densely and complexly interconnected to
form neural networks.

Neural networks did not replace chemical inter-
actions, they used and supplemented them. Chemical
communication across the synaptic cleft dominates
communication between networks, but the neural
networks also control chemical production and
distribution within the brain, and those chemicals
change the behavior of the neurons that cause their
secretion. The functioning of real brains is incredibly
complex, possibly irreducibly complex in terms of
current mathematics and logic.

These things are noted to avoid a confusion that is
distressingly common. Technologists produce simpli-
fied ANNs and then try to interpret the behavior of
brains in those terms. Quite often, ANNs yield useful
insight into brain behavior but seldom offer a detailed
account of them. Reality is far more complex than
any ANN. Current mathematics provides no means
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to describe continuous sets of events, each of which
both causes and is caused by the others.

ANNs themselves have grown much more compli-
cated as well. Starting out as simple, feed-forward,
single-layer systems, they rapidly became bidirec-
tional and even multilayered as well. Higher-order
neural networks processed the input signals before
inserting them into the neural network. Pulse coupled
neural networks (PCNNs) arose that more closely
modeled the pulsations in real brains. Learning was
broken into learning with instruction, following
example, and self-organizing, the latter leading to
self organized maps and adaptive resonance theory,
and many related subjects. These are but crude
pointers to the wealth and variety of concepts now
part of the ANN field.

The history of ANNs is both complicated and
somewhat sordid. This is not the occasion to retrace
the unpleasant things various members of this
community have done to others in their quests for
stature in the field. One result of that history is a
dramatically up-and-down pattern of interest in and
support for ANNs. The first boom followed the
development of a powerful single-layer neural net-
work called the Perceptron by its inventor Rosenblatt.
Perceptrons were biologically motivated, fast, and
reasonably effective; so interest in the new field of
ANNs was high. That interest was destroyed by a
book on the field arguing that Perceptrons were only
linear discriminants and most interesting problems
are not linearly discriminable. Ironically, the same
argument has been made about optical Fourier
correlators, and it is true there as well. But optical
processing folk largely ignored the problem and kept
working on it. Sociologists of science might enjoy
asking why reactions differed so much in the two
fields. Funding and interest collapsed and the field
went into hibernation.

It was widely recognized that multilayer ANNs
would comprise nonlinear discriminants, but training
them presented a real problem. The simple rewards
and punishment of weights depending on perform-
ance was easy when each output signal came from a
known set of weighted signals that could be rewarded
or punished jointly, according to how the output
differed from the sought-after output. With a multi-
layer perceptron, credit assignment of inner layers is
no longer simple. It was not until Werbos invented
‘backward error propagation’ that a solution to this
problem was available and the field started to boom
again. Also key to the second boom were enormously
popular articles by Hopfield on rather simple auto-
and hetero-associative neural networks. Basically,
those networks are almost never used, but they were
of great value in restarting the field. In terms of

research and applications, we are still in that second
boom, that began during the 1980s.

An ANN is a signal processor comprised of a multiplicity
of nodes which receive one or more input signals and
generate one or more output signals in a nonlinear
fashion wherein those nodes are connected with one or
two way signaling channels.

Note also that biological inspiration is no longer a
part of the definition. Most ANNs used for associ-
ation are only vaguely related to their biological
counterparts.

Optical Processors

Optics is well-suited for massive parallel interconnec-
tions, so it seems logical to explore optical ANNs.
The first question to address is “Why bother to use
optical processors at all?” as electronic digital
computers seem to have everything:

. Between the writing of this article (on an electronic
computer) and its publication, the speed of
electronic computers will almost double and they
will become even cheaper and faster.

. They can have arbitrary dynamic range and
accuracy.

. Massively improved algorithms also improve their
speed. For instance, the wonderful fast Fourier
transform (FFT) that opticists have used to
simulate optics for decades has been replaced by
an even faster fastest Fourier transform in the West
(FFTW). And for wavelets, the fast wavelet
transform (FWT) is even faster.

Optical processors, on the other hand, have
severely limited analog accuracy and few analog
algotectures or archirithms. They are specialized
systems (equivalent in electronics, not to computers
but to application specific integrated circuits
(ASICs)). They are usually larger and clumsier than
electronic systems and always cost more.

There are several reasons why optics may still have
a role in some computations. First, many things on
which we wish to perform computations are inher-
ently optical. If we can do the computations optically
before detection, we can avoid some time and energy
and sensitivity penalties inflicted, if we first detect the
signals then process them electronically, and then
(sometimes) convert them back to optics. Examples
include spectroscopy and optical communication.

Second, pure optics is pure quantum mechanics.
Input of data and setup of the apparatus is experiment
preparation. Readout of data is classical measure-
ment. Nature does the rest free of charge. There is a
unitary transformation from input to output that
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requires no human intervention and is, in fact,
destroyed by human intervention. Those intermediate
(virtual) computations require no energy and no time,
beyond the time taken for light to propagate through
the system. Speed and power consumption are limited
only by the input and output. This applies for
everything from Fourier optics to digital optics to
logic gates. Thus, optics can have speed and power
consumption advantages over electronics.

Third, if quantum computers involving entangle-
ment ever emerge, they may well be optical. Such
computers would be used for nondeterministic
solutions of hard problems. That is, they would
explore all possible paths at once and see which one
does best. This is something we can already do
electronically or optically for maze running (using
classical, not quantum entanglement) means.

Fourth, most optical processors are analog, which
is sometimes superior to digital. In those cases, we
would still have to choose between analog optics and
analog electronics, of course.

So, optical processing (like all other processing) is a
niche market. But some of the niches may be quite
large and important. It is not a universal solution, but
neither is digital electronics.

The Major Branches of Optical
Processing and Their Corresponding
Neural Networks

Every branch of optical processing leads to its own
special purpose optical neural networks, so those
branches become a good place to start an article such
as this one.

Optical Linear Algebra

Many neural network paradigms use linear algebra
followed by a point-by-point nonlinearity in each of
multiple stages. The linear operation is a matrix–
vector multiplication, a matrix–matrix multipli-
cation, or even a matrix–tensor multiplication. In
any case, the key operations are multiplication and
addition – operations very amenable to performance
with analog optics. With effort, it is possible to
combine simple electronics with analog optics oper-
ating on non-negative signals (the amount of light
emitted from a source, the fraction of light passing
through a modulator, etc.) to expand to real or even
complex numbers. With even more effort, we can use
multiple analog non-negative signals to encrypt a
digital signal, allowing digital optical processors.
Almost all optical neural networks using linear
algebra use only real numbers. In most of these, the
real number is encoded as a positive number and a

negative number. Data are read in parallel using
spatial light modulators (SLMs), source arrays,
acousto-optic modulators, etc. They are operated
upon by other SLMs, acousto-optic systems, and so
forth. Finally, they are detected by individual
detectors or detector arrays. The required nonlinea-
rities are then done electronically. It is a theory that
holds for all linear algebraic processes up to
computational complexity OðN4Þ that they can be
performed with temporal complexity OðN0Þ if the
extra dimensions of complexity are absorbed in
space, up to OðN2Þ through 2D arraying and in
fanin/fanout, the ability of multiple beams of light to
be operated upon in parallel by the same physical
modulator – this has the same complexity as the 2D
array of modulators, namely OðN2Þ: Thus, we can
invert a matrix, an order OðN4Þ for an N £ N matrix,
OðN0Þ in time, that is, independently of the size of N;

as long as that matrix is accommodated by the
apparatus. This offers a speed electronics cannot
match.

Most of the optical neural networks of the mid-
1980s had optical vector–matrix multipliers at their
heart. Most were a few layers of feed forward
systems, but by the 1990s feedback had been
incorporated as well. These are typically N inputs
connected to N outputs through an N £ N matrix,
with N varying from 100 to 1000. With diffuser
interconnection and a pair of SLMs, it is possible to
connect an N £ N input with an N £ N output using
N4 arbitrary weights, but that requires integrating
over a time up to N2 intervals. Most of the N4-
dimensional matrices can be approximated well by
fewer than N4 terms using singular value decompo-
sition (SVD) and (as this version of the interconnec-
tion uses outer products), that reduces the number
of integration times considerably in most cases. We
have shown, for instance, that recognizing M target
images can be accomplished well with only M terms
in the SVD.

Coherent Optical Fourier Transformation

It took opticists several years, during the early 1960s,
to realize that if Fourier mathematics was useful in
describing optics, optics might be useful in perform-
ing Fourier mathematics. The first applications of
optical Fourier transforms were in image filtering and
particularly in pattern recognition. Such processors
are attractive not only for their speed but also for
their ability to locate the recognized pattern in 1D,
2D, or even 3D. It was soon obvious that a Fourier
optical correlator was a special case of a single layer
perceptron. Of course, it inherits the weaknesses of a
single layer perceptron too. Soon, workers had added
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feedback to create a winner-takes-all type of auto-
associative optical neural network, a system that
associated images with themselves. This proved
useful in restoring partial or noisy images. It was
not until 2003 that we learned how to make powerful
hetero-associative networks with Fourier optical
systems. This creates a nonlinear discrimination
system that maintains the target location and
generalizes well from a few samples of multiple
classes to classify new data quite accurately.

Imaging

Imaging is the central act of optics and might
seem to be of little value in optical processing.
But multiple imaging (with lenslets, self-focusing
fibers, holograms, and the like) has been the basis of
numerous optical neural networks. Multiple imaging
is a nonrandom way of distributing information from
one plane to the next. Diffusers have also been used to
produce fully interconnected optical neural networks.
If each broad image point contains the whole image
(something easily arranged with a diffuse hologram),
then we have an auto-associative memory. Different
such auto-associative networks can be superimposed
in a single hologram. Then feedback after nonlinear
image filtering can be used to make a general auto-
associative memory.

Even deliberately poor imaging has been used. A
blurred or out-of-focus image can accomplish the
lateral signal spreading needed to facilitate a PCNN.
These networks are substantially more like real brain
networks than those discussed so far. It starts with a
2D array of integrate-and-fire units. The firing rate of
each depends only in the incident power (how long
integration to the thresholding firing takes). But if the
fired signal is spread to its neighbors, the firing of a
neighbor can hasten any unit’s firing. This causes
firings to synchronize and results in ‘autowaves’ of
firing patterns moving across the 2D plane. Thus an
incident 2D image is converted to a 3D signal – the
two spatial dimensions and time. This results, for all
but some very simple cases, in a chaotic signal
occupying a strange attractor. It is interesting but
not very revealing in itself. But suppose we ‘integrate
out’ either the two spatial dimensions or the time
dimension. If we integrate out the spatial dimensions,
we are left with a time signal. Its strange attractors are
remarkably useful in pattern recognition, because
they are more syntactic than statistical (in pattern
recognition terms). They describe the shape as similar,
independently of the size, rotation, perspective, or
even shading of the pattern! If we integrate out the
time dimension, we restore the original image –
almost. In fact, we can use this aspect of PCNNs

for optimum blind segmentation of images. The
autowaves can be made to ‘leave tracks’ so they can
be reversed, which allows them to solve maze
problems nondeterministically, because they can
take all the paths. When the first wave exits, we
simply retrace it to find the shortest path through the
maze – a prototypical nondeterministic polynomial
operation.

Holograms

Holograms are the most general, complex, and
flexible means of light manipulation so far
invented. Naturally, they have many applications
in optical neural networks. One such application is
the interconnection of each of an N £ N array of
inputs to each of an N £ N array of outputs with
its own unique connection strength (weight in the
language of neural networks). The practical limit
seems to be around N ¼ 1000; yielding 1012

weights, roughly the same number as in the
human brain! The brain, however, is not fully
interconnected, so this produces an entirely differ-
ent type of neural network. The resulting network
would have fixed weights, but it could perform a
variety of useful operations and be both forward
and backward connected.

Special on-axis holograms, called diffractive opti-
cal elements, can be mass manufactured very effec-
tively and inexpensively to perform tasks such as
multiple imaging.

Photorefractive Neural Networks

A very complex thing happens when a pattern of
fringes, such as those that form an interference
pattern for hologram recording, strike materials
such as lithium niobate, strontium barium niobate,
gallium arsenide, and many others that fall into this
category of ‘photorefractive’ materials. Of course,
‘photo’ refers to light and ‘refractive’ refers to the
speed of light in a material – the speed of light in a
vacuum divided by the index of refraction. These
materials are photoconductive, so the light releases
charge carriers in what would otherwise be an
electrical insulator. The periodic charge pattern sets
up a periodic space charge within the material. But
the material is also electro-optic, that is, its index of
refraction changes with applied electric field, thus
generating a periodic index of refraction grating in
the material. Finally, that index of refraction pattern
(a phase hologram) diffracts the incoming light.
Usually, but not always, a steady-state situation
is reached after time that depends on the material
and the photon density, although chaos can arise
under some conditions. This makes for a dynamic
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hologram, one that can change or adapt over time as
the input pattern changes. Once a satisfactory
photorefractive hologram is formed, it can be
stabilized (fixed) if desired. Most optical neural
network uses envision a dynamic situation with
changing interconnections.

What has not been discussed above is that the index
of refraction varies with the light’s electric field vector
cubed, so photorefractives provide a convenient
way to accomplish such nonlinear operations as
winner-takes-all.

Sometimes, we can record holograms with photo-
refractives that cannot be recorded by conventional
holograms in conventional materials. To explain this,
a hologram is a transducer between two optical
wavefronts – usually called the reference and object
beams. If the reference beam is incident on the
hologram, it is (fully or partially) converted into the
object beam. If the precisely reversed (phase con-
jugated) reference beam is incident on it, the precisely
reversed (phase conjugated) object beam is derived
from it. Likewise, the object wavefront (or its
phase conjugate) produces the reference wavefront
(or its phase conjugate). The hologram is made by
recording the interference pattern between the two
wavefronts: the reference and object beams. The
ability of two wavefronts to form a temporally stable
interference pattern at some point in space is called
the mutual coherence of those wavefronts. Usually,
both wavefronts are derived from the same laser
beam to make achieving high mutual coherence
possible. And, of course, both beams must be present
to form an interference pattern. In some cases of
photorefractive holograms, all of those conditions
can be violated. The two wavefronts can derive from
two sources that are different in wavelength, polar-
ization, etc., and need not be simultaneously present.
This phenomenon, called mutual phase conjugation,
converts each wavefront into the phase conjugate of
the other, but for effects due to any differences in
wavelength and polarization. This allows new free-
doms that have been exploited in optical neural
networks.

Photorefractive materials also tend to be piezo-
electric. It has been found that up to about 20 totally
independent reflective holograms can be stored with
different applied electric field in lithium niobate.
Changing electric fields so changes the fringe spacings
and indices of refraction, that only one of those
holograms has any appreciable diffraction efficiency
at any one electric field value. The result is an
electrically selectable interconnection pattern. The
same hologram can contain the information needed
for many neural networks or multiple layers of fewer
of them. There is no need, in general, to have more

than an input layer, an output layer, and two
intermediate or hidden layers.

Others have used photorefractive material to
implement learning in neural networks. In biological
neural networks the synaptic strengths (the weights
between neurons) continue to adapt. With photo-
refractive holograms, we can achieve this in an
optical ANN.

As previously discussed, a key development in the
history of ANNs was a way to train multilayer neural
networks and thus accomplish nonlinear discrimi-
nation. The first, and still most popular, way to do
this is called backward error propagation. Several
groups have been implemented in photorefractive
optical neural networks.

Conclusions

Essentially every major type of neural network has
been implemented optically. Every major tool of
optics has found its way into these optical neural
networks. Yet, it remains the case that almost every
neural network used for practical applications is
electronic. The mere existence proof of a use for
optical neural networks may be what the field needs
to move forward from the demonstration stage to the
application stage. The tools exist and there are niches
where optics seems more appropriate than elec-
tronics. Hopefully, the next review of the field will
include a number of commercial successes. Nothing
spurs science better than the funds that follow
successful applications.

List of Units and Nomenclature

Adaptive resonance
theory (ART)

Another self-organized neural
net categorizer that works by
mutual adjustment between
bottom-up and top-down
neural connections.

Computational
complexity

The measure of how the num-
ber of required calculations
scales with the problem size,
usually denoted by N: The
scaling is represented by the
Big O form of ðNÞ; where f ðnÞ
shows how it scales asympto-
tically (large N). Problems that
scale as OðNPÞ are said to be of
polynomial complexity. Unfor-
tunately, some of the most
important problems have
exponential complexity.
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Fanin/Fanout Beams of light (unlike beams
of electrons or holes) do not
interfere with one another, so
many of them can be modu-
lated by the same physical
elements quite independently,
so long as they can be ident-
ified. This is usually done by
sending the different beams in
at different angles, giving rise
to the words fanin and fanout,
as suggested by the drawing
below:

Self organized
maps (Kohonen
networks)

A means of self-organization
of inputs into (normally 2D)
maps wherein every concept
falls into some category and
the categories themselves
develop out of application
of the Kohonen’s algorithm
and user-selected parameters
applied to the given data.

Singular value
decomposition
(SVD)

Any matrix can be broken into
(decomposed) a weighted sum
of simpler, rank-one matrices.
The simplest such decompo-
sition (in the sense of fewest
number of terms) is the SVD.
The weights are the singular
values and are indicators of the
importance of that term in the
decomposition.

Spatial light
modulator
(SLM)

A 1D or 2D array of elements
under electronic or optical
control that change some
property of the light incident
on them. Usually, it is the index
of refraction in some direction
that is changed. That change
can be used to modulate the
amplitude, the polarization, or
the phase of the light.

See also

Fourier Optics. Holography, Techniques: Overview.
Nonlinear Optics, Basics: Photorefraction. Optical
Communication Systems: Local Area Networks. Optical
Processing Systems.
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Introduction

This article describes the requirements placed on
astronomical instruments and the methods used to
achieve them, making reference to generic techniques
described elsewhere in this encyclopedia. It is limited
in scope to electromagnetic radiation with wave-
lengths from the atmospheric cutoff in the ultraviolet
(0.3 mm) to the point in the near-infrared where the
technology changes radically (5 mm), taking in the
transition from uncooled to cooled instruments at
,1.7 mm. Thus, it excludes the extreme UV and
X-ray regimes, where standard optical techniques
become ineffective (e.g., requiring grazing incidence
optics) and all mid-infrared, sub-mm, THz, and
radio-frequency instruments. Terrestrial telescopes
are the main focus but space-borne telescopes are
subject to similar design considerations, except that
the diffraction limit of the optics may be achieved at
short wavelengths. Adaptive optics (AO), of increas-
ing importance in astronomy and almost essential for
the next generation of extremely large telescopes
(ELTs), is covered elsewhere in this encyclopedia.

Astronomical Data

The purpose of astronomical instruments is to
measure the following properties of photons arriving
on or near to the Earth and brought to a focus by an
astronomical telescope:

(i) direction of arrival;
(ii) energy;

(iii) polarization state; and
(iv) time of arrival.

In practice, these properties cannot be measured
simultaneously, requiring the following generic
classes of instrument:

. Imagers to measure (i) and, if equipped with ultra-
low-noise detectors, (iv);

. Spectrographs to measure (ii), although some can
be configured to do a good job on (i) as well.
Integral field spectrographs can measure (i) and (ii)
simultaneously; and

. Polarimeters for (iii) plus (i) and spectropolari-
meters for (iii) plus (ii).

In principle, energy-resolving detectors, such as
arrays of superconducting tunnel-junction devices
(STJs) can replace (i), (ii), and (iv).

These must interface to the telescope which
provides a focal surface with an image scale which
is approximately constant over the field. Currently,
almost all telescopes are based on the Cassegrain or
Ritchy-Chretien reflecting configurations, comprising
a large curved primary mirror (M1) which defines the
collecting aperture (diameter DT) and a curved
secondary mirror (M2). This feeds the Cassegrain
focus via a hole in M1 in line with the central
obstruction caused by M2, or the Nasmyth focus if a
tertiary (usually plane) mirror is added to direct light
from M2 along the elevation axis to a location in
which the gravity vector changes only in rotation
about the optical axis. For the Cassegrain focus, the
full range of change in the gravity vector is
experienced as the telescope tracks objects during
long exposures or slews between targets. It is also
possible to dispense with M2 and mount the
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instrument directly at the focus of M1 (prime focus),
although this imposes severe restrictions on the mass
and size of the instrument. An alternative mounting
for instruments is via optical fibers. The input, with
any fore-optics required to couple the telescope beam
into the fiber, is mounted at the appropriate focus
while the output, possibly several tens of meters
distant, is mounted where the instrument is not
subjected to variations in the gravity vector.

The useful field of view (FOV) of the telescope is
determined by how rapidly the image quality
degrades with radius in the field; restrictions on the
size of the Cassegrain hole and the space set aside for
the star trackers required for accurate guiding
and auxiliary optics involved in target acquisition,
AO, etc.

Typical telescope parameters are shown in Table 1,
of which the last two entries are speculative examples
of ELTs. The table also lists the diffraction limit of the
telescopes and the limits imposed by seeing, with and
without the effects of the telescope structure and
enclosure, and approximate limits for performance
with AO which approaches the diffraction limit in the
infrared.

Instrument Requirements

Efficiency

Almost all astronomical observations are of very faint
objects or require very high signal-to-noise (SNR) to
extract the desired subtle information. The former,
for example, might reveal the initial phase of galaxy
or star formation, while the latter could reveal the
mix of elements in the big bang or uncover changes in

fundamental constants on cosmological timescales
(,1010 years). The term ‘efficiency’ has several
components:

(i) Throughput of the optical system, including the
efficiency of the optical components (lenses or
mirrors), dispersers, filters, and also detectors
and also includes losses due to transmission/
reflection, diffraction, scattering, and vignetting
by internal obstructions;

(ii) Noise from all sources: the detector, including
time-independent (read-noise) and time-depen-
dent (dark-current) components; thermal emis-
sion from the instrument, telescope, enclosure
and sky; straylight (see above), and electronic
interference;

(iii) Efficient use of the instrument and telescope to
maximize the fraction of the time spent accumu-
lating useful photons instead of, say, calibrating;
reconfiguring the instrument; or acquiring
targets;

(iv) Parallelizing the observations so that the same
instrument records data from many objects at the
same time. This is discussed further below.

Angular Resolution

The required angular resolution is summarized in
Table 2 for key features in galaxies. The resolutions
currently achievable with AO systems (with severe
restrictions on sky coverage pending routine avail-
ability of laser beacons), or without, are shown in
bold. Finer resolution is possible using interfero-
metric techniques, but is limited to a handful of bright
stars.

Table 1 Optical interfaces to representative types of telescope and achievable angular resolution

Aperture

diameter

DT (m)

Primary focus Final focus Diffraction limit

2.44l/DT(mas)

F/# Image scale

(mm / 00)

FOV ( 0) F/# Image scale

(mm / 00)

FOV ( 0) l ¼ 0.5 mm l ¼ 5.0 mm

2.4i 2.3 24 279 25 101 1007

4.2ii 2.8 60 40 11 221 15 60 600

8.0iii 1.8 (70) (45) 16 621 10 32 315

30iv 1–1.5 ,180 ,20 15–19 ,2500 ,20 8.4 84

100v ,1.4 ,6.5 ,3000 ,10 2.5 25

For enclosed telescopes 500–1500

All Obtainable angular

resolution for

terrestrial telescopes

Free-atmosphere

seeing at good site

Best

Median

250

420

160

270

With adaptive optics (approx) 50–200 Diff. limit a

a The diffraction limit listed in the column above for l ¼ 5:0 mm applies.

Exemplars: (i) Hubble Space Telescope; (ii) Herschel Telescope, La Palma; (iii) Gemini telescopes, Hawaii/Chile; (iv) CELT/GSMT

(USA); (v) OWL (Europe).
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Field of View and Multiplexing

The FOV of an individual observation must be
sufficient to cover the angular extent of the object
with the minimum number of separate pointings of the
telescope. As well as minimizing the total observation
time, this reduces photometric errors caused by
changes in the ambient conditions (e.g., flexure,
thermal effects, and changes in the sky background).
(Photometry is the measurement of the flux density
received from an astronomical object, usually done
with the aid of an imager employing filters with
standardized broad passbands. Spectrophotometry is
the same but in the much narrower passbands obtained
by dispersing the light.) The last column of Table 2
indicates the required size of FOV. It is also highly
desirable toobservemany objects simultaneously since
most studies require large statistically homogenous
samples. The precise requirement depends on the
surface number density of potential targets and the
sampling strategy adopted to create the sample.
Cosmological studies of the large-scale distribution
of galaxies and clusters emphasize the size of the field
($0.58), since the targets may be sparsely sampled,
while studies of clustered objects (galaxies or stars)
aim to maximize the surface density of targets
(#1000 arcmin22) within a modest FOV (,50).

Spectral Resolution

The required energy resolution is specified in terms of
the spectral resolving power, R ; l=dl, where dl is
the resolution in wavelength defined usually in terms
of the Rayleigh criterion. One of the main data
products required in astrophysics is the velocity along
the line of sight (radial velocity) obtained through
measurement of the wavelength of a known spectral
feature (emission or absorption line). This may be
determined to an accuracy of:

dv ¼
Qc

R
½1�

where Q is the fraction of the width of the spectral
resolution element, dl, to which the centroid can be

determined. This is limited by either the SNR of the
observation of the line via Q < 1=SNR; or by the
stability of the spectrograph via:

Q ¼
Dx

x

�
dx

dx

�
½2�

where x is the angular width of the slit measured on
the sky and dx/dx is the image scale at the detector. Dx
is the amount of uncorrectable flexure in units of the
detector pixel size. This is the part of the motion of
the centroid of the line which is not susceptible to
modeling with the aid of frequent wavelength
calibration exposures. Typically, Dx < 0:2 pixels is
achievable (roughly 3 mm at the detector or 10 mm at
the slit for an 8 m telescope) implying Q < 1=30 for a
typical ðdx=dxÞ ¼ 0:1–0:200=pixel and x ¼ 0:5–100:

Table 3 gives typical requirement for R and the
value of Q required to achieve it, given the spectral
resolution obtainable for different types of current
spectrograph. Extrasolar planet studies require very
high stability.

Some spectral observations require very accurate
measurements of the shape of the spectral features to
infer the kinematics of ensembles of objects which are
individually not resolvable (e.g., stars in distant
galaxies, gas in blackhole accretion disks). Other
applications require accurate measurements of the
relative flux of various spectral features within the
same spectrum (e.g., to reveal abundances of elements
or different types of star).

Optical Principles

Imaging

The simplest type of imager consists of a detector,
comprising a 2D array of light-sensitive pixels
(Table 4) placed at a telescope focal surface without
any intervening optics except for the filters required
for photometry. Although maximizing throughput,
this arrangement removes flexibility in changing the
image scale since the physical size of pixels (typically
15–25 mm) is fixed. Thus the Gemini telescopes

Table 2 Typical requirements for angular resolution and single-object field of view

Target Distancea Active nucleus Star cluster (10 pc) Visible extent

Central engine (10 AU) Dynamical core (0.5 pc)

Milky Way 8 kpc 1 mas 1000 40

Local group galaxy (M31) 800 kpc 0.01 mas 100 mas 300 10000

Distant galaxy .1 Gpc 1025 mas 0.1 mas 2 mas 0.5–200

Cluster of galaxies .1 Gpc 30

Cosmological structure .1 Gpc ,18

a1 pc ¼ 3.1 £ 1016 m.
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ðDT ¼ 8 mÞ provides an uncorrected image scale of
25–40 mas/pixel at its sole F/16 focus. Although
well-suited to high-resolution observations with AO,
this is inappropriate for most observations of faint
galaxies where 100–200 mas/pixel is required. This
arrangement also provides limited facilities for
defining the wavelength range of the observations
since there is no intermediate focal surface at which to
place narrowband filters, whose performance is
sensitive to field angle and are, therefore, best placed
at an image conjugate. There is also no image of the
telescope pupil at which to place a cold stop to reject
the external and instrumental thermal radiation
which is the dominant noise source at l . 1:5 mm:

The alternative is to use a focal-reducer consisting
of a collimator and camera. The auxiliary com-
ponents (filters, cold-stops, Fabry–Perot etalons, etc.)
then have an additional image and pupil conjugate
available to them and the image scale may be chosen
by varying the ratio of the camera and collimator
focal lengths. The extra complexity of optics inevi-
tably reduces throughput but, through the use of
modern optical materials, coatings such as Sol–Gel
and the avoidance of internally obstructed reflective
optics, losses may be restricted to 10–20% except at
wavelength shorter than ,0.35 mm. An imaging

focal reducer is a special case of the generic spectro-
graph described in the next section.

Spectroscopy

Basic principles
Astronomical spectrographs generally employ plane
diffraction gratings. The interference between adja-
cent ray paths as they propagate through the medium
is illustrated in Figure 1. From this, we obtain the
grating equation:

mrl ¼ n1 sin aþ n2 sin b ; G ½3�

where a and b are the angles of incidence and
diffraction respectively, r ¼ 1=a is the ruling den-
sity, l is the wavelength, and m is the spectral
order. The refractive indices in which the
incident and diffracted rays propagate are n1 and
n2 respectively.

The layout of a generic spectrograph employing a
plane diffraction grating in a focal reducer arrange-
ment is shown in Figure 2. The spectrograph
re-images the slit onto the detector via a collimator
and camera. The disperser is placed in the collimated
beam close to a conjugate of the telescope pupil.

Table 3 Typical requirements for spectral resolution and stability

Target dv or required

data product

Required

l/dl

Spectral regime Available R Stability

required ¼ 1/Q

Simultaneous

wavelength range

Cosmological

parameters

1000 km/s

(line centroid)

300 Low dispersion 300–3000 1 *1 octave

Galaxies

Intra-cluster 100 km/s

(line centroid)

3000 1–10 100 nm

Element

abundance

Ratio of

line fluxes

1000–3000 1 octave

Stellar orbits 10 km/s

(line shapes)

3 £ 104 Medium 1–3 £ 104 (1) 10 nm

Individual stars 1 km/s

(line centroid)

3 £ 105 10–30 10 nm

Extrasolar planets ,1 m/s

(line centroid)

.3 £ 108 High ,105 .3000 ,1 nm

Table 4 Detectors in current use for astronomy

Wavelength

(mm)

Material/

type

Pixel size

(mm)

Format Read noise (e-/pix) Dark current (e-/pix/hr) QE range (%)

Single Mosaic

Typical State-of-the-art

0.3–1.0 CCD 10–20 4k £ 4k 12k £ 8k 2 Negligible 10–90a

CMOS 5–10 4k £ 4k 5–30

1–2.5 þ HgCdTe 15–20

0.6–5 InSb 20–30 2k £ 2k 4k £ 4k 10 0.01–0.1 70–90

aQuantum efficiency varies strongly over quoted wavelength range.
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A field lens placed near the focus is often incorporated
in the collimator for this purpose.

The geometrical factor, G, defined in the equation
is constrained by the basic angle of the spectrograph:

c ¼ a2 b ½4�

which is the (normally fixed) angle between the
optical axes of the collimator and camera. c ¼ np;
corresponds to the Littrow configuration (for
integer n).

Considering the case of a diffraction grating in
vacuo, differentiation of the grating equation with
respect to the diffracted angle yields the angular
dispersion:

dl

db
¼

cos b

mr
½5�

from which the linear dispersion is obtained by
considering the projection of db on the detector, dx:

dl

dx
¼

dl

db

db

dx
¼

cos b

mrf2

½6�

where f2 is the focal length of the camera (see
Figure 2).

In the diffraction-limited case, where the slit is
arbitrarily narrow, the resolving power is given
simply by the total number of rulings multiplied by
the spectral order:

Rp ¼ mrW ½7�

where w is the length of the disperser as defined
below. But in astronomy, it is usually determined by
the width of the image of the slit, s, projected on the
detector, s 0. By conservation of Etendue:

s0 ¼ s
F2

F1

½8�

where F1 and F2 are the collimator and camera focal
ratios, respectively. The spectral resolution of the
spectrograph is simply the width of this expressed in

A B

A′ B ′

a

n1 n2

B

a

a b

Figure 1 Derivation of the grating equation by consideration

of the optical path difference between neighboring ray paths AB

and A0B0.

DT

f1

f2

D1

D2

Grating
Slit

Detector

Telescope

W

s

fT

aa
bΨ

c

Figure 2 Generic spectrograph employing a plane diffraction grating. Note that according to the sign convention implicit in Figure 1,

the diffraction angle, b, is negative in this configuration.
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wavelength units:

dl ¼

�
dl

dx

�
s0 ¼

cos b

mrf2

s
F2

F1

¼
sD1 cos b

mrD2f1

½9�

The length of the intersection between the collimated
beam and the plane of the grating (not necessarily the
actual physical length of the grating) is

W ¼
D2

cos b
¼

D1

cos a
½10�

Using this to eliminate cos b, the spectral resolution
becomes

dl ¼
s

mrF1W
½11�

and the resolving power is

R ;
l

dl
¼

mrlF1W

s
¼ G

F1W

s
½12�

where G is the quantity defined in eqn [3]. Note that
R is now independent of the details of the camera.
This expression is useful for the laboratory since it is
expressed in terms of the parameters of the experi-
mental apparatus; but, for astronomy, it is more
useful to express the resolving power in terms of the
angular slit width, x, and the telescope aperture
diameter, DT, via:

s ¼ xfT ¼ xFTDT ¼ xF1DT ½13�

since the collimator and telescope focal ratios are the
same if the spectrograph is directly beam-fed from the
telescope. Note that even if the telescope focal surface
is re-imaged onto the slit, the expression for the
resolving power still holds due to the conservation of
Etendue in the re-imaging optics. Thus the resolving
power is

R ¼
mrlW

xDT

¼
GW

xDT

½14�

Note that the resolving power obtained with a
nonzero slit width is always less than the theoretical
maximum, R # Rp; for wavelengths:

l , lp ¼ xDT ½15�

Thus, long-wavelength applications may approach
the theoretical limit; in which case they are said to be
diffraction-limited. If so, the resolving power is
independent of the slit width, simplifying the inter-
face to different telescopes. For a nondiffraction-
limited spectrograph, the resolving power obtained
depends on the aperture of the telescope to which it
is fitted.

Optical configuration
The non-Littrow configuration shown in Figure 2
introduces anamorphism into the recorded spectra
such that a monochromatic image of the slit mask is
compressed in the dispersion direction by a factor:

A ¼
D2

D1

¼
cos b

cos a
½16�

which varies, depending on the choice of angles
required to place the chosen wavelength on the
detector using eqns [3] and [4].

Practical configurations that maximize R, do so by
increasing W ¼ D1=cos a: This implies maximizing
cos b, since c ¼ a2 b; which results in A . 1: This is
known as the grating-to-camera configuration since
the grating normal points more towards the camera
than to the collimator. The grating-to-collimator
configuration may also be used at the penalty of
lower R but does permit a smaller camera. Thus the
camera aperture must be oversized in the dispersion
direction since D2 . D1: The Littrow configuration is
rarely used with reflective designs when large FOV is
required because of internal vignetting and conse-
quent light loss. However, it can be used effectively
with transmissive dispersers.

If the disperser is replaced by a plane mirror (or if
the disperser is removed in a transmissive system), the
system acts as a versatile imager, with A ¼ 1: This
also facilitates target acquisition which requires that
the telescope attitude be adjusted until the targets are
aligned with apertures cut in an opaque mask placed
at the input of the spectrograph. These apertures
(normally slits) are usually oversized in the direction
perpendicular to the dispersion to allow the spectrum
of the sky to be recorded directly adjacent to that of
the target to permit accurate subtraction of the
background.

The slit width is chosen by trading off the desire to
maximize the amount of light entering the instrument
from the target (but not so much as to admit excessive
background light) and the need to maximize spectral
resolving power, R, by reducing the slit width, x,
according to eqn [14].

Since jGj # 2, the maximum attainable resolving
power, according to eqn [14], is determined chiefly by
the telescope aperture and angular slitwidth. The only
important parameter of the spectrograph is the
illuminated grating length, W. Therefore, maintaining
the same resolving power as the telescope aperture
increases, requires W to increase in direct proportion.
Because of limits placed on the geometry by the need
to avoid obstructions, etc., this means that both the
collimated beam diameter and the size of the
disperser must increase. This is one of the major
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problems in devising instruments for ELTs. Current
instruments on 8 m telescopes feature collimated
beam diameters of D1 < 150 mm: For ELTs, the
implied sizes are 0.5–2 m, requiring huge optics,
accurately co-aligned mosaics of dispersing elements,
and enormous support structures to provide the
required stability. A simple calculation indicates
that the ruling stylus for a classically ruled diffraction
grating would have to cover a thousand kilometers
without significant wear unless the disperser was
made from smaller pieces.

Choice of dispersing element
Astronomical spectrographs mostly use surface-relief
diffraction (SL) gratings. These are ruled with groove
densities 50 , r , 3000 mm21:

Blazing diffraction gratings. The intensity of the
multibeam interference pattern from N rulings of
finite width is given by

I ¼

 
sin2 Nf

sin2 f

! 
sin2 u

u2

!
½17�

where 2f is the phase difference between the center of
adjacent rulings and u is the phase difference between
the center and edge of a single ruling. To be useful for
astronomy, the peak in this pattern, determined by
the second term, must coincide with a useful order,
such as m ¼ 1; rather than zero order. This can be
done by introducing a phase shift into the second
term, which represents the diffraction of a single
ruling, such that:

u ¼
p cos g

rl
ðsin i 2 sin rÞ ½18�

where the groove angle, g, is the angle by which the
facets are tilted with respect to the plane of the
grating. With the aid of Figure 3, it can be seen that
i ¼ a2 g and r ¼ g2 b so that the maximum
efficiency, which occurs when u ¼ 0; corresponds to
i ¼ r; which is equivalent to simple reflection from the
facets, and aþ b ¼ 2g:

Thus, through this process of blazing, the grating
eqn [3], at the blaze wavelength, lB, becomes:

rmlB ¼ 2sin g cos
c

2
½19�

where c, is given by eqn [4] using the identity:
sin x þ sin y ; 2 sin

� x þ y
2

�
cos

� x þ y
2

�
. Thus, the

resolving power at blaze is obtained from

eqns [10], [14], and [19] as:

RB ¼
2D1

xDT

sing cosðc =2Þ

cosðgþ c =2Þ
½20�

Use of grisms. An alternative configuration uses
transmission gratings. The advantage here is that the
collimator and camera can share the same optical axis
in a straight-through configuration with unit ana-
morphism, A ¼ 1; which does not require oversizing
of the camera. The same phase-shift can be applied as
before by making the facets into prisms with the
required groove angle. However, this would only
allow zero-order to propagate undeviated into the
camera so an additional prism is required with vertex
angle f ¼ g to allow first-order light to pass
undeviated into the camera. This composite of blazed
transmission grating and prism is called a grism
(Figure 4).

The grating equation (eqn [3]) is modified for a
grism in the blaze condition to mrlB ¼ ðn 2 1Þsinf
since a ¼ 2b ¼ f and n1 ; n;n2 ¼ 1. Noting that
c ¼ 0, the resolving power at blaze is then:

RB ¼
D1

xDT

ðn 2 1Þtan f ½21�

where n is the refractive index of the prism and
grating material. Due to problems such as groove
shadowing (illustrated for reflection gratings in
Figure 3), these lack efficiency when f * 308 restrict-
ing their use to low-resolution spectroscopy.

Use of volume phase holographic gratings. A
newer alternative to surface-relief (SR) dispersers are
volume phase holographic (VPH) gratings in which

Grating
normal

i r

Groove
normal

First order light

Ψ

a
b

g

Groove
shadowing

Figure 3 Blazing of ruled diffraction grating.
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the interference condition is provided by a variation
of refractive index of a material such as dichromated
gelatine, ng, which depends harmonically on position
inside the grating material as:

ngðx;zÞ ¼ �ng þDng cos½2prgðx sin gþ z cos gÞ� ½22�

where rg is the density of the lines of constant ng and
�ng and Dng are the mean refractive index and its

modulation amplitude, respectively (Figure 5). These
are described by the same grating (eqn [3]), as before
leading to an identical expression for the resolving
power at blaze, where mrlB ¼ 2 sina; to that of a
blazed plane diffraction grating in the Littrow
configuration (eqn [20]):

RB ¼
D1

xDT

2 tana ½23�

Unlike SR gratings, the blaze condition of VPH
gratings may be varied by changing the basic angle
of the spectrograph, c¼ 2ðgþaÞ; although this is
often mechanically inconvenient. They may also be
sandwiched between prisms to provide the necess-
ary incident and diffraction angles while retaining
the advantage of a straight-through configuration,
to form an analogue of a grism, sometimes termed
a vrism. Unlike grisms, these are not constrained
by groove shadowing and so can be efficient at
relatively high dispersion, subject to the constraint
imposed by the size of the device.

Use of echelle gratings. Another option to
increase the resolving power is to use a coarse
grating in high order via the use of an echelle
format. The resolving power in the near-Littrow
configuration in which it is usually operated, is
given by eqn [20] with c ¼ 0:

RB ¼
D1

xDT

2 tan g ½24�

where g is the groove angle.

nG nR n ′

D1

f

a

b

d

g

Figure 4 Typical configuration of a grism. The prism vertex

and groove angles are chosen for maximum efficiency on

the assumption that refractive indices, nG ¼ nR ¼ n and n 0 ¼ 1:

The blaze condition occurs when d ¼ 0: In this configuration,

f ¼ g ¼ a:

a

g

z

x

Glass substrate

Active layer (DCG)

Lines of constant ng

g =p /2

a a
b

2g +a

Figure 5 Various configurations of volume phase holographic gratings. The blaze condition is when b ¼ a: The inset shows how the

blaze condition may be altered by changing the basic angle of the spectrograph.
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In the configuration shown in Figure 6, R is
maximized by increasing W. This also means that
G ¼ mrl is large. In order to avoid excessively
high ruling densities, the grating may be used in
high orders. However, this presents the problem of
order overlap since the wavelength in order m
occurs in the same place as wavelength ln ¼

ðm=nÞlm in order n. Limiting the observation to a
single order via the use of order-sorting filters is
one solution while another is to use cross-
dispersion via a chain of prisms or a grating with
dispersion perpendicular to that of the echelle to
separate the orders out. This option severely
curtails the use of such spectral formats in multi-
object spectroscopy.

Increasing resolving power using immersed
gratings. All the methods of using diffraction
gratings discussed so far are subject to various
geometric constraints which ultimately limit the
maximum obtainable resolving power by placing
limits on W (e.g., in eqn [14]). These may be partly
overcome by optically coupling the dispersers to
immersing prisms. This can lead to a doubling of the
resolving power in some cases.

Use of prisms. The final method of dispersion is to
use a prism. This has the advantage that, since it does
not work by multibeam interference, the light is not
split into separate orders which removes the problem
of order-overlap and improves efficiency. However, it
does not produce the high spectral resolution required
for some applications and the dependency of dis-
persion on l is often markedly nonlinear.

From a consideration of Fermat’s principle, it can
be shown that the resolving power of a prism is:

R ¼
lt

xDT

�
dn

dl

�
½25�

where t is the baselength of the prism. Using modern
materials, R & 300 may be obtained. The problem of
the nonlinearity in dispersion can be alleviated by the
use of composite materials with opposite signs of
dispersion.

Multiobject spectroscopy (MOS)
As discussed above, there is great value in increasing
the multiplex gain. This can be done in two ways:

(i) Increasing the number of apertures in the slit
mask (Multislits). This requires that each slit is
carefully cut in the mask because, although the
telescope attitude (translation and rotation) may
be adjusted to suit one aperture, errors in the
relative positions of slits cannot be compensated
since the image scale is fixed. Each aperture
produces a spectrum on the detector and the
mask designer must ensure that the targets and
their matching slits are chosen to avoid overlaps
between spectra and orders. This has the effect of
limiting the surface density of targets which can
be addressed in one observation. Passband filters
can be used to limit the wavelength range and
reduce the overlap problem. This option requires
superior optics able to accommodate both a wide
FOV and large disperser.

(ii) Using optical fibers (Multifibers). A number of
fibers may be deployed at the telescope focus to
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Figure 6 (a) Basic layout of an Echelle grating used in a near-Littrow configuration. (b) Illustrative cross-dispersed spectrogram

showing a simplified layout on the detector. The numbers 10–16 label the different spectral orders. The numbers labeling the vertical

axis are the wavelength (nm) at the lowest end of each complete order. Other wavelengths are labeled for clarity. For simplicity the

orders are shown evenly spaced in cross-dispersion.
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direct light from the various targets to a remote
spectrograph whose input focus consists of one or
more continuous pseudoslits. These are made up
of the fiber outputs arranged in a line. The
continuous nature of the slit means that spectral
overlap is avoided without restricting the surface
density of addressable targets; although there is a
limit imposed by the distance of closest approach
of the fibers. The method of deploying the fiber
inputs may be a plugplate consisting of pre-cut
holes into which encapsulated fibers are manually
plugged, or a pick-and-place robot which serially
positions the fiber inputs at the correct location
on a magnetized field plate. The latter is highly
versatile but mechanically complex with a
significant configuration time that may erode
the actual on-target integration time.

The two systems have contrasting capabilities
(Figure 7). The multislit approach provides generally
better SNR since the light feeds into the spectrograph
directly, but is compromised in terms of addressable
surface density of targets, by the need to avoid
spectral overlap and in FOV by the difficulty of the
wide-field optics. A current example of this type of
instrument, GMOS, is shown in Figure 8 and
described in Table 5. The multifiber approach is
limited in SNR by modal noise in the fibers and

attendant calibration uncertainties and the lack of
contiguous estimates of the sky background. How-
ever, it is easier to adapt to large fields since the
spectrograph field can be much smaller than the field
over which the fiber inputs are distributed. In
summary, multislit systems are best for narrow-but-
deep surveys while the multifiber systems excels at
wide-but-shallow surveys. Fiber-fed instruments may
further prove their worth in ELTs where technical
problems may require that these bulky instruments
are mounted off the telescope (see below for further
discussion).

Of paramount importance in MOS is the quality of
the background subtraction as discussed above.
Traditionally, this requires slits which sample the
sky background directly adjacent to the object. An
alternative is nod-and-shuffle (va-et-vient) in which
nearby blank regions are observed alternately with
the main field using the same slit mask by moving the
telescope (the nod). In the case of CCDs, the photo-
generated charge from the interleaved exposures is
stored temporarily on the detector by moving it to an
unilluminated portion of the device (the shuffle).
After many repeats on a timescale less than that of
variations in the sky background (a few minutes), the
accumulated charge is read out, incurring the
read-noise penalty only once. Although requiring
an effective doubling of the exposure time and an

Figure 7 Illustration of the difference between the multislit and multifiber approaches to multi-object spectroscopy.
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increase in the size of the detector, this technique
allows the length of the slits to be reduced since no
contiguous sky sample is required, thereby greatly
increasing the attainable multiplex gain if the number
density of potential targets is sufficiently high.

Integral field spectroscopy (IFS)
IFS provides a spectrum of each spatial sample
simultaneously within a contiguous FOV. Other
approaches provide the same combination of imaging
and spectroscopy but require a series of nonsimulta-
neous observations. Examples include imaging
through a number of narrow passband filters with
different effective wavelength and spectroscopy
with a single slit which is stepped across the object.

Other such techniques are Fabry–Perot, Fourier-
transform and Hadamard spectroscopy. Since the
temporal variation of the sky background is a major
limitation in astronomy of faint objects, IFS is the
preferred technique for terrestrial observations of
faint objects, but nonsimultaneous techniques are
preferable in certain niche areas, and relatively more
important in space where the sky background is
reduced.

The main techniques (Figure 9) are as follows:

(i) Lenslets. The field is subdivided by placing an
array of lenslets at the telescope focus (or its
conjugate following re-imaging fore-optics) to
form a corresponding array of micropupils.
These are re-imaged on the detector by a focal

GMOS
without enclosure and
electronics cabinets

Fore optic
support
structure

IFU/mask
cassettes

Gemini instrument
support structure 

CCD unit Dewar
shutterMain optical

support structureCamera

Grating turret
& indexer unit

Filter wheels

Collimator

On-instrument
wavefront

sensor

Figure 8 The Gemini Multiobject Spectrograph (GMOS). One of two built for the two Gemini 8-m telescopes by a UK–Canadian

consortium. It includes an integral field capability provided by a fiber-lenslet module built by the University of Durham. The optical

configuration is the same as shown in Figure 2. It is shown mounted on an instrument support unit which includes a mirror to direct light

from the telescope into different instruments. The light path is shown by the red dashed line. The slit masks are cut by a Nd-YAG laser in

3-ply carbon fiber sheets. See Table 5 for the specification.

Table 5 Main characteristics of the Gemini multiobject spectrographs

Image scale 72 mas/pixel FOV 5.50 £ 5.50

Detector CCD with 13.5 mm pixels Slit/mask configuration # few £ 100 slits of width $ 0.200

Format: 3 £ (4608 £ 2048)

Wavelength

range

Total: 0.4–1.0 mm

Simultaneous: # 1 octave

Integral field unit 1500 £ 0.200 samples in 50 sq.00

Spectral resolving

power

R # 5000 with 0.500 slit Dispersion options 3 gratings þ mirror for imaging
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reducer using a conventional disperser. The
spectra are, therefore, arranged in the same pat-
tern as that of the lenslet array. Spectral overlap is
reduced by angling the dispersion direction away
from the symmetry axes of the lenslet array and
by the fact that the pupil images are smaller than
the aperture of the corresponding lenslet.

(ii) Fibers þ lenslets. The field is subdivided as in (i)
but the pupil images are relayed to a remote
spectrograph using optical fibers which reformat
the field into linear pseudoslits. This avoids the
problem of overlap, allowing a greater length of
spectrum than in (i), but is more complex since
the arrays of fibers and lenslets must be precisely
co-aligned and are subject to modal noise in the
fibers.

(iii) Image slicer. The field is subdivided in only one
dimension by a stack of thin slicing mirrors
placed at a conjugate of the telescope focus
(Figure 10). Each mirror is angled so as to direct
light to its own pupil mirror which re-images the
field to form part of a linear pseudoslit. Thus the
slices into which the image is divided are
rearranged end-to-end to form a continuous slit
at the spectrograph input. Unlike the other
techniques, this retains spatial information
along the length of each slice. This is dispersed
by conventional means via a focal-reducer. An
additional optic is often required at the image of
each slice at the slit to reimage the micropupil
images produced by the slicing mirrors onto a
common pupil inside the spectrograph. In
principle this is the most efficient of the three

methods since the one-dimensional slicing
produces fewer diffraction losses in the spectro-
graph than the two-dimensional division used by
the others, and minimizes the fraction of the
detector surface which must be left unillumi-
nated in order to avoid cross-talk between
noncontiguous parts of the field. However the
micromirrors are difficult to make since they
require diamond-turning or grinding in metal or
glass with a very fine surface finish (typically
with RMS ,1 nm for the optical and ,10 nm in
the infrared). This sort of system is, however,
well-matched to cold temperatures, since the
optical surfaces and mounts may be fabricated
from the same material (e.g., Al) or from
materials with similar thermal properties.

The data are processed into a datacube whose
dimensions are given by the two spatial coordinates,
x; y; plus wavelength. The datacube may be sliced up
in ways analogous to tomography to understand the
physical process operating in the object.

Spectropolarimetry and Polarimetry

Spectropolarimetry and polarimetry are analogous to
spectroscopy and imaging, where the polarization
state of the light is measured instead of the total
intensity. Like IFS, spectropolarimetry is a photon-
starved (i.e., limited in SNR by photon noise) area
which benefits from the large aperture of current and
projected telescopes.

The Stokes parameters of interest are I, Q, and U.
V is generally very small for astronomical objects.

Figure 9 Main techniques of integral field spectroscopy.
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From these, the degree and azimuthal angle of linear
polarization are obtained as:

pL ¼

 
Q2 þ U2

I2

!
c ¼

1

2
arctan

 
U

Q

!
½26�

The Stokes parameters may be estimated using a
modified spectrograph with a rotatable achromatic
half-wave retarder, characterized by the angle of
rotation about the optical axis, u, placed before the
instrument and a polarizing beamsplitter which
separates the incident beam into orthogonal polariz-
ation states (Figure 11). The two states are recorded
simultaneously on different regions of the detector.
The separation is achieved usually through the
angular divergence produced by a Wollaston prism
placed before the disperser or through the linear offset
produced by a calcite block placed before the slit. The
intensity as a function of the waveplate rotation
angle, S(u), is recorded for each wavelength and
position in the spectrum or image. The Stokes

parameters for each sample are then given by

Q

I
¼

Sð0Þ2 Sðp=2Þ

Sð0Þ þ Sðp=2Þ

¼

*
A1 2 vABB1

A1 þ vABB1

;
A2 2 vABB2

A2 þ vABB2

+

U

I
¼

Sðp=4Þ2 Sð3p=4Þ

Sðp=4Þ þ Sð3p=4Þ

¼

*
C1 2 vCDD1

C1 þ vCDD1

;
C2 2 vCDD2

C2 þ vCDD2

+

I ¼ Sð0Þ þ Sðp=2Þ

¼

*
A1 þ vABB1

hA1

;
A2 þ vABB2

hA2

+
etc:

½27�

where A and B are the signals (functions of position
and/or l) recorded with the waveplate at u ¼ 0 and
u ¼ p=2 and the subscripts 1 and 2 refer to the two
polarization states produced by the beamsplitter.

Figure 10 Principle of the advanced image slicer. Only three slices are shown here. Real devices have many more, e.g., the IFU for

the Gemini Near-Infrared Spectrograph has 21 to provide a 500 £ 300 field with 0.1500 £ 0.1500 sampling. Reproduced from Content R

(1997) A new design for integral field spectroscopy with 8 m telescopes. Proceedings SPIE 2871: 1295–1305.
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Likewise, C and D are a pair of observations taken
with u ¼ p=4 and u ¼ 3p=4: The angled brackets
indicate a suitable method of averaging the quantities
inside. The factors vAB and vCD are estimated as

vAB ¼

ffiffiffiffiffiffiffiffiffi
A1A2

B1B2

s
vCD ¼

ffiffiffiffiffiffiffiffiffi
C1C2

D1D2

s
½28�

and hA1 is a single calibration factor for polarization
state 1 of observation A, etc. One problem is
instrumental polarization caused by oblique reflec-
tions from telescope mirrors upstream of the polariz-
ing waveplate, such as the fold mirror external to
GMOS (see Figure 8). This must be carefully
accounted for by taking observations of stars with
accurately known polarization. The dispersing
element is also likely to be very strongly dependent
on the polarization state of the incident light with
widely different efficiency as a function of wave-
length. Although this effect is cancelled out using the
procedure described above, it introduces a heavy toll
in terms of SNR reduction.

Technology Issues

Use of Optical Fibers in Astronomy

Asdiscussedabove,opticalfibersarecommonlyused in
astronomy for coupling spectrographs to wide, spar-
sely sampled FOVs in the case of MOS, or small
contiguously sampled FOVs in the case of IFS. Forboth
applications, the most important characteristics are:

(i) Throughput. Near-perfect transmission is
required for wavelength intervals of ,1 octave
within the overall range of 0.3–5 mm. For MOS,
a prime focus fiber feed to an off-telescope
spectrograph implies fiber runs of several tens
of meters for 8 m telescopes, increasing
proportionally for ELTs. For IFS, runs of only

,1 m are required for self-contained par-focal
IFUs. For l , 2:5 mm; fused silica is a suitable
material, although it is not currently possible to
go below ,0.35 mm, depending on fiber length.
Newer techniques and materials may improve
the situation. For l . 2:5 mm; alternative
materials are required, such as ZrF4 and, at
longer wavelengths, chalcogenide glasses, but
these are much more expensive and difficult to
use than fused silica.

(ii) Conservation of Etendue. Fibers suffer from
focal ratio degradation, a form of modal diffu-
sion, which results in a speeding up of the output
beam with respect to the input. Viewed as an
increase in entropy, it results in a loss of
information. In practice, this implies either
reduced throughput, as the fiber output is
vignetted by fixed-size spectrograph optics, or a
loss in spectral resolution if the spectrograph is
oversized to account for the faster beam from the
fibers. This effect may be severe at the slow focal
ratios pr oduced by many telescopes ðF . 10Þ
but is relatively small for fast beams ðF , 5Þ:
Thus, its effect may be mitigated by speeding up
the input beam by attaching lenslets directly to
the fibers, either individually (for MOS) or in a
close-packed array (for IFS). If the spectrograph
operates in both fiber- and beam-fed modes (e.g.,
Figure 8), it is also necessary to use lenslets at the
slit to convert the beam back to the original
speed.

(iii) Efficient coupling to the telescope. This requires
that the fibers are relatively thick to match the
physical size of the sampling at the telescope
focus which is typically xs ¼ 0:100 for IFS and
xs ¼ 200 for MOS. By conservation of Etendue,
the physical size of the fiber aperture is

df ¼ xsDTFf ½29�

Figure 11 Schematic layout of spectropolarimeter using a polarizing beamsplitter in the collimated beam (e.g., a Wollaston prism

producing e- and o-states) to produce separate spectra for orthogonal polarization states on the detector. Alternative configurations in

which the two polarizations have a linear offset (e.g., a calcite block) may be used in which case the beamsplitter is placed before the slit.
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where Ff is the focal ratio of the light entering the
fiber and DT is the diameter of the telescope
aperture. Using the above values with Ff ¼ 4; as
required to maintain Etendue, implies 15 , df ,

300 mm for an 8 m or 60 , df , 1200 mm for a
30 m telescope. Except at the lower end, this
implies the use of multimode (step-index) fibers.
However, the need in IFS to oversize the fibers to
account for manufacturing errors and current
requirements of xs $ 0:200 to produce sufficient
SNR in a single spatial sample gives a practical
limit of df . 50 mm which is in the multimode
regime.

Recently, the use of photonic crystal fibers in
astronomy has been investigated. These, together
with other improvements in material technology may
improve the performance of optical fibers, which will
be of special relevance to ELTs where, for example,
there will be a need to couple very fast beams into
fibers.

Cooling for the Near-Infrared

As shown in Figure 12, it is necessary to cool
instruments for use in the infrared. This is to prevent
thermal emission from the instrument becoming the
dominant noise source. The minimum requirement is
to place a cold stop at a conjugate of the telescope
pupil. However, much of the rest of the instrument
requires cooling because of the nonzero emissivity of
the optics. The telescope also requires careful design.

For example, the Gemini telescopes are optimized for
the NIR by undersizing M2 so that the only stray
light entering the final focal surface is from the cold
night sky.

Irrespective of the thermal background and wave-
length, all detectors (see Table 4), require cooling to
reduce internally generated noise to acceptable levels.
For the CCDs used in the optical, the cryogen is liquid
nitrogen, but for the infrared, cooling with liquid
helium is required.

Structure

As discussed above, the necessity for instruments to
scale in size with the telescope aperture cannot be
achieved by simply devising a rigid structure, since
the required materials are generally not affordable
(instruments on 8 m telescopes cost roughly e/$ 5–
15 M, including labor). Furthermore, the stability
also depends critically on the mounting of the
individual optical elements, where the choice of
material is constrained by the need for compliance
with the optical materials. The solution adopted for
GMOS was to design the collimator and camera
mounting so that variations in the gravity vector
induce a translation in each component orthogonal to
the optical axis without inducing tilts or defocus.
Therefore, the only effect of instability is a translation
of the image of the slit on the detector. Since the slit
area is rigidly attached to the telescope interface, the
image of a celestial object does not move with respect
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Figure 12 Illustration of the need for cooling in NIR instruments. This is modeled for the case of a spectrograph on an 8 m telescope

with 0.200 £ 0.200 sampling with both throughput and total emissivity of 50%. The curves indicate the cumulative thermal background for

wavelengths shortward of that shown on the scale. For comparison, a typical dark current is shown for NIR detectors (see Table 4). Also

shown is the background from the night sky for the case of the H-band, for two values of spectral resolution, R. The mean sky

background level is shown for both values of R. For R ¼ 3000; the continuum level found between the strong, narrow OH-lines which

make up most of the signal is also shown. To observe in the H-band, cooling to 240 8C is required for high spectral resolution, but is

unnecessary at low resolution. At longer wavelengths, fully cryogenic cooling with liquid nitrogen is generally required.
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to the slit providing that the telescope correctly tracks
the target. The motion of the image of the slit on the
detector is then corrected by moving the detector
orthogonal to the optical axis to compensate. Taking
account of nonrepeatable motion in the stucture and
the detector mounting, it proved possible to attain the
desired stability in open-loop by measuring the
flexure experienced with the control system turned
off, making a look-up table to predict the required
detector position for each attitude setting (elevation
and attitude) and applying the correction by counting
pulses sent to the stepper motors which control the
detector translation.

Some instruments require much greater stability
than GMOS does. The flexure-control outlined above
may be augmented by operation in closed-loop so
that nonrepeatable movements may be accounted for.
However, this ideally requires a reference light source
which illuminates the optics in the same way as the
light from the astronomical target and which is
recorded by the science detector without adversely
impacting the observation. Alternatively, partial
feedback may be supplied by repeated metrology of
key optical components such as fold-mirrors.

One strategy to measure radial velocities to very
small uncertainities (a few meters per second) is to
introduce a material (e.g., iodine) into the optical
path, which is present throughout the observations.
This absorbs light from the observed object’s con-
tinuum at one very well-defined wavelength. Thus,
instrument instability can be removed by measuring
the centroid of the desired spectral line in the object
relative to the fixed reference produced by the
absorption cell. However, flexure must still be care-
fully controlled to avoid blurring the line during the
course of a single exposure.

Mounting of instruments via a fiber-feed remotely
from the telescope, at a location where they are not
subjected to variations in the gravity vector, is a
solution for applications where great stability is
required. But, even here, care must be taken with
the fore-optics and pickoff system attached to the
telescope, and to account for modal noise induced by
changes in the fiber configuration as the telescope
tracks.

Finally, the instrument structure has other func-
tions. For cooled instruments, a cryostat is required
inside which most of the optical components are
mounted. For uncooled instruments, careful control
of temperature is needed to avoid instrument motion
due to thermal expansion. This requires the use of an
enclosure which not only blocks out extraneous light,
but provides a thermal buffer against changes in the

ambient temperature during observations and
reduces thermal gradients by forced circulation of air.

See also

Diffraction: Diffraction Gratings. Fiber and Guided Wave
Optics: Fabrication of Optical Fiber. Imaging: Adaptive
Optics. Instrumentation: Telescopes; Spectrometers.
Spectroscopy: Fourier Transform Spectroscopy; Hada-
mard Spectroscopy and Imaging.
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Introduction

Ellipsometry measures a change in polarization as
light reflects from or transmits through a material
structure. The polarization-change is represented as
an amplitude ratio, C, and a phase difference, D. The
measured response is dependent on optical properties
and thickness of each material. Thus, ellipsometry is
primarily used to determine film thickness and optical
constants. However, it is also applied to the charac-
terization of composition, crystallinity, roughness,
doping concentration, and other material properties
associated with a change in optical response.

Interest in ellipsometry has grown steadily since the
1960s as it provided the sensitivity necessary to
measure nanometer-scale layers used in microelec-
tronics. Today, the range of applications has spread to
basic research in physical sciences, semiconductor,
data storage, flat panel display, communication,
biosensor, and optical coating industries. This wide-
spread use is due to increased dependence on thin
films in many areas and the flexibility of ellipsometry
to measure most material types: dielectrics, semicon-
ductors, metals, superconductors, organics, biologi-
cal coatings, and composites of materials.

This article provides a fundamental description of
ellipsometry measurements along with the typical
data analysis procedures. The primary applications of
ellipsometry are also surveyed.

Light and Materials

Ellipsometry measurements involve the interaction
between light and material.

Light

Light can be described as an electromagnetic wave
traveling through space. For ellipsometry, it is
adequate to discuss the electric field behavior in
space and time, also known as polarization. The
electric field of a wave is always orthogonal to the
propagation direction. Therefore, a wave traveling
along the z-direction can be described by its x- and
y-components. If the light has completely random

orientation and phase, it is considered unpolarized.
For ellipsometry, we are interested in the case where
the electric field follows a specific path and traces out a
distinct shape at any point. This is known as polarized
light. When two orthogonal light waves are in-phase,
the resulting light will be linearly polarized (Figure 1a).
The relative amplitudes determine the resulting
orientation. If the orthogonal waves are 908 out-of-
phase and equal in amplitude, the resultant light is
circularly polarized (Figure 1b). The most general
polarization is ‘elliptical’, which combines orthogonal
waves of arbitrary amplitude and phase (Figure 1c).
This is how ellipsometry gets its name.

Materials

Two values are used to describe optical properties,
which determine how light interacts with a material.

Figure 1 Orthogonal waves combine to demonstrate polariz-

ation: (a) linear; (b) circular; and (c) elliptical.
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They are generally represented as a complex number.
The complex refractive index ð ~nÞ consists of the index
ðnÞ and extinction coefficient ðkÞ:

~n ¼ n þ ik ½1�

Alternatively, the optical properties can be rep-
resented as the complex dielectric function:

~1 ¼ 11 þ i12 ½2�

with the following relation between conventions:

~1 ¼ ~n2 ½3�

The index describes the phase velocity for light as it
travels through a material compared to the speed of
light in vacuum, c:

v ¼
c

n
½4�

Light slows as it enters a material with higher index.
Because frequency remains constant, the wavelength
will shorten. The extinction coefficient describes the
loss of wave energy to the material. It is related to the
absorption coefficient, a, as:

a ¼
4pk

l
½5�

Light loses intensity in an absorbing material,
according to Beer’s Law:

IðzÞ ¼ Ið0Þ e2 iaz ½6�

Thus, the extinction coefficient relates how quickly
light vanishes in a material. These concepts are
demonstrated in Figure 2, where a light wave travels
from air into two different materials of varying
properties.

The optical constants for TiO2 are shown in
Figure 3 from the ultraviolet (UV) to the infrared
(IR). The optical constants are wavelength dependent
with absorption ðk . 0Þ occurring in both UV and IR,
due to different mechanisms that take energy from the
light wave. IR absorption is commonly caused by
molecular vibration, phonon vibration, or free-
carriers. UV absorption is generally due to electronic
transitions, where light provides energy to excite an
electron to an elevated state. A closer look at the
optical constants in Figure 3 shows that real and
imaginary optical constants are not independent.
Their shapes are mathematically coupled together
through Kramers–Krönig consistency. Further details
are covered later in this article.

Interaction Between Light and Materials

Maxwell’s equations must remain satisfied when light
interacts with a material, which leads to boundary
conditions at the interface. Incident light will reflect
and refract at the interface, as shown in Figure 4. The
angle between the incident ray and sample normal

Figure 2 Wave travels from air into absorbing Film 1 and then

transparent Film 2. The phase velocity and wavelength change in

each material depending on index of refraction (Film 1: n ¼ 4;

Film 2: n ¼ 2).

Figure 3 Complex dielectric function for TiO2 film covering

wavelengths from the infrared (small eV) to the ultraviolet

(high eV).

Figure 4 Light reflects and refracts according to Snell’s law.

298 INSTRUMENTATION / Ellipsometry



ðfiÞ will be equal to the reflected angle, ðfrÞ: Light
entering the material is refracted to an angle ðftÞ

given by:

n0 sinðfiÞ ¼ n1 sinðftÞ ½7�

The same occurs at every interface where a portion
reflects and the remainder transmits at the refracted
angle. This is illustrated in Figure 5. The boundary
conditions provide different solutions for electric
fields parallel and perpendicular to the sample
surface. Therefore, light can be separated into
orthogonal components with relation to the plane
of incidence. Electric fields parallel and perpendicular
to the plane of incidence are considered p- and
s-polarized, respectively. These two components are
independent for isotropic materials and can be
calculated separately. Fresnel described the amount
of light reflected and transmitted at an interface
between materials:

rs ¼

 
E0r

E0i

!
s

¼
ni cos ui 2 nt cos ut

ni cos ui þ nt cos ut

½8a�

rp ¼

 
E0r

E0i

!
p

¼
nt cos ui 2 ni cos ut

ni cos ut þ nt cos ui

½8b�

ts ¼

 
E0t

E0i

!
s

¼
2ni cos ui

ni cos ui þ nt cos ut

½8c�

tp ¼

 
E0t

E0i

!
p

¼
2ni cos ui

ni cos ut þ nt cos ui

½8d�

Thin film and multilayer structures involve multiple
interfaces, with Fresnel reflection and transmission
coefficients applicable at each. It is important to track
the relative phase of each light component to
correctly determine the overall reflected or trans-
mitted beam. For this purpose, we define the film
phase thickness as:

b ¼ 2p

�
t1

l

�
n1 cos u1 ½9�

The superposition of multiple light waves introduces
interference that is dependent on the relative phase of
each light wave. Figure 5 illustrates the combination
of light waves in the reflected beam and their
corresponding Fresnel calculations.

Ellipsometry Measurements

For ellipsometry, primary interest is measurement of
how p- and s-components change upon reflection or
transmission relative to each other. In this manner,
the reference beam is part of the experiment. A
known polarization is reflected or transmitted from
the sample and the output polarization is measured.
The change in polarization is the ellipsometry
measurement, commonly written as:

r ¼ tanðCÞ eiD ½10�

Figure 5 Light reflects and refracts at each interface, which leads to multiple beams in a thin film. Interference between beams

depends on relative phase and amplitude of the electric fields. Fresnel reflection and transmission coefficients can be used to calculate

the response from each contributing beam.
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An example ellipsometry measurement is shown in
Figure 6. The incident light is linear with both p- and
s-components. The reflected light has undergone
amplitude and phase changes for both p- and
s-polarized light, and ellipsometry measures their
changes.

The primary methods of measuring ellipsometry
data all consist of the following components: light
source, polarization generator, sample, polarization
analyzer, and detector. The polarization generator
and analyzer are constructed of optical components
that manipulate the polarization: polarizers, compen-
sators, and phase modulators. Common ellipsometer
configurations include rotating analyzer (RAE),
rotating polarizer (RPE), rotating compensator
(RCE), and phase modulation (PME).

The RAE configuration is shown in Figure 7. A
light source produces unpolarized light, which is sent
through a polarizer. The polarizer passes light of a
preferred electric field orientation. The polarizer axis
is oriented between the p- and s-planes, such that
both arrive at the sample surface. The linearly
polarized light reflects from the sample surface,

becoming elliptically polarized and travels through
a continuously rotating polarizer (referred to as the
analyzer). The amount of light allowed to pass will
depend on the polarizer orientation relative to the
electric field ‘ellipse’ coming from the sample. The
detector converts light from photons to electronic
signal to determine the reflected polarization.
This information is used with the known input
polarization to determine the polarization change
caused by the sample reflection. This is the ellipso-
metry measurement of C and D.

Single Wavelength Ellipsometry (SWE)

SWE uses a single frequency of light to probe the
sample. This results in a pair of data, C and D, used to
determine up to two material properties. The optical
design can be simple, low-cost, and accurate. Lasers
are an ideal light source with well-known wavelength
and significant intensity. The optical elements can be
optimized to the single wavelength. However, there is
relatively low information content (two measurement
values). SWE is excellent for quick measurement of

Figure 6 Typical ellipsometry configuration, where linearly polarized light is reflected from the sample surface and the polarization

change is measured to determine the sample response.

Figure 7 Rotating analyzer ellipsometer configuration uses a polarizer to define the incoming polarization and a rotating polarizer after

the sample to analyze the outgoing light. The detector converts light to a voltage with the time-dependence leading to measurement of

the reflected polarization.
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nominally known films, like SiO2 on Si. Care must be
taken when interpreting unknown films, as multiple
solutions occur for different film thickness. The
data from a transparent film will cycle through the
same values as the thickness increases. From Figure 5,
it can be seen that this is related to interference
between the multiple light beams. The refracted
light may travel through different thicknesses to
emerge in-phase with the first reflection, but is the
returning light delayed by one wavelength or multiple
wavelengths? Mathematically, the thickness cycle can
be determined as:

Df ¼
l

2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~n2

1 2 ~n2
0 sin2f

q ½11�

This is demonstrated in Figure 8, where the complete
thickness cycle is shown for SiO2 on Si at 758 angle of
incidence and 500 nm wavelength. A bare silicon
substrate would produce data at the position of the
star. As the film thickness increases, the data will
move around this circle in the direction of the arrow.
From eqn [11], the thickness cycle is calculated as
226 nm. Thus the cycle is completed and returns to
the star when the film thickness reaches 226 nm. Any
data point along the cycle represents a series of
thicknesses which depend on how many times the
cycle has been completely encircled. For example, the
square represents a data point for 50 nm thickness.
However, the same data point will represent 276 and
502 nm thicknesses. A second data point at a new
wavelength or angle would help determine the correct
thickness.

Spectroscopic Ellipsometry (SE)

Spectroscopic measurements solve the ‘period’ pro-
blem discussed for SWE. Data at surrounding
wavelengths insure the correct thickness is deter-
mined, even as there remain multiple solutions at one
wavelength in the spectrum. This is demonstrated in
Figure 9, showing the spectroscopic data for the first
three thickness results. The SE data oscillations
clearly distinguish each thickness. Thus, a single
thickness solution remains to match data at multiple
wavelengths.

SE provides additional information content for
each new wavelength. While the film thickness will
remain constant regardless of wavelength, the optical
constants will change across the spectrum. The
optical constant shape contains information regard-
ing the material microstructure, composition, and
more. Different wavelength regions will provide the
best information for each different material property.
For this reason, SE systems have been developed
to cover very wide spectral regions from the UV to
the IR.

Spectroscopic measurements require an additional
component, a method of wavelength selection. The
most common methods include the use of mono-
chromators, Fourier-transform spectrometers, and
gratings or prisms with detection on a diode array.
Monochromators are typically slow as they sequen-
tially scan through wavelengths. Spectrometers and
diode arrays allow simultaneous measurement at
multiple wavelengths. This has become popular with
the desire for high-speed SE measurements.

Variable Angle Ellipsometry

Ellipsometry measurements are typically performed
at oblique angles, where the largest changes in
polarization occur. The Brewster angle, defined as:

tanðfBÞ ¼
n1

n0

½12�

Figure 9 Three spectroscopic ellipsometry measurements that

match at 500 nm wavelength, but are easily distinguishable as a

function of wavelength.

Figure 8 Data from a single wavelength will cycle through the

same points as the film thickness increases. The star represents

the starting point, with no SiO2 film on Si. As the thickness

increases, the data follow the cycle in the direction of the arrow.

After the cycle is complete (thickness ¼ Df), the data repeat the

cycle. Thus, any point along the curve represents multiple

possible thicknesses – example shown by a square at 50 nm

thickness, which is also equal to 276 and 502 nm.
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gives the angle where reflection of p-polarized light
goes through a minimum. Ellipsometry measure-
ments are usually near this angle, which can vary
from 558 for low-index dielectrics to 758 or 808 for
semiconductors and metals.

It is also common to measure at multiple angles of
incidence in ellipsometry. This allows additional data
to be collected for the same material structure under
different conditions. The most important change
introduced by varying the angle is the change in
path length through the film as the light refracts at a
different angle. Multiple angles do not always add
new information about a material structure, but the
extra data builds confidence in the final answer.

In Situ

Within the last decade, it has become common to
employ optical diagnostics during processing. In situ
ellipsometry allows the optical response to be
monitored in real-time. This has also led to feedback
control for many processes. While in situ is generally
restricted to a single angle of incidence, there is a
distinct advantage to collecting data at different
‘times’ during processing to get unique ‘glimpses’ of
the sample structure as it changes.

In situ SE is commonly applied to semiconductors.
Conventional SE systems measure from the UV to
NIR, which matches the spectral region where
semiconductors absorb due to electronic transitions.
The shape and position of the absorption can be very
sensitive to temperature, composition, crystallinity,
and surface quality, which allows SE to closely
monitor these properties. In situ SE has also been

used to monitor numerous material types, including
metals and dielectrics. A promising in situ application
is for multilayer optical coatings, where thickness and
index can be determined in real-time to allow
correction of future layers, to optimize optical
performance.

Data Analysis

Ellipsometry measures changes in polarization. How-
ever, it is used to determine the material properties of
interest, such as film thickness and optical constants.
In the case of a bulk material, the equations derived
for a single reflection can be directly inverted to
provide the ‘pseudo’ optical constants from the
ellipsometry measurement, r:

k ~1l ¼ sin2ðfÞ

"
1 þ tan2ðfÞ

 
1 2 r

1 þ r

!#
½13�

This equation assumes there are no surface layers of
any type. However, there is typically a surface oxide
or roughness for any bulk material and the direct
inversion would incorporate these into the bulk
optical constants. The more common procedure
used to deduce material properties from ellipsometry
measurements follows the flowchart in Figure 10.
Regression analysis is required because an exact
equation cannot be written. Often the answer is over-
determined with hundreds of experimental data
points for a few unknowns. Regression analysis
allows all of the measured data to be included when
determining the solution.

Figure 10 Flowchart for ellipsometry data analysis.
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Data analysis proceeds as follows. After the sample
is measured, a model is constructed to describe the
sample. The model is used to calculate the predicted
response from Fresnel’s equations. Thus, each material
must be described with a thickness and optical
constants. If these values are not known, an estimate
is given for the purpose of the preliminary calculation.
The calculated values are compared to experimental
data. Any unknown material properties can then be
varied to improve the match between experiment and
calculation. The number of unknown properties
should not exceed the information content contained
in the experimental data. For example, a single-
wavelength ellipsometer produces two data points
(C,D) which allows a maximum of two material
properties to be determined. Finding the best match
between the model and experiment is typically done
through regression. An estimator, like the mean
squared error (MSE), is used to quantify the difference
between curves. The unknown parameters are allowed
to vary until the minimum MSE is reached.

Care must be taken to ensure the best answer is
found, corresponding to the lowest MSE. For
example, Figure 11a shows the MSE curve versus
film thickness for a transparent film on silicon. There
are multiple ‘local’ minima, but the lowest MSE value

occurs at a thickness of 749 nm. This corresponds to
the correct film thickness. It is possible that the
regression algorithm will mistakenly fall into a ‘local’
minima, depending on the starting thickness and the
MSE structural conditions. Comparing the results by
eye for the lowest MSE and a local minima easily
distinguish the true minima (see Figures 11b and c).

Ellipsometry Characterization

The two most common material properties studied by
ellipsometry are film thickness and optical constants.
In addition, ellipsometry can characterize material
properties that affect the optical constants. Crystal-
linity, composition, resistivity, temperature, and
molecular orientation can all affect the optical
constants and in turn be measured by ellipsometry.
This section details many of the primary applications
important to ellipsometry.

Film Thickness

The film thickness is determined by interference
between light reflecting from the surface and light
traveling through the film. Depending on the relative
phase of the rejoining light to the surface reflection,
there can be constructive or destructive interference.

Figure 11 (a) MSE curve versus thickness shows the ‘global’ minimum where the best match between model and experiment occurs,

and ‘local’ minima that may be found by the regression algorithm, but do not give the final result. (b) The experimental data and

corresponding curves generated for the model at the ‘global’ minimum. (c) Similar curves at the ‘local’ minimum near 0.45 microns

thickness is easily distinguishable as an incorrect result.
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The interference involves both amplitude and phase
information. The phase information from D is very
sensitive to films down to submonolayer thickness.
Figure 12 compares reflected intensity and ellipso-
metry for the same series of thin SiO2 layers on Si.
There are large variations in D, while the reflectance
for each film is nearly the same.

Ellipsometry is typically used for films with
thickness ranging from sub-nanometers to a few
microns. As films become greater than several tens of
microns thick, it becomes increasingly difficult to
resolve the interference oscillations, except with
longer infrared wavelengths, and other characteriz-
ation techniques become preferred.

Thickness measurements also require a portion of
the light to travel through the entire film and return to
the surface. If the material is absorbing, thickness
measurements by optical instruments will be limited
to thin, semi-opaque layers. This limitation can be
circumvented by measuring in a spectral region where
there is lower absorption. For example, an organic
film may strongly absorb UV and IR light, but remain
transparent at mid-visible wavelengths. For metals,
which strongly absorb at all wavelengths, the
maximum layer for thickness determination is
typically ,100 nm.

Optical Constants

Thickness measurements are not independent of the
optical constants. The film thickness affects the path
length of light traveling through the film, but the
index determines the phase velocity and refracted
angle. Thus, both contribute to the delay between
surface reflection and light traveling through the film.
Both n and k must be known or determined along
with the thickness to get the correct results from an
optical measurement.

The optical constants for a material will vary for
different wavelengths and must be described at all
wavelengths probed with the ellipsometer. A table of

optical constants can be used to predict the response
at each wavelength. However, it is less convenient to
adjust unknown optical constants on a wavelength-
by-wavelength basis. It is more advantageous to use
all wavelengths simultaneously. A dispersion relation-
ship often solves this problem, by describing the
optical constant shape versus wavelength. The
adjustable parameters of the dispersion relationship
allow the overall optical constant shape to match the
experimental results. This greatly reduces the number
of unknown ‘free’ parameters compared to fitting
individual n; k values at every wavelength.

For transparent materials, the index is often
described using the Cauchy or Sellmeier relationship.
The Cauchy relationship is typically given as:

nðlÞ ¼ A þ
B

l2
þ

C

l4
½14�

where the three terms are adjusted to match the
refractive index for the material. The Sellmeier
relationship enforces Kramers–Krönig (KK) consist-
ency, which ensures the optical dispersion retains a
realistic shape. The Cauchy is not constrained by KK
consistency and can produce unphysical dispersion.
The Sellmeier relationship can be written as:

11 ¼
Al2l2

0

ðl2 2 l2
0Þ

½15�

Absorbing materials will often have a transparent
wavelength region that can be modeled with the
Cauchy or Sellmeier relationships. However, the
absorbing region must account for both real and
imaginary optical constants. Many dispersion
relationships use oscillator theory to describe the
absorption for materials, which include the Lorentz,
Harmonic, and Gaussian oscillators. They all share
similar attributes, where the absorption features
are described with an amplitude, broadening,
and center energy (related to frequency of light).

Figure 12 (a) Reflected intensity and (b) ellipsometric delta for three thin oxides on silicon show the high sensitivity of D to nanometer-

scale films not available from the intensity measurement.
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Kramers–Krönig consistency is used to calculate the
shape of the real component after the imaginary
behavior is described by the oscillator. An offset to the
real component is added to account for extra
absorption outside the measured spectral region.
The Lorentz oscillator can be written as:

~1 ¼ 11;offset þ
AEc

E2
c 2 E2 2 iBE

½16�

where the parameters for amplitude ðAÞ; broadening
ðBÞ; center energy ðEcÞ; and offset ð11;offsetÞ are also
shown in Figure 13 for a typical Lorentz oscillator.
The energy, E; is related to the frequency of a wave, n :

E ¼ hn ø
1240

lnm

½17�

where h is Planck’s constant and the wavelength, l; is
given in nanometers. More advanced dispersion
models, like the Tauc–Lorentz and Cody–Lorentz,
will include terms to describe the bandgap energy.

Mixing Materials

When two or more materials are mixed on a
microscopic level, an effective medium approxi-
mation (EMA) may be used to determine the resulting
optical constants. In the case of the Bruggemann
EMA, which is commonly used, the mixture optical
constants ð ~1effÞ relate to those of the individual
materials, as:

fa

1a 2 1eff

1a þ 21eff

þ fb

1b 2 1eff

1b þ 21eff

¼ 0 ½18�

This can be interpreted as small particles of
material A suspended in host material B. The
length-scale for mixed particles must satisfy certain
electromagnetic equations: typically smaller than one

tenth the wavelength of light. In practice, EMA
theory is useful for studying very thin surface rough-
ness or interfacial intermixing of materials. These
cases are both generally approximated by mixing
the two surrounding materials in equal portions.
In the case of surface roughness, the second
material is void ðn ¼ 1Þ: EMA theory has also been
extended for application to porous materials where
the directional dependence of the inclusions is
handled mathematically.

Crystallinity

Semiconductors such as Si, are widely used materials,
but their properties depend strongly on crystallinity.
The UV absorption features in crystalline silicon are
broadened and shifted as the material becomes more
amorphous. This change in optical properties related
to the degree of crystallinity has been used
to advantage with ellipsometry measurements to
monitor semiconductors and other films. Polysilicon
films are used in both the display and semiconductor
industry. The degree of crystallinity varies for
different process conditions and can be monitored
optically to ensure consistent material properties.

Composition

The composition of many alloys will affect the optical
constants. The strongest changes often occur in the
absorbing region, with shifts in position and ampli-
tude of absorption features. For example, the elec-
tronic transitions in Hg12xCdxTe move to higher
energy with Cd concentration increase (Figure 14).
This material is used for IR detectors that
require precise control of composition. Spectroscopic
ellipsometry performs this task in real-time with
instant feedback to correct the composition during
processing. Other applications include AlGaN and
InGaN for optoelectronics.

Figure 14 Optical properties for Hg12xCdxTe vary with changes

in composition.

Figure 13 Lorentz oscillator illustrating the primary oscillator

parameters: amplitude ðAÞ; broadening ðBÞ; and center energy

ðEcÞ to describe the imaginary dielectric function shape and an

offset ð11;offsetÞ to help match the real component after KK

transformation has defined its shape.
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Doping Concentration

Dopants in a material will introduce absorption in the
infrared due to free-carriers. Spectroscopic ellipso-
metry measurements at long wavelengths can charac-
terize this optical absorption, thus characterizing the
doping concentration. This is common for highly
doped semiconductors and transparent conductors
such as indium tin oxide (ITO).

Optical Variation (Grading)

Many thin film properties change vertically through-
out the film (along the direction perpendicular to the
surface). This is most often induced by processing
conditions, whether intentional or unintentional.
Figure 15a shows the fit to experimental spectro-
scopic ellipsometry data taken from a single-layer
film when it is modeled as a homogeneous layer. To
improve the agreement between experimental and
model-generated curves, the index was allowed to
vary in a linear manner throughout the film. The best
fit is shown in Figure 15b, where the model includes
the index variation and a thin surface roughness layer.
The sample structure is demonstrated in Figure 15c.

Optical Anisotropy

Many materials are optically anisotropic; i.e., their
optical properties vary in different film directions.

Typical ellipsometry measurements assume no cross-
coupling between p- and s-polarizations. This cannot
be assumed with anisotropic materials, which has led
to ‘generalized’ ellipsometry measurements. General-
ized ellipsometry measures additional information
regarding the p- to s- and s- to p- conversion upon
reflection. This allows characterization of anisotropic
materials, which contain directionally dependent
optical constants.

Conclusions

Ellipsometry is a common optical technique for
measuring thin films and bulk materials. It relies
on the polarization changes due to reflection or
transmission from a material structure to deduce
material properties, like film thickness and optical
constants. This technique continues to develop as
the requirement for thin film characterization
increases.

See also

Geometrical Optics: Lenses and Mirrors; Prisms. Opti-
cal Coatings: Thin-Film Optical Coatings. Optical
Materials: Measurement of Optical Properties of Solids.

Figure 15 Experimental ellipsometry data and corresponding fit when the model is described as (a) a homogeneous single-layer and

(b) a graded film with index variation through the film. (c) The best model to match subtleties in experimental data allows the index to

increase toward the surface of the film, with a thin roughness layer on the surface.
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Polarization: Introduction; Matrix Analysis. Semiconduc-
tor Physics: Band Structure and Optical Properties.
Spectroscopy: Fourier Transform Spectroscopy.
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Introduction

Fundamentals of Photometry

Photometry is defined by the International Commis-
sion on Illumination (internationally known as
CIE from the abbreviation of its French name:
Commission Internationale de l’Eclairage) as
‘measurement of quantities referring to radiation as
evaluated according to a given spectral efficiency
function, e.g., VðlÞ or V 0ðlÞ:’ A note to the above
definition states that in many languages it is used in a
broader sense, covering the science of optical

radiation measurement. We will restrict our treatise
to the above fundamental meaning of photometry.

Under spectral efficiency function we understand
the spectral luminous efficiency function of the
human visual system. The internationally agreed
symbols are VðlÞ; for photopic vision (daylight
conditions) and V 0ðlÞ for scotopic vision (nighttime
conditions). CIE standardized the VðlÞ function in
1924 and the V 0ðlÞ function in 1951; their spectral
distribution is shown in Figure 1. The VðlÞ function
was determined using mainly the so-called flicker
photometric technique, where the light of a reference
stimulus and of a test stimulus of varying wavelengths
are alternatively shown to the human observer at a
frequency at which the observer is already unable to
perceive the difference in color (due to the different
wavelength of the two radiations), but still perceives a

INSTRUMENTATION / Photometry 307



flicker sensation if the luminances of the two
stimuli are different. Adjusting the radiance of
the test stimulus, we can reach the situation of
minimum flicker sensation. In this case we state
that we set the two stimuli to equal luminance.
Luminance is the quantity that the human observer
perceives as brightness (in the case of near white
stimuli, see below); radiance is the physical counter-
part measured in W m22 sr21. For the V 0ðlÞ function
one can just project the two stimuli side by side, as
under scotopic adaptation we cannot distinguish
colors, only brightness differences are perceived,
thus one can set equal scotopic luminance for the
two stimuli by adjusting the brightness of the test
stimulus until it agrees with that of the reference
stimulus.

Illuminating engineering was mainly interested in
describing the effect of near white light, and
therefore a psychophysical correlation was selected
that described the perceived brightness sensation
reasonably well. For near white stimuli, additivity
holds, i.e., if A, B, C, and D are four stimuli, and
the A stimulus matches the B stimulus and the C
stimulus matches the D stimulus, then the super-
position of the A and C stimuli matches the
superposition of the B and D stimuli. The ‘match’
word is used here to describe stimuli that produce
the same perception. It could be shown that for
these stimuli, if the radiance is weighted with the
VðlÞ function, the constructed luminances will be
equal, i.e:

if LA ¼ LB and LC ¼ LD

then LA þ LC ¼ LB þ LD; or LA þ LD ¼ LB þ LC

where

Lx ¼ Km

ð780 nm

380 nm
SlxVðlÞdl ½1�

and x refers to A, or B, or C, or D, and Slx is the
spectral radiance distribution that produces the
stimulus

Sl ¼
dSðlÞ

dl

where SðlÞ is the spectral radiance. Km is the
maximum value of the luminous efficacy of radiation,
its value is 683 lm W21 (see the discussion of
luminous flux in the sub-section on photometric
quantities). To be precise the integration should go
from 0 nm to infinity, but it is usual to define the
lower and upper wavelength limits of the visible
spectrum as 380 nm and 780 nm. VðlÞ is defined
between 360 nm and 830 nm, and V 0ðlÞ between
380 nm and 780 nm, see Figure 1.

We have to stress that the concept of luminance –
and the entire system of the present-day photometry –
is not to quantify brightness perception; it is only
a reasonable approximation for near white stimuli.
For colored lights a brightness–luminance discre-
pancy exists (called the Helmhotz–Kohlrausch effect:
saturated colors look brighter than predicted by
luminance). Luminance is, however, a good descrip-
tion for the visibility of fine details, thus it is a good
concept for lighting calculations.

Photometry has a unique situation in the SI system
of units: the candela (cd) is a base unit of the SI system,
the only one that is connected to psychophysical
phenomena. By 1979, in the definition of the 16th
General Conference of Weights and Measures, the
candela was traced back to radiation quantities;
nevertheless it was kept as the base unit of photometry:

The candela is the luminous intensity, in a given
direction, of a source that emits monochromatic
radiation of frequency 540 £ 1012 Hz and that has a
radiant intensity in that direction of 1/683 W sr–1.
(540 £ 1012 Hz corresponds approximately to 555 nm.)

To be able to calculate a photometric quantity
of radiation of other wavelengths, one of the
psychophysical functions VðlÞ or V 0ðlÞ has to be
used and eqn [1] applied. We will see later that
besides VðlÞ and V 0ðlÞ in modern applications, a
number of further spectral luminous efficiency func-
tions might be used.

Photometric Quantities

As discussed in the previous section, from the point of
view of vision, the most important quantity is

Figure 1 Spectral efficiency functions of the human eye under

photopic V(l) and scotopic V 0(l) conditions (see CIE The basis of

physical photometry. CIE 18.2:1983).
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luminance. Looking, however, at the definition of the
base unit, it is obvious that from the physical point of
view the definition of a quantity corresponding to
radiant power, measured in watts, can help to bridge
the gap between photometry and radiometry: lumi-
nous flux, measured in lumens (lm), with the symbol
F; is defined by eqn [1], with SlðlÞ inserted in W m21.

Based on this more practical quantity of luminous
flux and its unit, lm, the different quantities used in
photometry can be built up as follows:

Luminous flux: F ¼ Km

ð1

0

dFeðlÞ

dl
VðlÞdl ½2�

where FeðlÞ is the radiant flux measured in W,

Fe;l ¼
dFeðlÞ

dl

is the spectral distribution (or spectral concentration)
of the radiant flux (W m21). Km ¼ 683 lm W21, is the
maximum value of the luminous efficacy of radiation
for lm < 555 nm.

Similar equations can be written for scotopic
luminous flux, with VðlÞ exchanged with V 0ðlÞ;

where K0
m ¼ 1700 lm W21 for lm < 507 nm. All

further quantities can be defined both for photopic
and scotopic conditions. Here we write them only as
photopic quantities.

Luminous intensity: I ¼
dF

dV
½3�

where dF is the luminous flux traveling in an
elementary solid angle dV; assuming a point source
(see Figure 2). The unit of luminous intensity is the
candela (cd ¼ lm sr21).

Luminance: L ¼
›2F

›A cos Q ›V
½4�

where dF is the luminous flux traveling in an ele-
mentary solid angle dV; dA is the elementary surface

area emitting the radiation, and Q is the angle bet-
ween the normal of dA and the direction of luminance
measurement (see Figure 3). The unit of luminance
is cd m22 (in some older literature called nit).

Illuminance: E ¼
dF

dA
½5�

where dF is the luminous flux incident on the dA
element of a surface (see Figure 4). The unit of
illuminance is the lux (lx ¼ lm m22).

A remark on the use of SI units and related quantities
No prefixes can be added to the SI units, thus
irrespective whether one measures luminance based

Figure 2 Concept of point source, solid angle, and luminous

intensity.

Figure 3 Geometry for the definition of luminance.

Figure 4 Illuminance is the total luminous flux per unit area

incident at a point coming from a hemispherical solid angle.
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on the photopic VðlÞ function, or the scotopic V 0ðlÞ

function, the so-determined photopic luminance or
scotopic luminance is measured in cd m22 (no
photopic or scotopic lumen, candela, etc., exist!).
This often creates confusion, because only for a
555 nm monochromatic radiation will a 1 cd m22

photopic or scotopic luminance produce equal visual
sensation, for every other wavelength the two are not
commensurable. One can only relate photopic
measurement results to photopic ones, and scotopic
measurement results to scotopic ones.

Concepts of Advanced Photometry

The quantities and units, as described in the previous
section, are the quantities and units internationally
agreed by the Meter Convention and the Inter-
national Standards Organization (ISO). Modern
photometric applications need, however, some
further quantities and weighting functions. Thus
CIE, the international organization for the develop-
ment of standards in the field of optical radiation
measurements, has defined a series of further weight-
ing functions and quantities. The most important
ones are the following:

VM(l) function
In the blue part of the spectrum (below 460 nm) the
values of the VðlÞ function turned out to be too low.
For decades this was only of concern for the vision
research community, but with the introduction of
blue LEDs and other short wavelength emitting
sources (e.g., blue channel of displays) this short-
coming of the VðlÞ function became of practical
importance. The ‘CIE 1988 28 spectral luminous
efficiency function for photopic vision’ corrects this
anomaly (see Figure 5).

V10(l) function
The official VðlÞ function is valid only for foveal
vision (i.e., for targets that are smaller than 48 of
visual angle). The foveal area of the retina is covered
with a yellow pigmented layer (macula lutea) that
absorbs in the blue part of the spectrum, at larger
visual angles this screening is not effective anymore.
The V10ðlÞ function was determined for a visual angle
of 108 (see Figure 5). Its international recommen-
dation is still under consideration at the time of
writing this article and if accepted, it will be
recommended for targets seen at approximately 108
off-axis, e.g., for measuring the photometric proper-
ties of traffic signs and signals, where the driver has
to observe the information in the periphery of his
or her eye.

Brightness matching functions
As already mentioned in the Introduction, luminance
is not a good correlate of brightness, which is a
human perception. To find a better correlation of
brightness the problem to be addressed is that
brightness is a nonadditive phenomenon, i.e., in eqn
[1] one cannot add (integrate) the monochromatic
radiations to get a brightness correlation for a
nonmonochromatic radiation. Brightness evaluating
spectral luminous efficiency functions can be used
only to compare monochromatic radiations. The CIE
has compiled such functions for point sources, 28 and
108 visual field sizes. Figure 5 also shows these
functions.

Due to the fact that the brightness perception is
nonadditive in respect of the stimuli that produce it,
no brightness photometry can be built that uses
equations, as shown in eqn [1]. For brightness
description we have to rely on the concept of
equivalent luminance, a term the definition of which
has recently been updated.

Equivalent luminance
Of a field of given size and shape, for a radiation of
arbitrary relative spectral distribution Leq : Lumi-
nance of a comparison field in which monochromatic
radiation of frequency 540 £ 1012 Hz has the same
brightness as the field considered under the specified
photometric conditions of measurement; the com-
parison field must have a specified size and shape

Figure 5 Spectral luminous efficiency (SPL) functions defined

or under consideration for international adoption: V2: standard

V(l) function; VM2: CIE 1988 VM(l) function, this is equivalent to

the brightness SPL for a point source; V10: 108 visual field SPL,

Vb,2: 28 visual field brightness SPL, Vb;2(l); Vb,10: 108 visual field

brightness SPL, Vb;10(l).
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which may be different from that of the field
considered.

To build an instrument that measures this quantity
is a real challenge for the future.

Advanced Use of Photometry

Based on above newly defined quantities, several
attempts are under way to extend the usefulness of
photometry in designing the human visual environ-
ment. The eye is an optical system and as in every
such system, the depth of focus and the different
aberrations of the system will decrease with decreas-
ing pupil size. Pupil size will decrease with increasing
illumination, and in the case of constant luminance
with higher content of short wavelength radiation.
Thus, there exists a school of researchers who
advocate that increased blue content in the light has
beneficial effects on vision, and one should extend the
classical photopic-based photometry with a scotopic-
based one to properly describe the visual effect of
lighting.

Other investigations are concerned about the
visibility at low light levels, the range used in street
lighting (from about a few thousands of a candela per
square meter to about a few candelas per square
meter, according to one definitions: 1023cd m22–
3 cd m22). In this mesopic range both rods and cones
are contributing to vision, and this changes with
lighting level and direction of view (for foveal vision,
i.e., looking straight ahead, photopic photometry
seems to hold even at low light levels). For peripheral
visual angles brightness perception and the percep-
tion of an object (a signal, sign or obstacle in a
nighttime driving situation) seem to have different
spectral responsivity. In driving situations the necess-
ary reaction time of the driver is an important
parameter, thus experiments are going on to define
a photometric system based on reaction time
investigations.

In indoor situations apart from the necessary
level of illumination, the observed glare is a
contributor whether an environment will be
accepted as pleasing or annoying. Illuminating
engineering distinguishes between two types of
glare: disability glare reduces visibility, discomfort
glare is just an annoying experience without
influencing the short-term task performance. An
interesting question is the spectral sensitivity to
discomfort glare, as it can influence not only indoor
but also outdoor activity. Preliminary experiments
seem to show that luminance sensitivity and
discomfort glare sensitivity have different spectral
distribution; glare sensitivity seems to peak at
shorter wavelengths.

The above might be related to a further question,
lying already at the boundaries of photometry, but
that has to be considered in photometric design and
measurement: the human daily and yearly rhythm
(circadian and seasonal rhythm) of human activity
coupled to hormone levels. They are influenced by
light, as, for example, the hormone melatonin
production is influenced by light exposure. Physio-
logical investigations showed that melatonin pro-
duction suppression has a maximum around 460 nm
and might be coupled to a radiation sensitive ganglion
cell in the retina. Whether discomfort sensation is
mediated via the same neural pathway or via a visual
one has not yet been decided. But photometry has to
take these also into consideration and in the future,
measurement methods and instruments to determine
them, will have to be developed.

Advances in Photometric
Measurements

Primary Standards

The main concern in photometry is that the uncer-
tainty of photometric measurements is still much
higher than that in other branches of physics. This is
partly due to the higher uncertainty in radiometry and
partly to the increase in uncertainty within the chain
of uncertainty propagation from the National Lab-
oratory to the workshop floor measurement.

In National Standards Laboratories, very sophisti-
cated systems are used to determine the power of the
incoming radiation and then elaborated spectro-
radiometric techniques are used to evaluate the
radiation in the form of light, i.e., perform photo-
metric measurements (e.g., NIST CIRCUS equip-
ment, where multiple laser sources are used as power
sources, and highly sophisticated methods to produce
a homogeneous nonpolarized radiation field for the
calibration of secondary photometric detectors).

There is, however, also a method to supply end
users with absolute detectors for the visible part of the
spectrum. Modern high-end Si photovoltaic cells have
internal quantum efficiencies in the visible part of the
spectrum of over 99.9%. Reflection losses at the
silicon surface are minimized by using three or more
detectors arranged in a trap configuration, where the
light reflected from one detector is fed to the second
one, from there to the third one, and eventually to
some further ones. In a three detector configuration,
as shown in Figure 6, the light from the third detector
is reflected back to the second and from there to the
first one. As every detector reflects only a small
amount of radiation, by the fifth reflection practically
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all the radiation is absorbed and contributes to the
electric signal. Such trap detectors have an almost
100% quantum efficiency in the visible part of the
spectrum, and can be used as photometric detectors if
a well designed color correcting filter is applied in
front of the detector.

Secondary Type Measurements

In practical photometry the three most important
quantities to be measured are the total luminous flux
of different lamps, the illuminance in a plane and the
luminance.

Light source measurement

Total luminous flux. The two methods to measure
the total luminous flux is to use a goniophotometer or
a photometer (Ulbicht) sphere. In goniophotometry,
recent years have not brought major breakthroughs,
the automation of the systems got better, but the
principles are unchanged.

The integrating sphere photometer (a sphere with
inner white diffuse coating, where the lamp is in the
middle of the sphere) used to be a simple piece of
equipment to compare total luminous flux lamps
against flux standards. In recent years a new
technique has been developed at NIST–USA. This
enables the absolute measurement of luminous flux
from illuminance measurement, the fundamentals of
this new arrangement being shown in Figure 7: the

test lamp is as usual in the middle of the sphere, but
now light from an external source is introduced into
the sphere. An illuminance meter measures the flux
entering from this source. The sphere detector
compares the two signals ðyi and yeÞ: Knowing the
absolute characteristics of the sphere (a difficult
measurement) one can determine the total luminous
flux of the test lamp using the absolute illuminance
value. As illuminance is easily determined from
luminous intensity (from eqns [3] and [5] one gets
with dV ¼ dA=r2 that E ¼ I=r2; where r is the distance
between the source and the illuminated surface,
supposed to be perpendicular to the direction to the
source), this technique permits us to derive the total
luminous flux scale from illuminance or luminous
intensity measurement using an integrating sphere.

Luminous intensity of LEDs. An other major
break-through achieved during the past years was the
unified measurement of LED intensity. Light-emitting
diodes became, in recent years, important light
sources for large scale signaling and signing, and it
is foreseen that they will become important con-
tributors in every field of light production (from car
headlamps to general illumination). The most funda-
mental parameter of the light of an LED is its
luminous intensity. The spatial power distribution of
LEDs is usually collimated, but the LEDs often
squint, as seen in Figure 8. In the past, some
manufacturers measured the luminous intensity in

Figure 6 Schematic layout of a three Si-cell trap detector: light

comes in from the left, is first partly absorbed, partly reflected on

Detector 1, then on Detector 2, then on Detector 3, from where it is

reflected back to Detector 2 and 1.

Figure 7 Arrangement of the absolute integrating sphere

system developed at NIST for the detector-based total luminous

flux calibration. By permission of IESNA from Ohno Y and

Bergman R (2003) Detector-referenced integrating sphere

photometry for industry. J. IES Summer 21–26.
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the direction of maximum emission, others used the
direction of the optical axis for this quantity. The
highly collimated character of the radiation made
measurements in far field rather difficult. Therefore,
CIE recommended a new term and measuring
geometry: average LED intensity can be measured
under two measuring conditions, as shown in
Figure 9. The detector has to be set in the direction
of the LED mechanical axis (discussions are still
going on as to what the reference direction should be
with modern surface mounted LEDs, as with those
the mechanical axis is ill-defined, the normal to the
base-plane could be a better reference direction). The
detector has to have an exactly 1.00 cm2 circular
aperture, and the distance between this aperture and
the tip of the LED is for condition A, d ¼ 0:316 m,
and for Condition B, d ¼ 0:100 m (these two
distances with the 1.00 cm2 detector area provide
0.001 sr (steradians) and 0.01 sr opening angles).
Recent international round-robins have shown that,
based on the new recommendations, agreement

between different laboratories decreased from the
10 to 20% level to 1 to 2%. The remaining difference
is mainly due to the fact that the LEDs emit in narrow
wavelength bands, and the transfer of the calibration
value for the 100 mm2 detector from a white (CIE
Standard Illuminant A color temperature) incandes-
cent lamp to the narrow band LED emission is still
uncertain, mainly due to stray light effects in the
spectral responsivity and emission measurement.

Luminance distribution measurement
The human observer sees luminance (and color)
differences. Thus for every illuminating engineering
design task the luminance distribution in the environ-
ment is of utmost importance. Traditionally this was
measured using a spot-luminance meter, aiming the
device into a few critical directions. The recent
development of charge coupled device (CCD) two-
dimensionally sensitive arrays (and other, e.g., MOS-
FET, CMOS, Charge injection device (CID), charge
imaging matrix (CIM) systems: as for the time being
the CCD technology provides best performance, we
will refer to two-dimensional electronic image
capture devices as to CCD cameras) opened the
possibility of using an image-capturing camera for
luminance distribution measurements. Such measure-
ments are badly needed in display calibration, near-
field photometry (photometry in planes nearer than in
which the inverse square law holds), testing of car
headlamp light distribution, glare, and homogeneity
studies indoors and outdoors, etc.

Solid-state cameras have the big advantage over
older type vacuum-tube image capturing devices,
that the geometric position and alignment of the
single pixels is well-defined and stays constant.
Nowadays, CCD image detector chips are mass
produced, and one can get a variety of such devices
and cameras starting with some small resolution

Figure 8 Spatial light distribution of an LED, Figure 8a shows

the distribution of a ‘squinting’ LED in a plane including the optical

axis, Figure 8b shows light distribution in a plane perpendicular to

the optical axis. By permission of the Commission Internationale

de l’Eclairage, from the Publication “Measurement of LEDs” CIE

127-1997; CIE Publications are obtainable from the CIE Central

Bureau: Kegelgasse 27, A-1033 Wien, Austria.

Figure 9 Schematic diagram of CIE Standard Conditions for the measurement of Average LED Intensity. Distance d ¼ 0.316 m for

Condition A and d ¼ 0.100 m for Condition B. By permission of the Commission Internationale de l’Eclairage, from the Publication

“Measurement of LEDs” CIE 127-1997; CIE Publications are obtainable from the CIE Central Bureau: Kegelgasse 27, A-1033 Wien,

Austria.

INSTRUMENTATION / Photometry 313



(few thousand pixels) devices up to cameras with tens
of mega pixel resolution. Detectors are now available
with internal intensification enabling measurements
down to a few photons per second intensity levels.

Main problems with these detectors are:

. spectral and absolute nonuniformities of the single
pixels (see Figure 10), where a spatial homogeneity
map of a CCD two-dimensional array detector is
shown; the irregular 3% sensitivity change on the
surface of the detector is negligible for imaging
purposes, but has to be corrected in cases of
photometric measurements. Even if the receptor
chip would have an absolutely homogeneous
sensitivity, there would be a drop in response
from the middle of the imaging area to the
boarders: Light reaching the edges of the detector
reach the detector at an oblique angle and this
produces a decrease of sensitivity with a4; where a

is the angle of incidence, measured from the middle
of the lens to the given pixel of the detector and the
surface normal of the detector.

. aliasing effects if the pixel resolution is not large
enough to show straight lines as such when they are
not in line with a pixel row or column.

. nonlinearity and cross-talk among the adjacent
pixels. Figure 11 shows the so-called ‘inverse
gamma’ characteristic of a CCD camera. The
digital electronic output of the camera shows a Y ¼

E2g type function, where Y is the output DAC
(digital-analog converter) values, E is the irradi-
ance of the pixel, and g is the exponent (this
description comes from the film industry, where
the film density depends exponentially on the

irradiation; display devices have usually a non-
linear input (DAC value) – output (luminance)
characteristic, and the camera inverse gamma
value corrects for this output device characteristic.
This is, however, not required if the camera is used
for photometric measurements; this built-in non-
linearity has to be corrected in the evaluating soft-
ware if the camera is intended for photometric
measurements.

. to be able to perform photometric measurements
the camera has to have a spectral responsivity
corresponding to the CIE VðlÞ-function. Many
cameras have built-in filters to do this – eventually
also red and blue filters to be able to capture color –
but the color correction of cameras, where the
correction is made by small adjacent filter chips, is
usually very poor. Figure 12 shows the spectral

Figure 10 Spatial homogeneity of a two-dimensional CCD

array.

Figure 11 ‘Inverse gamma’ characteristic of a commercial

digital photographic camera, measurement points are shown at

different speed settings, curve is a model function representative

of the camera response.

Figure 12 Spectral sensitivity of a commercial digital photo-

graphic camera.
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sensitivity curve of a digital photographic camera;
the output signal is produced by an internal matrix
transformation of the signals produced by adjacent
pixels equipped with different color filters.
Figure 13 shows the spectral sensitivity of a CCD
camera specially designed for photometric
measurements. Naturally, meaningful photometric
measurements can be made only with such a
camera. Very often, however, an approximate
luminance distribution is enough, and then a
picture captured by a digital photographic camera,
plus one luminance measurement of a representa-
tive object for absolute calibration, suffices.

Above nonspectral systematic errors can be cor-
rected by appropriate soft-ware, so a CCD camera
photometer, as shown schematically in Figure 14, is
well suited to measure display characteristics, indoor
and outdoor luminance distributions. The challenge

for illuminating engineering is at present how the
many millions of luminance values can be evaluated
to get to meaningful light measurement data.

The real challenge will come if visual science
provides better hints how the human visual system
evaluates the illuminance distribution on the retina,
and instrument manufacturers will be able to capture
signals corresponding to those produced by the
receptor cells and provide the necessary algorithms
our brain uses to get to brightness, lightness, color,
luminance contrast, and glare type of output
information.

Concluding Remarks

Advances in optical instrumentation, both in the field
of light sources and detectors – coupled with the
possibilities modern digital computation (eventually
in the future increasing the use of neural networks) –
provide already many new measurement technical
solutions and further ones are certainly underway.

The use of LEDs needs the rethinking of many
classical illuminating engineering concepts, from
visibility and glare evaluation, evenness of illumina-
tion to color rendering. All of them are coupled with
problems in basic photometry. Thus, there is a need to
re-evaluate concepts used in design techniques. The
new area-sensitive detectors provide methods of
determining classical photometric quantities of entire
visual fields in one shot, but already foreshadow the
development of new quantities that correlate better
with visual perceptions.

List of Units and Nomenclature

Terms with an p refer to definitions published by the
CIE in the International Lighting Vocabulary, CIE
17.4:1986, where further terms and definitions
related to light and lighting are to be found.

Candelap: SI unit of luminous intensity: The
candela is the luminous intensity, in a given direction,
of a source that emits monochromatic radiation of
frequency 540 £ 1012 hertz and that has a radiant
intensity in that direction of 1/683 watt per steradian.
(16th General Conference of Weights and Measures,
1979).

1 cd ¼ 1 lm sr21

Equivalent luminancep: Luminance of a compari-
son field in which monochromatic radiation of
frequency 540 £ 1012 Hz has the same brightness as
the field considered under the specified photometric
conditions of measurement; the comparison field
must have a specified size and shape which may be

Figure 13 Spectral sensitivity of a CCD camera specially

designed for photometric measurements. Kindly supplied by

INPHORA Inc.

Figure 14 Cross-section of a photometric CCD camera.
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different from that of the field considered.

unit : cd m22

Notes:

1. Radiation at a frequency of 540 £ 1012 Hz has a
wavelength in standard air of 555.016 nm.

2. A comparison field may also be used in which the
radiation has any relative spectral distribution, if
the equivalent luminance of this field is known
under the same conditions of measurement.

Far field photometry: Photometry where the
inverse square law is valid.

Flicker photometerp: Visual photometer in which
the observer sees either an undivided field illuminated
successively, or two adjacent fields illuminated alter-
nately, by two sources to be compared, the frequency
of alteration being conveniently chosen so that it is
above the fusion frequency for colours but below the
fusion frequency for brightnesses.

Foveap: Central part of the retina, thin and
depressed, which contains almost exclusively cones
and forming the site of most distinct vision.

Note: The fovea subtends an angle of about
0.026 rad (1.5 degree) in the visual field.

Goniophotometerp: Photometer for measuring the
directional light distribution characteristics of
sources, luminaires, media or surfaces.

Illuminancep: Quotient of the luminous flux dFv

incident on an element of the surface containing the
point, by the area dA of that element.

Equivalent definition. Integral, taken over the
hemisphere visible from the given point, of the
expression Lv cos u dV; where Lv is the luminance
at the given point in the various directions of the
incident elementary beams of solid angle dV; and u is
the angle between any of these beams and the normal
to the surface at the given point.

Ev ¼
dFv

dA
¼
ð

2psr
Lv cos u dV

unit : lx ¼ lm m22

Inverse square law: The illumination at a point on a
surface varies directly with the luminous intensity of
the source, and inversely as the square of the distance
between the source and the point if the source is seen
as a point source.

Lumenp: SI unit of luminous flux: Luminous flux
emitted in unit solid angle (steradian) by a uniform
point source having a luminous intensity of 1 candela.
(9th General Conference of Weights and Measures,
1948).

Equivalent definition. Luminous flux of a beam of
monochromatic radiation whose frequency is

540 £ 1012 hertz and whose radiant flux is
1/683 watt.

Luminancep: Quantity defined by the formula

L ¼
›2F

›A cos u ›V

where ›F is the luminous flux transmitted by an
elementary beam passing through the given point and
propagating in the solid angle dV containing the
given direction; dA is the area of a section of that
beam containing the given point, u is the angle
between the normal to that section and the direction
of the beam.

unit : cd m22

Luminous intensityp: Quotient of the luminous flux
dFv leaving the source and propagated in the element
of solid angle dV containing the given direction, by
the element of solid angle:

Iv ¼
dFv

dV

unit : cd ¼ lm sr21

Luxp: SI unit of illuminance: Illuminance produced
on a surface of area 1 square meter by a luminous flux
of 1 lumen uniformly distributed over that surface.

1 lx ¼ 1 lm m22

Note: Non-metric unit: lumen per square foot
(lm ft22) or footcandle (fc) (USA) ¼ 10.764 lx.

Near-filed photometry: photometry made in the
vicinity of an extended source, so that the inverse
square law is not valid.

Photometer (or Ulbicht) spherep: A hollow sphere,
whitened inside. Owing to the internal reflexions in
the sphere, the illumination on any part of the
sphere’s inside surface is proportional to the luminous
flux entering the sphere, or produced inside the sphere
by a lamp. The illuminance of the internal sphere wall
is measured via a small window.

Pixel: The individual picture elements of an image
or elements in a display that can be addressed
individually.

Radiancep: Quantity defined by the formula

L ¼
›2F

›A cos u ›V

where ›F is the radiant flux transmitted by an
elementary beam passing through the given point
and propagating in the solid angle dV containing the
given direction; dA is the area of a section of that
beam containing the given point, u is the angle
between the normal to that section and the direction
of the beam.

unit : W m22 srad
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Retinap: Membrane situated inside the back of the
eye that is sensitive to light stimuli; it contains
photoreceptors, the cones and the rods, and nerve
cells that interconnect and transmit to the optic nerve
the signals resulting from stimulation of the
photoreceptors.

Spectralp: An adjective that, when applied to a
quantity X pertaining to electromagnetic radiation,
indicates:

– either that X is a function of the wavelength l,
symbol: X(l),

– or that the quantity referred to is the spectral
concentration of X; symbol: Xl ; dX=dl:

Xl is also a function of l and in order to stress this
may be written XlðlÞ without any change of meaning.

Spectral luminous efficiency function: for photopic
vision, V(l); for scotopic vision V 0(l)p: Ratio of the
radiant flux at wavelength lm to that at wavelength l

such that both radiations produce equally intense
luminous sensations under specified photometric
conditions and lm is chosen so that the maximum
value of this ratio is equal to 1.

Unless otherwise indicated, the values used for the
spectral luminous efficiency in photopic vision are the
values agreed internationally in 1924 by the CIE
(Compte Rendu 6e session, p.67), completed by
interpolation and extrapolation (Publications CIE
No.18 (1970), p.43 and No. 15 (1971), p.93), and
recommended by the International Committee of
Weights and Measures (CIPM) in 1972. For scotopic
vision, the CIE in 1951 adopted, for young observers,
the values published in Compte Rendu 12e session,
Vol. 3, p. 37, and ratified by the CIPM in 1976. These
values define respectively the VðlÞ or V 0ðlÞ functions.

Total luminous flux: luminous flux of a source
emitted into 4p steradians.

Trap detector: Detector array prepared from
detectors of high internal quantum efficiency, where
the reflected radiation of the first detector is directed
to the second one, and so on so that practically all
the radiation is absorbed by one of the detectors
(the radiation is “trapped” in the detector system).

See also

Displays. Incoherent sources: Lamps.
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Introduction

Scattered light is a limiting source of optical noise in
many advanced optical systems, but it can also be a
sensitive indicator of optical component quality.
Consider the simple case of a telescope successfully
used to image a dim star against a dark background;
however, if light from a bright source (such as the
moon located well out of the field of view) enters the

telescope, it will scatter from the interior walls and
the imaging optics themselves. Some of this light
eventually reaches the detector and creates a dim
background haze that washes out the image of the
distant star. A good telescope design accounts for
these effects by limiting potential scatter propagation
paths and by requiring that critical elements in the
optical system meet scatter specifications. This means
doing a careful system analysis and a means to
quantify the scattering properties of the telescope
components. This article discusses modern techniques
for quantifying, measuring, and analyzing scattered
light, and reviews their development.
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Like many scientific advances moving scatterometry
from an art to a reliable metrology was done in a series
of small hops (not always in the same direction), rather
than a single leap. It started in 1961 when a paper by
Hal Bennett and Jim Porteous reported measurements
made by gathering most of the light scattered from
front surface mirrors and normalizing this signal by
the much larger specular reflection. They defined this
ratio as the total integrated scatter (TIS), and using a
scalar diffraction theory result drawn from the radar
literature, related it to the surface root mean square
(rms) roughness. By the mid-1970s, several angle-
resolved scatterometers had been built as research
tools in university, government, and industry labs.
Unfortunately, instrument operation and data
manipulation were generally poor, and meaningful
comparison measurements were virtually impossible
due to instrument differences, sample contamination,
and confusion over what parameters should be
compared. Analysis of scatter data, to characterize
sample surface roughness, was the subject of many
publications. A derivation of what is commonly called
‘BRDF’ (bidirectional reflectance distribution func-
tion) was published by Nicodemus and co-workers at
the National Bureau of Standards (now the National
Institute of Science and Technology or NIST) in 1970,
but did not gain common acceptance as a way to
quantify scatter measurements until the late 1980s
when the advent of small computers, combined with
inspection requirements for defense-related optics,
dramatically stimulated the development of scatter
metrology. Commercial laboratory instrumentation
became available that could measure and analyze as
many as 50 to 100 samples a day, and the number (and
sophistication) of measurement facilities increased
dramatically. The first ASTM Standards were pub-
lished (TIS in 1987 and BRDF in 1991), but it was still
several years before most publications correctly used
these quantifying terms. Government defense funding
decreased dramatically in the early 1990s, following
the end of the Cold War, but the economic advantages
of using scatter metrology and analysis for space
applications and in the rapidly advancing semi-
conductor industry, continued state-of-the-art
advancements.

The following sections detail how scatter is
quantified when related to area (roughness) and
local (pit/particle) generating sources. Instrumenta-
tion and the use of scattering models are also briefly
reviewed.

Quantifying Scattered Light

Scatter signals can be easily quantified as scattered
light power per unit solid angle (in watts per

steradian); however, in order to make the results
more meaningful, these signals are usually normal-
ized, in some fashion, by the light incident on the
scatter source. The three ways commonly employed
to do this are defined below.

If the scattering feature in question is uniformly
distributed across the illuminated spot on the sample
(such as surface roughness), then it makes sense to
normalize the collected scattered power in watts/
steradian by the incident power. This simple ratio,
which has units of inverse steradians, was commonly
referred to as ‘the scattering function.’ Although this
term is occasionally still found in the literature, it has
been generally replaced by the closely related BRDF,
which is defined by the differential ratio of the sample
radiance normalized by its irradiance. After some
simplifying assumptions are made, this reduces to the
original scattering function with a cosine of the polar
scattering angle in the denominator. The BRDF,
defined in this manner, has become the standard
way to report angle-resolved scatter from features
that uniformly fill the illuminated spot. The cosine
term results from the fact that NIST used radiometric
terms to define BRDF:

BRDF ¼
Ps=V

Pi cos us

½1�

The scatter function is often referred to as the
‘cosine corrected BRDF’ and is simply equal to the
BRDF multiplied by the cosine of the polar scattering
angle. Figure 1 gives the geometry for the situation,
and defines the polar and azimuthal angles (us and
fs), as well as the solid collection angle (V). Other
common abbreviations are BSDF, for the more
generic bidirectional scatter distribution function,
and BTDF for quantifying transmissive scatter.

Pi

Ps

X

fs

qi

qs
Ω

Figure 1 Scatter analysis uses standard spherical coordinates

to define terms.
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Integration of the scatter signal over much of the
scattering hemisphere allows calculation of TIS, as
the ratio of the scatter signal to the reflected specular
power. This integration is usually carried out experi-
mentally in such a way that both the incident beam
and reflected specular beam are excluded. In the most
common TIS situation, the beam is incident at a small
angle near surface normal, and the integration is done
from small values of us to almost 90 degrees. If the
fraction of light scattered from the specular reflection
is small and if the scatter is caused by surface
roughness, then it can be related to the rms surface
roughness of the reflecting surface. As a ratio of
powers, the TIS is a dimensionless quantity. The
normalization is by Pr (instead of Pi) because
reductions in scatter caused by low reflectance do
not influence the roughness calculation. The pertinent
relationships are given below, where s is the rms
roughness and l is the light wavelength:

TIS ¼ Ps=Pr ø ð4ps=lÞ2 ½2�

Of course, all scatter measurements are inte-
grations over a detector collection aperture, but the
TIS designation is reserved for situations where the
aim is to gather as much scattered light as possible,
while ‘angle resolved’ designs are created to gain
information from the distribution of the scattered
light. Notice that TIS values become very large when
measured from a diffuse surface, where the specular
reflection is very small. Although TIS can be
measured for any surface, the diffuse reflectance
(equal to Ps/Pi) would often be more appropriate
for diffuse surfaces. The various restrictions associ-
ated with relating TIS to rms roughness are
detailed below.

Scatter from discrete features, such as particles and
pits, which do not completely fill the illuminated spot,
must be treated differently. This is because changes in
spot size, with no corresponding change in total
incident power, will change the incident intensity
(watts/unit area) at the feature and thus also change
the scatter signal (and BRDF) without any corre-
sponding changes in the scattering feature. Clearly
this is unacceptable if the object is to characterize the
defect with scatter measurements. The solution is to
define another quantification term, known as the
differential scattering cross-section (DSC), where the
normalization is the incident intensity at the feature
(the units for DSC are area/steradian). Because this
was not done in terms of radiometric units at the time
it was defined, the cosine of the polar scattering angle
is not in the definition. The same geometrical

definitions, found in Figure 1, also apply for the DSC:

DSC ¼
Ps=V

Ii
½3�

If the DSC is integrated over the solid angle
associated with a collection aperture then the value
has units of area. Because relatively small area
focused laser beams are often used as a source, area
is most commonly given in micrometers squared.

These three scatter parameters, the BRDF, the TIS,
and the DSC, are obviously functions of system
variables such as geometry, scatter direction (both in
and out of the incident plane), incident wavelength
and polarization, as well as feature characteristics. It
is the dependence of the scatter signal on these system
parameters that makes the scatter models useful for
optimizing instrument designs. It is their dependence
on feature characteristics that makes scatter measure-
ment a useful metrology tool.

A key point needs to be stressed. When applied
appropriately, TIS, BRDF, and DSC are absolute
terms, not relative terms. The DSC of a 100 nm PSL
in a given direction for a given source is a fixed value,
which can be repeatedly measured and even accu-
rately calculated from models. The same is true for
TIS and BRDF values associated with surface rough-
ness of known statistics. Scatter measuring instru-
ments, such as particle scanners or lab scatterometers,
can be calibrated in terms of these quantities. As has
already been pointed out, the user of a scanner will
almost always be more interested in characterizing
defects than in the resulting scatter values, but the
underlying instrument calibration can always be
expressed in terms of these three quantities. This is
true even though designers and users may find it
convenient to use other metrics (such as polysterene
latex (PSL) spheres) as a way to relate calibration.

Angle Resolved Scatterometers

The diagram in Figure 2 shows the most common
scatterometer configuration. The source is fixed and
the sample is rotated to the desired incident angle.
The receiver is then rotated about the sample during
scatter measurement. Most commonly, scattero-
meters operate just in the plane of incidence; however,
instruments capable of measuring at virtually any
location in either the reflective or transmissive hemi-
spheres have been built. Although dozens of instru-
ments have been built following this general design,
other configurations are in use. For example,
the source and receiver may be fixed and the
sample rotated so that the scatter pattern moves
past the receiver. This is easier mechanically than
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moving the receiver at the end of an arm, but
complicates analysis because the incident angle and
the observation angle change simultaneously.
Another combination is to fix the source and sample
together, at constant incident angle, and rotate this
unit (about the point of illumination on the sample)
so that the scatter pattern moves past a fixed receiver.
This has the advantage that a long receiver/sample
distance can be used without motorizing a long
(heavy) receiver arm. It has the disadvantage that
heavy (or multiple) sources are difficult to deal with.
Other configurations, with everything fixed, have
been designed that employ several receivers to merely
sample the BSDF and display a curve fit of the
resulting data. This is an economical solution if the
BSDF is relatively uniform without isolated diffrac-
tion peaks. The goniometer section of a real instru-
ment, similar to that of Figure 2, is shown in Figure 3.

Computer control of the measurement is essential
to maximize versatility and minimize measurement
time. The software required to control the measure-
ment plus the display and analysis of the data can be
expected to be a significant portion of total instru-
ment development cost. The following reviews
typical design features (and issues) associated with
the source, sample mount and receiver components.

The source in Figure 2 is formed by a laser beam
that is chopped, spatially filtered, expanded, and
finally brought to a focus on the receiver path. The
beam is chopped to reduce both optical and electronic
noise. This is usually accomplished through the use of
lock-in detection in the electronics package which
suppresses all signals except those at the chopping
frequency. Low noise, programmable gain electronics
are essential to reducing system noise. The reference
detector is used to allow the computer to ratio out
laser power fluctuations and, in some cases, to
provide the necessary timing signal to the lock-in
electronics. Polarizers, wave plates, and neutral
density filters are also commonly placed prior to the
spatial filter. The spatial filter removes source scatter
from the laser beam and presents a point source
which is imaged by the final focusing element, in this
case a mirror, to the detector zero position. Focusing
the beam at this location allows near specular scatter
to be more easily measured. Lasers are convenient
sources, but are not necessary. Broadband sources are
often required to meet a particular application or to
simulate the environment where a sample will be
used. Monochromators and filters can be used to
provide scatterometer sources of arbitrary wave-
length. The noise floors with these tunable incoherent
sources increases as the spectral bandpass is
narrowed, but they have the advantage that the
scatter pattern does not contain laser speckle.

The sample mount can be very simple or very
complex. In principal, six degrees of mechanical
freedom are required to fully adjust the sample. The
order in which these stages are mounted affects the
ease of use (and cost) of the sample holder. In
practice, it often proves convenient to either elimin-
ate, or occasionally duplicate, some of these degrees
of freedom. In addition, some of these axes may be
motorized to allow the sample area to be raster-
scanned to automate sample alignment or to measure
reference samples. As a general rule, the scatter
pattern is insensitive to small changes in incident
angle but very sensitive to small angular deviations
from specular. Instrumentation should be configured
to allow location of the specular reflection
(or transmission) very accurately. Receiver designs
vary, but changeable entrance apertures, bandpass

Laser

Lens
Spatial

filter

Mirror

Goniometer

Chopper

Ref. det.

Sample

Signature
noise

Beam
dump

Receiver

Figure 2 Basic elements of an incident plane scatterometer are

shown.

Figure 3 The author’s scatterometer, which is similar to the

diagram of Figure 2 is shown. In this case a final focusing lens is

introduced to produce a very small illuminated spot on the silicon

wafer sample. The white background was introduced to make the

instrument easier to view.
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filters, lenses, and field stops are generally positioned
in front of the detector.

A serious measurement problem is getting light
scattered by the instrument, called instrument signa-
ture, confused with light scattered by the sample. An
example of instrument signature is shown by the
dotted line in Figure 2, which represents scatter from
the final mirror. The signature is often measured in
the straight through (transmission) direction, multi-
plied by the measured specular reflectance and then
compared to the measured sample BRDF. Another
issue is the fact that the measured BRDF is really the
convolution of the receiver aperture with the actual
(incremental) BRDF. When the scatter signal varies
slowly across the aperture the measurement is
virtually identical to the true BRDF. Near the specular
reflection, or at diffraction peaks, the differences
between the measurement (or convolution) and the
actual (incremental) BRDF can be huge. Measure-
ments made using invisible sources and measure-
ments of curved samples present additional problems.
These problems and the issues of calibration and
accuracy are covered in the Further Reading section
at the end of this article.

TIS Instruments

The two common methods of making TIS measure-
ments are shown in Figures 4 and 5. The first one is
based on a hemispherical mirror (or Coblentz sphere)
to gather scattered light from the sample and image it
onto the scatter detector. The specular beam enters
and leaves the hemisphere through a small circular
hole. The diameter of that hole defines the near
specular limit of the instrument. The reflected beam
(not the incident beam) should be centered in the hole

because the BRDF will be symmetrical about it.
Alignment of the hemispherical mirror is critical, and
not trivial, in this approach. The second approach
involves the use of an integrating sphere. A section of
the sphere is viewed by a recessed detector. If the
detector field of view (FOV) is limited to a section of
the sphere that is not directly illuminated by scatter
from the sample, then the signal will be proportional
to total scatter from the sample. Again, the reflected
beam should be centered on the exit hole. The
Coblentz sphere method presents more signal to the
detector; however, some of this signal is incident on
the detector at very high angles. Thus, this approach
tends to discriminate against high-angle scatter
(which is not a problem for many samples). The
integrating sphere is easier to align, but has a lower
signal to noise ratio (less signal on the detector) and is
more difficult to build in the IR where uniform diffuse
surfaces are harder to obtain. A common mistake
with TIS measurements is to assume that for near
normal incidence, the orientation between source
polarization and sample orientation is not an issue.
TIS measurements made with a linearly polarized
source on a grating at different orientations will
quickly demonstrate this dependence.

TIS measurements can be made very near the
specular reflection by utilizing a diffusely reflecting
plate with a small hole in it. A converging beam is
reflected off the sample and through the hole. Scatter
is diffusely reflected from the diffuse plate to a
receiver designed to uniformly view the plate. The
reflected power is measured by moving the plate so
the specular beam misses the hole and then taking
that measurement. The ratio of the two scatter
measurements gives the TIS. Measurements starting

Figure 4 A diagram showing the Coblentz sphere approach to

TIS measurements used in the early development of scatter

instrumentation.
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Figure 5 More modern TIS instruments make use of an

integrating sphere approach which is easier to align and does not

suffer from problems associated with measuring high-angle

scatter from the sample.
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closer than 0.1 degrees from specular can be made in
this manner and it is an excellent way to check
incoming optics or freshly coated optics for low
scatter.

Analyzing Scatter from
Surface Roughness

The preceding sections have concentrated on obtain-
ing and quantifying accurate scatter data, but that
leaves the question of what to do with it once you have
it. In rare situations you may be given a scatter (BRDF)
specification – such as, the BRDF from the mirror
must be less than 1024 sr21 10 degrees from specular
when measured at a wavelength of 633 nm incident at
5 degrees with an S polarized source. Unfortunately
this is very uncommon. If the issue is limiting scatter
as a noise source, you will probably have to generate
your own specification based on specific system
requirements. More difficult, and often of more
economic value, is the situation where scatter
measurements are being used as a metrology to learn
something about the sample characteristics – like
roughness or defect size and/or type.

The relationship between the measured BRDF
and reflector roughness statistics was a subject of
intense interest from the mid-1970s through the
early 1990s. Dozens of papers, and even some
books, have been written on the subject, and it can
only be outlined here. The relatively easy case of
scatter from roughness on a clean, optically
smooth, front surface reflector was first published
in 1975; however it was several years later before
confirming experiments were completed. The
deceptively simple relationship, based on vector
perturbation theory, is shown below.

BRDF ¼ ð16p2
=l4Þ cos ui cos us QSðfx; fyÞ ½4�

Q is the polarization factor and is determined by the
material constants of the reflector, as well as the system
geometry. In many cases, it is numerically about equal
to the specular reflectance and this approximation is
often justified. Exact expressions are available in the
literature. Sðfx; fyÞ is the surface power spectral density
function (or PSD). It may be thought of as roughness
power (surface height variations squared) per unit
spatial frequency (undulations per unit distance
instead of per unit time). Integration of the PSD over
spatial frequency space results in the mean square
roughness over that band of frequencies. Taking the
square root gives the root mean square roughness (or
rms). Frequencies in both the x and y directions on
the surface are involved and they are defined by the

well-known grating equations as:

fx ¼ ðsin us cos fs 2 sin uiÞ=l and

fy ¼ ðsin us sin fsÞ=l ½5�

Thus eqn [4] becomes a model for surface
roughness that allows BRDF measurement to be
used to find and/or verify surface roughness
specifications. Of course, there are exceptions. If
the ‘clean, optically smooth, front surface reflector’
limitations are violated, then the surface will have
more than just roughness as a source of scatter and
the PSD found from eqn [4] will be too large.
Obtaining the same PSD from BRDF measurements
made at different wavelengths, or different polariz-
ations, is an indication that the surface is scattering
‘topographically’ and the PSD can be found using
this technique. Because some scatter measurements
can be made very rapidly, there are industry
situations where scatter metrology offers a very
fast means of monitoring surface quality.

A little study of eqns [4] and [5] makes it clear that
ranges of spatial frequencies in the PSD correspond
directly to angular ranges of the BRDF. Scatter from a
single spatial frequency corresponds to a single
scatter direction.

Following the above discussion, it becomes clear
why the pioneering integrated (TIS) scatter measure-
ments could be used to produce surface rms values as
indicated by eqn [2]. Unfortunately, the result of
eqn [4] was not available in 1961. Instead eqn [2] was
derived for the special case of a smooth surface with
Gaussian statistics. Nobody was thinking about
spatial bandwidths and angular limits. When striking
differences were found between roughness measure-
ments made by TIS and profilometer, the Gaussian
assumption became the ‘whipping boy,’ and TIS
scatter measurements took an underserved hit. In
fact, integration of eqn [4] results in the TIS result
given in eqn [2] under the generally true small angle
assumption that most of the scatter is close to the
specular reflection. The differences make sense
when the concept of spatial frequency bandwidths
(or appropriate angular limits) is introduced. It
becomes clear that different wavelengths, incident
angles and scatter collection angles will also generate
different rms values (for the same surface) and why so
much confusion resulted following the definition of
TIS in terms of rms roughness. There is no such thing
as a unique rms roughness for a surface, anymore
than there is a single spatial bandwidth for the PSD,
or a single set of angles over which to integrate the
BRDF. TIS measurements and rms measurements
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should always be given with enough information to
determine bandwidth limits.

Measuring and Analyzing Scatter from
Isolated Surface Features

Understanding scatter from discrete surface features
has led to big changes in the entertainment
business (CDs, DVDs, digitized music, and films,
etc.) as well as providing an important source of
metrology for the semiconductor industry as they
develop smaller faster chips for a variety of
modern uses. Thus, just about everybody in the
modern world utilizes our understanding of scatter
from discrete surface features.

On the metrology side, the roughness signals
described in the last section are a serious source of
background noise that limits the size of the
smallest defects that can be found. Discrete surface
features come in a dazzling array of types, sizes,
materials, and shapes – and they all scatter
differently. A 100 nm silicon particle scatters a lot
differently than a 100 nm silicon oxide particle
(even if they have the same shape), and a 100 nm
diameter surface pit will have a different scatter
pattern. Models describing scatter from a variety of
discrete surface features have been developed.
Although many of these are kept confidential for
competitive reasons, NIST offers some models
publicly through a web site.

Confirming a model requires knowing exactly
what is scattering the light. In order to accomplish
this, depositions of PSLs of known size are made
on the surface. Scatter is measured from one or
more spheres. A second measurement of back-
ground scatter is then subtracted and the net BRDF
is converted to DSC units using the known
(measured) illuminated spot size. Measurements of
this type have been used to confirm discrete feature
scatter models. The model is then used to calculate
scatter from different diameters and materials.
Combined with the model for surface roughness
to evaluate system noise, this capability allows
signal to noise evaluation of different defect
scanners designs.

Practical Industrial Instrumentation

Surface defects and particles, smaller than 100 nm
are now routinely found on silicon wafers using
scatter instruments known as particle scanners.
Thousands of these instruments (with price tags
approaching a million dollars each depending on

type and use) are in daily use. These instruments
are truly amazing; they inspect 200 mm wafers at a
rate of one every thirty seconds reporting feature
location, approximate size, and in some cases even
type (pit or particle) by analyzing scatter signals
that last only about 100 nanoseconds. Similar
systems are now starting to be used in the
computer disk industry and flat panel display
inspection of surface features will follow.

Scanners are calibrated with PSLs of different sizes.
Because it is impossible to identify all defect types and
because diameter has little meaning for irregularly
shaped objects, feature ‘size’ is reported in ‘PSL
equivalent diameters.’ This leads to confusing situ-
ations for multiple detector systems, which (without
some software help) would report different sizes for
real defects that scatter much differently than PSLs.
These difficulties have caused industry confusion
similar to the ‘Gaussian statistics/bandwidth limited’
issues encountered before roughness scatter was
understood. The publication of international stan-
dards relating to scanner calibration has reduced the
level of confusion.

Scatter Related Standards

Early scatter related standards for BRDF, TIS,
and PSD calculations were written for ASTM
(the American Society for Testing Materials), but as
the industrial need for these documents moved to the
semiconductor industry, there was pressure to move
the documents to SEMI (Semiconductor Equipment
and Materials Inc.), which is an international
organization. By 2004, the process of rewriting the
ASTM documents in SEMI format was well under-
way in the Silicon Wafer Committee. Topics covered
include: surface defect specification (M35), defect
capture rate (M50), scanner specifications (M52),
scanner calibration (M53), particle deposition
testing (M58), BRDF measurement (ME1392), and
PSD calculation (MF1811). This body of literature
is probably the only place where all aspects
of these related problems are brought together in
one place.

Conclusion

The bottom line is that scatter measurement and
analysis has moved from an art to a working
metrology. Dozens of labs around the world can
now take the same sample and get about the same
measured BRDF from it. Thousands of industrial
surface scanners employing scattered light signals are
in use every day on every continent. In virtually every
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house in the modern world there is at least one
entertainment device that depends on scatter signals.
In short – scatter works.

See also

Scattering: Scattering Theory.
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Introduction

Sp7ectrometers were developed after the discovery
that glass prisms disperse light. Later, it was
discovered that diffraction from multiple, equally
spaced, wires or fibers also dispersed light. About
100 years ago, Huygens proposed his wave theory
of light and Fraunhofer developed diffraction
theory, which allowed scientific development of
diffraction gratings.

These discoveries then led to the development of
spectrometers. Light theory was sufficiently devel-
oped such that spectrometer designs, developed over
100 years ago, are still being used today. These
theories and designs are briefly described along with
comments on how current technology has improved
upon these designs. This is followed by some
examples of imaging spectrometers which have wide
spectral coverage from 450 nm to 14 mm and produce
images of more than 256 spectral bands.

The basic elements of a spectroscopic instrument
are shown in Figure 1. The source, or more usually
an image of the source, fills an entrance slit and
the radiation is collimated by either a lens or
mirror. The radiation is then dispersed, by either a
prism or a grating, so that the direction of
propagation of the radiation depends upon its
wavelength. It is then brought to a focus by a
second lens or mirror and the spectrum consists of
a series of monochromatic images of the entrance
slit. The focused radiation is detected, either by an
image detector such as a photographic plate, or by
a flux detector such as a photomultiplier, in which
case the area over which the flux is detected is
limited by an exit slit. In some cases the radiation
is not detected at this stage, but passes through the
exit slit to be used in some other optical system. As
the exit slit behaves as a monochromatic source,
the instrument can be regarded as a wavelength
filter and is then referred to as a monochromator.

Prisms

The wavelength dependence of the index of refraction
is used in prism spectrometers. Such an optical
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element disperses parallel rays or collimated radiation
into different angles from the prism according to
wavelength. Distortion of the image of the entrance
slit is minimized by the use of planewave illumina-
tion. Even with planewave illumination, the image of
the slit is curved because not all of the rays from the
entrance slit can traverse the prism in its principal
plane. The prism is shown in the position of minimum
angular deviation of the incoming rays in Figure 2. At
minimum angular deviation, maximum power can
pass through the prism. For a prism adjusted to the
position of minimum deviation:

r1 ¼ r2 ¼ Ap=2 ½1�

and

i1 ¼ i2 ¼ ðDp þ ApÞ=2 ½2�

where

Dp ¼ angle of deviation
Ap ¼ angle of prism
r1 and r2 ¼ internal angles of refraction
i1 and i2 ¼ angles of entry and exit.

The angle of deviation, Dp, varies with wavelength.
The resulting angular dispersion is defined as dDp=dl,
while the linear dispersion is dx=dl ¼ F dDp=dl,
where F is the focal length of the camera or imaging
lens and x is the distance across the image plane.

Figure 2 Elementary prism spectrometer schematic. W is the width of the entrance beam; Sp is the length of the prism face; and B

is the prism base length. Reproduced with permission from The Infrared Handbook (1985). Ann Arbor, MI: Infrared Information

Analysis Center.

Figure 1 The basic elements of a spectroscopic instrument. With permission from Hutley MC (1982) Diffraction Gratings, pp. 57–232.

London: Elsevier.
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It can be shown that:

dDp=dl ¼ ½B=W�½dn=dl� ¼ ½dDp=dn�½dn=dl� ½3�

where

B ¼ base length of the prism,
W ¼ width of the illumination beam
n ¼ index of refraction

while

dx=dl ¼ F½B=W�½dn=dl� ½4�

One may define the resolving power, RP, of an
instrument as the smallest resolvable wavelength
difference, according to the Rayleigh criterion,
divided into the average wavelength in that spectral
region. Thus:

RP ¼ l=Dl ¼ ½l=dDp�½dDp=dl�

¼ ½l=dDp�½B=W�½dn=dl� ½5�

The limiting resolution is set by diffraction due to the
finite beamwidth, or effective aperture of the prism,
which is rectangular. Thus:

RP ¼ ½l=ðl=WÞ�½B=W�½dn=dl� ½6�

so that:

RP ¼ B½dn=dl� ½7�

If the entire prism face is not illuminated, then only
the illuminated base length must be used for B.

Littrow showed that aberrations would be mini-
mized by making the angle of incidence equal to the
angle of refraction b (also known as the Littrow
Configuration). Littrow used a plane mirror behind

the prism for a double pass through the prism, as
shown in Figure 3.

Gratings

Rowland is credited with the development of a
grating mount that reduced aberrations in the
spectrogram. He found that a grating ruled on a
concave surface of radius R and locating the entrance
and exit slits on the same radius would give the least
aberrations, as shown in Figure 4. r ¼ R cos a is the
distance to the entrance slit (r) and r1 ¼ R cos b is the
distance to the focal point for the exit slit ðr1Þ:

Rowland showed that:

cos a=R 2 cos2 a=r þ cos b=R 2 cos2 b=r1 ¼ 0 ½8�

One solution to this equation is for a and b to each be
zero and

r ¼ R cos a
and

r1 ¼ R cos b

This condition is met if r and r1 lie on the Rowland
circle.

There are various ways in which the Rowland
circle condition may be satisfied and some of them are
shown in Figure 5. The simplest mounting of all is
that due to Paschen and Runge (Figure 5a) in which
the entrance slit is positioned on the Rowland circle
and a photographic plate (or plates) is constrained to
fit the Rowland circle. Alternatively, for photoelectric
detection, a series of exit slits is arranged around the
Rowland circle each having its own detector. In the
latter case, the whole spectrum is not recorded, only a
series of predetermined wavelengths, but when used
in this ‘polychromator’ form, it is very rugged and

Figure 3 Infrared spectrograph of the Littrow-type mount with a rock salt prism. Reproduced with permission from The Infrared

Handbook (1985) Ann Arbor, MI: Infrared Information Analysis Center.
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convenient for applications such as the routine
analysis of samples of metals and alloys. In this
case, slits and detectors are set up to measure the light
in various spectral lines, each characteristic of a
particular component or trace element.

The oldest concave grating mount is that designed
by Rowland himself and which bears his name
(Figure 5b). In this case, the grating and photographic
plates are fixed at opposite ends of the diameter of the
Rowland circle by a moveable rigid beam. The
entrance slit remains fixed above the intersection of
two rails at right angles to each other and along
which the grating plate holder (or the exit slit) is free
to move. In this way, this entrance slit, grating, and
plate holder are constrained always to lie on the
Rowland circle and it has the advantage that the
dispersion is linear, which is useful in the accurate
determination of wavelengths. Unfortunately, this
mounting is rather sensitive to small errors in the
position of the entrance slit and in the orthogonality
of the rails, and is now very rarely used.

A variation on this mounting was devised by
Abney, who again mounted the grating and the
plate holder on a rigid bar at opposite ends of
the diameter of the Rowland circle (Figure 5c). The
entrance slit is mounted on a bar of length equal to
the radius of the Rowland circle. In this way, the slit
always lays on the Rowland circle, but it had to
rotate about its axis in order that the jaws should
remain perpendicular to the line from the grating to

Figure 5 Mountings of the concave grating: (a) Paschen–Runge; (b) Rowland; (c) Abney; (d) and (e) Eagle; (f) Wadsworth;

(g) Seya–Namioka; (h) Johnson–Onaka. With permission from Hutley MC (1982) Diffraction Gratings, pp. 57–232. London: Elsevier.

Figure 4 The construction of the Rowland Circle. With

permission from Hutley MC (1982) Diffraction Gratings,

pp. 57–232. London: Elsevier.
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the slit. It also had the disadvantage that the
source must move with the exit slit, which could be
inconvenient.

In the Eagle mounting (Figures 5d and 5e), the
angles of incidence and diffraction are made equal, or
very nearly so, as with Littrow mounting for plane
gratings. Optically, this system has the advantage that
the astigmatism is generally less than that of the
Paschen–Runge or Rowland mounting, but on the
other hand, the dispersion is nonlinear. From a
mechanical point of view, it has the disadvantage
that it is necessary with great precision both to rotate
the grating and to move it nearer to the slits in order
to scan the spectrum. However, it does have the
practical advantage that it is much more compact
than other mountings, and this is of particular
importance when we bear in mind the need to enclose
the instrument in a vacuum tank. Ideally, the entrance
slit and exit slit or photographic plate should be
superimposed if we are to set a ¼ b: In practice, of
course, the two are displaced either sideways, in the
plane of incidence as shown in Figure 5, or out of the
plane of incidence, in which case the entrance slit is
positioned below the meridonal plane and the plate
holder just above it, as shown in Figure 5. The out-of-
plane configuration is generally used for spectro-
graphs and the in-plane system for monochromators.
The penalty incurred in going out of plane is that
coma is introduced in the image, and slit curvature
becomes more important. This limits the length of the
ruling that can effectively be used.

The second well-known solution to the Rowland
equation is the Wadsworth mounting (Figure 5f), in
which the incident light is collimated, so r is set
at infinity and the focal equation reduces to
r1 ¼ R cos2 b=ðcos aþ cos bÞ: One feature of this
mounting is that the astigmatism is zero when the
image is formed at the center of the grating blank,
i.e., when b ¼ 0: It is a particularly useful mounting
for applications in which the incident light is
naturally collimated (for example, in rocket or
satellite astronomy, spectroheliography and in work
using synchrotron radiation). However, if the light is
not naturally collimated, the Wadsworth mount
requires a collimating mirror, so one has to pay the
penalty of the extra losses of light at this mirror. The
distance from the grating to the image is about half
that for a Rowland circle mounting which makes the
instrument more compact and, since the grating
subtends approximately four times the solid angle,
there is a corresponding increase in the brightness of
the spectral image.

Not all concave grating mountings are solutions to
the Rowland equation. In some cases, other advan-
tages may compensate for a certain defect of focus.

A particularly important example of this is the
Seya–Namioka mounting (Figure 5g), in which
the entrance slit and exit slit are kept fixed and the
spectrum is scanned by a simple rotation of the
grating (Figure 5g). In order to achieve the optimum
conditions for this mounting, we set a ¼ wþ u and
b ¼ u2 w, where 2w is the angle subtended at the
grating by the entrance and exit slit and u is the angle
through which the grating is turned. The amount of
defocus is given by:

Fðu;w; r; r1Þ ¼ ½cos2ðuþ wÞ=r� þ ½cosðuþ wÞ=R�

þ ½cos2ðu2 wÞ=r1� þ ½cosðu2 wÞ=R�

½9�

and the optimum conditions are those for which
F(u,w,r,r1) remains as small as possible as u is varied
over the required range. Seya set F and three
derivatives of F with respect to u equal to zero for
u ¼ 0 and obtained the result:

w ¼ sin21ð1=
ffiffi
3

p
Þ ¼ 358150 ½10�

and

r ¼ r1 ¼ R cos w ½11�

which corresponds to the Rowland circle either in
zero order or for zero wavelength. In practice, it is
usual to modify the angle slightly so that the best
focus is achieved in the center of the range of interest
rather than at zero wavelength.

The great advantage of the Seya–Namioka mount-
ing is its simplicity. An instrument need consist only
of a fixed entrance and exit slit, and a simple rotation
of the grating is all that is required to scan the
spectrum. It is, in fact, simpler than instruments using
plane gratings. Despite the fact that at the ends of the
useful wavelength range the resolution is limited by
the defect of focus and the astigmatism is particularly
bad, the Seya–Namioka mounting is very widely
used, particularly for medium-resolution rather than
high-resolution work.

A similar simplicity is a feature of the Johnson–
Onaka mounting (Figure 5h). Here again, the
entrance and exit slits remain fixed, but the grating
is rotated about an axis which is displaced from its
center; in this way, it is possible to reduce the change
of focus that occurs in the Seya–Namioka mounting.
The system is set up so that at the center of the desired
wavelength range, the slits and grating lie on the
Rowland circle, as shown in Figure 5h. The optimum
radius of rotation, i.e., the distance GC, was found by
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Onaka to be:

GCopt ¼ ½R sin 1
2 ðaþ bÞ�

�
½1 2 1

2 tanðaþ bÞ

£ ðtan b2 tan aÞ� ½12�

Another non-Rowland spectrometer is the Ebert–
Fastie mount, which mounts the slit, flat grating,
and a detector array in the arrangement shown in
Figure 6. Ebert first developed the design using two
separate concave mirrors, one for collimating the
incident beam and the second to focus the diffracted
spectrum. Fastie used a single but larger concave
mirror, which simplified the mounting structure and
produced a rugged, compact spectrometer that has
been used in rocket flights and space satellite
observatories for astronomical and upper atmos-
pheric applications. The Czerny–Turner mount is
similar to the Ebert mount, except the flat grating is
located in the same plane that contains the entrance
and exit slits.

Advanced Spectrometers

While the above spectrometer designs are still used,
major advances in implementation are now available.
Ray tracing allows the designer to quantify the
aberrations and determine solutions to remove
them. Aspheric optic elements can now be fabricated
to correct aberrations. Gratings can be ruled on
aspherical surfaces to not only disperse the light
beam, but also be an element in the optical design.
Holography has been developed to etch gratings for
use over a wide spectral range and to not only
disperse the light, but also work as an optical element.
Because holographic gratings are chemically etched,

there are no machine burrs to scatter light and the
hologram is free of periodic differences in groove
widths that create ghosts in ruled gratings. Linear and
array photodetectors have replaced film. An advan-
tage of film was its ability to fit curved focal planes.
Photodetectors are etched into flat wafers of the
photodiode material. To adapt flat arrays to a curved
focal plane, fiber optic face plate couplers have been
ground on one side to match the focal plane curvature
and the flat back side is either optically coupled to the
detector or closely coupled for proximity focusing.
The photodetector arrays are available in multiple
materials to cover the spectral range, from soft X-rays
to the thermal infrared. Often cooling is required to
obtain low noise. They are now available with
sensitivities never reached with film and the ease of
coupling the output data to a computer for real-time
analysis has taken much of the labor out of analyzing
the spectrograph. Another advance is precision motor
drives with precision motion sensors, some using laser
interferometry, to provide feedback on automated
movement of gratings, slits, and detectors as a
spectrometer cycles through its wavelength range.

Imaging Spectrometers

Spectrometers that image the spectral characteristics
in each pixel of the image to form a data cube, as
shown in Figure 7, are named imaging spectrometers,
and if the spectra have high resolution and blocks of
consecutive neighbors, then the data are called
hyperspectral. Imaging spectrometers have several
applications that range from medical to remote
sensing of land use and environment. This article
will cover examples for remote sensing imaging
spectrometers which require spectral coverage in
all of the atmospheric windows from the UV to
thermal IR.

Imaging spectrometers require a combination of
spectrometers, light collecting optics, and scan
mechanisms to scan the instantaneous field of view
of the spectrometer over a scene. Remote sensing of
the Earth applications requires an aerial platform.
Either a helicopter, an aircraft, or orbital space
satellites are used. The platform motion is used as
part of the scanning process so that the optics image a
single point on the ground so that a scanner (called a
line scanner) scans a long line that is cross tracked to
the platform motion. Or, the optics image a slit that is
parallel to the platform track that covers many scan
lines and a scanner moves the slit cross track to the
platform motion. This scanner is called a whisk-
broom scanner. Or, the optics image a large slit so no
scan mechanism is needed other than the platform

Figure 6 Ebert mounting of the plane grating designed by

Fastie. ‘Sl’ is the entrance slit; G is the grating; M is the concave

mirror; and P is the photographic plate. The horizontal section is at

the top and the vertical section is at the bottom. Reproduced with

permission from The Infrared Handbook (1985) Ann Arbor, MI:

Infrared Information Analysis Center.
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motion to form an image. This scanner is called a
pushbroom scanner.

One important requirement is that all spectral
measurements of a pixel be coregistered. Most
airborne imaging spectrometers use a common
aperture for a line scanner, or a slit for whisk and

pushbroom scanners, so that platform instability
from pitch roll and yaw and from inability to fly in
a straight line do not compromise the coregistration
of spectral data on each pixel. The image data may
require geometric correction, but the spectral data are
not compromised.

Figure 7 Hyperspectral Data Cube. Hyperspectral imagers divide the spectrum into many discrete narrow channels. This fine

quantization ofn spectral information on a pixel by pixel basis enables researchers to discriminate the individual constituents in an area

much more effectively. For example, the broad spectral bands of a multispectral sensor allow the user only to coarsely discriminate

between areas of deciduous and coniferous forest, plowed fields, etc., whereas a hyperspectral imager provides characteristic

signatures which can be correlated with specific spectral templates to help determine the individual constituents and possibly even

reveal details of the natural processes which are affecting them.

Figure 8 Multispectral infrared and visible imaging spectrometer optical schematic.
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There is one other type of imaging spectrometer
that uses a linear variable filter (also known as a
wedge filter) over a 2D array of photodetectors. Each
image contains a different spectral band over each
row of pixels so that each frame images a scene with a
different spectral band over each row of pixels. The
array is oriented so the rows of spectral bands are
perpendicular to the flight track. After the platform

motion moves over one ground pixel, the whole array
is read out and the frame is shifted one row of pixels
so the second frame adds a second spectral band to
each row imaged in the first frame. This frame
stepping is carefully timed to the platform velocity
and is repeated until each row of pixels is imaged in
all spectral bands. This type of imaging spectro-
meter has been flown in aircraft and satellites.
In aircraft, the platform motion corrupts the coregis-
tration of the spectrum in each pixel. Extensive
ground processing is required to geometrically correct
each frame to improve spectral coregistration. This
is a difficult task and this type of imaging spectro-
meter has lost favor for airborne use. Stabilized
satellites have been a better platform and the wedge
type of imaging spectrometer has been used success-
fully in space.

As examples of airborne and ground-based
imaging spectrometers, a line scanner imaging

Table 1 MIVIS physical properties

Height Width Deptha Weight

in cm in cm in cm lbs kg

Scan head 26.5 67.0 20.6 52.0 28.1 71.0 220 100

Electronics 40.0 102.0 19.0 48.3 24.0 61.0

Total system

weight (approx.)

460 209

aNot including connectors or cable bends.

Table 2 MIVIS spectral coverage (mm)

OPTICAL PORT 1 OPTICAL PORT 3 OPTICAL PORT 4

CH # Band Edges CH # Band Edges CH # Band Edges CH # Band Edges

Lower Upper Lower Upper Lower Upper Lower Upper

1 0.43 0.45 29 2.000 2.008 61 2.250 2.258 93 8.20 8.60

2 0.45 0.47 30 2.008 2.016 62 2.258 2.266 94 8.60 9.00

3 0.47 0.49 31 2.016 2.023 63 2.266 2.273 95 9.00 9.40

4 0.49 0.51 32 2.023 2.031 64 2.273 2.281 96 9.40 9.80

5 0.51 0.53 33 2.031 2.039 65 2.281 2.289 97 9.80 10.20

6 0.53 0.55 34 2.039 2.047 66 2.289 2.297 98 10.20 10.70

7 0.55 0.57 35 2.047 2.055 67 2.297 2.305 99 10.70 11.20

8 0.57 0.59 36 2.055 2.063 68 2.305 2.313 100 11.20 11.70

9 0.59 0.61 37 2.063 2.070 69 2.313 2.320 101 11.70 12.20

10 0.61 0.63 38 2.070 2.078 70 2.320 2.328 102 12.20 12.70

11 0.63 0.65 39 2.078 2.086 71 2.328 2.336

12 0.65 0.67 40 2.086 2.094 72 2.336 2.344

13 0.67 0.69 41 2.094 2.102 73 2.344 2.352

14 0.69 0.71 42 2.102 2.109 74 2.352 2.359

15 0.71 0.73 43 2.109 2.117 75 2.359 2.367

16 0.73 0.75 44 2.117 2.125 76 2.367 2.375

17 0.75 0.77 45 2.125 2.133 77 2.375 2.383

18 0.77 0.79 46 2.133 2.141 78 2.383 2.391

19 0.79 0.81 47 2.141 2.148 79 2.391 2.398

20 0.81 0.83 48 2.148 2.156 80 2.398 2.406

OPTICAL PORT 2 49 2.156 2.164 81 2.406 2.414

21 1.15 1.20 50 2.164 2.172 82 2.414 2.422

22 1.20 1.25 51 2.172 2.180 83 2.422 2.430

23 1.25 1.30 52 2.180 2.188 84 2.430 2.438

24 1.30 1.35 53 2.188 2.195 85 2.438 2.445

25 1.35 1.40 54 2.195 2.203 86 2.445 2.453

26 1.40 1.45 55 2.203 2.211 87 2.453 2.461

27 1.45 1.50 56 2.211 2.219 88 2.461 2.469

28 1.50 1.55 57 2.219 2.227 89 2.469 2.477

58 2.227 2.234 90 2.477 2.484

59 2.234 2.242 91 2.484 2.492

60 2.242 2.250 92 2.492 2.500
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spectrometer and a ground-based scanned push
broom scanner are described below.

MIVIS (multispectral infrared and visible imaging
spectrometers) hyperspectral scanner developed by
SenSyTech Imaging Group (formerly Daedalus Enter-
prises) for the CNR (Consiglio National Researche)
of Italy is a line scanner imaging spectrometer. The
optical schematic is shown in Figure 8. A rotating 458
mirror scans a line of pixels on the ground. Each pixel
is collimated by a parabolic mirror in a Gregorian
telescope mount. The collimated beam is reflected by
a Pfund assembly to an optical bench that houses four
spectrometers. An aperture pinhole in the Pfund
assembly defines a common instantaneous field of
view for each pixel. The collimated beam is then split
off with either thin metallic coated or dielectric

coated dichroics to four spectrometers. The thin
metallic mirrors reflect long wavelengths and trans-
mit short wavelengths. The multiple dielectric layers
cause interference such that light is reflected at short
wavelengths and transmitted at long wavelengths.
After splitting off four wide bands (visible, near
infrared, mid-wave infrared, and thermal infrared)
each band is dispersed in its own spectrometers.

The wavelength coverage for each spectrometer is
based on the wavelength sensitivity of different
photodetector arrays. The visible spectrometer uses
a silicon photodiode array; the near infrared spec-
trometer, an InGaAs array, the mid-infrared a InSb
array and the thermal infrared, a MCT (mercury
doped cadmium teluride) photo-conductor array.
Note the beam expander in spectrometer 3 for the

Table 3 LAFS technical specifications

Spatial resolution 1.0 mrad IFOV vertical and horizontal (square pixels). Optical lens for 0.5 mrad IFOV

Spatial coverage 158 TFOV horizontal, nominal. A second, 7.58 TFOV, is an option

Focus range 50 to infinity

Spectral resolution 5.0 nm per spectral channel, sampled at 2.5 nm interval

Spectral range 400–1100 nm

Dynamic range 8 bit (1 part in 256)

Illumination Solar illumination ranging from 10:00 a.m. to 2:00 p.m. under overcast conditions to full noon sunshine

Acquisition time 1.5 sec for standard illuminations. Option for longer times for low light level conditions

Viewfinder Near real time video view of the scene

Calibrations Flat fielding to compensate for CCD variations in responsivity. Special calibration

Data displays Single band imagery, selectable Waterfall Chart (one spatial line by spectral, as acquired by the CCD).

Single pixel spectral display

Data format Convertible to format compatible with image processors

Data storage Replaceable hard disc, 14 data cubes/disk

Figure 9 LAFS system block diagram.
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mid-infrared (IR). Since wavelength resolution
increases with the size of the illuminated area of a
diffraction grating a beam expander was needed to
meet the specified mid-IR resolution.

The physical characteristics of MIVIS are given in
Table 1 and the spectral coverage in Table 2.

An example of a push broom imaging spectrometer
is the large area fast spectrometer (LAFS), which is a
field portable, tripod mounted, imaging spectrometer.
LAFS uses a push broom spectrometer with a
galvanometer driven mirror in front of the entrance
slit. The mirror is stepped to acquire a 2D image
£ 256 spectral bands data cube.

LAFS was developed for the US Marine Corps
under the direction of the US Navy Coastal Systems
Station of the Dahlgren Division. The technical
specifications are shown in Table 3. Various concepts
for the imaging spectrometer were studied and the

only concept that could meet the above specification
was a Littrow configuration grating spectrometer that
imaged one line in the scene and dispersed the spectra
perpendicular to the line image onto a CCD array. A
galvanometer mirror stepped the line image over the
scene to generate a spectral image of the scene. A
block diagram of LAFS is shown in Figure 9 and a
photograph of the prototype in Figure 10. Figure 11 is
a photograph of the optical head. Data from a single
frame are stored in computer (RAM) memory then
transferred to a replaceable hard disk for bulk
storage. Data are collected in a series of 256 CCD
frames and each CCD frame has a line of 256 pixels
along one axis and 256 spectral samples along the
second axis. The 256 CCD frames constitute a data
cube as shown in Figure 12. This does not allow field
viewing of an image in a single spectral band. Earth
Viewe software is used in the field portable computer

Figure 10 LAFS.
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Figure 11 LAFS optical head.

Figure 12 Arrangement of image memory and construction of image displays.

334 INSTRUMENTATION / Spectrometers



to reorder the data cube into 256 spatial images, one
for each spectral band as shown in Figure 12.

The prototype is packaged in two chassis, a com-
pact optical head and a portable electronic chassis.
The size, weight, and power are shown in Table 4.

LAFS was designed to also work as an airborne
imaging spectrometer. The framing mirror can be
locked so it views a scene directly below the aircraft
(push broom mode) or the mirror can be programmed
to sweep a 256 lines cross track to the aircraft flight
path (whisk broom mode). In the whisk broom mode,
the scan mirror rotation arc can be increased for a
wider field of view than in the push broom mode.
LAFS illustrates the decrease in size, weight, and
power of a push broom imaging spectrometer that
results from a 256 £ 256 pixel array rather than
single pixel line arrays of a line scanner. The array
increases integration time of a line by a factor of
256, which allows longer detector integration
dwell time on each pixel and thus smaller light
collecting optics.

List of Units and Nomenclature

Data cube Multiple images of a scene in many
spectral bands. The spectra of each
pixel can be obtained by plotting
the spectral value on the same pixel
in each spectral band image.

Pixel An image point (or small area)
defined by the instantaneous-field-
of-view of either the optics, entrance
aperture or slit, and the detector
area, or by some combination of
these components. A pixel is the
smallest element in a scene that is
resolved by the imaging system.

Instantaneous-
field-of-view
(IFOV)

The IFOV is used in describing
scanners to define the size of the
smallest field-of-view (usually in
milliradians or microradians) that
be resolved by a scanner system.

Field-of-view The total size in angular dimensions
of a scanner or imager.

Hyperspectral A data cube with many (.48)
spectral bands.

Line scanners An optical/mechanical system that
scans one pixel at a time along a
line of a scene.

Whisk broom An optical/mechanical system that
scans two or more lines at a time.

Push broom An optical system that images a
complete line at a time.

See also

Diffraction: Diffraction Gratings; Fraunhofer Diffraction.
Fiber Gratings. Geometrical Optics: Prisms. Imaging:
Hyperspectral Imaging; Interferometric Imaging. Inter-
ferometry: Overview. Modulators: Acousto-Optics. Opti-
cal Materials: Color Filters and Absorption Glasses.
Semiconductor Materials: Dilute Magnetic Semiconduc-
tors; Group IV Semiconductors, Si/SiGe; Large Gap II–VI
Semiconductors; Modulation Spectroscopy of Semicon-
ductors and Semiconductor Microstructures. Spec-
troscopy: Fourier Transform Spectroscopy; Raman
Spectroscopy.
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Introduction

In a broad sense, telescopes are optical instruments
which provide an observer with an improved view of
a distant object, where improved may be defined in
terms of magnification, angular resolution, and light
collecting power. Historically, the invention of the
telescope was a breakthrough with an enormous
impact on fundamental sciences (physics, astron-
omy), and, as a direct consequence, on philosophy;
but also on other technological, economical, political,
and military developments. It seems that the first
refractive telescopes were built in the Netherlands
near the end of the sixteenth century by Jan
Lipperhey, Jakob Metius, and Zacharias Janssen.
Based on reports of those first instruments, Galileo
Galilei built his first telescope, which was later named
after him, and made his famous astronomical
observations of sunspots, the phases of Venus,
Jupiter’s moons, the rings of Saturn, and his discovery
of the nature of the Milky Way as an assembly of very
many stars. The so-called astronomical telescope was
invented by Johannes Kepler, who in 1611 also
published in Dioptrice the theory of this telescope.
The disturbing effects of spherical and chromatic
aberrations were soon realized by astronomers,
opticians, and other users, but it was not before
Moor Hall (1792) and John Dollond (1758) that at

least the latter flaw was corrected for by introducing
the achromat. Later, the achromat was significantly
improved by Peter Dollond, Jesse Ramsden, and
Josef Fraunhofer. The catadioptric telescope was
probably introduced by Lenhard Digges (1571) or
Nicolas Zucchius (1608). In 1671, Sir Isaac
Newton was the first to use a reflector for astronom-
ical observations. Wilhelm Herschel improved this
technique and began in 1766 to build much
larger telescopes with mirror diameters up to
1.22 m. When, in the nineteenth century, the conven-
tional metal mirror was replaced by glass, it was
Léon Foucauld (1819–1868) who applied a
silver coating in order to improve the reflectivity of
its surface.

Modern refractors can be built with superb apo-
chromatic corrections, and astronomical reflectors
have advanced to mirror diameters of up to 8.4 m
(monolithic mirror), and 10 m (segmented mirror).

While the classical definition of a telescope involves
an observer, i.e., the eye, in modern times often
electronic detectors have replaced human vision. In
the following, we will, therefore, use a more general
definition of a telescope as an optical instrument,
whose purpose is to image a distant object, either in a
real focal plane, or in an afocal projection for the
observation by eye.

Basic Imaging Theory

In the most simple case, a telescope may be
constructed from a single lens or a single mirror,
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creating a real focal plane. Let us, therefore,
introduce some basic principles of imaging using
optical elements with spherical surfaces.

Refraction at a Spherical Surface

Figure 1 shows an example of refraction at a
spherical surface. A ray emerging from object O
hits the surface between two media of refractive index
n and n0 at point P. After refraction, the ray continues
at a deflected angle 10 towards the normal and
intersects the optical axis at point O0. In the ideal
case, all rays emerging from O at different angles s

are collected in O0, thus forming a real image of
object point O in O0. In the paraxial approximation,
we have sin s ¼ tan s ¼ s; and p < 0: In triangle (O,
O0, P): s 0 2 s ¼ i 2 i 0: Using Snell’s law ni ¼ n0i 0;
we obtain:

s 0 2 s ¼ i 0
n0 2 n

n
½1�

Since f ¼ s 0 þ i 0; and in the paraxial approximation:

s 0n0 2 sn ¼ fðn0 2 nÞ ½2�

h

s0
n0 2

h

s
n ¼

h

r
ðn0 2 nÞ ½3�

we obtain finally:

n0

s0
2

n

s
¼

n0 2 n

r
½4�

For an object at infinity, where s ¼ 1; s0 becomes the
focal distance f 0:

f 0 ¼ r
n0

n0 2 n
and ~f ¼ 2r

n

n0 2 n
½5�

Lenses

Combining two or more refractive surfaces, as in the
preceding section, allows us to describe a single lens
or more complex optical systems with several lenses
in series. For a single lens in air, we just give the lens
equation (without deriving it in detail):

s02ðF
0Þ ¼

1

n 2 1

r2½nr1 2 ðn 2 1Þd�

ðn 2 1Þd þ nðr2 2 r1Þ
½6�

where d is the lens thickness, measured between the
vertices of its surfaces, r1, r2 are the radii of the
surfaces, n the index of refraction of the lens material,
and s02ðF

0Þ the distance of the object image from the
vertex of the last surface, facing the focal plane.

The back focal distance is given by:

f 0 ¼
1

n 2 1

nr1r2

ðn 2 1Þd þ nðr2 2 r1Þ
½7�

An important special case is where the lens thickness
is small compared to the radii of the lens surfaces, i.e.,
when d p lr2 2 r1l: In this case we can neglect the
term of ðn 2 1Þd and write:

f 0 ¼
1

n 2 1

r1r2

ðr2 2 r1Þ
½8�

Reflection at a Spherical Surface

Let us now consider the other simple case of imaging
object O into O0 by reflection from the concave
spherical surface, as depicted in Figure 2. In the
paraxial case, we have:

s ¼ y=s; i ¼ f2 s; s 0 ¼ y=s0;

i 0 ¼ f2 s 0
; f ¼ y=r

½9�

Figure 1 Refraction at a spherical surface between media with refractive indices n and n 0:

INSTRUMENTATION / Telescopes 337



With i ¼ 2i 0; we obtain:

1

s0
2

1

s
¼ 2

2

r
½10�

Again, with s ¼ 1; the focal length becomes:

f 0 ¼ 2
r

2
½11�

In what follows, we will now assume that the distance
of the object is always large (1), which, in general, is
the situation when a telescope is employed. The
image is formed at a surface defined by O0, ideally
a focal plane (paraxial case). We will consider
deviations from the ideal case below.

Simple Telescopes

As we have observed above, a telescope is in principle
nothing but an optical system, which images an object
at infinity. In the most simple case, a lens with positive
power or a concave mirror will satisfy this condition.
The principle of a refractor and a reflecting telescope
is shown in Figures 3 and 4. In both cases, parallel
light coming from the distant object is entering
through the entrance pupil, experiences refraction
(reflection) at the lens (mirror), respectively, and is
converging to form a real image in the focal plane.

Two point sources, for example two stars in the
sky, separated by an angle d; will be imaged in the
focal plane as two spots with separation Dy: When f is

the focal length of the telescope, we therefore have:

tan d ¼
Dy

f
½12�

The so-called plate scale m of the telescope in units
of arcsec/mm is given by:

m ¼ 3600 atan
1

f
ðf in mmÞ ½13�

In the case of the refractor, we have also shown an
eyepiece, illustrating that historically the instrument
was invented to enhance the human vision. The eye is
located at the position of the exit pupil, thus receiving
parallel light, i.e., observing an object at infinity,
however (i) with a flux which is increased by a factor
A; given by the ratio of the area of the telescope
aperture with diameter D to the area of the eye’s pupil
d with A ¼ ðD=dÞ2; and (ii) with a magnification M of
the apparent angle between two separate objects at
infinity, which is given by the ratio of the focal lengths
of the objective and the eyepiece:

G ¼
fobj

focl

½14�

The magnification can also be expressed as the ratio
of the diameters of the exit pupil and the entrance
pupil:

G ¼
Dexpup

Denpup

½15�

The first astronomical telescopes with mirrors were
equipped with an eyepiece for visual observation. The
example in Figure 4 shows a configuration which is
more common nowadays for professional astronom-
ical observations, using a direct imaging detector
in the focal plane (photographic plate, electronic
camera).

Aberrations

Reflector Surfaces

We shall now study the behavior of a real telescope
beyond the ideal in the case of a reflector. Figure 5
shows the situation of a mirror, imaging an on-axis

Figure 3 Refractor, astronomical telescope for visual observations with eyepiece (Kepler telescope).

Figure 2 Reflection at a spherical surface with radius r :
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object at infinity into focus at point O0. With Fermat’s
principle, the optical paths of all rays forming the
image must have identical length l. For all j; we must
satisfy:

Zj þ f ¼ l ½16�

From the geometry in Figure 5, we find also:

y2
i þ ðf 2 ZjÞ

2 ¼ l2 ½17�

Combining eqns [16] and [17], we obtain the
equation for a surface which satisfies the condition
for perfect on-axis imaging:

y2 ¼ 24fz ½18�

Obviously only a paraboloid is capable of fulfilling
the condition for all rays parallel to the optical axis at
whatever separation y. Also, we see that spherical
mirrors are less than ideal imagers: rays at increasing
distance y from the axis will suffer from increasing
path length differences. The effect is called spherical
aberration. We will investigate aberrations more
quantitatively further below.

Elementary axisymmetrical surfaces can be
expressed as follows, with parameter C being the

conic constant:

y2 2 2Rz þ ð1 þ CÞz2 ¼ 0 ½19�

and the following characteristics:

C . 0 ellipsoidal; prolate

C ¼ 0 spherical

21 , C , 0 ellipsoidal; oblate

C ¼ 21 paraboloidal

C , 21 hyperboloidal

Let us now leave the paraxial approximation and
determine the focal length of rays which are parallel
to, but further away at a distance y from the optical
axis. Figure 5 shows the relevant geometrical
relations. The intersection of the reflected ray with
the optical axis at distance f from the vertex can be
found from:

f ¼ z þ ðf 2 zÞ where
y

f 2 z
¼ tanð2iÞ ½20�

We use the slope of the tangent in point P:

dz

dy
¼ tan i ½21�

differentiate eqn [19] to get:

dz

dy
¼

y

R 2 ð1 þ CÞz0
½22�

use the trigonometrical relation:

tan 2f ¼
2 tan f

1 2 tan2f
½23�

and substitute for tanð2iÞ in eqn [20] to obtain:

f ¼
R

2
þ

ð1 2 CÞz

2
2

y2

2ðR 2 ð1 þ CÞzÞ
½24�

In order to express eqn [24] solely in terms of y, we
rewrite eqn [19]:

z ¼
R

1 þ C

0
@

1 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2

y2

R2
ð1 þ CÞ

s 1
A

½25�

Expanding z in a series and neglecting any orders
higher than 6:

z ¼
y2

2R
þ ð1 þ CÞ

y4

8R3
þ ð1 2 CÞ3

y6

16R5
½26�

Figure 5 Imaging an object at infinity with reflector.

Figure 4 Reflector, astronomical telescope with prime focus

imager.
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we obtain finally:

f ¼
R

2
2

1 þ C

4R
y2 2

ð1 þ CÞð3 þ CÞ

16R3
y4 ½27�

.

Transverse Spherical Aberration

Obviously, for any C – 21; rays of different distance
y to the optical axis are focused at different focal
lengths f (spherical aberration). The net effect for a
distant point source is that the image is blurred,
rather than forming a sharp spot. The lateral
deviation of nonparaxial rays intersecting the nom-
inal focal plane at f0 ¼ R=2 is described by the
transverse spherical aberration Atr (Figure 6):

Atr;sph ¼
y

f 2 z
ðf0 2 f Þ ½28�

Using eqns [19] and [27], one obtains:

Atr;sph ¼2
1þC

2R2
y3 þ

3ð1þCÞð3þCÞ

8R4
y5 þ · · · ½29�

Angular Spherical Aberration

It is sometimes more convenient to consider the
angular spherical aberration, since a telescope is
naturally measuring angles between objects at infin-
ity. To this end, we compare an arbitrary reflector
surface according to eqn [19] with a reference
paraboloid, which is known to be free of on-axis
spherical aberration (Figure 7). For any given ray, we
observe how the reflected ray under study is tilted

towards the reference ray, which would be reflected
from the ideal surface of the paraboloid. While the
former is measured under an exit angle of 2i towards
the optical axis (see Figure 5), we designate the latter
2ip: The angular spherical aberration is defined as the
difference of these two angles:

Aang;sph ¼ 2i 2 2ip ¼ 2ði 2 ipÞ ½30�

Again, we can use the slope of the tangent to
determine the change of angles i ! ip:

Aang;sph ¼ 2

 
dz

dy
2

dzp

dy

!
¼ 2

d

dy
Dz ½31�

It is, therefore, sufficient to consider the difference
in z between the surface under study and the

Figure 6 Transverse spherical aberration.

Figure 7 Angular aberration determined with reference to a

paraboloid.
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reference paraboloid. From eqn [26], we obtain as an
approximation to third order:

Aang;sph ¼ 2ð1 þ CÞ
y3

R3
½32�

Aberrations in the Field

Since the use of a telescope exclusively on-axis would
be somewhat limited, let us finally investigate the
behavior under oblique illumination, i.e., when an
object at infinity is observed under an angleQ towards
the optical axis of the system. This will allow us to
assess aberrations in the field. For simplicity, we are
considering a paraboloid, remembering that on-axis
the system is free of spherical aberration. Again, we are
employing an imaginary reference paraboloid which is
pointing on-axis towards the object at angle Q

(Figure 8). Its coordinate system (O0, z0, y0) is displaced
and tilted with regard to the system under study
(O, z, y). One can show that the offsetDz, which is used
to derive the angular aberration in the same way as
above, is given by:

2Dz ¼ a1

y3Q

R2
þ a2

y2Q2

R
þ a3yQ3 ½33�

The angular aberration in the field is then:

Aang; f ¼ 3a1

y2Q

R2
þ 2a2

yQ2

R
þ a3Q

3 ½34�

The coefficients are called:

a1: coma

a2: astigmatism

a3: distortion

Chromatic Aberration

So far we have only considered optical aberrations of
reflecting telescopes. Spherical aberration in the case
of a lens is treated in analogous ways and will not be
discussed again. However, the wavelength depen-
dence of the index of refraction in optical media
(dispersion) is an important factor and gives rise to
chromatic aberrations which are only encountered in
refractive optical systems. We can distinguish two
principal effects in the paraxial approximation:
(i) longitudinal chromatic aberration, resulting in
different axial image positions as a function of
wavelength; and (ii) lateral chromatic aberration,
which can be understood as an aberration of the
principal ray as a function of wavelength, leading to a
varying magnification as a function of wavelength
(plate scale in the case of a telescope).

As an example, let us determine the wavelength
dependence of the focal length of a single thin lens.
Opticians are conventionally using discrete wave-
lengths of spectral line lamps of different chemical
elements, e.g., the Mercury e line at 546.1 nm,
Cadmium F 0 480.0 nm, or Cadmium C 0 643.8 nm,
covering more or less the visual wavelength range of
the human eye. Differentiation of eqn [8] yields for
the wavelength of e:

f 0

dn
¼ 2

1

ðne 2 1Þ2
r1r2

r2 2 r1

½35�

Substituting

r1r2

r2 2 r1

¼ f 0eðne 2 1Þ ½36�

we get:

df 0 ¼ 2
dn

ne 2 1
f 0e ½37�

Replacing the differential by the differences
Df 0 ¼ f 0F 0 2 f 0C 0 and Dn ¼ nF 0 2 nC 0 ; then:

f 0F 0 2 f 0C 0 ¼ 2
nF0 2 nC 0

ne 2 1
f 0e ¼ 2

f 0e
ne

½38�

ne is called Abbe’s Number:

ne ¼
ne 2 1

nF 0 2 nC 0

½39�

It is a tabulated characteristic value of dispersion
for any kind of glass and allows one to quickly
estimate the difference in focal length at the
extreme wavelengths F 0 and C 0 when the nominal
focal length of a lens is known as e.Figure 8 Aberration in the field, oblique rays.
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Angular Resolution

In the previous sections, we have exclusively
employed geometrical optics for the description of
telescope properties. With geometrical optics and in
the absence of aberrations, there is no limit to the
angular resolution of a telescope, i.e., there is no
limiting separation angle dlim; below which two
distant point sources can no longer be resolved.
However, real optical systems experience diffraction,
leading to the finite width of the image of a point
source (Airy disk), whose normalized intensity
distribution in the focal plane as a function of radius
r0 from the centroid for the case of a circular aperture
of diameter D can be conveniently described by a
Bessell function (l: wavelength, f 0: focal length of the
objective):

IðrÞ

I0

¼

	
2J1ðnÞ

n


2

where n ¼
pDr 0

lf 0
½40�

The intensity distribution is plotted in Figure 9. The
first four minima of the diffraction ring pattern are
listed in Table 1. Two point sources are defined to be
at the resolution limit of the telescope when the
maximum of one diffraction pattern happens to
coincide with just the first diffraction minimum of
the other one (Figure 9, right). As a rule of thumb, the
angular resolution is of a telescope with diameter D is

given by:

dmin ¼ 1:22
l

D
!

138

D
½41�

the latter in units of arcsec for a wavelength of
550 nm and D in mm.

Types of Telescopes

There are very many different types of telescopes
which were developed for different purposes. In order
to obtain an impression, we will only briefly
introduce a nonexhaustive selection of refractors
and reflectors, which by no means is representative
of the whole. For a more complete overview, the
reader is referred to the literature.

Refractor Objectives

Refractors are first of all characterized by their
objectives. Figure 10 shows a sequence of lenses,
indicating the progress of lens design developments
from left to right. All lenses are groups 2 or 3, designed
to compensate for chromatic aberration through
optimized combinations of crown and flint glasses.
The first lens is a classical C achromat, e.g., using BK7
and SF2 glass, which is essentially the design which
was introduced by Hall and Dollond. It is still a useful
objective for small telescopes, where a residual
chromatic aberration is tolerable. The second lens is
the Fraunhofer E type, which is characterized by an air
gap between the two lenses (BK7, F2), which helps to
optimize the image quality of the system, reducing
spherical aberration and coma. As a disadvantage, the
two additional glass–air interfaces lead to ghost
images (reflected light) and Fresnell losses. The
objective is critical with regard to the alignment of
tip and tilt. The third example is an improved AS type
achromat (KzF2, BK7), which is similar to the E type in

Figure 9 Left: radial intensity distribution of diffraction pattern

(Airy disk). Right: two overlapping point source images with same

intensity at limiting angular separation d:

Table 1 Diffraction minima of airy disk

n nn r 0D/2f 0l

1 3.83 0.61

2 7.02 1.12

3 10.2 1.62

4 13.3 2.12

Figure 10 Different types of refractor objectives, from left to

right: classical C achromat, Fraunhofer E achromat with air gap,

AS achromat, APQ apochromat.
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that it also possesses an air gap, however with an
improved chromatic aberration correction in com-
parison to the Fraunhofer objective. The lenses show a
more pronounced curvature and are more difficult to
manufacture. The beneficial use of KzF2 glass is an
example of the successful research for the develop-
ment of new optical media, which was pursued near
the end of the nineteenth century in a collaboration
between Otto Schott and Ernst Abbé. The last
example is a triplet, employing ZK2, CaF2, and
ZK2. This APQ type of objective is an apochromat,
whose chromatic aberration vanishes at 3 wave-
lengths. It is peculiar for its use of a crystal (calcium
fluoride, CaF2) as the optical medium of the central
lens. The manufacture of the CaF2 lens is critical and
expensive, but it provides for an excellent correction of
chromatic and spherical aberration of this high quality
objective. The triplet is also difficult to manufacture
because of the coefficient of thermal expansion, which
is roughly different by a factor of two between CaF2

and the glass. In order to avoid disrupture of the
cemented lens group, some manufacturers have used
oil immersion to connect the triplet. Since CaF2 not
only has excellent dispersion properties to correct for
chromatic aberration, but also exhibits an excellent
transmission beyond the visual wavelength regime,
this type of lens is particularly useful for applications
in the blue and UV.

Finally, Figure 11 shows the complete layout of an
astrograph, which is a telescope for use with photo-
graphic plates. The introduction of this type of
instrument meant an important enhancement of
astrophysical research by making available a signifi-
cantly more efficient method, compared to the
traditional visual observation of individual stars, one
by one. Using photographic plates, it became possible
to measure position and brightness of hundreds and
thousands of stars, when previously one could
investigate tens. Typical astrographs were built with
apertures between 60 and 400 mm, and a field-of-view
as large as 15 degrees. Despite the growing importance
of space-based observatories for astrometry, some
astrographs are still in use today.

Basic Oculars

While the general characteristics of a refractor are
dominated by the objective, the eyepiece nevertheless

plays an important role for the final appearance to the
observer, with an effect on magnification, image
quality, chromatism, field of view, and other proper-
ties of the entire system. From a large variety of
different ocular types, let us briefly consider a few
simple examples.

The first eyepiece in Figure 12 is the one of the
Kepler telescope, which was already introduced in
Figure 3. It has a quite simple layout with a single lens
of positive power. The lens is located after the
telescope focal plane at a distance which is equal to
the ocular focal length foc. The telescope and the
ocular focal planes are coinciding, and as a result, the
outcoming beam is collimated, forming the system
exit pupil after a distance foc. This is where ideally the
observer’s eye is located. The focal plane is creating a
real image, which is a convenient location for a
reticle. The Kepler telescope is, therefore, a good
tool for measurement and alignment purposes.
We note that the image is inverted, which is relatively
unimportant for a measuring telescope and astron-
omy, but very annoying for terrestrial use.

Figure 12 Elementary eyepieces after Kepler, Galilei,

Huygens, and Ramdsen.Figure 11 Astrograph.
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This latter property has been avoided in the next
example, which is the ocular of the Galilean
telescope, which was built by Galileo and used for
his famous observations of planets and moons in the
solar system. It uses a single lens, but contrary to the
Kepler type with negative power. The lens is located
in the telescope beam in front of the focal plane of the
objective, which means that the exit pupil is virtual
and not accessible to the observer (indicated by
dotted lines in Figure 12). The overall length of the
telescope is somewhat shorter than Kepler’s, however
at the expense of the lack of a real focal plane, so no
reticle can be applied.

The third example is the 2-lens-ocular of Christian
Huygens, who was able to prove with his design that
it is possible to correct paraxially the lateral
chromatic aberration. The eyepiece is still being
built today.

Another elementary ocular is shown in Figure 12,
which is the eyepiece after Ramsden. This system is
also corrected for lateral chromatic aberration. The
real image is formed on the front surface of the second
lens, providing a location for a reticle or a scale for
measuring purposes. The exit pupil is interior to the
ocular. In addition to these selected basic types, there
are many more advanced multilens oculars in use
today, with excellent correction and large field of
view (up to 608).

Reflectors

Let us now describe several basic types of reflectors
(see Figure 13). The first example is the Newton
reflector, which uses a flat folding mirror to create an
accessible exterior focus. It is conceptually simple and
still in use today for amateur astronomy. When the
main mirror is a paraboloid, the spherical aberration
is corrected on the axis of the system.

The second example represents an important
improvement over the simple 1-mirror design of
Newton’s telescope, in that the combination of a
parabolic first mirror (main mirror, M1) with a
hyperbolic secondary mirror (M2) eliminates spheri-
cal aberration, but not astigmatism and coma. The
Cassegrain telescope has a curved focal surface which
is located behind the primary mirror. Due to the onset
of coma and astigmatism, the telescope has a modest
useful field-of-view. Besides the correction properties,
the system has significant advantages in terms of
mechanical size and weight, playing an important role
for the construction of large telescopes. The basic type
of this design has practically dominated the construc-
tion of the classical large astronomical telescopes with
M1 diameters of up to 5 m, and, more recently, the
modern 8–10 m class telescopes. On the practical

side, the external focus of the Cassegrain on the
bottom of the mirror support cell is a convenient
location for mounting focal plane instruments (e.g.,
CCD cameras, spectrographs, and others).

The more common variant of the Cassegrain type,
which was actually used for the design of these
telescopes, is the layout of Ritchey (1864–1945) and
Cretien (1879–1956), which combines two hyper-
bolic mirrors for M1 and M2 (RCC), but otherwise
has the same appearance as the Cassegrain. Besides
spherical aberration, it also corrects for coma, giving
a useful field-of-view of up to 18. Like in the case of
the Cassegrain telescope, the RCC exhibits some
curvature of the focal plane.

Figure 13 Reflectors, from top to bottom: Newton, Cassegrain,

Gregory, Schmidt.
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Our third example is the Gregory reflector, which
also is a 2-mirror system, however with a concave
elliptical secondary mirror. The correction of this
telescope is similar, but somewhat inferior to the one
of the Cassegrain. The use of a concave M2 is
advantageous for manufacture and testing. Never-
theless, the excessive length of the system has
precluded the use of this layout for large astronomical
telescopes, except for stationary beams, for example,
in solar observatories.

The last example is the design put forward by
Bernhard Schmidt (1879–1935) who wanted to
create a telescope with an extremely wide field-of-
view. The first telescope of his new type achieved a
field-of-view of 168 – something which had not been
feasible with previous techniques. The basic idea is to
use a fast spherical mirror, and to correct for spherical
aberration by means of an aspherical corrector plate
in front of the mirror, which also forms the entrance
pupil of the telescope. The focal surface is strongly
curved, making it necessary to employ a detector with
the same radius of curvature (bent photographic
plates), or to compensate the curvature by means
of a field lens immediately in front of the focus.

The presence of the corrector plate and, if used, the
field flattener, gives rise to significant chromatism.
Nevertheless, the Schmidt telescope was a very
successful design and dominated wide-angle survey
work in astronomy for many decades.

Applications

General Purpose Telescopes

According to the original meaning of the Greek
‘tele–skopein’, the common conception of the tele-
scope is the one of an optical instrument, which
provides an enlarged view of distant objects. In
addition, a large telescope aperture, compared to the
eye, improves night vision and observations with
poorly illuminated scenes. There are numerous appli-
cations in nautical, security, military, hunting, and
other professional areas. For all of these applications,
an intuitive vision is important, essentially ruling out
the classical astronomical telescope (Kepler telescope,
see Figure 3), which produces an inverted image.

Binoculars with Porro prisms are among the most
popular instruments with upright vision, presenting a
compact outline due to the folded beam geometry
(Figure 14), but also single tube telescopes with
re-imaging oculars are sometimes used.

Metrology

As we have realized in the introduction, telescopes are
instruments which perform a transformation from
angle of incidence in the aperture to distances from
the origin in the focal plane. If the focal length of the
objective is taken sufficiently long, and a high-quality
eyepiece is used, very small angles down to the arcsec
regime can be visually observed. Telescopes are,
therefore, ideal tools to measure angles to very high
precision.

In Figure 15 we see a pair of telescopes, facing each
other, where one instrument is equipped with a light
source, and the other one is used to observe the first
one. The first telescope is also called a collimator. It
possesses a lamp, a condensor system, a focal plane
mask (usually a pinhole, a crosshair, or some other
useful pattern imprinted on a transparent plate), and
the telescope objective. The focal plane mask is
projected to infinity. It can thus be observed with theFigure 14 Principle of prism binoculars with folded beams.

Figure 15 Collimator and telescope.
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measuring telescope, such that an image of the
collimator mask appears in the telescope focal plane.
Also the telescope is equipped with a mask in its focal
plane, usually with a precision scale or another pattern
for convenient alignment with the collimator mask. If
now the collimator is tilted by a small angle d against
the optical axis of the telescope, the angle of incidence
in the measuring telescope changes by this same
amount, giving rise to a shift of the image by Dx ¼ f
tan d: Note that the measurement is completely
insensitive to parallel shifts between the telescope
and the collimator, since it is parallel light which is
transmitted between the two instruments.

Another special device, which combines the former
two instruments into one, is the Autocollimator. The
optical principle is shown in Figure 16: in principle,
the autocollimator is identical to a measuring
telescope, except that a beamsplitter is inserted
between the focal plane and the objective. The
beamsplitter is used to inject light from the same
kind of light source device as in the normal
collimator. The axis of the folded light source beam
and of the illuminated collimator mask are aligned to
match the focal plane mask of the telescope section:
the optical axis of the emerging beam is identical
to the optical axis of the telescope. Under this
condition, the reflected light from a test object will
be exactly centered on the telescope focal plane mask,
when it is perfectly aligned to normal incidence.
Normally, a high-quality mirror is attached to the
device under study, but sometimes also the test object
itself possesses a plane surface of optical quality,
which can be used for the measurement.

Figure 17 shows schematically an example for such
a measurement, where a mirror is mounted on a
linear stage carriage for the purpose of measuring
the flexure of the stage to very high precision.
With a typical length of <1 m, this task is not
a trivial problem for a mechanical measurement.Figure 16 Autocollimator.

Figure 17 Using an autocollimator to measuring the flexure of a linear stage.
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By measurement with the autocollimator the tilt of
the mirror consecutively for a sufficiently large
number of points xi along the rail, we can now plot
the slope of the rail at each point xi as tan d:

dy

dx
¼ tan d ½42�

Integrating the series of slope values reproduces the
shape of the rail y ¼ f ðxÞ:

Other applications include multiple autocolli-
mation, wedge measurements, and right angle
measurements.

Multiple autocollimation is achieved by inserting a
fixed plane-parallel and semi-transparent mirror

between the autocollimator and the mirror under
study. Light coming from the test mirror will be
partially transmitted through the additional mirror
towards the autocollimator, and partially reflected
back to the test mirror, and so forth. After k
reflections, a deflection of kd is measured, when d is
the tilt of the test mirror.

The wedge angle a of a plane-parallel plate with
refractive index nw is easily measured by observing
the front and back surface reflections from the plate,
keeping in mind that the beam bouncing back from
the rear will also experience refraction in the plate.
If d is the measured angle difference between the two
front and rear beams, then a ¼ d=2nw:

Figure 18 The 80 cm þ 60 cm ‘Great Refractor’ at the Astrophysical Observatory Potsdam. The correction of the 80 cm objective of

this telescope led Johannes Hartmann to the development of the ‘Hartmann Test’, which was the first quantitative method to measure

aberrations. This method is still in use today, and has been further developed to become the ‘Shack-Hartmann’ technique of wavefront

sensing. Courtesy of Astrophysikalisches Institut Potsdam.
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Two surfaces of an object can be tested for
orientation at right angles by attaching a mirror to
surface 1 and observe the mirror with the fixed
autocollimator. In a second step, an auxiliary
pentaprism is inserted into the beam, deflecting the
light towards surface 2, where the mirror is attached
next. If a precision pentaprism is used, any deviation
from right angles between the two surfaces is seen as
an offset between step 1 and 2.

These are only a few examples of the very many
applications for alignment and angle measurements
in optics and precision mechanics.

Without going into much detail, we are just
mentioning that also the theodolite and sextant
make use of the same principle of angular measure-
ments, however without the need of a collimator or
autocollimation.

Astronomical Telescopes

Despite its importance as a measurement and testing
device for optical technology and manufacture as
described in the preceeding paragraph, it is the
original invention and subsequent improvement of
the telescope for Astronomy which is probably the

most fascinating application of any optical system
known to the general public. The historical develop-
ment of the astronomical telescope spans from the
17th century Galileian refractor with an aperture of
just a few centimeters in diameter, over the largest
refractors built for the Lick and Yerkes observatories
with objectives of up to <1 m in diameter (see also
Figures 18–20), the 4 m-class reflectors of the second
half of the 20th century like e.g. the Hale Observatory
5m, the Kitt Peak and Cerro Tololo 4 m, the La Silla
3.6 m, or the La Palma 4.2 m telescopes (to name only
a few), to the current state-of-the-art of 8–10 m class
telescopes, prominent examples being the two
Keck Observatory 10 m telescopes on Mauna Kea
(Hawaii), or the ESO Very Large Observatory
(Paranal, Chile), consisting of four identical 8.2 m
telescopes (Figures 21–24).

This development has always been driven by the
discovery of fainter and fainter celestial objects,
whose quantitative study is the subject of modern
astrophysics, involving many specialized disciplines
such as atom/quantum/nuclear physics, chemistry,
general relativity, electrodynamics, hydrodynamics,
magneto-hydrodynamics, and so forth. In fact,
cosmic objects are often referred to as ‘laboratories’

Figure 19 Pistor & Martin Meridian Circle at the former Berlin

Observatory in Potsdam Babelsberg. The instrument was one of

the finest art telescopes with ultra-high precision for astrometry,

built in 1868. Courtesy of Astrophysikalisches Institut Potsdam.

Figure 20 Architect’s sketch of historical ‘Einsteinturm’ solar

telescope, Astrophysical Observatory Potsdam. The telescope

objective is mounted in the tower structure, facing upward a

siderostat which is mounted inside the dome. The light is focused

in the basement after deflection from a folding mirror on the slit of a

bench-mounted high resolution spectrograph. The telescope

represented state-of-the-art technology at the beginning of the

twentieth century. Courtesy of Astrophysikalisches Institut

Potsdam.
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with extreme conditions of density, temperature,
magnetic field strength, etc., which would be imposs-
ible to achieve in any laboratory on Earth. Except for
particles (neutrinos, cosmic rays), gravitational

waves, and the physical investigation of meteorites
and other solar system material collected by space
probes, telescopes (for the entire wavelength range of
the electromagnetic spectrum) are the only tool to
accomplish quantitative measurements of these cos-
mic laboratories.

In an attempt to unravel the history of the birth
and evolution of the universe, to discover and to
measure the first generation of stars and galaxies,
and to find evidence for traces of life outside of
planet Earth, plans are currently underway to
develop yet another new generation of giant optical
telescopes with apertures of 30–100 m in diameter
(ELT: extremely large telescope). The technological
challenges in terms of precision and stability are
outstanding.

Along with the impressive growth of light collect-
ing area, we must stress the importance of angular
resolution, which has also experienced a significant
evolution over the history of astronomical telescopes:
from <5 arcsec of the Galilei telescope, which
already provided an order of magnitude improvement
over the naked eye, over roughly 1 arcsec of
conventional telescopes in the 20th century, a few
hundredths of an arcsec for the orbiting Hubble Space

Figure 21 The Very Large Telescope Observatory (VLT) on Mt

Paranal, Chile, with VLT Interferometer (VLTI). The four large

enclosures are containing the active optics controlled VLT unit

telescopes, which are operated either independently of each

other, or in parallel to form the VLTI. The structures on the ground

are part of the beam combination optics/delay lines. Courtesy of

European Southern Observatory.

Figure 23 8.2 m thin primary mirror for the VLT. The VLT

design is based on thin meniscus mirrors, made out of

ZERODUR, which have low thermal inertia and which are always

kept at ambient temperature, thus virtually removing the effect of

thermal turbulence (mirror seeing). Seeing is the most limiting

factor of ground-based optical astronomy. The optimized design

of the VLT telescopes has introduced a significant leap forward to

a largely improved image quality from the ground, and,

consequently, improved sensitivity. The thin mirrors are con-

stantly actively controlled in their mounting cells, using numerous

piston actuators on the back surface of the mirror. Another key

technology under development is ‘adaptive optics’, a method to

compensate atmospheric wavefront deformations in real-time,

thus obtaining diffraction limited images. Courtesy of European

Southern Observatory.

Figure 22 Total view of Kueyen, one of four unit telescopes

of the VLT observatory. Courtesy of European Southern

Observatory.
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Telescope (Figure 25), down to milli-arcsec resolution
of the Keck and VLT Interferometers. The develop-
ment of the aforementioned ELTs is thought to be
only meaningful if operated in a diffraction-limited
mode, using the emerging technique of adaptive
optics, which is a method to correct for wavefront
distortions caused by atmospheric turbulence (image
blurr) in real-time.

The combination of large optical/infrared tele-
scopes with powerful detectors and focal plane
instruments (see Instrumentation: Astronomical
Instrumentation) has been a prerequisite to make
astrophysics one of the most fascinating disciplines of
fundamental sciences.

See also

Geometrical Optics: Aberrations. Imaging: Adaptive
Optics. Instrumentation: Astronomical Instrumentation.
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Figure 25 Hubble Space Telescope (HST) in orbit. This 2.4 m

telescope is probably the most productive telescope which was

ever built. Due to the absence of the atmosphere, the telescope

delivers diffraction-limited, extremely sharp images, which have

revealed unprecedented details of stars, star clusters, nebulae

and other objects in the Milky Way and in other galaxies. Among

the most spectacular results, HST has provided the deepest look

into space ever, revealing light from faint galaxies that was emitted

when the universe was only at 10% of its present age. Courtesy of

Space Telescope Science Institute, Baltimore.

Figure 24 Top: spin-cast 8.4 m honeycomb mirror #1 for the

Large Binocular Telescope, the largest monolithic mirror of optical

quality in the world. Shown in the process of applying a protective

plastic coating to the end-polished surface. Bottom: LBT mirror #1,

finally mounted in mirror cell. Courtesy of Large Binocular

Telescope Observatory.
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Introduction

Interferometers are a powerful tool used in numerous
industrial, research, and development applications,
including measuring the quality of a large variety of
manufactured items such as optical components and
systems, hard disk drives and magnetic recording
heads, lasers and optics used in CDs and DVD drives,
cameras, laser printers, machined parts, components
for fiber optics systems, and so forth. Interferometers
can also be used to measure distance, spectra, and
rotations, etc. The applications are almost endless.

There are many varieties of interferometers. Some
interferometers form interference fringes using two
beams and some use multiple beams. Some inter-
ferometers are common path; some use lateral shear;
some use radial shear; and some use phase-shifting
techniques. Examples of the various types are given
below, but first we must give the basic equation for
two-beam interference.

Two-Beam Interference

When two quasi-monochromatic waves interfere, the
irradiance of the interference pattern is given by

I ¼ I1 þ I2 þ 2
ffiffiffiffiffi
I1I2

p
cos½f� ½1�

where the I’s represent the irradiance of the individual
beams and f is the phase difference between the two
interfering beams. The maximums of the interference
occur when f ¼ 2mp; where m is an integer. In most
applications involving interferometers, f is the
quantity of interest since it is related to the quantity

being measured. Figure 1 shows typical two-beam
interference fringes.

There are many two-beam interferometers and we
will now look at a few of them.

Fresnel Mirrors

Fresnel Mirrors are a very simple two beam
interferometer. A beam of light reflecting off two
mirrors, set at a slight angle to one another, will
produce an interference pattern. The fringes are
straight and equally spaced. The fringes become
more finely spaced as the angle between the two
mirrors increases, d increases, and D becomes smaller
(Figure 2).

Plane Parallel Plate

When a monochromatic source illuminates a plane
parallel plate, as shown in Figure 3, the interference

Figure 1 Typical two-beam interference fringes.
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fringes are circles centered on the normal to plate.
The fringes are called Haidinger fringes, or fringes of
equal inclination since, for a given plate thickness,
they depend on the angle of incidence. If the
maximum or minimum occurs at the center, the
radii of the fringes are proportional to the square root
of integers. If the plate has a slight variation in
thickness and it is illuminated with a collimated beam
then the interference fringes are called Fizeau fringes
of equal thickness and they give the thickness
variations in the plate.

Michelson Interferometer

A Michelson interferometer is shown in Figure 4.
Light from the extended source is split into two
beams by the beamsplitter. The path difference can be
viewed as the difference between the mirror M1 and
the image of mirror M2, M20. With the M1 and M20

parallel, the fringes are circular and localized at
infinity. With M1 and M20 at a slight angle, the
interference fringes are straight lines parallel to the
equivalent intersection of the mirrors and localized
approximately at the intersection. When the mirrors
are only a few wavelengths apart, white light fringes

appear, and can be used to determine their
coincidence.

Twyman–Green Interferometer

If a point source is used in a Michelson interferometer
it is generally called a Twyman–Green interfero-
meter. Twyman–Green interferometers are often used
to test optical components such as flat mirrors, curved
mirrors, windows, lenses, and prisms. Figure 5 shows
a Twyman–Green interferometer for the testing of a
concave spherical mirror. The interferometer is
aligned such that the focus of the diverger lens is at
the center of curvature of the spherical mirror. If the
mirror under test is perfect, straight equi-spaced
fringes are obtained. Figure 6 shows two interference
fringes and the relationship between surface height
error for the mirror being tested and fringe deviation.
l is the wavelength of the light.

Fizeau Interferometer

The Fizeau interferometer is a simple device used for
testing optical surfaces, especially flats and spheres

Figure 3 Plane parallel plate interferometer.

Figure 2 Fresnel mirrors.

Figure 4 Michelson interferometer.

Figure 5 Twyman–Green interferometer for testing a concave

spherical mirror.
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(Figure 7). The fringes are fringes of equal thickness.
It is sometimes useful to tilt the reference surface a
little to get several nearly straight interference fringes.
The relationship between surface height error and
fringe deviation from straightness is the same as for
the Twyman–Green interferometer.

Mach–Zehnder Interferometer

A Mach–Zehnder interferometer is sometimes used
to look at samples in transmission. Figure 8 shows a

typical Mach–Zehnder interferometer for looking at
a sample in transmission.

Murty Lateral Shearing
Interferometer

Lateral shearing interferometers compare a wave-
front with a shifted version of itself. While there are
many different lateral shear interferometers, one that
works very well with a nearly collimated laser beam is
a Murty shearing interferometer shown in Figure 9.
The two laterally sheared beams are produced by
reflecting a coherent laser beam off a plane parallel
plate. The Murty interferometer can be used to
measure the aberrations in the lens or it can be used
to determine if the beam leaving the lens is
collimated. If the beam incident upon the plane
parallel plate is collimated a single fringe results,
while if the beam is not perfectly collimated straight
equi-spaced fringes result where the number of fringes
gives the departure from collimation.

Radial Shear Interferometer

Radial shear interferometers compare a wavefront
with a magnified or demagnified version of itself.
While there are many different radial shear

Figure 6 Relationship between surface height error and fringe

deviation.

Figure 7 Fizeau interferometer.

Figure 8 Mach–Zehnder interferometer.

Figure 9 Murty lateral shear interferometer.
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interferometers, one that works very well with a
nearly collimated beam is shown in Figure 10. It is
essentially a Mach–Zehnder interferometer where, in
one arm, the beam is magnified and in the other arm
the beam is demagnified. Interference fringes result in
the region of overlap. The sensitivity of the inter-
ferometer depends upon the amount of radial shear. If
the two interfering beams are approximately the same
size there is little sensitivity, while if the two beams
greatly differ in size there is large sensitivity. Some-
times radial shear interferometers are used test the
quality of optical components.

Scatterplate Interferometer

A scatterplate interferometer, invented by Jim Burch
in 1953, is one of the cleverest interferometers.
Almost any light source can be used and no high-
quality optics are required to do precision interfero-
metry. The critical element in the interferometer is the
scatterplate which looks like a piece of ground glass,
but the important item is that the scattering points
are arranged so the plate has inversion symmetry

as shown in Figure 11. The light that is scattered the
first time through the plate, and unscattered
the second time through the plate, interferes with
the light unscattered the first time and scattered the
second time. The resulting interference fringes show
errors in the mirror under test. This type of
interferometer is insensitive to vibration because it
is what is called a common path interferometer, in
that the test beam (scattered–unscattered) and the
reference beam (unscattered–scattered) travel along
almost the same paths in the interferometer.

Smartt Point Diffraction
Interferometer

Another common path interferometer used for the
testing of optics is the Smartt point diffraction
interferometer (PDI) shown in Figure 12. In the PDI
the beam of light being measured is focused onto
a partially transmitting plate containing a pinhole.
The pinhole removes the aberration from the
light passing through it (reference beam), while
the light passing through the plate (test beam) does
not have the aberration removed. The interference
of these two beams gives the aberration of the lens
under test.

Sagnac Interferometer

The Sagnac interferometer has beams traveling in
opposite directions, as shown in Figure 13. The
interferometer is highly stable and easy to align. If the
interferometer is rotated with an angular velocity
there will be a delay between the transit times of
the clockwise and the counterclockwise beams. For
this reason, the Sagnac interferometer is used in
laser gyros.Figure 10 Radial shear interferometer.

Figure 11 Scatterplate interferometer.
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Fiber Interferometers

Fiber interferometers were first used for rotation
sensing by replacing the ring cavity in the Sagnac
interferometer with a multiloop made of a single-
mode fiber. Fiber-interferometer rotation sensors are
attractive as rotation sensors because they are small
and low-cost.

Since the optical path in a fiber is affected by its
temperature and it also changes when the fiber is
stretched, fiber interferometers can be used as sensors
for mechanical strains, temperature, and pressure.
They can also be used for the measurement of
magnetic fields by bonding the fiber to a magneto-
restrictive element. Electric fields can be measured by
bonding the fiber to a piezoelectric film.

Multiple Beam Interferometers

In general, multiple beam interferometers provide
sharper interference fringes than a two beam inter-
ferometer. If light is reflected off a plane parallel plate
there are multiple reflections. If the surfaces of the
plane parallel plate have a low reflectivity, the higher-
order reflections have a low intensity and the multiple
reflections can be ignored and the resulting inter-
ference fringes have a sinusoidal intensity profile, but if
the surfaces of the plane parallel plate have a high
reflectivity, the fringes become sharper. Figure 14
shows the profile of the fringes for both the reflected

and the transmitted light for different values of surface
reflectivity. Multiple beam interference fringes are
extremely useful for measuring the spectral content of
a source. One such multiple beam interferometer, that
is often used for measuring spectral distributions of a
source, is a Fabry–Perot interferometer that consists
of two plane-parallel plates separated by an air space,
as shown in Figure 15.

Phase-Shifting Interferometry

The equation for the intensity resulting from two-
beam interference, contains three unknowns, the two
individual intensities and the phase difference
between the two interfering beams. If three or
more measurements are made of the intensity of the
two-beam interference as the phase difference
between the two beams is varied in a known manner,
all three unknowns can be determined. This tech-
nique, called phase-shifting interferometry, is an
extremely powerful tool for measuring phase
distributions. Generally the phase difference is

Figure 14 Multiple beam interference fringes for the transmitted

and reflected light for a plane parallel plate.

Figure 15 Fabry–Perot interferometer.

Figure 12 Smartt point diffraction interferometer.

Figure 13 Sagnac interferometer.
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changed by 90 degrees between consecutive measure-
ments of the interference intensity in which case
the three intensities can be written as

Iaðx; yÞ ¼ I1 þ I2 þ 2
ffiffiffiffiffi
I1I2

p
cos

�
fðx; yÞ2 908

�
Ibðx; yÞ ¼ I1 þ I2 þ 2

ffiffiffiffiffi
I1I2

p
cos

�
fðx; yÞ

�
Icðx; yÞ ¼ I1 þ I2 þ 2

ffiffiffiffiffi
I1I2

p
cos

�
fðx; yÞ þ 908

�
and the phase distribution is given by

fðx; yÞ ¼ ArcTan

 
Iaðx; yÞ2 Icðx; yÞ

2 Iaðx; yÞþ2Ibðx; yÞ2 Icðx; yÞ

!

Phase-shifting interferometry has greatly enhanced
the use of interferometry in metrology since it
provides a fast low noise way of getting interfero-
metric data into a computer.

Vibration-Insensitive Phase-Shifting
Interferometer

While phase-shifting interferometry has greatly
enhanced the use of interferometry in metrology,
there are many applications where it cannot be used
because of the environment, especially vibration. One
recent phase-shifting interferometer that works well
in the presence of vibration is shown in Figure 16. In
this interferometer, four phase-shifted frames of data
are captured simultaneously. The test and reference
beams have orthogonal polarization. After the test
and reference beams are combined they are passed
through a holographic element to produce four
identical beams. The four beams are then transmitted
through wave retardation plates to cause 0, 90, 180,

and 270 phase difference between the test and
reference beams. After passing through a polarizer
the four phase-shifted interferograms fall on the
detector array. Not only can the effects of vibration be
eliminated, but by making short exposures to freeze
the vibration, the vibrational modes can be measured.
Movies can be made showing the vibration. Likewise,
flow fields can be measured.

Combining modern electronics, computers, and
software with old interferometric techniques, pro-
vides for very powerful measurement capabilities.

List of Units and Nomenclature

I irradiance
R intensity reflectance
l wavelength
f phase

See also

Coherence: Speckle and Coherence. Detection: Fiber
Sensors. Holography, Techniques: Computer–Gener-
ated Holograms; Digital Holography; Holographic Inter-
ferometry. Imaging: Adaptive Optics; Interferometric
Imaging; Wavefront Sensors and Control (Imaging
Through Turbulence). Interferometry: Phase Measure-
ment Interferometry; White Light Interferometry; Gravity
Wave Detection. Microscopy: Interference Microscopy.
Tomography: Optical Coherence Tomography.
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356 INTERFEROMETRY / Overview



Gravity Wave Detection

N Christensen, Carleton College, Northfield,
MN, USA

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

In the later part of the nineteenth century Albert
Michelson performed extraordinary experiments that
shook the foundations of the physics world.
Michelson’s precise determination of the speed of
light was an accomplishment that takes great skill to
reproduce today. Edward Morley teamed up with
Michelson to measure the velocity of the Earth with
respect to the aether. The interferometer that they
constructed was exquisite, and through amazing
experimental techniques the existence of the aether
was disproved. The results of Michelson and Morley
led to a revolution in physics, and provided evidence
that helped Albert Einstein to develop the general
theory of relativity. Now the Michelson interferom-
eter may soon provide dramatic confirmation of
Einstein’s theory through the direct detection of
gravitational radiation.

An accelerating electric charge produces electro-
magnetic radiation – light. It should come as no
surprise that an accelerating mass produces gravita-
tional light, namely gravitational radiation. In 1888
Heinrich Hertz had the luxury to produce and detect
electromagnetic radiation in his laboratory. There will
be no such luck with gravitational radiation because
gravity is an extremely weak force.

Albert Einstein postulated the existence of
gravitational radiation in 1916, and in 1989 Joe
Taylor and Joel Weisberg indirectly confirmed its
existence through observations of the orbital decay
of the binary pulsar 1913 þ 16. Direct detection of
gravity waves will be difficult. For humans to have
any chance of detecting gravity waves there must
be extremely massive objects accelerating up to
relativistic velocities. The only practical sources are
astrophysical: supernovae, pulsars, neutron star or
black hole binary systems, black hole formation
or even the Big Bang. The observation of these
types of events would be extremely significant for
contributing to knowledge in astrophysics and
cosmology. Gravity waves from the Big Bang
would provide information about the Universe at
its earliest moments. Observations of supernovae
will yield a gravitational snapshot of these extreme
cataclysmic events. Pulsars are neutron stars that
can spin on their axes at frequencies in the

hundreds of hertz, and the signals from these
objects will help to decipher their characteristics.
Gravity waves from the final stages of coalescing
binary neutron stars could help to accurately
determine the size of these objects and the equation
of state of nuclear matter. The observation of black
hole formation from these binary systems would be
the coup de grace for the debate on the existence
of black holes, and the ultimate triumph for
general relativity.

Electromagnetic radiation has an electric field
transverse to the direction of propagation, and a
charged particle interacting with the radiation will
experience a force. Similarly, gravitational radiation
will produce a transverse force on massive objects, a
tidal force. Explained via general relativity it is more
accurate to say that gravitational radiation will
deform the fabric of space-time. Just like electromag-
netic radiation there are two polarizations for
gravity waves. Let us imagine a linearly polarized
gravity wave propagating in the z-direction, hðz; tÞ ¼
h0þeiðkz2vtÞ: The fabric of space is stretched due to the
strain created by the gravity wave. Consider a length
L0 of space along the x-axis. In the presence of the
gravity wave the length oscillates like

LðtÞ ¼ L0 þ
h0þL

2
cosvt

hence there is a change in its length of

DLx ¼
h0þL

2
cosvt

A similar length L0 of the y-axis oscillates, like

LðtÞ ¼ L0 2
h0þL

2
cosvt

or

DLy ¼
2h0þL

2
cosvt

One axis stretches while the perpendicular one
contracts, and then vice versa, as the wave propagates
through. The other polarization (h0x) produces a
strain on axes 458 from (x,y). Imagine some astro-
physical event produces a gravity wave that has
amplitude h0þ on Earth; in order to detect a small
distance displacement DL one should have a detector
that spans a large length L. A supernova within our
own Galaxy might possibly produce a gravity wave of
size h , 10218 with characteristic frequencies around
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1 kHz, but the occurrence of an event such as this will
be extremely rare. More events will come from novae
in other galaxies, but due to the great distances and
the fact that the magnitude of the gravity wave falls
of as 1/r, such events will be substantially diminished
in magnitude.

A Michelson interferometer, with arms aligned
along the x- and y- axes, can measure small phase
differences between the light in the two arms.
Therefore, this type of interferometer can turn the
length variations of the arms produced by a gravity
wave into changes in the interference pattern of the
light exiting the system. This was the basis of the idea
from which modern laser interferometric gravita-
tional radiation detectors have evolved. Imagine a
gravity wave of amplitude h is incident on an
interferometer. The change in the arm length will be
h , DL/L0, so in order to optimize the sensitivity it is
advantageous to make the interferometer arm length
L0 as large as possible. Detectors coming on-line
are attempting to measure distance displacements
that are of order DL , 10218 m or smaller, less
that the size of an atomic nucleus! If the interfero-
meters can detect such distance displacements, and
directly detect gravitational radiation, it will be one
of the most spectacular accomplishments in experi-
mental physics. The first implementation of a laser
interferometer to detect a gravity wave was by
Forward who used earphones to listen to the motion
of the interference signal. The engineering of signal
extraction for modern interferometers is obviously
far more complex.

Numerous collaborations are building and operat-
ing advanced interferometers in order to detect
gravitational radiation. In the United States there is
the Laser Interferometer Gravity Wave Observatory
(LIGO), which consists of two 4-km interferometers
located in Livingston, Louisiana and Hanford,
Washington. In addition, there is an additional
2-km interferometer within the vacuum system at
Hanford. An Italian–French collaboration (VIRGO)
has a 3-km interferometer near Pisa, Italy. GEO, a
German–British collaboration, is a 600-m detector
near Hanover, Germany. TAMA is the Japanese
300-m interferometer in Tokyo. The Australians
(AIGO) are constructing a 500-m interferometer in
Western Australia. All of the detectors will be
attempting to detect gravity waves with frequencies
from about 50 Hz to 1 kHz.

As will be described below, there are a number of
terrestrial noise sources that will inhibit the perform-
ance of the interferometric detectors. The sensitivity
of detection increases linearly with interferometer
arm length, which implies that there could be
advantages to constructing a gravity wave detector

in space. This is the goal of the Laser Interferometer
Space Antenna (LISA) collaboration. The plan is to
deploy three satellites in a heliocentric orbit with a
separation of about 5 £ 106 km. The launch for LISA
is planned for around 2015, and the detector will be
sensitive to gravity waves within the frequency range
of 1023 to 1021 Hz. Due to the extremely long
baseline, LISA is not strictly an interferometer, as
most light will be lost as the laser beams expand while
traveling such a great distance. Instead, the phase of
the received light will be detected and used to lock the
phase of the light that is re-emitted by another laser.

Joe Weber pioneered the field of gravitational
radiation detection in the 1960s. He used a 1400-kg
aluminum cylinder as an antenna. Gravitational
waves would hopefully excite the lowest-order
normal mode of the bar. Since the gravity wave is a
strain on space-time, experimentalists win by making
their detectors longer in length. This provides a long-
term advantage for laser interferometers, which can
scale in length relatively easily. However, as of 2002,
interferometers and bars (now cooled to 4 K) have
comparable sensitivities.

Interferometer Styles

The Michelson interferometer is the tool to be
used to detect a gravitational wave. Figure 1 shows
a basic system. The beamsplitter and the end mirrors
would be suspended by wires, and effectively free to
move in the plane of the interferometer. The arms
have lengths L1 and L2 that are roughly equal on a
kilometer scale. With a laser of power P and
wavelength l incident on the beamsplitter, the light

Figure 1 A basic Michelson interferometer. The photodetector

receives light exiting the dark port of the interferometer and hence

the signal.
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exiting the dark port of the interferometer is

Pout ¼ P sin2

�
2p

l

�
L1 2 L2

��

The interferometer operates with the condition that
in the absence of excitation the light exiting the dark
port is zero. This would be the case for a simple and
basic interferometer. However, interferometers like
those in LIGO will be more sophisticated, and will
use a heterodyne detection strategy. If E0 is the
amplitude of the electric field from the laser, and
assuming the use of a 50–50 beamsplitter, the electric
field (neglecting unimportant common phase shifts)
for the light incident on the photodetector would be

Eout ¼
E0

2

�
eidf1 2 eidf2

�
< i

E0

2

�
f1 2 f2

�

¼ iE0

2p

L

�
L1 2 L2

�
The laser light will be phase modulated at a frequency
in the MHz regime. As such, the deconvolved current
from the photodiode that detects light at the
interferometer output will be proportional to the
phase acquired by the light, namely I / 2p

l
ðL1 2 L2Þ:

A gravity wave of optimal polarization normally
incident upon the interferometer plane will cause one
arm to decrease in length while the other increases.
The Michelson interferometer acts as a gravity wave
transducer; the change in arm lengths results in more
light exiting the interferometer dark port. The
mirrors in the interferometer are suspended via
wires so that they are free to move under the influence
of the gravity wave.

An interferometer’s sensitivity increases with arm
length, but geographical and financial constraints will
limit the size of the arms. If there could be some way
to bounce the light back and forth to increase the
effective arm length it would increase the detector
performance. Fabry–Perot cavities on resonance light
have a storage time of 2L

��
cð1 2

ffiffiffiffiffiffiffi
R1R2

p
Þ
	
: Figure 2

shows the system of a Michelson interferometer with
Fabry–Perot cavities. This gravity wave interfero-
meter design was proposed and tested in the late
1970s by Ron Drever. The far mirror R2 has a very
high reflectivity (R2 , 1) in order to ultimately direct
the light back towards the beamsplitter. The front
mirror reflectivity R1 is such that LIGO’s effective
arm length increases to L , 300 km. The optical
properties of the mirrors of the Fabry–Perot cavities
must be exquisite in order to achieve success. LIGO’s
mirrors were tested, and the root mean squared
surface uniformity is less than 1 nm, scattered light
is less than 50 parts per million (ppm), absorption is

less than 2 ppm, and the radii of curvature for the
mirrors are matched to less than 3%. A LIGO test
mass (and therefore a Fabry–Perot mirror) can be
seen in Figure 3.

In 1888 Michelson and Morley, with their inter-
ferometer, had a sensitivity that allowed the measure-
ment of 0.02 of a fringe, or about 0.126 radian.
Prototype interferometers constructed by the LIGO
science team have already demonstrated a phase noise
spectral density of fðf Þ ¼ 10210 radian

� ffiffiffiffi
Hz

p
for

frequencies above 500 Hz. Assuming a 1 kHz signal
with 1 kHz bandwidth this implies a phase sensitivity
of Df ¼ 3:2 £ 1029 radian. This is about the phase
sensitivity that LIGO hopes to accomplish in the
4-km Fabry–Perot system. There has been quite an
evolution in interferometry since Michelson’s time.

The noise sources that inhibit the interferometer
performance are discussed below. However, let us

Figure 2 A Michelson interferometer with Fabry–Perot cavities

in each arm. The front cavity mirrors have reflectivity R1 while the

end mirrors have R2 , 1. By using Fabry–Perot cavities LIGO will

increase the effective arm length by a factor of 75.

Figure 3 A picture of a mirror and test mass for LIGO. The fused

silica component is 10.7 kg in mass and 25 cm in diameter.

Photograph courtesy of Caltech/LIGO.
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consider one’s ability to measure the relative phase
between the light in the two arms. The Heisenberg
uncertainty relation for light with phase f and
photon number N is DfDN , 1. For a measurement
lasting time t using laser power P and frequency f, the
photon number is N ¼ Plt=hc; and with Poisson
statistics describing the light DN ¼

ffiffiffi
N

p
¼

ffiffiffiffiffiffiffiffiffi
Plt=hc

p
:

Therefore

DfDN ¼
2p

l
DL

ffiffiffiffiffiffiffiffiffi
Plt=hc

p
¼ 1

implies that

DL ¼
1

2p

ffiffiffiffiffiffi
hcl

Pt

s

With more light power the interferometer can
measure smaller distance displacements and achieve
better sensitivity. LIGO will use about 10 W of
laser power, and will eventually work towards
100 W. However, there is a nice trick one can use to
produce more light circulating in the interferometer,
namely power recycling. Figure 4 displays the power
recycling interferometer design. The interferometer
operates such that virtually none of the light exits the
interferometer dark port, and the bulk of the light
returns towards the laser. An additional mirror, Rr

in Figure 4, recycles the light. For LIGO, recycling
will increase the effective light power by another

factor of 50. The higher circulating light power
therefore improves the sensitivity.

There is one additional modification to the
interferometer system that can further improve
sensitivity, but only at a particular frequency.
A further Fabry–Perot system can be made by
installing what is called a signal recycling mirror;
this would be mirror Rs in Figure 5. Imagine light in
arm 1 on the interferometer that acquires phase as the
arm expands due to the gravity wave. The traveling
gravity wave’s oscillation will subsequently cause arm
1 to contract while arm 2 expands. If the light that
was in arm 1 could be sent to arm 2 while it is
expanding, then the beam would acquire additional
phase. This process could be repeated over and over.
Mirror Rs serves this purpose, with its reflectivity
defining the storage time for light in each inter-
ferometer arm. The storage time defined by the cavity
formed by the signal recycling mirror, Rs, and the
mirror at the front of the interferometer arm cavity,
R1, determines the resonance frequency. Signal
recycling will give a substantial boost to interferom-
eter sensitivity at a particular frequency, and will
eventually be implemented in all the main ground-
based interferometric detectors.

The LIGO interferometers are infinitely more
complex than the relatively simple systems displayed
in the figures of this paper. Figure 6 presents an aerial
view of the LIGO site at Hanford, Washington. The
magnitude of the 4-km system is apparent.

Figure 5 A signal recycled and power recycled Michelson

interferometer with Fabry–Perot cavities in each arm. Normally

light containing the gravity wave signal would exit the

interferometer through the dark port and head to the photo-

detector. Installation of the signal recycling mirror with reflectivity

Rs sends the light back into the system. The phase of the light

acquired from the gravity wave will build up at a particular

frequency determined by the reflectivity Rs.

Figure 4 A power recycled Michelson interferometer with

Fabry–Perot cavities in each arm. Normally light would exit the

interferometer through the light port and head back to the laser.

Installation of the recycling mirror with reflectivity Rr sends the

light back into the system. A Fabry–Perot cavity is formed

between the recycling mirror and the first mirror (R1) of the arms.

For LIGO this strategy will increase the power circulating in the

interferometer by a factor of 50.
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Noise Sources and Interferometer
Sensitivity

If the interferometers are to detect distance displace-
ments of order DL , 10218 m then they must be
isolated from a host of deleterious noise sources.
Seismic disturbances should not shake the inter-
ferometers. Thermal excitation of components will
affect the sensitivity of the detector and should be
minimized. The entire interferometer must be in an
adequate vacuum in order to avoid fluctuations in gas
density that would cause changes in the index of
refraction and hence modification of the optical path
length. The laser intensity and frequency noise must
be minimized. The counting statistics of photons
influences accuracy. If ever there was a detector that
must avoid Murphy’s law this is it; little things going
wrong cannot be permitted if such small distance
displacements are to be detected. The expected noise
sensitivity for the initial LIGO interferometers is
displayed in Figure 7.

In the best of all worlds the interferometer
sensitivity will be limited by the counting statistics
of the photons. A proper functioning laser will have
its photon number described by Poisson statistics, or
shot noise; if the mean number of photons arriving
per unit time is N then the uncertainty is DN ¼

ffiffiffi
N

p
;

which as noted above implies an interferometer
displacement sensitivity of

DL ¼
1

2p

ffiffiffiffiffiffi
hcl

Pt

s

or a noise spectral density of

DLðf Þ ¼
1

2p

ffiffiffiffiffiffi
hcl

P

s
ðin units of m

� ffiffiffiffi
Hz

p
Þ

Note also that the sensitivity increases as the light
power increases. The reason for this derives from the
statistics of repeated measurements. The relative
lengths of the interferometer arm lengths could be
measured, once, by a photon. However, the relative
positions are measured repeatedly with every photon
from the laser, and the variance of the mean decreases
as

ffiffiffi
N

p
; where N is the number of measurements (or

photons) involved. The uncertainty in the difference of
the interferometer arm lengths is therefore inversely
proportional to photon number, and hence the
laser’s power. In terms of strain sensitivity this
would imply

hðf Þ ¼
1

2pL

ffiffiffiffiffiffi
hcl

P

s
ðin units of 1

� ffiffiffiffi
Hz

p
Þ

This assumes the light just travels down the arm and
back once. With Fabry–Perot cavities the light is
stored, and the typical photon takes many trips back
and forth before exiting the system. In order to
maximize light power the end mirrors (R2 , 1) and

Figure 6 Arial view of the LIGO Hanford, Washington site. The

vacuum enclosure at Hanford contains both 2-km and 4-km

interferometers. Photograph courtesy of Caltech/ LIGO.

Figure 7 The target spectral density of the noise for the initial

LIGO system. LIGO will be dominated by seismic noise at low

frequencies (10–100 Hz), thermal noise (from the suspension

system and internal modes within the mirrors) in the intermediate

regime (100–300 Hz), and photon shot noise thereafter. Other

sources of noise are also noted, specifically gravity gradients

(gravitational excitation of masses from the seismic motion of the

ground), radiation pressure of photons on the mirrors, stray

(scattered) light, and index of refraction fluctuations from residual

gas in the vacuum.
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the strain sensitivity is improved to

hðf Þ ¼
1

2pL0

ffiffiffiffiffiffi
hcl

P

s

where L0 ¼ 4L
�
ð1 2 R1Þ:

As the frequency of gravity waves increases the
detection sensitivity will decrease. If the gravity wave
causes the interferometer arm length to increase, then
decrease, while the photons are still in the arm cavity,
then the phase acquired from the gravity wave will be
washed away. This is the reason why interferometer
sensitivity decreases as frequency increases, and
explains the high-frequency behavior seen in
Figure 7. Taking this into account, the strain
sensitivity is

hðf Þ ¼
1

2pL0

ffiffiffiffiffiffi
hcl

P

s  
1 þ

�
2pL0f

c


2
!1=2

where L0 ¼ 4L
�
ð1 2 R1Þ and f is the frequency of the

gravity wave.
If the gravitational wave is to change the inter-

ferometer arm length then the mirrors that define the
arm must be free to move. In systems like LIGO wires
suspend the mirrors; each mirror is like a pendulum.
While allowing the mirrors to move under the
influence of the gravity wave is a necessary condition,
the pendulum itself is the first component of an
elaborate vibration isolation system. Seismic noise
will be troublesome for the detector at low frequen-
cies. The spectral density of the seismic noise is about
ð1027=f 2Þm

� ffiffiffiffi
Hz

p
for frequencies above 1 Hz.

A simple pendulum, by itself, acts as a motion
filtering device. Above its resonance frequency the
pendulum filters motion with a transfer function like
Tðf Þ / ðf0=f Þ

2: Detectors such as LIGO will have a
pendulum with resonant frequencies of about f0 < 1
Hz; thus providing an isolation of 104 when looking
for signals at f ¼ 100 Hz: The various gravity wave
detector collaborations have different vibration iso-
lation designs. The mirrors in these interferometers
will be suspended in elaborate vibration isolation
systems, which may include multiple pendulum and
isolation stacks. Seismic noise will be the limiting
factor for interferometers seeking to detect gravity
waves in the tens of hertz range, as can be seen in the
sensitivity curve presented in Figure 7.

Due to the extremely small distance displacements
that these systems are trying to detect it should come
as no surprise that thermal noise is a problem. This
noise enters through a number of components in the
system. The two most serious thermal noise sources
are the wires suspending the mirrors in the pendulum,
and the mirrors themselves. Consider the wires; there

are a number of modes that can oscillate (i.e. violin
modes). At temperature T each mode will have energy
of kBT, but distributed over a band of frequencies
determined by the quality factor (or Q) of the
material. Low-loss (or high-Q) materials work best;
for the violin modes of the wires there will be much
noise at particular frequencies (in the hundreds of
hertz). The mirror is a cylindrical object, which will
have normal modes of oscillation that can be
thermally excited. The first generation of LIGO will
have these masses composed of fused silica, which is
typical for optical components. The Qs for the
internal modes are greater than 2 £ 106: A switch
may eventually be made to sapphire mirrors, which
have better thermal properties. The limitation to the
interferometers’ sensitivity due to the thermal noise
internal to the mirrors can be seen in Figure 7, and
will be a worrying noise source for the first-
generation LIGO in the frequency band around
100–400 Hz.

The frequency noise of the laser can couple into
the system to produce length displacement sensitivity
noise in the interferometer. With arm lengths of
4 km, it will be impossible to hold the length of the
two arms absolutely equal. The slightly differing
arm spans will mean that the light sent back from
each of the two Fabry–Perot cavities will have
slightly differing phases. As a consequence, great
effort is made to stabilize the frequency of the light
entering the interferometer. The LIGO laser can be
seen in Figure 8. The primary laser is a Lightwave
Model 126 nonplanar ring oscillator. High power is
generated from this stabilized laser through the use
of optical amplifiers. The beam is sent through four
optical amplifiers, and then retro-reflected back

Figure 8 A picture of the Nd:YAG laser and amplifier system

that produces 10 W of light for LIGO. Photograph courtesy of

Caltech/LIGO.
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through the amplifiers again. For LIGO, the laser is
locked and held to a specific frequency by use of
signals from a reference cavity, a mode cleaner
cavity, and the interferometer. For low-frequency
stabilization the temperature of the ring oscillator is
adjusted. At intermediate frequencies adjustment is
made by signals to a piezo-electric transducer within
the ring oscillator cavity. At high frequencies the
noise is reduced with the use of an electro-optic
crystal. The LIGO lasers currently have a frequency
noise of 2 £ 1022 Hz

� ffiffiffiffi
Hz

p
at frequencies above

1 kHz.
It will prove important to worry about the stability

of the laser power for the interferometric detectors.
The hope is to be shot noise limited at frequencies
above a few hundred hertz. The Nd:YAG power
amplifiers used are pumped with an array of laser
diodes, so the light power is controlled through
feedback to the laser diodes. The LIGO require-
ments for the fluctuations on the power P are
DP=P , 1028

� ffiffiffiffi
Hz

p
: The spatial quality of the light is

ensured through the use of a mode-cleaning cavity.
LIGO uses a triangular array of mirrors separated by
15 m. LIGO’s input optical system can be seen in
Figure 9. The current LIGO optical system yields 8 W
of 1.06 mm light in the TEM00 mode.

Conclusion

The attempt to measure gravitational radiation with
laser interferometers could possibly be the most
difficult optical experiment of our time. Over a
hundred years ago Michelson succeeded in carrying
off experiments of amazing difficulty as he measured
the speed of light and disproved the existence of the
aether. Gravity wave detection is an experiment
worthy of Michelson, and there are hundreds of
physicists striving to make it a reality.

Great success has already been achieved. The
TAMA 300-m interferometer is operational and has
achieved a sensitivity hðf Þ ¼ 5 £ 10221

� ffiffiffiffi
Hz

p
in the

700 Hz to 1.5 kHz frequency band. The LIGO

interferometers are now operating, and scientists are
presently de-bugging the system in order to achieve
the target sensitivity. The first scientific data taking
for LIGO commenced in 2002, and is continuing at
the time of writing.

This will be a new telescope to peer into the
heavens. With every new means of looking at the
sky there has come unexpected discoveries.
Physicists do know that there will be signals that
they can predict. Binary systems of compact objects
(neutron stars or black holes) will produce chirp
signals that may be extracted by matched filtering
techniques. A supernova will produce a burst that will
hopefully rise above the noise. Pulsars, or neutron
stars spinning about their axes at rates sometimes
exceeding hundreds of revolutions per second,
will produce continuous sinusoidal signals that
can be seen by integrating for sufficient lengths of
time. Gravity waves produced by the Big Bang will
produce a background stochastic noise that can
possibly be extracted by correlating the outputs
from two or more detectors. These are exciting
physics results that will come through tremendous
experimental effort.

See also

Imaging: Interferometric Imaging. Interferometry:
Overview.
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Introduction

Phase-measurement interferometry is a way to
measure information encoded in interference patterns
generated by an interferometer. Fringe patterns
(fringes) created by interfering beams of light are
analyzed to extract quantitative information about an
object or phenomenon. These fringes are localized
somewhere in space and require a certain degree of
spatial and temporal coherence of the source to be
visible. Before these techniques were developed in the
late 1970s and early 1980s, fringe analysis was done
either by estimating fringe deviation and irregularity
by eye or by manually digitizing the centers of
interference fringes using a graphics tablet. Digital
cameras and desktop computers have made it possible
to easily obtain quantitative information from fringe
patterns. The techniques described in this article are
independent of the type of interferometer used.

Interferometric techniques using fringe analysis can
measure features as small as a micron wide or as large
as a few meters. Measurable height ranges vary from
a few nanometers up to 10s of mm, depending upon
the interferometric technique employed. Measure-
ment repeatability is very consistent, and typically
repeatability of 1/100 rms of a fringe is easily
obtainable while 1/1000 rms is possible. Actual
measurement precision depends on what is being
measured and how the technique is implemented,
while accuracy depends upon comparison to a
sanctified standard.

There are many different types of applications for
fringe analysis. For example, optical surface quality
can be determined using a Twyman–Green or Fizeau
interferometer. In addition, wavefront quality
measurements of a source or an optical system can
be made in transmission, and the index of refraction
and homogeneity of optical materials can be mapped
out. Many nonoptical surfaces can also be measured.
Typically, surface topography information at some
specific spatial frequency scale is extracted. These
measurements are limited by the resolution of the
optical system and the field of view of the imaging
system. Lateral and vertical dimensions can also be
measured. Applications of nonoptical surfaces
include disk and wafer flatness, roughness measure-
ment, distance and range sensing. Phase measurement
techniques used in holographic interferometry, TV
holography, speckle interferometry, moiré, grating
interferometry, and fringe projection are used for
nondestructive testing to measure surface structure as
well as displacements due to stress and vibration. This
article outlines the basics of phase measurement
interferometry (PMI) techniques as well as the types
of algorithms used. The bibliography lists a number
of references for further reading.

Background

Basic Parts of a Phase-Measuring Interferometer

A phase-measuring interferometer consists of a light
source, an illumination system (providing uniform
illumination across the test surface), a beamsplitter
(usually a cube or pellicle so both beams have the
same optical path), a reference surface (needs to be
good because these techniques measure the difference
between the reference and test surface), a sample
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fixture, an imaging system (images a plane in space
where the surface is located onto the camera), a
camera (usually a monochrome CCD), an image
digitizer/frame grabber, a computer system, software
(to control the measurement process and calculate the
surface map), and often a spatial or temporal phase
shifter to generate multiple interferograms.

Steps of the Measurement Process

To generate a phase map, a sample is placed on a
sample fixture and aligned, illumination levels are
adjusted, the sample image is focused onto the
camera, the fringes are adjusted for maximum
contrast, the phase shifter or fringe spacing is
adjusted or calibrated as necessary, a number of
images is obtained and stored with the appropriate
phase differences, the optical path difference (OPD) is
calculated as the modulo 2p phase and then is
unwrapped at each pixel to determine the phase map.

To make consistent measurements, some interfe-
rometers need to be on vibration isolation systems
and away from heavy airflows or possible acoustical
coupling. It helps to cover any air paths that are
longer than a few millimeters. Consideration needs to
be made for consistency of temperature and humidity.

The human operating the interferometer is also a
factor in the measurement. Does this person always
follow the same procedure? Are the measurements
sampled consistently? Are the test surfaces clean? Is
the sample aligned the same and correctly? Many
different factors can affect a measurement. To obtain
repeatable measurements it is important to have a
consistent procedure and regularly verify measure-
ment consistency.

Common Interferometer Types

One of the most common interferometers used in
optical testing is the Twyman–Green interferometer
(Figure 1). Typically, a computer controls a mirror
pushed by a piezo-electric transducer (PZT). The test

surface is imaged onto the camera and the computer
has a frame grabber that takes frames of fringe data.

The most common commercially available inter-
ferometer for optical testing is the Fizeau interfer-
ometer (Figure 2). This versatile instrument is very
insensitive to vibrations due to the large common
path for both interfering wavefronts. The reference
surface (facing the test object) is moved by a PZT to
provide the phase shift.

Interference microscopes (see Microscopy: Inter-
ference Microscopy. Interferometry: White Light
Interferometry) are used for looking at surface
roughness and small structures (see Figure 3). These
instruments can employ Michelson, Mirau, and
Linnik interference objectives with a laser or white
light source, or Fizeau-type interference objectives
that typically use a laser source because of the
unequal paths in the arms of the interferometer.
The phase shift is accomplished by moving the
sample, the reference surface, or parts of the objective
relative to the sample. Figure 3 shows a schematic of a
Mirau-type interferometric microscope for phase
measurement.

Figure 1 Twyman–Green interferometer.

Figure 2 Fizeau interferometer.

Figure 3 Mirau interference microscope.
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Determination of Phase

The Interference Equation

Interference fringes from a coherent source (e.g., a
laser) are theoretically sinusoidal (Figure 4a), while
fringes from an incoherent source (e.g., white light)
are localized in a wavepacket at a point in space
(Figure 4b) where the optical paths of the arms of the
interferometer are equal and marked on Figure 4 as
scanner positions z ¼ 0 (see Interferometry: White
Light Interferometry). For generality, this analysis
considers the determination of phase within the wave
packet for fringes localized in space.

Interference fringes at any point in the wavepacket
can be written in the following form:

Iðx; yÞ ¼ I0{1 þ g ðx; y; zÞcos½fðx; yÞ�} ½1�

where I0 is the dc irradiance, g is the fringe visibility
(or contrast), 2I0g is the modulation (irradiance
amplitude or the ac part of the signal), and f is the
phase of the wavefront as shown in Figure 5. For
simplicity, this drawing assumes that the interference
fringe amplitude is constant.

Fringe visibility can be determined by calculating

g ¼
Imax 2 Imin

Imax þ Imin

½2�

where Imax is the maximum value of the irradiance for
all phase values and Imin is the minimum value. The
fringe visibility has a real value between 0 and 1 and
varies with the position along the wavepacket. The
fringe visibility, as defined here, is the real part of the
complex degree of coherence.

Types of Phase Measurement Techniques

Phase can be determined from either a number of
interference fringe patterns or from a single inter-
ferogram with appropriate fringe spacing. Temporal
techniques require an applied phase shift between the

test and reference beams as a function of time while
multiple frames of interference fringe data are
obtained. Spatial techniques can obtain data from a
single interferogram that requires a carrier pattern of
almost straight fringes to either compare phases of
adjacent pixels or to separate orders while perform-
ing operations in the Fourier domain. Spatial
techniques may also simultaneously record multiple
interferograms with appropriate relative phase shift
differences separated spatially in space. Multiple
frame techniques require more data than single
frame techniques. Temporal techniques require that
the interference fringes be stable over the time period
it takes to acquire the number of images. While
single-frame spatial techniques require less data and
can be done with a single image, they generally have a
reduced amount of resolution and less precision than
temporal techniques.

There are literally hundreds of algorithms and
techniques for extracting phase data from interfer-
ence fringe data. The references listed in the Further
Reading offer more details of these techniques.

Temporal Phase Measurement

Temporal techniques use data taken as the relative
phase between the test and reference beams is
modulated (shifted). The phase (or OPD) is calculated
at each measured point in the interferogram. As the
phase shifter is moved, the phase at a single point in the
interferogram changes. The effect looks like the fringes
are moving across the interferogram, and because of
these techniques are sometimes called fringe scanning
or fringe shifting techniques. However, the fringes are
not really moving; rather the irradiance at a single
detector point is changing (hopefully sinusoidally) in
time (see Figure 6). A 1808 or p phase causes a bright
fringe to become a dark fringe.

Phase Modulation Techniques

There are many ways to introduce a phase modu-
lation (or shift). These include moving a mirror or the

Figure 4 Interference fringes for coherent and incoherent sources as observed at point x ; y ; z ¼ 0 corresponds to equal optical path

lengths of the reference and object beams.
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sample, tilting a glass plate, moving a diffraction
grating, rotating a polarizer, analyzer, or half-wave
plate, using a two-frequency (Zeeman) laser source,
modulating the source wavelength, and switching an
acousto-optic Bragg cell, or magneto-optic/electro-
optic cell. While any of these techniques can be used
for coherent sources, special considerations need to
be made for temporally incoherent sources (see
Interferometry: White Light Interferometry).
Figure 7 shows how moving a mirror introduces a
relative phase shift between object and reference
beams in a Twyman–Green interferometer.

Extracting Phase Information

Including the phase shift, the interference equation is
written as

Iðx; yÞ ¼ I0ðx; yÞf1 þ g0ðx; yÞcos½fðx; yÞ þ aðtÞ�g ½3�

where Iðx; yÞ is the irradiance at a single detector
point, I0ðx; yÞ is the average (dc) irradiance, g0ðx; yÞ is
the fringe visibility before detection, fðx; yÞ is the
phase of the wavefront being measured, and aðtÞ is
the phase shift as a function of time.

Since the detector has to integrate for some finite
time, the detected irradiance at a single point becomes
an integral over the integration time D (Figure 8)
where the average phase shift for the ith frame of data
is ai:

Iiðx; yÞ ¼
1

D

ðaiþðD=2Þ

ai2ðD=2Þ
I0ðx; yÞf1 þ g0ðx; yÞ

	 cos½fðx; yÞ þ aðtÞ�gdaðtÞ ½4�

After integrating over aðtÞ; the irradiance of the
detected signal becomes

Iiðx; yÞ ¼ I0ðx; yÞ

�
1 þ g0ðx; yÞsinc

�
D

2

�

	 cos½fðx; yÞ þ ai�

�
½5�

where sincðD=2Þ ¼ sinðD=2Þ=ðD=2Þ; which reduces the
detected visibility.

Ramping Versus Stepping

There are two different ways of shifting the phase;
either the phase shift can be changed in a constant and
linear fashion (ramping) (see Figure 8) or it can be
stepped in increments. Ramping provides a continu-
ous smooth motion without any jerking motion. This
option may be preferred if the motion does not wash
out the interference fringes. However, ramping
requires good synchronization of the camera/digitizer
and the modulator to get the correct OPD (or phase)
changes between data frames. Ramping allows faster
data taking but requires electronics that are more
sophisticated. In addition, it takes a finite time for a
mass to move linearly. When ramping, the first frame
or two of data usually needs to be discarded because
the shift is not correct until the movement is linear.

The major difference between ramping and step-
ping the phase shift is a reduction in the modula-
tion of the interference fringes after detection
(the sincðD=2Þ term in eqn [5]). When the phase shift
is stepped ðD ¼ 0Þ; the sinc term has a value of one.
When the phase shift is ramped ðD ¼ aÞ for a phase

Figure 6 Interference fringe patterns corresponding to different

relative phase shifts between test and reference beams.

Figure 7 Moving a mirror to shift relative phase by l=4:

Figure 8 Change in OPD integrating over a D phase shift with

sample separation a:

Figure 5 Variable definitions for interference fringes.
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shift of a ¼ 908 ¼ p=2; this term has a value of 0.9.
Therefore, ramping slightly reduces the detected
fringe visibility.

Signal Modulation

Phase measurement techniques assume that the
irradiance of the interference fringes at the camera
covers as much of the detector’s dynamic range as
possible and that the phase of the interference fringe
pattern is modulating at each individual pixel as the
phase between beams is modulated. If the irradiance
at a single detector point does not modulate as the
relative phase between beams is shifted, the height of
the surface cannot be calculated. Besides the obvious
reductions in irradiance modulation due to the
detector sampling and pixel size or a bad detector
element, scattered light within the interferometer, and
defects or dirt on the test object, can also reduce
signal modulation. Phase measurement techniques
are designed to take into account the modulation of
the signal at each pixel. If the signal does not
modulate enough at a given pixel, then the data at
that pixel are considered unusable, flagged as ‘bad’
and are often left blank. Phase values for these points
may be interpolated from surrounding pixels if there
are sufficient data.

Three-Frame Technique

The simplest method to determine phase uses three
frames of data. With three unknowns, three sets of
recorded fringe data are needed to reconstruct a
wavefront providing a phase map. Using phase shifts
of ai ¼ p=4; 3p=4; and 5p=4; the three fringe
measurements at a single point in the interferogram
may be expressed as

I1 ¼ I0

�
1 þ g cos

�
fþ

p

2

��

¼ I0

"
1 þ

ffiffi
2

p

2
g ðcos f2 sin fÞ

#
½6�

I2 ¼ I0

�
1 þ g cos

�
fþ

3p

2

��

¼ I0

"
1 þ

ffiffi
2

p

2
g ð2cos f2 sin fÞ

#
½7�

I3 ¼ I0

�
1 þ g cos

�
fþ

5p

2

��

¼ I0

"
1 þ

ffiffi
2

p

2
g ð2cos fþ sin fÞ

#
½8�

Note that ðx; yÞ dependencies are still implied. The
choice of the specific phase shift values is to make the
math simpler. The phase at each detector point is

f ¼ tan21

 
I3 2 I2

I1 2 I2

!
½9�

In most fringe analysis techniques, we are basically
trying to solve for terms such that we end up with the
tangent function of the phase. The numerator and
denominator shown above are respectively pro-
portional to the sine and cosine of the phase. Note
that the dc irradiance and fringe visibility appear in
both the numerator and denominator. This means
that variations in fringe visibility and average
irradiance from pixel to pixel do not affect the
results. As long as the fringe visibility and average
irradiance at a single pixel is constant from frame to
frame, the results will be good. If the different phase
shifts are multiplexed onto multiple cameras, the
results will be dependent upon the gain of corres-
ponding pixels.

Bad data points with low signal modulation are
determined by calculating the fringe visibility at each
data point using:

g ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðI3 2 I2Þ

2 þ ðI1 2 I2Þ
2

p
ffiffi
2

p
I0

½10�

It is simpler to calculate the ac signal modulation
ð2I0gÞ and then set the threshold on the modulation to
a typical value of about 5–10% of the dynamic
range. If the modulation is less than this value at any
given data point, the data point is flagged as bad. Bad
points are usually caused by noisy pixels and can be
due to scratches, pits, dust and scattered light.

Although three frames of data are enough to
determine the phase, this and other 3-frame algor-
ithms are very sensitive to systematic errors due to
nonsinusoidal fringes or nonlinear detection, phase
shifter miscalibration, vibrations and noise. In gen-
eral, the larger the number of frames of data used to
determine the phase, the smaller the systematic
errors.

Phase Unwrapping

The removal of phase ambiguities is generally called
phase unwrapping, and is sometimes known as
integrating the phase. The phase ambiguities owing
to the modulo 2p arctangent calculation can simply
be removed by comparing the phase difference
between adjacent pixels. When the phase difference
between adjacent pixels is greater than p; a multiple
of 2p is added or subtracted to make the
difference less than p: For the reliable removal of
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discontinuities, the phase must not change by more
than p (l=2 in optical path (OPD)) between adjacent
pixels. Figure 9 shows an example of wrapped and
unwrapped phase values.

Given a trouble-free wrapped phase map, it is
enough to search row by row (or column by column)
for phase differences of more than p between
neighboring pixels. However, fringe patterns usually
are not perfect and are affected by systematic errors.
Some of the most frequently occurring error sources
are noise, discontinuities in the phase map, violation
of the sampling theorem and invalid data points (e.g.,
due to holes in the object or low modulation regions).
Some phase maps are not easily unwrapped. In these
cases different techniques like wave packet peak
sensing in white light interferometry are used.

From Wavefront to Surface

Once the phase of the wavefront is known, surface
shape can be determined from the phase map. Surface
height H of the test surface relative to the reference
surface at a location ðx; yÞ is given by

Hðx; yÞ ¼
fðx; yÞl

2p ðcos uþ cos u 0Þ
½11�

where l is the wavelength of illumination, and u and
u 0 – the angles of illumination and viewing with
respect to the surface normal – are shown in
Figure 10. For interferometers (e.g., Twyman–
Green or Fizeau) where the illumination and viewing
angles are normal to the surface ðu ¼ u 0 ¼ 0Þ; the
surface height is simply:

Hðx; yÞ ¼
l

4p
fðx; yÞ ½12�

Since the wavefront measured represents the
relative difference between the interfering reference
and test wavefronts, this phase map only directly
corresponds to the surface under test when the
reference wavefront is perfectly flat. In practice, the
shape of the reference surface needs to be accounted
for by measuring it using a known test surface and
subtracting this reference measurement from sub-
sequent measurements of the test surface.

Phase Change on Reflection

Phase shifting interferometry measures the phase of
reflected light to determine the shape of objects. The
reflected wavefront will represent the object surface
(within a scaling factor) if the object is made of a
single material. If the object is comprised of multiple
materials that exhibit different phase changes on
reflection, the measured wavefront needs to be
corrected for these phase differences (see Interfero-
metry: White Light Interferometry).

Overview of Phase Measurement
Algorithms and Techniques

There are literally hundreds of published algorithms
and techniques. The optimal algorithm depends on

Figure 9 Fringes, wrapped, and unwrapped phase maps.

Figure 10 Angles of illumination and viewing.
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the application. Most users prefer fast algorithms
using a minimal amount of data that are as accurate
and repeatable as possible, immune to noise, adapt-
able, and easy to implement. In practice, there are
trade-offs that must be considered when choosing a
specific algorithm or technique. This section provides
an overview of the types of algorithms to aid the
reader in sifting through published algorithms.

Synchronous Detection

One of the first techniques for temporal phase
measurement utilized methods of communication
theory to perform synchronous detection. To syn-
chronously detect the phase of a noisy sinusoidal
signal, the signal is first correlated (or multiplied)
with sinusoidal and cosinusoidal reference signals
(signals in quadrature) of the same frequency and
then averaged over many periods of oscillation. This
method of synchronous detection as applied to phase
measurement can be extracted from the least squares
estimation result when the phase shifts are chosen
such that N measurements are equally spaced over
one modulation period. With phase shifts ai such
that:

ai ¼
2p

N
i; with i ¼ 1;…;N ½13�

the phase can be calculated from

fðx; yÞ ¼ tan21

" P
Iiðx; yÞsin aiP
Iiðx; yÞcos ai

#
½14�

Note that N can be any number of frames (or
samples). The more frames of data, the smaller the
systematic errors. This technique does not take large
amounts of memory for a large number of frames,
because only the running sums of the fringes
multiplied by the sine and cosine of the phase shift
need to be remembered. The 4-frame algorithm from
Table 1 is an example of a direct adaptation of
synchronous detection where simple values of 1, 21
or 0 for every p=2 phase shift can be assigned to the
sine and cosine functions.

Algorithm Design

In the last ten years, a lot of work has been done to
generalize the derivation of fringe analysis algor-
ithms. This work has enabled the design of algorithms
for specific applications, which are insensitive to
specific systematic error sources.

Most algorithms use polynomials for the numer-
ator and denominator. Given fringe data:

Ii ¼ I0½1 þ g cosðfþ aiÞ� ½15�

the phase is calculated using

f ¼ tan21

2
6664
X

i

niIiX
i

diIi

3
7775 ½16�

The numerator and denominator of the arctangent
argument are both polynomials. The numerator is a
sum proportional to the sine (imaginary part) and the
denominator is a sum proportional to the cosine (real
part),

num ¼ 2kI0g sin ai ¼
X

i

niIi ½17�

den ¼ 2kI0g cos ai ¼
X

i

diIi ½18�

where the constant k depends on the values of
coefficients. From this the fringe visibility is given by

g ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðnumÞ2 þ ðdenÞ2

p
2kI0

½19�

The coefficient vectors for the numerator and
denominator are window functions. For an algorithm
such as the 4-frame technique, the weights of all
samples are equal ½1;1;1;1�: This makes the coeffi-
cients all equal. For other algorithms, such as the 5-
frame technique, the weights are larger on the middle
frames than on the outer frames. The weights for the
5-frame technique are ½1;2; 2;2; 1�: A property of the
coefficient vectors is that the sum of the coefficients
for each, the numerator and denominator, should be
zero. Examples of coefficient vectors for a few
selected algorithms are given in Table 1.

Table 1 Sampling function weights for a few selected

algorithms

N frames Phase

shift

Coefficients

3
p

2

1;21; 0

0;1;21

4
p

2

0;21; 0; 1

1;0;21; 0

5
p

2

0;22; 0; 2;0

1;0;22; 0;1

7
p

3

ffiffi
3

p
½0;1;1;0;21;21;0�

21;21; 1;2;1;21;21

8
p

2

1;5;211;215;15;11;25;21

1;25;211; 15;15;211;25;1

12
p

3

ffiffi
3

p
½0;23;23; 3; 9; 6;26;29;23; 3;3;0�

2;1;27;211;21;16; 16;21;211;27;1;2
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Heterodyne Interferometry

Historically, heterodyne techniques were developed
and used before temporal phase-shifting techniques.
These techniques generally determine the phase
electronically at a single point by counting fringes
and fractions of fringes. Areas are analyzed by
scanning a detector.

Phase shifts are usually obtained using two slightly
different frequencies in the reference and test beams.
The beat frequency produced by the interference
between the reference and test beams is compared to a
reference sinusoidal signal, which may be produced
either optically or electronically. The time delay (or
distance traveled) between the crossing of the zero
phase points of the test and reference sinusoidal
signals is a measure of the phase. Every time the test
signal passes through another zero in the same
direction as the test surface is moved, another fringe
can be counted. This is how fringe orders are counted.
If the beam is interrupted as the detector is scanned
across the interferogram, the fringe count is corrupted
and the measurement needs to be started again.
Frequency multiplication (harmonics) can also be
used to determine fractions of fringes. Today, hetero-
dyne techniques are used mainly in distance measur-
ing interferometers. The precision and accuracy of
distance measuring interferometers is at least on the
order of 1 part in 106.

Fourier-Transform Technique

The Fourier-transform technique is a way to extract
phase from a single interferogram. It is used a lot in
nondestructive testing and stellar interferometry
where it is difficult to get more than a single
interferogram. The basic technique is shown schema-
tically in Figure 11. The recorded interferogram
distribution is Fourier transformed, and one order
(usually the þ or 2 first order) is either isolated and
shifted to zero frequency or filtered out using a

rectangular window. After an inverse Fourier trans-
form, the result is the phase.

To illustrate this technique mathematically, the
interference equation is rewritten as

Iðx; yÞ ¼ I0ðx; yÞ þ cðx; yÞ expði2pf0xÞ

þ cpðx; yÞexpð2i2pf0xÞ ½20�

where cðx; yÞ ¼ I0ðx; yÞg ðx; yÞ exp½ifðx; yÞ� and the p

indicates a complex conjugate. The term cðx; yÞ
contains the phase information we wish to extract.
After performing a one-dimensional Fourier trans-
form:

Iðj; yÞ ¼ I0ðj; yÞ þ cðj2 f0; yÞ þ cpðj2 f0; yÞ ½21�

where j is the spatial frequency in the x direction, and
italics indicate Fourier transforms. The next step is to
filter out and isolate the second term, and then inverse
Fourier transform to yield cðx; yÞ: The wavefront
modulo 2p is then given by

fðx; yÞ ¼ tan21

(
Im½cðx; yÞ�

Re½cðx; yÞ�

)
½22�

where Re and Im refer to the real and imaginary part
of the function.

This technique has limitations. If the fringes are
nonsinusoidal, there will not be a simple distribution
in the frequency space; there will be many orders.
Another problem is overlapping orders. There needs
to be a carrier frequency present that ensures that the
orders are separated in frequency space. This carrier
frequency is produced by adding tilt fringes until the
orders are separated. This means that the aberration
(fringe deviation) has to be less than the fringe
spacing. Another problem is aliasing. If the interfer-
ogram is not sampled sufficiently, there will be
aliasing and it will not be possible to separate the
orders in frequency space. Finally, large variations in
average fringe irradiance and fringe visibility across
the interferogram can also cause problems.

Spatial Carrier-Frequency Technique

This is essentially the equivalent of the Fourier
transform technique but is performed in the spatial
domain. It is also used when there is only one
interferogram available and its major applications
include nondestructive testing and measurement of
large optics.

These techniques relate closely to the temporal
phase-measurement methods; however, instead of
using a number of interferograms they can obtain
all the information from a single interferogram. As an
example, let’s assume that the fringes are vertical
and parallel to the columns on the detector array.Figure 11 Fourier transform technique.

INTERFEROMETRY / Phase-Measurement Interferometry 371



The carrier frequency (i.e., the number of tilt fringes)
is adjusted so that there is an a phase change from the
center of one pixel to the next. As long as there is not
much aberration (deviation), the phase change from
pixel to pixel across the detector array will be
approximately constant.

When the fringes are set up this way, the phase can
be calculated using adjacent pixels (see Figure 12). If
one fringe takes up 4 pixels, the phase shift a between
pixels will be 908. An algorithm such as the three-
frame, four-frame, or five-algorithm can be used with
adjacent pixels as the input. Therefore, 3, 4, or 5
pixels in a row will yield a single-phase point. Then,
the analysis window is shifted sideways one pixel and
phase is calculated at the next point. This technique
assumes that the dc irradiance and fringe visibility do
not change over the few pixels used to calculate each
phase value.

Spatial Multichannel Phase-Shift Techniques

These techniques detect all phase maps simul-
taneously and multiplex the phase shift using static
optical elements. This can be done by using either
separate cameras as illustrated below or by using
different detector areas to record each of the
interferograms used to calculate the phase. The
phase is usually calculated using the same techniques
that are used for the temporal phase techniques.

As an example, a four-channel interferometer can
be made using the setup shown in Figure 13 to record
four interferograms with 908 phase shifts between
them. Camera 1 will yield fringes shifted 1808 with
respect to camera 2, and cameras 3 and 4 will have
phase shifts of 908 and 2708. The optical system may
also utilize a holographic optical element to split the
beam to multiplex the four phase shifts on four
quadrants of a single camera.

Signal Demodulation Techniques

The task of determining phase can be broadened by
looking toward the field of signal processing. For
communication via radio, radar, and optical fibers
electrical engineers have developed a number of ways
of compressing and encoding a signal as well as
decompressing a signal and decoding it. An inter-
ference fringe pattern looks a lot like an am radio
signal. Thus, it can be demodulated in similar ways.
In recent years many new algorithms have been
developed by drawing on techniques from communi-
cation theory and applying them to interferogram
processing. Many of these use different types of
transforms such as Hilbert transforms for straight
fringes or circular transforms for closed fringes.

Extended Range Phase Measurement Techniques

A major limitation of phase measurement techniques
is that they cannot determine surface discontinuities
larger than l=4 (l=2 in optical path (OPD)) between
adjacent pixels. One obvious solution is to use longer
wavelength sources in the infrared where optically
rough surfaces look smooth and their shape can be
measured. An alternative is two-wavelength inter-
ferometry where two measurements at different
wavelengths are taken and the measurable height
limitation is now determined by the equivalent
wavelength:

leq ¼
l1l2

ll1 2 l2l
½23�

Another method that allows for measurement of
smooth surfaces with large height discontinuities that
is limited only by the working distance of the
objective combines a white light and a phase
measurement interferometric technique in one long
scan. The position of the wave packet resolves 2p
ambiguities that result from the arctangent function
(see Phase unwrapping section above). The phase of
the fringe close to the wave packet maximum is
determined without ambiguity. Sometimes it is not
the step height discontinuity that is a problem but
rather the high slope of the measured surface. If we
know that the surface is continuous, then the

Figure 12 Spatial phase shifting. Different relative phase shifts

are on adjacent detector elements.

Figure 13 Spatial phase shifting using four cameras.
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unwrapping procedure can take advantage of this a
priori information to look for a continuous.

Techniques for Deformation Measurement

Some of the techniques for deformation measurement
have already been described earlier (see sections on
Single frame techniques and Spatial multichannel
phase-shift techniques). However, fringes in any
interferometer can be analyzed not only in the x; y
planes but also in the x; z; or y; z planes for which the
carrier frequency of the fringes is introduced. Analysis
of fringes in any plane has the same restrictions.

If the initial static object shape is measured using
conventional phase measurement techniques, not
only can the motion of each object point be
determined but also the deformation of the whole
object in time. If the motion of the object is periodic,
then the object motion can be ‘frozen’ by using
stroboscopic illumination of the same frequency as
the object’s motion. Once the motion is frozen, any
temporal technique can be used to measure object
shape at some phase of its motion. Changing the time
offset between stroboscopic illumination and the
periodic signal driving the motion, the object can be
‘frozen’ and thus measured at different phases of its
periodic motion.

Systematic Errors

Noise Sensitivity

Measurement noise mostly arises from random
fluctuations in the detector readout and electronics.
This noise reduces precision and repeatability. Aver-
aging multiple measurements can reduce effects of
these random fluctuations.

Phase Shifter Errors

Phase shifter errors can be due to both miscalibration
of the system and nonlinearities in the phase shift. It is
possible to purchase very linear phase shifters. It is
also possible to correct nonlinearities by determining
the voltage signal making the phase shifter provide a
linear phase shift.

Linear phase shifter errors (miscalibration) of the
phase shift have an error signature that is at twice the
frequency of the fringes. If there are two fringes
across the field of view, the error signature will have
four across the field of view. Figure 14 shows the
difference between a calibrated and an uncalibrated
phase shifter as well as the difference in error for two
different phase measurement algorithms. Some algo-
rithms are obviously more sensitive than others to this
type of error.

Other Types of Systematic Errors to Consider

Other types of errors to consider are detector
nonlinearities, quantization errors due to analog-to-
digital converters, and dissimilar materials (see
Phase change upon reflection). For temporal phase
measurement techniques errors due to vibration and

Figure 14 Comparison of phase maps for calibrated and

uncalibrated phase shifts using two different phase measurement

algorithms.
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air turbulence need to be considered as well. Spatial
phase measurement techniques are sensitive to mis-
calibrated tilt (wrong carrier frequency), unequally
spaced fringes, and sampling and windowing in
Fourier transform techniques.

Choosing an Algorithm or Technique

Each algorithm and type of measurement technique is
sensitive to different types of systematic errors.
Choosing a proper algorithm or technique for a
particular type of measurement depends on the
specific conditions of the test itself and reducing the
systematic errors for a particular type of measure-
ment. This is the reason that so many algorithms
exist. The references in the bibliography will help the
reader determine what type of algorithm will work
best for a specific application.

Examples of Applications

Phase shifting interferometry can be used for
measurements such as hard disk flatness, quality of
optical elements, lens curvature, dimensions and
quality of air-bearing surfaces of magnetic read/write
heads, cantilevers, and semiconductor elements.
Figure 15 shows results for measurements of a hard
disk substrate and a roughness grating.

Conclusions

Phase measurement interferometry techniques have
increased measurement range and precision enabling
the production of more complex and more precise
components. As work continues on development of
interferometric techniques, phase measurement tech-
niques will continue to become more robust and less
sensitive to systematic errors. Anticipated advances
will enable measurements of objects that were
unimaginable 20 or 30 years ago.

See also

Interferometry: White Light Interferometry. Microscopy:
Interference Microscopy.
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Introduction

In 1960 the development of the laser injected new
possibility into an old discipline, interferometry (see
Interferometry: Overview). The excellent spatial and
temporal coherence (ideally a single point and a single
wavelength source) of the laser allowed for the
formation of nonlocalized interference fringes. With
lasers, researchers could easily generate good contrast
fringes practically anywhere where the beams over-
lapped. These excellent-quality fringes from laser
interferometers enabled high-resolution distance and
displacement measurements on the order of meters
and made possible noncontact surface probing with
nanometer and subnanometer resolution. This kind
of precision, which was supported by the advent of
computers and the advancement of detectors, was
previously unimaginable.

However, interference phenomena were used in
metrology long before lasers and can be observed
without any complicated device or source. On a rainy
day we can observe the colorful interference patterns
that have formed on a thin layer of gasoline in a
puddle. The relationship between colors and the
small distance between reflecting surfaces, observed
as far back as 1665 by Hook, is still used to
approximate layer thicknesses. The colors in inter-
ference patterns have been used to determine the
spectral components of beams. By the end of the
nineteenth century, Michelson and Benoit were using
interference phenomena to determine distances, long
before the invention of the computer and the laser.

While the application of lasers in interferometry
has advanced the science, white light interferometry
(WLI), which uses a spatially and temporally inco-
herent source and creates fringes localized over a few
microns in space, has also benefited from technologi-
cal advancements. The development of solid state
detectors, fast computers, electronic signal proces-
sing, and precise scanning stages has allowed for
incredibly fast analysis of white light interferograms.
In fact, WLI is used in many applications from film
thickness and surface measurement, through spec-
troscopy to astronomy.

This chapter focuses on the formation of white
light fringes. We first examine the existence of white
light fringes in the everyday world. A description of
different interferometric setups and their uses follows.

The bulk of this article details the formation of white
light fringes and examines their different applications
with an emphasis on the analysis of object structure.
Suggestions for further reading, both within this
encyclopedia and from outside sources, can be found
at the end of this article. A basic theory of
interferometry and coherence is to be found in
corresponding articles of this encyclopedia.

White Light Interference
in Everyday Life

The effects of interference display spectacular colors
when observed in white light, such as the sun. We
often see these effects in oil or gasoline spills, in soap
bubbles, or between two smooth pieces of glass in
contact (separated by a very thin layer of air film) –
which are the simplest everyday white light inter-
ferometers. The colors we see in these displays are
interference colors, and their origin is interference
rather than dispersion as in the colors of a rainbow or
light reflected from a CD. The picture in Figure 1 is of
a gasoline spill under cloudy sky illumination; we see
beautiful interference colors that are hard to find in a
rainbow: iron-gray, magenta, grayish blue, whitish
green, and brownish yellow. Interference colors will
differ not only with the thickness of the layer but also
with the layer’s absorption and dispersion, the
relative indices of refraction of the film, the surround-
ing media, and the illumination. Interference colors
can be observed for layers from a fraction of a micron
to a few microns thick.

Interferometers for White Light
Observation

In a white light interferometer, either the colors or the
intensity distribution of the fringes is typically
analyzed to retrieve the necessary encoded infor-
mation, such as the film thickness, birefringence,
index of refraction, dispersion, spectral properties,
and surface structure. White light interference can be
observed only in interferometric designs where the
optical paths in both arms of the interferometer are
(nearly) equal and the system is (nearly) compensated
for dispersion.

Interference in Thin Film

Beams of light of different wavelengths incident on a
transparent thin film (such as the ones in the puddle)
are partially reflected from the top air/film interface
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and partially from the bottom film/substrate interface
and then beams of the same wavelength interfere with
each other. The optical path difference (OPD)
traveled by the interfering beams is related to the
film thickness, the index of refraction for the given
wavelength and the angle of incidence.

Fringes of equal thickness will be observed if the
film thickness (distance between interfering wave-
fronts) varies. These fringes represent points of equal
distance between the two surfaces of the film and are
formed close to the film (see Figure 2). This situation
is typical in any interferometer since rarely are
wavefronts perfectly plane and parallel.

For any individual wavelength, li; where the OPD
is equal to mli; and where m is an integer, a bright
fringe of the color of the wavelength, li; will be
observed due to constructive interference. For white
light illumination, the color at a given point will be
dominated by the color of the wavelength for which
the interference will be constructive. This color can be
used to estimate the optical thickness of the film.

An additional factor needs to be taken into account
when color is used for estimating optical thickness,
namely the phase change on reflection. Different
colors will be observed if the ratio of indices of
refraction for both film interfaces is ,1 (or .1) as
opposed to when the ratio of indices is ,1 for one
interface and .1 for the other.

Polarization Microscope

Interference colors that correspond to equal thickness
fringes can represent the birefringence of an object;
these colors are often observed using a polarization
microscope (see Microscropy: Interference Micro-
scopy). The polarization microscope is a conventional
microscope with a set of polarizers with crossed
polarization axes, one placed above and the other
placed below the tested birefringent object.

Figure 1 Interference colors in a gasoline spill in a puddle. This picture would closely resemble a picture from an interference

microscope, if not for the leaf in the top left corner.

Figure 2 Formation of fringes of equal thickness for film with

wedge.
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Interference colors have been tabulated for many
years and for many different purposes. Newton
devised his color scale to describe interference fringes
for two pieces of glass in contact with each other.
Michel-Lévy and Lacroix in 1889, created a color
scale to help recognize different rock forming
minerals. For more information about colors in
white light interference see sections on White Light
Interference and Spectral Interference below.

Michelson Interferometer

A Michelson interferometric setup, shown in Figure 3,
is often used to analyze white light interference, but
the intensity of the fringes is observed as one mirror is
scanned rather than the color of fringes that is usually
observed.

Two plane mirrors (equivalent to the top and
bottom surfaces of a thin film) return the beams to the
beamsplitter, which recombines parts of the returned
beams and directs them towards the detector where
the interference is observed. Beam S1 travels through
the parallel plate three times while beam S2 passes
through the plate only once causing the system to be
not well compensated (balanced) for dispersion.
Thus, for observation of white light interference, an
identical plate is placed in the path of beam S2. As one
of the plane mirrors moves along the optical axis to
change the OPD, the detector collects the irradiance,
the intensity. Fringes will be observed if the system is
well-compensated for dispersion and for optical path
lengths. Any spectral changes or changes in optical
path lengths in the interferometer affect the shape or
position of the fringes, and the interferometer
measures these changes.

Common-path interferometers, like the Mach–
Zender or Jamin interferometers, are naturally

compensated interferometers and can be used for
measurement of dispersion in gases. Other interfe-
rometers, such as the Twyman–Green or Fizeau
interferometers, make use of their unequal interfe-
rometer arms and their nonlocalized fringes from
laser sources for testing different optical elements
and systems in reflection and transition (see Interfero-
metry: Phase Measurement Interferometry).

White Light Interference

A white light source consists of a wide spectrum of
wavelengths in visible spectrum, from about 380 up
to 750 (violet to red) nanometers. However, the
principles of WLI described in this article basically
apply when any low coherence source is used. Low
coherence refers to a source of not only low temporal
but also low spatial coherence; WLI can also be
referred to as low coherence interferometry. We will
be concerned mainly with temporal effect of the
source, the source spectrum.

Since different wavelengths from the source spec-
trum are mutually incoherent, we will first look at
interference between two waves of a selected mono-
chromatic illumination with wave number k ¼ 2p=l;
where l is the wavelength. The intensity of the
interference fringes at point x; y (these coordinates
are omitted in all equations), as one of the mirrors is
scanned along the optical axis, z can be described as

Iðk; zÞ ¼ I1 þ I2 þ 2
ffiffiffiffiffi
I1I2

p
lgðzÞl cosðkzÞ ½1�

or can be written in the form:

Iðk; zÞ ¼ I0

"
1 þ

2
ffiffiffiffiffi
I1I2

p
I1 þ I2

lgðzÞl cosðkzÞ

#
½2�

where I1 and I2 are intensities of each of the beams
and I0 ¼ I1 þ I2; lgðzÞl is the modulus of the complex
mutual coherence function (see Coherence: Over-
view) assumed here to equal 1 (perfect coherence for
each wavelength). The optical path difference z equals
z1 2 z2 where z1 and z2 are the optical path lengths
that the interfering waves have traveled.
The difference in the traveled paths, z; corresponds
to the position of the scanning mirror.

White light interference (polychromatic interfer-
ence) is the overlaying of all the monochromatic
fringes created for each wavelength of the source
spectrum (Figure 4a). A detector observes the sum of
all the fringe intensities.

In mathematical form, this interference can be
described as the integral of all the fringes Iðk; zÞ for allFigure 3 Michelson interferometer.

INTERFEROMETRY / White Light Interferometry 377



wavenumbers k:

IðzÞ ¼
ðk2

k1

SðkÞDðkÞIðk; zÞdk ½3�

where SðkÞ is the spectral distribution of the light
source, with SðkÞ ¼ 0 outside of k1 through k2 range
of wave numbers, and DðkÞ is a spectral response of
the detector. We assume that the detector’s response
DðkÞ equals 1 over the whole spectrum. Because the
spacing of the fringes for each wavelength emitted by
the white light source is different, the maxima of
fringes will align around only one point for a well-
compensated interferometer, as shown in Figure 4a.
This alignment around a single point, occurs because
in a well-compensated interferometer there is one
point for which the OPD is zero for all wavelengths.
Away from this point, the observed sum of the
intensities quickly falls off, as shown in Figure 4b.
The maximum fringe, the fringe that marks the zero
OPD, is called the zero-order fringe, and each next
fringe of smaller amplitude on either side is called þ1
and 21, þ2 and 22 order fringe, and so on.

Because white light fringes are localized and can
only be found within microns or tens of microns of
the zero OPD, white light interferometers are

excellent distance and 3D position sensors. However,
this same characteristic makes them more difficult to
align than interferometers with nonlocalized fringes.

Envelope of Fringes Due to Source Spectrum

The resultant intensity of interference from a broad
spectrum source (see eqn [3]) can be described in
general form as

IðzÞ ¼ I0½1 þ VðzÞ cosðk0zÞ� ½4�

where I0 ¼ I1 þ I2 is the background intensity, VðzÞ is
the fringe visibility function or coherence envelope,
and k0 ¼ 2p=l0 is the central wave number for fringes
under the envelope. The VðzÞ is proportional to the
modulus of the Fourier transform of the source
spectrum SðkÞ: Generally, if the light source has a
Gaussian spectrum SðkÞ; then the envelope of the
fringes can be described also as a Gaussian function
VðzÞ: If the spectrum of the source is rectangular, then
the envelope of the fringes will be a sinc function. The
wider that the spectrum of the source is the narrower
the width of the envelope will be, as shown in
Figure 5. The width of the fringe envelope determines
the coherence length of the source (see Coherence:
Overview); for a white light source this width is in the
order of 1–2 microns.

Different white light sources, such as tungsten-
halogen, incandescent, or arc lamps, have different
spectra and thus create different coherence envelopes,
as shown in Figure 5. The spectra of semiconductor
light sources, such as LEDs and SLDs, are similar in
shape to a Gaussian function.

The fact that the coherence envelope is related to
the spectrum of the source by its Fourier transform is
commonly used in Fourier transform spectroscopy,
where the Fourier transform of the detected fringes is
calculated to find the spectral components of the
beams.

Position of Fringes Under Envelope Due to
Reflection of Dielectric

Thus far we have assumed that in WLI the inter-
ferometer is compensated for all wavelengths, and
thus, for this position the maximum of the fringes
aligns with the maximum of the envelope, namely
where there is a zero phase shift w0 ¼ 0 between
fringe and envelope maxima.

If there is an odd number of reflections from
dielectric surfaces in one arm of the interferometer
and an even number in the other, the fringes will be
shifted by w0 ¼ 1808 under the coherence envelope
and the minimum of the fringe will align with the
maximum of the coherence envelope. Thus eqn [4]

Figure 4 Formation of white light fringes: (a) fringes for

individual wavelengths; (b) fringes for white light.
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can be expressed in a more general form:

IðzÞ ¼ I0½1 þ VðzÞ cosðk0z þ w0Þ� ½5�

Figure 6 shows color fringes for such a case; the dark
fringe marks the zero OPD, and this fringe is
surrounded by the greenish blue colors of shorter
wavelengths. In contrast, the bright fringe at the
maximum envelope position or marking the zero
OPD would be surrounded by the reddish colors of
longer wavelengths.

In a real system the fringes may be shifted with
respect to the envelope by any amount of w0; and this
shift may be due to any number of factors, such as the
phase shift on reflection from nondielectric surfaces
and dispersion, which we consider next.

Changes in Envelope and Fringes Due to
Reflection of Nondielectric Materials

The relative position of the envelope maximum and
fringe position will be different if the beam is reflected
from different nondielectric materials. This difference
exists because the phase change on reflection from a
test surface, like metals or heavily doped semicon-
ductors, varies with each wavelength. This variance
in fringe and peak coherence position may be

predicted and corrected for in surface height calcu-
lations. The linear dependence of the phase change on
reflection versus wave number shifts the location of
the coherence envelope peak position of fringes by
different amounts. The constant phase change on
reflection and higher-order terms only shift the fringes
underneath the coherence envelope. As long as the
change on reflection has a small dependence on
the second- and higher-order of the wave number, the
shape of the coherence envelope is preserved.

Changes in Envelope and Fringes
Due to Dispersion

Dispersion in an interferometer that is not balanced,
perhaps because a dispersive element was placed in
one arm or the compensating plate has an incorrect
thickness, will influence fringe formation. The phase
delay between interference patterns for individual
wavelengths is proportional to the product of the
geometrical path and the index of refraction equal to
d £ nðkÞ:

The intensity may be described as:

IðzÞ ¼
ðk2

k1

k1 þ VðzÞ cos{kz 2 kd½nðkÞ�}l dk ½6�

Figure 5 Spectrum and interferogram for (a) tungsten-halogen lamp and for (b) red LED sources.
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The dependence of the refractive index on the wave
number k can be described as a linear expansion:

nðkÞ ¼ nðk0Þ þ
dn

dk
ðk 2 k0Þ ½7�

The linear dispersion shifts the envelope by the group
index of refraction times the thickness of the
dispersive element; this dispersion also shifts the
fringes under the envelope slightly. In other words,
the linear phase delay for a range of wavelengths
causes a group delay of the whole envelope (wave
packet). Higher-order dispersion, absorption of the
elements, or effects due to thin films can cause the
envelope to widen or even become asymmetrical,
the position of the fringes under the envelope to shift,
the fringes to lose contrast, and the period of the
fringes to change or vary with the z position.
Dispersion effects will be stronger for sources that
have a wider spectrum; however, the observed
changes will be different for different shapes of
spectra.

The phase of the fringes under the envelope and the
position of the envelope itself are parameters often

used in astronomy. Highly accurate white light fringe
estimation, using the optical path-length delay
between the two arms of the interferometer, is a
cornerstone of stellar interferometry.

Fourier Analysis of White Light Interferograms

Wavelength-dependent changes in a white light
interferogram can be more easily analyzed in the
spectrum rather than the spatial domain. The Fourier
transform of a white light interferogram yields two
symmetrical side lobes at the mean wavelength of the
interferogram; analysis of just one of these side lobes
is sufficient. The spectral amplitude of the side lobe
contains information about the spectral components
of the interfering beams, while the spectral phase in
regions with appreciable spectral amplitude supplies
information about any unbalanced dispersion in the
interferometer, as shown in Figure 7. Fourier trans-
form analysis is extensively used in Fourier transform
spectrometry (see Spectroscopy: Fourier Transform
Spectroscopy).

For a dispersion-balanced interferometer, the inter-
ferogram is symmetrical around the zero OPD
position. For a symmetrical interferogram, the
spectral phase will be zero if the zero OPD position
of the sampled interferogram is in the middle of
sampling range; otherwise a linear factor appears in
the spectral phase. This linear term, while useful to
surface profiling, because it determines the position of
the coherence signal with respect to scanner
sampling, is unwanted in Fourier spectroscopy and
needs to be corrected for. Dispersion and possible
thin-film effects will commonly introduce a non-
linearity in the spectral phase.

Controlled Phase Shift of Fringes Under the
Envelope – Geometric Phase Shift

Many techniques in interferometry depend on shift-
ing the phase of the interfering wavefronts. Mechan-
ical shifters used in white light interferometry will
introduce the same shift measured in nanometers for
all wavelengths; however, when measured in degrees
or radians, the shift will vary for different wave-
lengths. Geometric phase shifters (achromatic phase
shifters operating on the principle of geometric phase)
introduce for all wavelengths the same shift when
measured in degrees and are based on polarization
elements like a rotating wave plate in circularly
polarized light or a rotating polarizer in a circularly
polarized beam. Fringes underneath the coherence
envelope shift, as shown in Figure 8, while the
coherence envelope stays in place.

The advantage to these techniques is that only
the phase of fringes changes, not the fringe contrast

Figure 6 Formation of white light fringes with destructive

interference for OPD ¼ 0:
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(see Interferometry: Phase Measurement Interfero-
metry). A geometrical phase shifter can be very useful
in polarization microscopes (Figure 9), white light
shearing interferometers, or any system where the
phase of the white light fringes needs to be measured.

Spectral Interference

White light fringes, because they are made up of
fringes of many wavelengths, are observed only over
very small path differences. If we filter only a narrow
band from the white light spectrum, fringes would be
visible over a much larger scan. For different
wavelengths we would observe different color and
frequency fringes; this is simply the reverse process of
the description in the white light interference section.

If we place a spectrometer in the observation plane
of the white light interferometer (Figure 10), we will
observe fringes with continuously changing wave-
lengths in dispersed light. These fringes are called

fringes of chromatic order or channeled spectrum
fringes and find their application in film thickness
measurement or absolute distance measurement in
the range up to 1 mm. Channeled spectra were used
for analysis of dispersion, thin film, and spectroscopic
measurements. The number of observed fringes for a
given wavelength is directly proportional to the
measured optical path difference. The optical path
difference can be determined if the difference in fringe
numbers is determined for two well-known wave-
lengths (this is equivalent to two-wavelength inter-
ferometry). The optical path difference can be also
quickly estimated from the frequency of fringes for a
given wavelength; the larger the optical path differ-
ence, the denser the fringes.

Surface Topography and Object
Structure Measurement

Although WLI has many applications, this section
focuses on white light interference as applied to
surface topography measurement. Interference
microscopes that use white light illumination are
often based on the Michelson setup shown in
Figure 11.

Figure 7 Spectral amplitude (a) and spectral phase (b) for input

from unbalanced interferometer (c).

Figure 8 Fringes for two different geometric phase shifts.

Figure 9 Polarization interferometer with geometric phase shift.
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A beamsplitter cube is placed underneath the bright
field objective, and one mirror is placed to the side at
the focus plane of the objective while the other mirror
is replaced by the measured surface with respect to
which the whole interference objective is scanned. The
narrowly localized fringes at the best focus position for
each point of the surface corresponding to a pixel on
the CCD camera is observed during the scan. Because
of the design of the Michelson objective, in order
to accommodate higher magnification objectives
constraints, other interference setups like Mirau and
Linnik were developed (see Microscopy: Interference
Microscopy). However, these designs are still based on
the Michelson interferometer, being also compensated
interferometers with equal lengths and amounts of
glass in each arm.

These interference microscopes typically have two
complementary modes of operation; one mode uses

monochromatic illumination and the other employs a
white light source. Monochromatic illumination
provides excellent vertical resolution but is limited
in its range. It cannot correctly assign fringe order to
discontinuous surfaces larger than 160 nanometers.
Figure 12a shows monochromatic fringes for the
surface of the profile shown in Figure 13. We see that
with the monochromatic illumination the height of
the grooves remains unknown because it is impossible
to assign order numbers to these fringes.

To resolve this ambiguity, white light illumination
is employed because it allows for easy identification
of the zero order fringe. Figure 12b shows white
light fringes created for the same surface. We see
the zero-order fringe for the zero OPD as well as the
next orders due to the decreasing contrast of the
fringes. The position of the zero-order fringe can be
followed and approximate heights can be deter-
mined visually. Thus, white light illumination
permits the measurement of a broader range of
surfaces that are rough or have large height
variations up to a few millimeters.

The white light interferometer is a great focus
detector (Figure 14) at each point of the field of view.
The principle behind WLI is finding these individual
focus positions using localized fringes observed
during the surface scan. WLI interferometers provide
high lateral resolution and large vertical range in the
order of hundreds of nanometers or micrometers
(Figure 15). White light interferometers are com-
monly used to measure magnetic heads, MEMS
devices, binary optic, and machined surfaces.

Signal Processing of White Light Interferograms

For WLI topographic measurements, each pixel
registers an interferogram whose position varies

Figure 10 Interferometers with prism spectrometer to observe

fringes of equal chromatic order for OPD measurement.

Figure 11 Michelson interferometric objective.
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with the surface height. Figure 16 shows two
interferograms for two positions in the field of view
of a measured step height surface; the first shows the
top surface of the step height and the second shows
the bottom surface of the step height.

Algorithms have been developed to analyze
the signal in different ways. Some focus on finding
the fringe envelope position and others examine the
position of the fringe underneath the envelope. These
algorithms work under the assumption that white
light fringes can be described by the same function
over the whole field of view of the interferometer.
Algorithms are applied to a signal so as to find the
position of the coherence envelope for each pixel.
This process is called coherence gating, and all
algorithms perform coherence gating.

Some algorithms look for the position of the
envelope’s maximum in a process whereby first the
coherence envelope of the fringes is found using signal
filtering. Then, the curve is fit to a few points around
the envelope’s maximum, and finally the position of
the envelope’s maximum is found. Other algorithms
calculate the center of mass of the coherence signal, as

described in eqn [8]:

Hðx; yÞ ¼

XN21

n¼1

�
Iiðx; yÞ2 Iiþ1ðx; yÞ

�2
zi

XN21

n¼1

�
Iiðx; yÞ2 Iiþ1ðx; yÞ

�2 ½8�

This method is very fast and computationally efficient.
Center of mass calculations are equivalent to calcu-
lations of the maximum of the envelope position, but
only for a symmetrical signal. For an asymmetrical
signal a piston is introduced for each point; however,
this piston does not affect the whole measurement. Still
another method calculates the spectral phase slope in
the Fourier domain to determine the position of the
coherence envelope in a process that is equivalent to
finding the center of mass. Finally, a different group of
algorithms tracks the position of the bright or dark
fringe close to the envelope’s maximum.

Scanner Speed – Sampling Rate

A practical sampling rate of the white light inter-
ference signal is around four pixels per fringe.
Because in most algorithms it is not the position of
the fringes that we want to determine but rather the
position of the envelope of the fringes, sampling the
envelope of the fringes with four samples is usually
sufficient. However, this sufficiency comes at the
expense of lower repeatability (higher noise). The
advantage to this sampling rate is short measurement
time; higher sampling rates increase measurement
time. Measurement speed can be increased by up to
25 times when the envelope of the fringes is widened
by filtering light of a bandwidth about 20–40 nm
from the white light source.

Scanner Nonlinearity

Scanner motion is assumed to be linear, but non-
linearity in this motion impairs measurement

Figure 12 Fringes in quasimonochromatic and white light for object similar to one as presented in Figure 13.

Figure 13 3D object profile – binary grating.
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accuracy. To account for this, simple algorithms can
calculate the average steps along each interferogram
in scanning direction (Figure 17) and measured steps
can be used in coherence detection algorithms.

In order to have continuous information about
the scan steps, the fringes should be visible some-
where in the field of view at each moment of the
scan. This task may require introducing a large tilt
for samples with large discontinuities such as
stepped surfaces. For large discontinuities where
introducing sample tilt may not be sufficient, the
envelope of the fringes can be extended by
increasing the spatial or temporal coherence of the
light source. An alternate solution involves measur-
ing the scanner motion with a distance-measuring
interferometer or triggering the camera to collect
intensity data at every equal scan step, which can be
determined by using the zero-crossing technique, as
is commonly done in Fourier transform spec-
troscopy. Equal scan steps are more suitable for
techniques based on transform techniques that
assume equal sampling. Other peak detection
algorithms, such as center of mass calculations,
make use of measured but not necessarily equal
steps directly in the algorithm.

Observing the phase along the interferogram can
also provide information that is important in optical
fiber sensing. These observed changes, which assume
that sampling rates of the interferogram are known,

Figure 14 Operation of white light interferometer for surface topography measurement.

Figure 15 WLI measurement of Fresnel lens in a high-

resolution mode. Courtesy of Glimmerglass.
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enable correction for changes in wave number value
k0 which can be due to such things as changes in the
working voltage of bulb, an introduced higher-order
dispersion, or a large tilt of the sample.

Increased Resolution White Light Interferometry

Interferometric methods that employ a monochro-
matic light source to detect the phase of the fringes

(see Interferometry: Phase Measurement Interfero-
metry) can achieve about 10 times better (0.3 nan-
ometers versus 3 nanometers) vertical resolution than
the WLI methods described so far. Combining
coherence position detection from WLI to determine
fringe order with the phase detection of phase shifting
techniques allows for the measurement of samples
with height discontinuities larger than 160 nan-
ometers with the resolution and accuracy of phase
shifting interferometry (PSI). This combination is
particularly well-suited for determining the shape of
smooth surfaces with large height differences such as
binary diffractive optics or micro-electromechanical
systems (MEMS) (see Figure 15).

Using this combined method we obtain both a
lower-resolution map of the envelope position and a
higher-resolution map of the phase (position) of the
zero order fringe. These maps may differ slightly due
to effects similar to those discussed in sections
Changes in Envelope and Fringes Due to Reflection
of Nondielectric and Changes in Envelope and
Fringes Due to Dispersion above. In interference
microscopes, shifts in the envelope and fringe
position may be introduced by field-dependent and
chromatic aberrations of the system and the system’s
effective numerical aperture. These shifts can vary for
different points on the tested surface, but for
simplicity are assumed to be constant over the field.
Some correction for these effects can be applied.

Film Thickness Measurement

White light interferograms that are obtained in an
optical profiler can be used to measure transparent
film thicknesses because the character of the inter-
ferogram changes with the thickness of the film
(Figure 18). Two different techniques, a thin or thick
film technique, are used depending of the range of the
film thickness. A thick film technique is used if two

Figure 16 White light fringes as seen by two pixels during scan

through focus for object in form of step.

Figure 17 Phase calculated along the white light interferogram.

This calculated phase can be used to determine scanner motion.

Figure 18 Fringes for (a) thin and (b) thick film.
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sets of best contrast white light fringes from each
interface are clearly separated, meaning that no
interference occurs between the wavefronts reflected
from the top and bottom surfaces of the film. A thin
film technique is employed when the two sets of
fringes overlap.

Thick film measurement
A simple technique for finding the relative position of
the peaks of the fringe envelopes can be implemented
to find the thickness of a film. Figure 19 shows two
clearly separated sets of fringes formed for the air/film
and film/substrate interfaces. Whether these two sets
of fringes are separated or not depends mainly on the
geometrical thickness of the film and its group index
of refraction, which is determined by the dispersion of
the film. The typical range of measurable film
thicknesses runs from 3 to 150 microns, depending
on the dispersion of the film. This measurement
allows for the detection of flows on the surface and
interface of the film. Similar principles based on
finding the position of the coherence envelopes are
used for distance sensing, thickness measurement of
plates, and the cornea of the eye, in low coherence
reflectometry and structure measurements in biologi-
cal samples in optical coherence tomography.

Thin film measurement
For thicknesses of five microns down to tens of
nanometers, the white light interferogram is
created from the interference between the beams
reflected from the reference mirror and the two beams
reflected from the thin film layer. Once the inter-
ferogram is registered while the objective is scanned
vertically with a constant velocity, the spectral phase
is calculated by applying a Fourier transform to the
measured signal at each pixel as described in the
section Fourier Analysis of White Light Interfero-
grams above. The phase slope is subtracted and
the dispersion of the system needs to be known.
The spectral phase for the thin film interference has
the form of a polynomial; thus, the polynomial for the
chosen film model (n and k) is fitted, and regression

analysis is used to find the best fit and, therefore, the
film thickness (Figure 20).

Spatial Coherence Effects in the Interference
Microscope

So far we have been discussing temporal coherence
effects, but everywhere that the source has a
wavelength bandwidth, spatial coherence may play
an important role. In an interference microscope for
surface topography measurement, the size of the
aperture of the condenser is on the order of the
aperture of the objective that illuminates the surface
with a wide range of angles. For large angles, which
are determined by the numerical aperture (NA) of the
objective, where NA ¼ 0.5–0.95, the combination of
the influence of the spatial and temporal coherence is
clearly visible. The additional spatial effects include a
reduction of the fringe envelope width and a decrease
in fringe spacing corresponding to k0: Calibration
of fringe spacing is typically done on the system
and accounts for spatial effects as well as for any
uncertainty of k0 due to the source spectra, the
working temperature of the source, the spectral

Figure 19 Thick film (see Figure 18b) irradiance.

Figure 20 Thin film (see Figure 18a): (a) irradiance, (b) spectral

amplitude and (c) spectral phase.
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response of the detector and the influence of
other factors like the intensity distribution in the
illuminating aperture. The spatial influences can be
reduced by stopping down the condenser, which
causes an increase in the contrast of the fringes.

Rough Surfaces

Rough surfaces are difficult to measure using inter-
ferometric techniques, but under certain coherence
conditions white light interference can do the job. For
rough surfaces, if the microstructure of the object is
not resolved by the imaging system, speckles, rather
than fringes, are observed. Each speckle has a random
phase which is approximately constant in the whole
speckle area. If the rough surface is scanned through
focus, each individual speckle exhibits the intensity
modulation that is typical for WLI. These speckles
enable the measurement, but they also introduce
noise proportional to the roughness of the measured
surface.

Despite the noise that speckles introduce into the
WLI measurement, WLI has an advantage because it
rejects the light that has undergone scattering outside
of a small sample volume, thus allowing precise
noninvasive measurement of object structure, even in
dense media.

Applications

WLI is used in many disciplines and instruments
such as:

. Fourier transform spectroscopy – source and
material properties;

. Michelson stellar interferometer – angular size of
star, binary stars, delay measurement in optical
paths of interferometer;

. Shearing interferometry – structure measurement;

. DIC Nomarski interferometry – structure measure-
ment;

. Speckle interferometry – structure measurement;

. Holography – structure measurement;

. Optical sensors – temperature, pressure, distance;

. Optical coherence tomography – structure
measurement.

See also

Coherence: Coherence and Imaging; Overview. Holo-
graphy, Techniques: Holographic Interferometry. Inter-
ferometry: Phase Measurement Interferometry.
Microscopy: Interference Microscopy. Spectroscopy:
Fourier Transform Spectroscopy.
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lumineuses. Travaux et Mémoires des Bureau Inter-
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Introduction

This article gives a brief history of the development of
the laser and goes on to describe the characteristics of
the carbon dioxide laser and the molecular dynamics
that permit it to operate at comparatively high power
and efficiency. It is these commercially attractive
features and its low cost that has led to its adoption as
one of most popular industrial power beams. This
outline also describes the main types of carbon
dioxide laser and briefly discusses their characteristics
and uses.

Brief History

In 1917 Albert Einstein developed the concept of
stimulated emission which is the phenomenon used in
lasers. In 1954 the MASER (Microwave Amplifica-
tion by Stimulated Emission of Radiation) was the
first device to use stimulated emission. In that year
Townes and Schawlow suggested that stimulated
emission could be used in the infrared and optical
portions of the electromagnetic spectrum. The device
was originally termed the optical maser, this term
being dropped in favor of LASER, standing for: Light
Amplification by Stimulated Emission of Radiation.
Working against the wishes of his manager at Hughes
Research Laboratories, the electrical engineer Ted
Maiman created the first laser on the 15 May 1960.
Maiman’s flash lamp pumped ruby laser produced
pulsed red electromagnetic radiation at a wave-
length of 694.3 nm. During the most active period
of laser systems discovery Bell Labs made a very



significant contribution. In 1960, Ali Javan, William
Bennet and Donald Herriot produced the first Helium
Neon laser, which was the first continuous wave
(CW) laser operating at 1.15 mm. In 1961, Boyle and
Nelson developed a continuously operating Ruby
laser and in 1962, Kumar Patel, Faust, McFarlane
and Bennet discovered five noble gas lasers and lasers
using oxygen mixtures. In 1964, C.K.N. Patel created
the high-power carbon dioxide laser operating at
10.6 mm. In 1964, J.F. Geusic and R.G. Smith
produced the first Nd:Yag laser using neodymium
doped yttrium aluminum garnet crystals and
operating at 1.06 mm.

Characteristics

Due to its operation between low lying vibrational
energy states of the CO2 molecule, the CO2 laser has
a high quantum efficiency, ,40%, which makes it
extremely attractive as a high-power industrial
materials processing laser (1 to 20 kW), where energy
and running costs are a major consideration. Due to
the requirement for cooling to retain the population
inversion, the efficiency of electrical pumping and
optical losses – commercial systems have an overall
efficiency of approximately 10%. Whilst this may
seem low, for lasers this is still a high efficiency. The
CO2 laser is widely used in other fields, for example,
surgical applications, remote sensing, and measure-
ment. It emits infrared radiation with a wavelength
that can range from 9 mm up to 11 mm. The laser

transition may occur on one of two transitions:
(0001) ! (1000), l ¼ 10:6 mm; (0001) ! (0200),
l ¼ 9:6 mm; see Figure 1. The 10.6 mm transition
has the maximum probability of oscillation and gives
the strongest output; hence, this is the usual
wavelength of operation, although for specialist
applications the laser can be forced to operate on
the 9.6 mm line.

Figure 1 illustrates an energy level diagram with
four vibrational energy groupings that include all the
significantly populated energy levels. The internal
relaxation rates within these groups are considered to
be infinitely fast when compared with the rate of
energy transfer between these groups. In reality the
internal relaxation rates are at least an order of
magnitude greater than the rates between groups.

Excitation of the upper laser level is usually
provided by an electrical glow discharge. However,
gas dynamic lasers have been built where expanding a
hot gas through a supersonic nozzle creates the
population inversion; this creates a nonequilibrium
region in the downstream gas stream with a large
population inversion, which produces a very high-
power output beam (135 kW – Avco Everett
Research Lab). For some time the gas dynamic laser
was seriously considered for use in the space-based
Strategic Defence Initiative (SDI-USA). The gas
mixture used in a CO2 laser is usually a mixture of
carbon dioxide, nitrogen, and helium. The pro-
portions of these gases varies from one laser system
to another, however, a typical mixture is 10%-CO2;

Figure 1 Six level model used for the theoretical description of CO2 laser action.
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10%-N2; 80%-He. Helium plays a vital role in the
operation of the CO2 laser in that it maintains the
population inversion by depopulating the lower laser
level by nonradiative collision processes. Helium is
also important for stabilization of the gas discharge;
furthermore it greatly improves the thermal conduc-
tivity of the gas mixture, which assists in the removal
of waste heat via heat exchangers.

Small quantities of other gases are often added to
commercial systems in order to optimize particular
performance characteristics or stabilize the gas
discharge; for brevity we only concern ourselves
here with this simple gas mixture.

Molecular Dynamics

Direct Excitation and De-excitation

It is usual for excitation to be provided by an
electrical glow discharge. The direct excitation of
carbon dioxide (CO2) and nitrogen (N2) ground state
molecules proceeds via inelastic collisions with fast
electrons. The rates of kinetic energy transfer are a

and g; respectively, and are given by eqns [1] and [2]:

a ¼
FCO2

£ IP

E0001 £ n0

ðsec21Þ ½1�

g ¼
FN2

£ IP

Ev¼1 £ n4

ðsec21Þ ½2�

where:

FCO2
¼ Fraction of the input power (IP) coupled into

the excitation of the energy level E0001; n0 is
the CO2 ground level population density;

FN2
¼ Fraction of the input power (IP) coupled into

the excitation of the energy level Ev¼1; and n4

is the N2 ground level population density.

The reverse process of the above occurs when
molecules lose energy to the electrons and the
electrons gain an equal amount of kinetic energy;
the direct de-excitation rates are given by h and b;

eqns [3] and [4], respectively:

h ¼ a £ exp

 
E0001

Ee

!
ðsec21Þ ½3�

b ¼ g £ exp

 
Ev¼1

Ee

!
ðsec21Þ ½4�

where Ee is the average electron energy in the
discharge.

Ee; FCO2
; and FN2

are obtained by solution of the
Boltzmann transport equation (BTE); the average
electron energy can be optimized to maximize the
efficiency (FCO2

; FN2
) with which electrical energy is

utilized to create a population inversion. Hence, the
discharge conditions required to maximize efficiency
can be predicted from the transport equation. Figure 2
shows one solution of the BTE for the electron energy
distribution function.

Resonant Energy Transfer

Resonant energy transfer between the CO2 (0001)
and N2 ðv ¼ 2Þ energy levels (denoted 1 and 5 in
Figure 1) proceeds via excited molecules colliding
with ground state molecules. A large percentage of
the excitation of the upper laser level takes place via
collisions between excited N2 molecules and ground
state CO2 molecules. The generally accepted rate of
this energy transfer is given by eqns [5] and [6]:

K51 ¼ 19 000 PCO2
ðsec21Þ ½5�

K15 ¼ 19 000 PN2
ðsec21Þ ½6�

where PCO2
and PN2

are the respective gas partial
pressures in Torr.

Hence, CO2 molecules are excited into the upper
laser level by both electron impact and impact with
excited N2 molecules. The contribution from N2

molecules can be greater than 40% depending on the
discharge conditions.

Figure 2 Electron energy distribution function.
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Collision–Induced Vibrational Relaxation of the
Upper and Lower Laser Levels

The important vibrational relaxation processes are
illustrated by Figure 1 and can be evaluated from eqns
[7–10]; where the subscripts refer to the rate between
energy levels 1 and 32; 21 and 31; 22 and 31; 32 and
0, respectively:

K132 ¼ 367 PCO2
þ 110 PN2

þ 67 PHe ðsec21Þ ½7�

K2131 ¼ 6 £ 105 PCO2
ðsec21Þ ½8�

K2231 ¼ 5:15 £ 105 PCO2
ðsec21Þ ½9�

K320¼200PCO2
þ215PN2

þ3270PHe ðsec21Þ ½10�

K132, K2131; and K2231 are vibration/vibration
transfer rates and K320 is a vibration/translation
transfer rate. Note the important effect of helium on
eqn [10]; helium plays a major role in depopulating
the lower laser level, thus enhancing the population
inversion. PHe is the partial pressure of helium in Torr.

Radiative Relaxation

Spontaneous radiative decay is not a major relaxation
process in the CO2 laser but it is responsible for
starting laser action via spontaneous emission. The
Einstein ‘A’ coefficient for the laser transition is given
by eqn [11]:

A ¼ ðtspÞ
21 ¼ 0:213 ðsec21Þ ½11�

Gain

The gain (g) is evaluated from the product of the
absorption coefficient (s) and the population inver-
sion, eqn [12]:

g ¼ s

�
n0001 2

g1

g2

n1000

�
cm21 ½12�

For most commercial laser systems the absorption
coefficient is that for high-pressure collision-
broadening (P . 5.2 Torr) where the intensity
distribution function describing the line shape is
Lorentzian. The following expression describes the
absorption coefficient, eqn [13]:

s ¼
692:5

TnCO2

 
1 þ 1:603

nN2

nCO2

þ 1:4846
nHe

nCO2

! ðcm2Þ

½13�

where T is the absolute temperature and n refers to
the population density of the gas designated by the
subscript.

This expression takes account of the different
constituent molecular velocity distributions and
different collision cross-sections for CO2 ! CO2,
N2 ! CO2 and He ! CO2 type collisions. Equation
[13] also takes account of the significant line broad-
ening effect of helium.

Neglecting the unit change in rotational quantum
number, the energy level degeneracies g1 and g2 may
be dropped. n1000 is partitioned such that n1000 ¼

0:1452n2 and eqn [12] can be re-cast as eqn [14]:

g ¼ s ðn1 2 0:1452n2Þ cm21 ½14�

where n1 and n2 are the population densities of energy
groups ‘1’ and ‘2’ respectively.

Stimulated Emission

Consider a laser oscillator with two plane mirrors,
one placed at either end of the active gain medium,
with one mirror partially transmitting (see Figure 4).
Laser action is initiated by spontaneous emission that
happens to produce radiation whose direction is
normal to the end mirrors and falls within the
resonant modes of the optical resonator. The rate of
change of photon population density ðIpÞ within the
laser cavity can be written as eqn [15]:

dIP

dt
¼ Ipcg 2

Ip

T0

½15�

where the first term on the right-hand side accounts
for the effect of stimulated emission and the second
term represents the number of photons that decay out
of the laser cavity, T0 is the photon decay time, given
by eqn [16], and is defined as the average time a
photon remains inside the laser cavity before being
lost either through the laser output window or due to
dispersion; if dispersion is ignored, Ip=T0; is the laser
output:

T0 ¼
2L

c loge

 
1

RBRF

! ½16�

where L is the distance between the back and the
front mirrors, which have reflectivities of RB and RF,
respectively. The dominant laser emission occurs on a
rotational–vibrational P branch transition Pð22Þ;
that is ð J ¼ 21Þ! ð J ¼ 22Þ line of the ð0001Þ!
ð1000Þ;l ¼ 10:6 mm transition, where J is the
rotational quantum number. The rotational level
relaxation rate is so rapid that equilibrium is
maintained between rotational levels so that they
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feed all their energy through the Pð22Þ transition. This
model simply assumes constant intensity, basing laser
performance on the performance of an average unit
volume. By introducing the stimulated emission term
into the molecular rate equations, which describe the
rate of transfer of molecules between the various
energy levels illustrated in Figure 1, a set of molecular
rate eqns [17–21] can be written that permit simula-
tion of the performance of a carbon dioxide laser:

dn1

dt
¼ an0 2 hn1 þ K51n5 2 K15n1 2 Kspn1

2 K132

�
n1 2

�
n1

n32

�
e

n32

�
2 Ipcg ½17�

dn2

dt
¼ Kspn1 þ Ipcg2K2131

�
n21 2

�
n21

n31

�
e

n31

�

2K2231

�
n22 2

�
n22

n31

�
e

n31

�
½18�

dn3

dt
¼ 2K2131

�
n21 2

�
n21

n31

�
e

n31

�
22K2231

�
n22

2

�
n22

n31

�
e

n31

�
þK132

�
n1 2

�
n1

n32

�
e

n32

�

2K320

�
n32 2

�
n32

n0

�
e

n0

�
½19�

dn5

dt
¼ gn4 2bn5 2K51n5 þK15n1 ½20�

dIp

dt
¼ Ipcg2

Ip

T0

½21�

The terms in square brackets ensure that the system
maintains thermodynamic equilibrium; subscript ‘e’
refers to the fact that the populations in the square
brackets are the values for thermodynamic equili-
brium. The set of five simultaneous differential
equations can be solved using a Runge–Kutta
method. They can provide valuable performance
prediction data that is helpful in optimizing laser
design, especially when operated in the pulsed mode.
Figure 3a illustrates some simulation results for the
transverse flow laser shown in Figure 9. The results
illustrate the effect of altering the gas mixture and
how this can be used to control the gain switched
spike that would result in unwelcome work piece
plasma generation if allowed to become too large.
Figure 3b shows an experimental laser output pulse
from the high pulse repetition frequency (prf–5kHz)
laser illustrated in Figure 9. This illustrates that even a

quite basic physical model can give a good prediction
of laser output performance.

Optical Resonator

Figure 4 shows a simple schematic of an optical
resonator. This simple optical system consists of
two mirrors (the full reflector is often a water
cooled gold coated copper mirror), which are
aligned to be orthogonal to the optical axis that
runs centrally along the length of the active gain
medium in which there is a population inversion.
The output coupler is a partial reflector (usually
dielectrically coated zinc selenide – ZnSe–that may
be edge cooled) so that some of the electromag-
netic radiation can escape as an output beam. The
ZnSe output coupler has a natural reflectivity of
about 17% at each air–solid interface. For high
power lasers (2 kW) 17% is sufficient for laser
operation; however, depending on the required
laser performance the inside surface is often given
a reflective coating. The reflectivity of the inside
face depends on the balance between the gain (eqn
[14]), the output power and the power stability
requirements. The outside face of the partial
reflector must be anti-reflection (AR) coated.

Spontaneous emission occurs within the active gain
medium and radiates randomly in all directions; a
fraction of this spontaneous emission will be in the
same direction as the optical axis, perpendicular to
the end mirrors, and will also fall into a resonant
mode of the optical resonator. Spontaneous emission
photons interact with CO2 molecules in the excited
upper laser level, excited state (0001), which stimu-
lates these molecules to give up a quanta of
vibrational energy as photons via the radiative
transition ð0001Þ! ð1000Þ; l ¼ 10:6mm: The radi-
ation given up will have exactly the same phase and
direction as the stimulating radiation and thus will be
coherent with it. The reverse process of absorption
also occurs, but so long as there is a population
inversion there will be a net positive output. This
process is called light amplification by stimulated
emission of radiation (LASER). The mirrors continue
to redirect the photons parallel to the optical axis and
so long as the population inversion is not depleted,
more and more photons are stimulated by stimulated
emission which dominates the process and also
dominates the spontaneous emission, which is
important to initiate laser action.

Light emitted by lasers contains several optical
frequencies, which are a function of the different
modes of the optical resonator; these are simply
the standing wave patterns that can exist within
the resonator structure. There are two types of
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resonator modes: longitudinal and transverse.
Longitudinal modes differ from one another in
their frequency of oscillation whereas transverse
modes differ from one another in their oscillation
frequency and field distribution in a plane ortho-
gonal to the direction of propagation. Typically
CO2 lasers have a large number of longitudinal

modes; in CO2 laser applications these are of less
interest than the transverse modes, which deter-
mine the transverse beam intensity and the nature
of the beam when focused. In cylindrical coordi-
nates the transverse modes are labelled TEMpl;

where subscript ‘p’ is the number of radial nodes
and ‘l’ is the number of angular nodes. The lowest
order mode is the TEM00, which has a Gaussian-
like intensity profile with its maximum on the
beam axis. A light beam emitted from an optical
resonator with a Gaussian profile is said to be
operating in the ‘fundamental mode’ or the TEM00

mode. The decrease in irradiance ðIÞ with distance
‘r’ from the axis ðI0Þ of the Gaussian beam is

Figure 4 Optical resonator.

Figure 3 (a) Predicted output pulses for transverse flow CO2 laser for different gas mixtures, (b) Experimental output pulse from

transverse flow CO2 laser.
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described by eqn [22]:

IðrÞ ¼ I0 expð2r2
=w2Þ ½22�

where w is the radial distance, where the power
density is decreased to 1=e2 of its axial value.
Ideally a commercial laser should be capable of
operation in the fundamental mode as, with few
exceptions, this results in the best performance in
applications. Laser cutting benefits from operation
in the fundamental mode; however, welding or heat
treatment applications may benefit from operation
with higher-order modes. Output beams are usually
controlled to be linearly or circularly polarized,
depending upon the requirements of the appli-
cation. For materials processing applications the
laser beam is usually focused via a water cooled
ZnSe lens or, for very high power lasers, a para-
bolic gold coated mirror. Welding applications will
generally use a long focal length lens and cutting
applications will use a short focal length, which
generates a higher irradiance at the work piece
than that necessary for welding. The beam delivery
optics are usually incorporated into a nozzle
assembly that can deliver cooling water and assist
gases for cutting and anti-oxidizing shroud gases
for welding or surface engineering applications.

Laser Configuration

CO2 lasers are available in many different configura-
tions and tend to be classified on the basis of their
physical form and the gas flow arrangement, both of
which greatly affect the output power available and
beam quality. The main categories are: sealed off
lasers, waveguide lasers, slow axial flow, fast axial
flow, diffusion cooled, transverse flow, transversely
excited atmospheric lasers, and gas dynamic lasers.

Sealed-Off and Waveguide Lasers

Depopulation of the lower laser level is via collision
with the walls of the discharge tube, so the attainable
output power scales with the length of the discharge
column and not its diameter. Output powers are in
the range 5 W to 250 W. Devices may be constructed
from concentric glass tubes with the inner tube
providing the discharge cavity and the outer tube
acting to contain water-cooling of the inner discharge
tube. The inner tube walls act as a heat sink for the
discharge thermal energy (see Figure 5). The DC
electrical discharge is provided between a cathode
and anode situated at either end of the discharge tube.
A catalyst must be provided to ensure regeneration of
CO2 from CO. This may be accomplished by adding
about 1% of H2O to the gas mixture, or alternatively,

recombination can be achieved via a hot (300 8C) Ni
cathode, which acts as a catalyst. RF-excited all metal
sealed-off tube systems can deliver lifetimes greater
than 45 000 hours.

Diffusion-cooled slab laser technology will also
deliver reliable sealed operation for 20 000 hrs.
Excitation of the laser medium occurs via RF
excitation between two water-cooled electrodes. The
water-cooled electrodes dissipate (diffusion cooled)
the heat generated in the gas discharge. An unstable
optical resonator provides the output coupling for
such a device (see Figure 6). Output powers are in the
range 5 W to 300 W and can be pulsed from 0 to
100 kHz. These lasers are widely used for marking,
rapid prototyping, and cutting of nonmetals (paper,
glass, plastics, ceramics) and metals.

Waveguide CO2 lasers use small bore tubes
(2–4 mm) made of BeO or SiO2 where the laser
radiation is guided by the tube walls. Due to the small
tube diameter, a gas total pressure of 100 to 200 Torr
is necessary, hence the gain per unit length is high.
This type of laser will deliver 30 W of output
power from a relatively short (50 cm long) compact
sealed-off design; such a system is useful for micro-
surgery and scientific applications. Excitation can be
provided from a longitudinal DC discharge or from
an RF source that is transverse to the optical axis; RF
excitation avoids the requirement for an anode and
cathode and results in a much lower electrode
voltage.

Slow Axial Flow Lasers

In slow flow lasers the gas mixture flows slowly
through the laser cavity. This is done to remove the
products of dissociation that will reduce laser
efficiency or prevent it from operating at all, and the
main contaminant is CO. The dissociated gases
(mainly CO and O2) can be recombined using a
catalyst pack and then reused via continuous recircu-
lation. Heat is removed via diffusion through the
walls of the tube containing the active gain medium.
The tube is frequently made of Pyrex glass with a
concentric outer tube to facilitate water-cooling of the

Figure 5 Schematic of sealed-off CO2 laser, approximately

100 W per meter of gain length, gas cooled by diffusion to the wall.

LASERS / Carbon Dioxide Laser 395



laser cavity (see Figure 7). Slow flow lasers operate in
the power range 100 W to 1500 W, and tend to use a
longitudinal DC electrical discharge which can be
made to run continuously or pulsed if a thyratron
switch is build into the power supply; alternatively,
electrical power can be supplied via transverse RF
excitation. The power scales with length, hence
high power slow flow lasers have long cavities and
require multiple cavity folds in order to reduce their
physical size.

Fast Axial Flow Lasers

The fast axial flow laser, Figure 8, can provide output
powers from 1 kW to 20 kW; it is this configuration
that dominates the use of CO2 lasers for industrial
applications. Industrial lasers are usually in the power
range 2–4 kW. The output power from these devices
scales with mass flow, hence the gas mixture is
recycled through the laser discharge region at sonic or
supersonic velocities. Historically this was achieved
using Rootes blowers to compress the gas upstream of
the laser cavity. Rootes compressors are inherently
inefficient and the more advanced laser systems utilize
turbine compressors, which deliver greater efficiency
and better laser stability. Rootes compressors can be a
major source of vibration. With this arrangement
heat exchangers are required to remove heat after the
laser discharge region and also after the compressor
stage, as the compression process heats up the laser
gases. Catalyst packs are used to regenerate gases but
some gas replacement is often required. These laser
systems have short cavities and use folded stable
resonator designs to achieve higher output powers
with extremely high-quality beams that are particu-
larly suitable for cutting applications. They also give

excellent results when used for welding and surface
treatments.

Fast axial flow lasers can be excited by a
longitudinal DC discharge or a transverse RF
discharge. Both types of electrical excitation are
common. For materials processing applications it is
often important to be able to run a laser in continuous
wave (CW) mode or as a high pulse repetition rate
(prf) pulsed laser and to be able to switch between
CW and pulsed in real time; for instance, laser cutting
of accurate internal corners is difficult using CW
operation but very easy using the pulsed mode of
operation. Both methods of discharge excitation can
provide this facility.

Diffusion Cooled Laser

The diffusion-cooled slab laser is RF excited and gives
an extremely compact design capable of delivering
4.5 kW pulsed from 8 Hz to 5 kHz prf or CW with
good beam quality (see Figure 6). The optical
resonator is formed by the front and rear mirrors
and two parallel water cooled RF-electrodes. Diffu-
sion cooling is provided by the RF-electrodes,
removing the requirement for conventional gas
recirculation via Rootes blowers or turbines.

Figure 7 Slow flow CO2 laser, approximately 100 W per meter

of gain length, gas cooled by diffusion to the wall.

Figure 6 Schematic for sealed-off slab laser and diffusion cooled laser with RF excitation (courtesy of Rofin).
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This design of laser results in a device with an
extremely small footprint that has low maintenance
and running costs. Applications include: cutting,
welding, and surface engineering.

Fast Transverse Flow Laser

In the fast transverse flow laser (Figure 9a) the gas
flow, electrical discharge, and the output beam are at
right angles to each other (Figure 9b). The transverse
discharge can be high voltage DC, RF, or pulsed up to
8 kHz (Figure 9c). Very high output power per unit
discharge length can be obtained with an optimal
total pressure ðPÞ of ,100 Torr; systems are available
delivering 10 kW of output power, CW or pulsed (see
Figures 3a and b). The increase in total pressure
requires a corresponding increase in the gas discharge
electric field, E; as the ratio E=P must remain
constant, since this determines the temperature of
the discharge electrons, which have an optimum
mean value (optimum energy distribution, Figure 2)
for efficient excitation of the population inversion.
With this high value of electric field, a longitudinal-
discharge arrangement is impractical (500 kV for a
1 m discharge length); hence, the discharge is applied
perpendicular to the optical axis. Fast transverse flow
gas lasers provided the first multikilowatt outputs
but tend to be expensive to maintain and operate.
In order to obtain a reasonable beam quality, the
output coupling is often obtained using a multipass
unstable resonator. As the population inversion is
available over a wide rectangular cross-section, this is
a disadvantage of this arrangement and beam quality
is not as good as that obtainable from fast axial flow

designs. For this reason this type of laser is suitable
for a wide range of welding and surface treatment
applications.

Transversely Excited Atmospheric (TEA) Pressure

If the gas total pressure is increased above ,100 Torr
it is difficult to sustain a stable glow discharge,
because above this pressure instabilities degenerate
into arcs within the discharge volume. This problem
can be overcome by pulse excitation; using submi-
crosecond pulse duration, instabilities do not have
sufficient time to develop; hence, the gas pressure can
be increased above atmospheric pressure and the laser
can be operated in a pulsed mode. In a mode locked
format optical pulses shorter than 1 ns can be
produced. This is called a TEA laser and with a
transverse gas flow is capable of producing short high
power pulses up to a few kHz repetition frequency. In
order to prevent arc formation, TEA lasers usually
employ ultraviolet or e-beam preionization of the gas
discharge just prior to the main current pulse being
applied via a thyratron switch. Output coupling is
usually via an unstable resonator. TEA lasers are used
for marking, remote sensing, range-finding, and
scientific applications.

Conclusions

It is 40 years since Patel operated the first high power
CO2 laser. This led to the first generation of lasers
which were quickly exploited for industrial laser
materials processing, medical applications, defense,

Figure 8 Fast axial flow carbon dioxide laser.
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and scientific research applications; however, the first
generation of lasers were quite unreliable and
temperamental. After many design iterations, the
CO2 laser has now matured into a reliable, stable
laser source available in many different geometries
and power ranges. The low cost of ownership of
the latest generation of CO2 laser makes them a
very attractive commercial proposition for many
industrial and scientific applications. Commercial

lasers incorporate many novel design features that
are beyond the scope of this article and are often
peculiar to the particular laser manufacturer.
This includes gas additives and catalysts that may
be required to stabilize the gas discharge of a
particular laser design; it is this optimization of
the laser design that has produced such reliable
and controllable low-cost performance from the
CO2 laser.

Figure 9 (a) Transverse flow carbon dioxide laser gas recirculator, (b) Transverse flow carbon dioxide electrodes, (c) Transverse flow

carbon dioxide gas discharge as seen from the output window.
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List of Units and Nomenclature

a The direct excitation of carbon
dioxide (CO2) ground state
molecules (sec21)

b The direct de-excitation of
nitrogen (N2) (sec21)

g The direct excitation of nitrogen
(N2) ground state molecules (sec21)

h The direct de-excitation of carbon
dioxide (CO2) (sec21)

l wavelength (m)
s absorption coefficient (cm2)
t Electrical current pulse length (ms)
tsp Spontaneous emission life time of

the upper laser level (sec)
A ¼ ðtspÞ

21

¼ 0:213ðsec21Þ

The Einstein ‘A’ coefficient for the
laser transition

c velocity of light (cm sec21)
Cc Coupling capacitance (nF)
CO2 Carbon dioxide
e subscript ‘e’ refers to the fact that

the populations in the square
brackets are the values for ther-
modynamic equilibrium

E Electric Field (V cm21)
FCO2

Fraction of the input power (IP)
coupled into the excitation of the
energy level E0001

FN2
Fraction of the input power (IP)
coupled into the excitation of the
energy level Ev¼1

g gain (cm21)
g1 and g2 energy level degeneracy’s of levels

1 and 2
He Helium
I beam irradiance (W cm22)
I0 beam irradiance at the center

of a Gaussian laser beam
(W cm22)

Ip Photon population density
(photons cm23)

Ip Input current (A)
IP Electrical input power (W cm23)
J the rotational quantum number
K51; K15 Resonant energy transfer

between the CO2 (0001) and
N2ðv ¼ 2Þ energy levels proceeds
via excited molecules colliding
with ground state molecules
(sec21)

K132; K2131;

K2231

are vibration/vibration transfer
rates (sec21) between energy
levels 1 and 32; 21 and 31; 22
and 31, respectively (see Figure 1)

K320 is a vibration/translation transfer
rate (sec21) between energy levels
32 and 0 (see Figure 1)

Ksp; A Spontaneous emission rate (sec21)
L The distance between the back

and the front mirrors, which have
reflectivity’s of RB and RF (cm)

n molecular population
(molecules cm23)

N2 Nitrogen
P Pressure (Torr)
PCO2

;PHe

and PN2

The respective gas partial press-
ures (Torr)

Pin Electrical input power (kW)
r radius of laser beam (cm)
RB Back mirror reflectivity
RF Front mirror reflectivity
t time (sec)
T Temperature (deg K)
T0 the photon decay time (sec)
w the radial distance where the

power density is decreased to 1=e2

of its axial value

See also

Fiber and Guided Wave Optics: Overview. Lasers:
Noble Gas Ion Lasers.
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Introduction

Background

Dye lasers are the original tunable lasers. Discovered
in the mid-1960s these tunable sources of coherent
radiation span the electromagnetic spectrum from the
near-ultraviolet to the near-infrared (Figure 1). Dye
lasers spearheaded and sustained the revolution in

atomic and molecular spectroscopy and have found
use in many and diverse fields from medical to
military applications. In addition to their extraordi-
nary spectral versatility, dye lasers have been shown
to oscillate from the femtosecond pulse domain to the
continuous wave (cw) regime. For microsecond pulse
emission, energies of up to hundreds of joules per
pulse have been demonstrated. Further, operation at
high pulsed repetition frequencies (prfs), in the multi-
kHz regime, has provided average powers at kW
levels. This unrivaled operational versatility is
summarized in Table 1.

Dye lasers are excited by coherent optical energy
from an excitation, or pump, laser or by optical
energy from specially designed lamps called flash-
lamps. Recent advances in semiconductor laser

Figure 1 Approximate wavelength span from the various classes of laser dye molecules. Reproduced with permission from Duarte FJ

(1995) Tunable Laser Handbook. New York: Academic Press.
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technology have made it possible to construct very
compact all-solid-state excitation sources that,
coupled with new solid-state dye laser materials,
should bring the opportunity to build compact
tunable laser systems for the visible spectrum.
Further, direct diode-laser pumping of solid-state
dye lasers should prove even more advantageous to
enable the development of fairly inexpensive tunable
narrow-linewidth solid-state dye laser systems for
spectroscopy and other applications requiring low
powers. Work on electrically excited organic gain
media might also provide new avenues for further
progress.

The literature of dye lasers is very rich and many
review articles have been written describing and
discussing traditional dye lasers utilizing liquid gain
media. In particular, the books Dye Lasers, Dye Laser
Principles, High Power Dye Lasers, and Tunable
Lasers Handbook provide excellent sources of author-
itative and detailed description of the physics and
technology involved. In this article we offer only a
survey of the operational capabilities of the dye lasers
using liquid gain media in order to examine with more
attention the field of solid-state dye lasers.

Brief History of Dye Lasers

1965: Quantum theory of dyes is discussed in the
context of the maser (R. P. Feynman).

1966: Dye lasers are discovered (P. P. Sorokin and
J. R. Lankard; F. P. Schäfer and colleagues).

1967: The flashlamp-pumped dye laser is discovered
(P. P. Sorokin and J. R. Lankard; W. Schmidt
and F. P. Schäfer).

1967–1968: Solid-state dye lasers are discovered
(B.H.SofferandB.B.McFarland;O.G.Peterson
and B. B. Snavely).

1968: Mode-locking, using saturable absorbers, is
demonstrated in dye lasers (W. Schmidt and
F. P. Schäfer).

1970: The continuous-wave (cw) dye laser is dis-
covered (O. G. Peterson, S. A. Tuccio, and
B. B. Snavely).

1971: The distributed feedback dye laser is discov-
ered (H. Kogelnik and C. V. Shank).

1971–1975: Prismatic beam expansion in dye lasers
is introduced (S. A. Myers; E. D. Stokes and
colleagues; D. C. Hanna and colleagues).

1972: Passive mode-locking is demonstrated in cw
dye lasers (E. P. Ippen, C. V. Shank, and
A. Dienes).

1972: The first pulsed narrow-linewidth tunable dye
laser is introduced (T. W. Hänsch).

1973: Frequency stabilization of cw dye lasers is
demonstrated (R. L. Barger, M. S. Sorem, and
J. L. Hall).

1976: Colliding-pulse-mode locking is introduced
(I. S. Ruddock and D. J. Bradley).

1977–1978: Grazing-incidence grating cavities are
introduced (I. Shoshan and colleagues;
M. G. Littman and H. J. Metcalf; S. Saikan).

1978–1980: Multiple-prism grating cavities are
introduced (T. Kasuya and colleagues;
G. Klauminzer; F. J. Duarte and J. A. Piper).

1981: Prism pre-expanded grazing-incidence grating
oscillators are introduced (F. J. Duarte and
J. A. Piper).

1982: Generalized multiple-prism dispersion theory
is introduced (F. J. Duarte and J. A. Piper).

1983: Prismatic negative dispersion for pulse
compression is introduced (W. Dietel,
J. J. Fontaine, and J-C. Diels).

1987: Laser pulses as short as six femtoseconds are
demonstrated (R. L. Fork, C. H. Brito Cruz,
P. C. Becker, and C. V. Shank).

1994: First narrow-linewidth solid-state dye laser
oscillator (F. J. Duarte).

1999–2000: Distributed feedback solid-state dye
lasers are introduced (Wadsworth and
colleagues; Zhu and colleagues).

Table 1 Emission characteristics of liquid dye lasers

Dye laser class Spectral coveragea Energy per pulseb Prf b Power b

Laser-pumped pulsed dye lasers 350–1100 nm 800 Jc 13 kHzd 2.5 kWd

Flashlamp-pumped dye lasers 320–900 nm 400 Je 850 Hzf 1.2 kWf

CW dye lasers 370–1000 nm 43 Wg

aApproximate range.
bRefers to maximum values for that particular emission parameter.
cAchieved with an excimer-laser pumped coumarin dye laser by Tang and colleagues, in 1987.
dAchieved with a multistage copper-vapor-laser pumped dye laser using rhodamine dye by Bass and colleagues, in 1992.
eReported by Baltakov and colleagues, in 1974. Uses rhodamine 6G dye.
fReported by Morton and Dragoo, in 1981. Uses coumarin 504 dye.
gAchieved with an Arþ laser pumped folded cavity dye laser using rhodamine 6G dye by Baving and colleagues, in 1982.
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Molecular Energy Levels

Dye molecules have large molecular weights and
contain extended systems of conjugated double
bonds. These molecules can be dissolved in an
adequate organic solvent (such as ethanol, methanol,
ethanol/water, and methanol/water) or incorporated
into a solid matrix (organic, inorganic, or hybrid).
These molecular gain media have a strong absorption
generally in the visible and ultraviolet regions, and
exhibit large fluorescence bandwidths covering the
entire visible spectrum. The general energy level
diagram of an organic dye is shown in Figure 2. It
consists of electronic singlet and triplet states with
each electronic state containing a multitude of
overlapping vibrational–rotational levels giving rise
to broad continuous energy bands. Absorption of
visible or ultraviolet pump light excites the molecules
from the ground state S0 into some rotational–
vibrational level belonging to an upper excited singlet
state, from where the molecules decay nonradiatively
to the lowest vibrational level of the first excited
singlet state S1 on a picosecond time-scale. From S1

the molecules can decay radiatively, with a radiative
lifetime on the nanosecond time-scale, to a higher-
lying vibrational–rotational level of S0. From this
level they rapidly thermalize into the lowest
vibrational–rotational levels of S0. Alternatively,
from S1, the molecules can experience nonradiative

relaxation either to the triplet state T1 by an
intersystem crossing process or to the ground state
by an internal conversion process. If the intensity of
the pumping radiation is high enough a population
inversion between S1 and S0 may be attained and
stimulated emission occurs. Internal conversion and
intersystem crossing compete with the fluorescence
decay mode of the molecule and therefore reduce the
efficiency of the laser emission. The rate for internal
conversion to the electronic ground state is usually
negligibly small so that the most important loss
process is intersystem crossing into T1 that populates
the lower metastable triplet state. Thus, absorption
on the triplet–triplet allowed transitions could cause
considerable losses if these absorption bands overlap
the lasing band, inhibiting or even halting the lasing
process. This triplet loss can be reduced by adding
small quantities of appropriate chemicals that favor
nonradiative transitions that shorten the effective
lifetime of the T1 level. For pulsed excitation with
nanosecond pulses, the triplet–triplet absorption can
be neglected because for a typical dye the intersystem
crossing rate is not fast enough to build up an
appreciable triplet population in the nanosecond time
domain.

Dye molecules are large (a typical molecule
incorporates 50 or more atoms) and are grouped
into families with similar chemical structures.
A survey of the major classes of laser dyes is given
later. Solid-state laser dye gain media are also
considered later.

Liquid Dye Lasers

Laser-Pumped Pulsed Dye Lasers

Laser-pumped dye lasers use a shorter wavelength, or
higher frequency, pulsed laser as the excitation or
pump source. Typical pump lasers for dye lasers are
gas lasers such as the excimer, nitrogen, or copper
lasers. One of the most widely used solid-state laser
pumps is the frequency doubled Nd:YAG laser which
emits at 532 nm.

In a laser-pumped pulsed dye laser the active
medium, or dye solution, is contained in an optical
cell often made of quartz or fused silica, which
provides an active region typically some 10 mm in
length and a few mm in width. The active medium is
then excited either longitudinally, or transversely, via a
focusing lens using the pump laser. In the case of
transverse excitation the pump laser is focused to a
beam ,10 mm in width and ,0.1 mm in height.
Longitudinal pumping requires focusing of the exci-
tation beam to a diameter in the 0.1–0.15 mm range.
For lasers operated at low prfs (a few pulses per

Figure 2 Schematic energy level diagram for a dye molecule.

Full lines: radiative transitions; dashed lines: nonradiative

transitions; dotted lines: vibrational relaxation.
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second), the dye solution might be static. However, for
high-prf operation (a few thousand pulses per second)
the dye solution must be flowed at speeds of up to a
few meters per second in order to dissipate the heat. A
simple broadband optically pumped dye laser can be
constructed using just the pump laser, the active
medium, and two mirrors to form a resonator. In order
to achieve tunable, narrow-linewidth, emission, a
more sophisticated resonator must be employed. This
is called a dispersive tunable oscillator and is depicted
in Figure 3. In a dispersive tunable oscillator the exit

side of the cavity is comprised of a partial reflector, or
an output coupler, and the other end of the resonator is
composed of a multiple-prism grating assembly. It is
the dispersive characteristics of this multiple-prism
grating assembly and the dimensions of the emission
beam produced at the gain medium that determine the
tunability and the narrowness, or spectral purity, of
the laser emission.

In order to selectively excite a single vibrational–
rotational level of a molecule such as iodine (I2), at
room temperature, one needs a laser linewidth of
Dn < 1:5 GHz (or Dl < 0:0017 nm at l ¼ 590 nm).
The hybrid multiple-prism near-grazing-incidence
(HMPGI) grating dye laser oscillator illustrated in
Figure 4 yields laser linewidths in the 400 MHz #

Dn # 650 MHz range at 4–5% conversion efficien-
cies whilst excited by a copper-vapor laser operating
at a prf of 10 kHz. Pulse lengths are ,10 ns at
full-width half-maximum (FWHM). The narrow-
linewidth emission from these oscillators is said to
be single-longitudinal-mode lasing because only one
electromagnetic mode is allowed to oscillate.

The emission from oscillators of this class can be
amplified many times by propagating the tunable
narrow-linewidth laser beam through single-pass
amplifier dye cells under the excitation of pump
lasers. Such amplified laser emission can reach
enormous average powers. Indeed, a copper-vapor-
laser pumped dye laser system at the Lawrence
Livermore National Laboratory (USA), designed for
the laser isotope separation program, was reported to

Figure 3 Copper-vapor-laser pumped hybrid multiple-prism

near grazing incidence (HMPGI) grating dye laser oscillator.

Adapted with permission from Duarte FJ and Piper JA (1984)

Narrow linewidth high prf copper laser-pumped dye-laser

oscillators. Applied Optics 23: 1391–1394.

Figure 4 Flashlamp-pumped multiple-prism grating oscillators. From Duarte FJ, Davenport WE, Ehrlich JJ and Taylor TS (1991)

Ruggedized narrow-linewidth dispersive dye laser oscillator. Optics Communications 84: 310–316. Reproduced with permission from

Elsevier.
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yield average powers in excess of 2.5 kW, at a prf of
13.2 kHz, at a better than 50% conversion efficiency
as reported by Bass and colleagues in 1992. Besides
high conversion efficiencies, excitation with copper-
vapor lasers, at l ¼ 510:554 nm, has the advantage
of inducing little photodegradation in the active
medium thus allowing very long dye lifetimes.

Flashlamp-Pumped Dye Lasers

Flashlamps utilized in dye laser excitation emit at
black-body temperatures in the 20 000 K range, thus
yielding intense ultraviolet radiation centered around
200 nm. One further requirement for flashlamps, and
their excitation circuits, is to deliver light pulses with
a fast rise time. For some flashlamps this rise time can
be less than a few nanoseconds.

Flashlamp-pumped dye lasers differ from laser-
pumped pulsed dye lasers mainly in the pulse energies
and pulse lengths attainable. This means that
flashlamp-pumped dye lasers, using relatively large
volumes of dye, can yield very large energy pulses.
Excitation geometries use either coaxial lamps, with
the dye flowing in a quartz cylinder at the center of
the lamp, or two or more linear lamps arranged
symmetrically around the quartz tube containing the
dye solution. Using a relatively weak dye solution of
rhodamine-6G (2.2 £ 1025 M), a coaxial lamp, and
an active region defined by a quartz tube 6 cm in
diameter and a length of 60 cm, Baltakov and
colleagues, in 1974, reported energies of 400 J in
pulses 25 ms long at FWHM.

Flashlamp-pumped tunable narrow-linewidth dye
laser oscillators described by Duarte and colleagues,
in1991, employ a cylindrical active region 6 mm in
diameter and 17 cm in length. The dye solution is
made of rhodamine 590 at a concentration of
1 £ 1025 M. This active region is excited by a coaxial
flashlamp. Using multiple-prism grating architectures
(see Figure 4) these authors achieve a diffraction
limited TEM00 laser beam and laser linewidths of
Dn < 300 MHz at pulsed energies in the 2–3 mJ
range. The laser pulse duration is reported to be
Dt < 100 ns. The laser emission from this class of
multiple-prism grating oscillator is reported to be
extremely stable. The tunable narrow-linewidth
emission from these dispersive oscillators is either
used directly in spectroscopic, or other scientific
applications, or is utilized to inject large flashlamp-
pumped dye laser amplifiers to obtain multi-joule
pulse energies with the laser linewidth characteristics
of the oscillator.

Continuous Wave Dye Lasers

CW dye lasers use dye flowing at linear speeds of up
to 10 meters per second which are necessary to

remove the excess heat and to quench the triplet
states. In the original cavity reported by Peterson
and colleagues, in 1970, a beam from an Arþ laser
was focused on to an active region which is
contained within the resonator. The resonator
comprised dichroic mirrors that transmit the blue-
green radiation of the pump laser and reflect the red
emission from the dye molecules. Using a pump
power of about 1 W, in a TEM00 laser beam, these
authors reported a dye laser output of 30 mW.
Subsequent designs replaced the dye cell with a dye
jet, an introduced external mirror, and integrated
dispersive elements in the cavity. Dispersive elements
such as prisms and gratings are used to tune the
wavelength output of the laser. Frequency-selective
elements, such as etalons and other types of
interferometers, are used to induce frequency
narrowing of the tunable emission. Two typical cw
dye laser cavity designs are described by Hollberg,
in 1990, and are reproduced here in Figure 5. The
first design is a linear three-mirror folded cavity. The
second one is an eight-shaped ring dye laser cavity
comprised of mirrors M1, M2, M3, and M4. Linear
cavities exhibit the effect of spatial hole burning
which allows the cavity to lase in more than one
longitudinal mode. This problem can be overcome
in ring cavities (Figure 5b) where the laser emission
is in the form of a traveling wave.

Two aspects of cw dye lasers are worth emphasiz-
ing. One is the availability of relatively high powers in
single longitudinal mode emission and the other is the

Figure 5 CW laser cavities: (a) linear cavity and (b) ring cavity.

Adapted from Hollberg LW (1990) CW dye lasers. In: Duarte FJ

and Hillman LW (eds) Dye Laser Principles, pp. 185–238.

New York: Academic Press. Reproduced with permission from

Elsevier.

404 LASERS / Dye Lasers



demonstration of very stable laser oscillation. First,
Johnston and colleagues, in 1982, reported 5.6 W of
stabilized laser output in a single longitudinal mode at
593 nm at a conversion efficiency of 23%. In this
work eleven dyes were used to span the spectrum
continuously from ,400 nm to ,900 nm. In the area
of laser stabilization and ultra narrow-linewidth
oscillation it is worth mentioning the work of
Hough and colleagues, in 1984, that achieved laser
linewidths of less than 750 Hz employing an external
reference cavity.

Ultrashort-Pulse Dye Lasers

Ultrashort-pulse, or femtosecond, dye lasers use the
same type of technology as cw dye lasers configured
to incorporate a saturable absorber region. One such
configuration is the ring cavity depicted in Figure 6. In
this cavity the gain region is established between
mirrors M1 and M2 whilst the saturable absorber is
deployed in a counter-propagating arrangement. This
arrangement is necessary to establish a collision
between two counter-propagating pulses at the
saturable absorber thus yielding what is known as
colliding-pulse mode locking (CPM) as reported by
Ruddock and Bradley, in 1976. This has the effect of
creating a transient grating, due to interference, at the
absorber thus shortening the pulse. Intracavity prisms

were incorporated in order to introduce negative
dispersion, by Dietel and colleagues in 1983, and thus
subtract dispersion from the cavity and ultimately
provide the compensation needed to produce
femtosecond pulses.

The shortest pulse obtained from a dye laser, 6 fs,
has been reported by Fork and colleagues, in 1987,
using extra-cavity compression. In that experiment,
a dye laser incorporating CPM and prismatic
compensation was used to generate pulses that were
amplified by a copper-vapor laser at a prf of 8 kHz.
The amplified pulses, of a duration of 50 fs, were
then propagated through two grating pairs and a
four-prism sequence for further compression.

Solid-State Dye Laser Oscillators

In this section the principles of linewidth narrowing
in dispersive resonators are outlined. Albeit the dis-
cussion focuses on multiple-prism grating solid-state
dye laser oscillators, in particular, the physics is
applicable to pulsed high-power dispersive tunable
lasers in general.

Multiple-Prism Dispersion Grating Theory

The spectral linewidth in a dispersive optical system is
given by

Dl < Duð7luÞ
21 ½1�

where Du is the light beam divergence, 7l ¼ ›=›l; and
7lu is the overall dispersion of the optics. This
identity can de derived either from the principles of
geometrical optics or from the principles of
generalized interferometry as described by Duarte,
in 1992.

The cumulative single-pass generalized multiple-
prism dispersion at the mth prism, of a multiple-prism
array as illustrated in Figure 7, as given by Duarte and
Piper, in 1982,

7lf2;m ¼ H2;m7lnm þ ðk1;mk2;mÞ
21

£
�
H1;m7lnm ^ 7lf2;ðm21Þ

�
½2�

In this equation

k1;m ¼ cos c1;m=cos f1;m ½3a�

k2;m ¼ cos f2;m=cos c2;m ½3b�

H1;m ¼ tan f1;m=nm ½4a�

H2;m ¼ tan f2;m=nm ½4b�

Figure 6 Femtosecond dye laser cavities: (a) linear femto-

second cavity and (b) ring femtosecond cavity. Adapted from

Diels J-C (1990) Femtosecond dye lasers. In: Duarte FJ and

Hillman LW (eds) Dye Laser Principles, pp. 41–132.

New York: Academic Press. Reproduced with permission from

Elsevier.
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Here, k1;m and k2;m represent the physical beam
expansion experienced by the incident and the exit
beams, respectively.

Equation [2] indicates that 7lf2;m; the cumulative
dispersion at the mth prism, is a function of the
geometry of the mth prism, the position of the light
beam relative to this prism, the refractive index of the
prism, and the cumulative dispersion up to the
previous prism 7lf2;ðm21Þ:

For an array of r identical isosceles, or equilateral,
prisms arranged symmetrically, in an additive con-
figuration, so that the angles of incidence and
emergence are the same, the cumulative dispersion
reduces to

7lf2;r ¼ r7lf2;1 ½5�

Under these circumstances the dispersions add in a
simple and straightforward manner. For configur-
ations incorporating right-angle prisms, the disper-
sions need to be handled mathematically in a more
subtle form.

The generalized double-pass, or return-pass,
dispersion for multiple-prism beam expanders
was introduced by Duarte, in 1985:

7lFP¼2M1M2

Xr

m¼1

ð^1ÞH1;m

0
@Yr

j¼m

k1; j

Yr

j¼m

k2; j

1
A21

7lnm

þ 2
Xr

m¼1

ð^1ÞH2;m

0
@Ym

j¼1

k1; j

Ym
j¼1

k2; j

1
A7lnm

½6�

Here, M1 and M2 are the beam magnification factors
given by

M1 ¼
Yr

m¼1

k1;m ½7a�

M2 ¼
Yr

m¼1

k2;m ½7b�

For a multiple prism expander designed for an
orthogonal beam exit, and Brewster’s angle of
incidence, eqn [6] reduces to the succinct expression
given by Duarte, in 1990:

7lFP ¼ 2
Xr

m¼1

ð^1ÞðnmÞ
m217lnm ½8�

Equation [6] can be used to either quantify the overall
dispersion of a given multiple-prism beam expander
or to design a prismatic expander yielding zero
dispersion, that is, 7lFP ¼ 0; at a given wavelength.

Physics and Architecture of Solid-State
Dye-Laser Oscillators

The first high-performance narrow-linewidth tunable
laser was introduced by Hänsch in 1972. This
laser yielded a linewidth of Dn < 2.5 GHz (or
Dl < 0.003 nm at l < 600 nm) in the absence of an
intracavity etalon. Hänsch demonstrated that the
laser linewidth from a tunable laser was narrowed
significantly when the beam incident on the
tuning grating was expanded using an astronomical

Figure 7 Generalized multiple-prism arrays in (a) additive and (b) compensating configurations. From Duarte FJ (1990) Narrow-

linewidth pulsed dye laser oscillators. In: Duarte FJ and Hillman LW (eds) Dye Laser Principles, pp. 133–183. New York: Academic

Press. Reproduced with permission from Elsevier.
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telescope. The linewidth equation including the
intracavity beam magnification factor can be
written as

Dl < DuðM7lQGÞ
21 ½9�

From this equation, it can be deduced that a narrow
Dl is achieved by reducing Du and increasing the
overall intracavity dispersion ðM7lQGÞ: The intra-
cavity dispersion is optimized by expanding the size
of the intracavity beam incident on the diffractive
surface of the tuning grating until it is totally
illuminated.

Hänsch used a two-dimensional astronomical
telescope to expand the intracavity beam incident
on the diffraction grating. A simpler beam expansion
method consists in the use of a single-prism beam
expander as disclosed by several authors (Myers,
1971; Stokes and colleagues, 1972; Hanna and
colleagues, 1975). An extension and improvement
of this approach was the introduction of multiple-
prism beam expanders as reported by Kasuya and
colleagues, in 1978, Klauminzer, in 1978, and Duarte
and Piper, in 1980. The main advantages of multiple-
prism beam expanders, over two-dimensional tele-
scopes, are simplicity, compactness, and the fact that
the beam expansion is reduced from two dimensions
to one dimension. Physically, as explained previously,
prismatic beam expanders also introduce a dispersion
component that is absent in the case of the
astronomical telescope. Advantages of multiple-
prism beam expanders over single-prism beam
expansion are higher transmission efficiency, lower
amplified spontaneous emission levels, and the
flexibility to either augment or reduce the prismatic
dispersion.

In general, for a pulsed multiple-prism grating
oscillator, Duarte and Piper, in 1984, showed that the
return-pass dispersive linewidth is given by

Dl ¼ DuR

	
MR7lQG þ R7lFP


21
½10�

where R is the number of return-cavity passes. The
grating dispersion in this equation, 7lQG;

can be either from a grating in Littrow or near
grazing-incidence configuration. The multiple-return-
pass equation for the beam divergence was given by
Duarte, in 2001:

DuR ¼
	
l=pw


�
1 þ

	
LR=BR


2
þ
	
ARLR=BR


2�1=2
½11�

Here, LR ¼ ðpw2=lÞ is the Rayleigh length of the
cavity, w is the beam waist at the gain region, while
AR and BR are the corresponding multiple-return-
pass elements derived from propagation matrices.

At present, very compact and optimized multiple-
prism grating tunable laser oscillators are found in
two basic cavity architectures. These are the
multiple-prism Littrow (MPL) grating laser oscil-
lator, reported by Duarte in 1999 and illustrated in
Figure 8, and the hybrid multiple-prism near
grazing-incidence (HMPGI) grating laser oscillator,
introduced by Duarte in 1997 and depicted in
Figure 9. In early MPL grating oscillators the
individual prisms integrating the multiple-prism
expander were deployed in an additive configur-
ation thus adding the cumulative dispersion to that
of the grating and thus contributing to the overall
dispersion of the cavity. In subsequent architectures
the prisms were deployed in compensating con-
figurations so as to yield zero dispersion and thus
allow the tuning characteristics of the cavity to be

Figure 9 HMPGI grating solid-state dye laser. Schematics to

scale. The length of the solid state dye gain medium, along the

optical axis, is 10 mm. Reproduced with permission from Duarte

FJ (1997) Multiple-prism near-grazing-incidence grating solid-

state dye laser oscillator. Optics and Laser Technology 29:

513–516.

Figure 8 MPL grating solid-state dye laser oscillator: optimized

architecture. The physical dimensions of the optical components

of this cavity are shown to scale. The length, of the solid-state dye

gain medium, along the optical axis, is 10 mm. Reproduced with

permission from Duarte FJ (1999) Multiple-prism grating solid-

state dye laser oscillator: optimized architecture. Applied Optics

38: 6347–6349.
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determined by the grating exclusively. In this
approach the principal role of the multiple-
prism array is to expand the beam incident on the
grating thus augmenting significantly the overall
dispersion of the cavity as described in eqns [9] or
[10]. In this regard, it should be mentioned that
beam magnification factors of up to 100, and
beyond, have been reported in the literature. Using
solid-state laser dye gain media, these MPL and
HMPGI grating laser oscillators deliver tunable
single-longitudinal-mode emission at laser linewidths
350 MHz # Dn # 375 MHz and pulse lengths in the
3–7 ns (FWHM) range. Long-pulse operation of
this class of multiple-prism grating oscillators
has been reported by Duarte and colleagues, in
1998. In these experiments laser linewidths of
Dn < 650 MHz were achieved at pulse lengths in
excess of 100 ns (FWHM) under flashlamp-pumped
dye laser excitation.

The dispersive cavity architectures described here
have been used with a variety of laser gain media in
the gas, the liquid, and the solid state. Applications to
tunable semiconductor lasers have also been reported
by Zorabedian, in 1992, Duarte, in 1993, and Fox
and colleagues, in 1997.

Concepts important to MPL and HMPGI grating
tunable laser oscillators include the emission of a
single-transverse-mode (TEM00) laser beam in a
compact cavity, the use of multiple-prism arrays, the
expansion of the intracavity beam incident on the
grating, the control of the intracavity dispersion, and
the quantification of the overall dispersion of the
multiple-prism grating assembly via generalized dis-
persion equations. Sufficiently high intracavity
dispersion leads to the achievement of return-pass
dispersive linewidths close to the free-spectral range of
the cavity. Under these circumstances single-longi-
tudinal-mode lasing is readily achieved as a result of
multipass effects.

A Note on the Cavity Linewidth Equation

So far we have described how the cavity linewidth
equation

Dl < Duð7luÞ
21

and the dispersion equations can be applied to
achieve highly coherent, or very narrow-linewidth,
emission. It should be noted that the same physics can
be applied to achieve ultrashort, or femtosecond,
laser pulses. It turns out that intracavity prisms can be
configured to yield negative dispersion as described
by Duarte and Piper, in 1982, Dietel and colleagues,
in 1983, and Fork and colleagues in 1984. This
negative dispersion can reduce significantly the
overall dispersion of the cavity. Under those

circumstances, eqn [1] predicts broadband emission
which according to the uncertainty principle, in the
form of,

DnDt < 1 ½12�

can lead to very short pulse emission since Dn and Dl

are related by the identities

Dl < l2
=Dx ½13�

and

Dv < c=Dx ½14�

Distributed-Feedback Solid-State Dye Lasers

Recently, narrow-linewidth laser emission from solid-
state dye lasers has also been obtained using
a distributed-feedback (DFB) configuration by
Wadsworth and colleagues, in 1999, and Zhu and
colleagues, in 2000. As is well known, in a DFB laser
no external cavity is required, the feedback being
provided by Bragg reflection from a permanently or
dynamically written grating structure within the gain
medium as reported by Kogelnik and Shank, in 1971.
By using a DFB laser configuration where the
interference of two pump beams induces the required
periodic modulation in the gain medium, laser
emission with linewidth in the 0.01–0.06 nm range
have been reported. Specifically, Wadsworth and
colleagues reported a laser linewidth of 12 GHz
(0.016 nm at 616 nm) using Perylene Red doped
PMMA at a conversion efficiency of 20%.

It should also be mentioned that the DFB laser is
also a dye laser development that has found wide and
extensive applicability in semiconductor lasers
employed in the telecommunications industry.

Laser Dye Survey

Cyanines

These are red and near-infrared dyes which present
long conjugated methine chains (!CH ¼ CH!) and are
useful in the spectral range longer than 800 nm,
where no other dyes compete with them. An
important laser dye belonging to this class is
4-dicyanomethylene-2-methyl-6-( p-dimethylamino-
styryl)-4H-pyran (DCM, Figure 10a), with laser
emission in the 600–700 nm range depending on
the pump and solvent, liquid or solid, used.

Xanthenes

These dyes have a xanthene ring as the chromophore
and are classified into rhodamines, incorporating
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amino radicals substituents, and fluoresceins, with
hydroxyl (OH) radical substituents. They are gener-
ally very efficient and chemically stable and their
emission covers the wavelength region from 500 to
700 nm.

Rhodamine dyes are the most important group of
all laser materials, with rhodamine 6G (Rh6G,
Figure 10b), also called rhodamine 590 chloride,
being probably the best known of all laser dyes.
Rh6G exhibits an absorption peak, in ethanol, at
530 nm and a fluorescence peak at 556 nm, with laser
emission typically in the 550–620 nm region. It has
been demonstrated to lase efficiently both in liquid
and solid solutions.

Pyrromethenes

Pyrromethene.BF2 complexes are a new class of laser
dyes synthesized and characterized more recently as
reported by Shah and colleagues, in 1990, Pavlopou-
los and colleagues, in 1990, and Boyer and
colleagues, in 1993. These laser dyes exhibit reduced
triplet–triplet absorption over their fluorescence and
lasing spectral region while retaining a high quantum
fluorescence yield. Depending on the substituents on
the chromophore, these dyes present laser emission
over the spectral region from the green/yellow to the
red, competing with the rhodamine dyes and have
been demonstrated to lase with good performance
when incorporated into solid hosts. Unfortunately,
they are relatively unstable because of the aromatic
amine groups in their structure, which render them

vulnerable to photochemical reactions with oxygen as
indicated by Rahn and colleagues, in 1997. The
molecular structure of a representative and
well-known dye of this class, 1,3,5,7,8-pentamethyl-
2,6-diethylpyrromethene-difluoroborate complex
(pyrromethene 567, PM567) is shown in Figure 10c.
Recently, analogs of dye PM567 substituted at
position 8 with an acetoxypolymethylene linear
chain or a polymerizable methacryloyloxy poly-
methylene chain have been developed. These new
dipyrromethene.BF2 complexes have demonstrated
improved efficiency and better photostability than the
parent compound both in liquid and solid state.

Conjugated Hydrocarbons

This class of organic compounds includes perylenes,
stilbenes, and p-terphenyl. Perylene and perylimide
dyes are large, nonionic, nonpolar molecules
(Figure 10d) characterized by their extreme photo-
stability and negligible singlet–triplet transfer, as
discussed by Seybold and Wagenblast and colleagues,
in 1989, which have high quantum efficiency because
of the absence of nonradiative relaxation. The
perylene dyes exhibit limited solubility in conven-
tional solvents but dissolve well in acetone, ethyl
acetate, and methyl methacrylate, with emission
wavelengths in the orange and red spectral regions.

Stilbene dyes are derivatives of uncyclic unsatu-
rated hydrocarbons such as ethylene and butadiene,
with emission wavelengths in the 400–500 nm range.
Most of them end in phenyl radicals. Although they

Figure 10 Molecular structures of some common laser dyes: (a) DCM; (b) Rh6G; (c) PM567; (d) Perylene Orange (R ¼ H)

and Perylene Red (R ¼ C4H6O); (e) Coumarin 307 (also known as Coumarin 503); (f) Coumarin 153 (also known as Coumarin 540A).
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are chemically stable, their laser performance is
inferior to that of coumarins. p-Terphenyl is a
valuable and efficient p-oligophenylene dye with
emission in the ultraviolet.

Coumarins

Coumarin derivatives are a popular family of laser
dyes with emission in the blue-green region of the
spectrum. Their structure is based on the coumarin
ring (Figure 10e,f) with different substituents that
strongly affect its chemical characteristics and allow
covering an emission spectral range between 420 and
580 nm. Some members of this class rank among the
most efficient laser dyes known, but their chemical
photobleaching is rapid compared with xanthene and
pyrromethene dyes. An additional class of blue-green
dyes is the tetramethyl derivatives of coumarin dyes
introduced by Chen and colleagues, in 1988. The
emission from these dyes spans the spectrum in the
453–588 nm region. These coumarin analogs exhibit
improved efficiency, higher solubility, and better
lifetime characteristics than the parent compounds.

Azaquinolone Derivatives

The quinolone and azaquinolone derivatives have a
structure similar to that of coumarins but with their
laser emission range extended toward the blue by
20–30 nm. The quinolone dyes are used when laser
emission in the 400–430 nm region is required.
Azaquinolone derivatives, such as 7-dimethylamino-
1-methyl-4-metoxy-8-azaquinolone-2 (LD 390),
exhibit laser action below 400 nm.

Oxadiazole Derivatives

These are compounds which incorporate an axodi-
azole ring with aryl radical substituents and
which lase in the 330–450 nm spectral region. Dye
2-(4-biphenyl)-5-(4-t-butylphenyl)-1,3,4-oxadiazole
(PBD), with laser emission in the 355–390 nm
region, belongs to this family.

Solid-State Laser Dye Matrices

Although some first attempts to incorporate dye
molecules into solid matrices were already made in
the early days of development of dye lasers, it was not
until the late 1980s that host materials with the
required properties of optical quality and high
damage threshold to laser radiation began to be
developed. In subsequent years, the synthesis of new
high-performance dyes and the implementation of
new ways of incorporating the organic molecules
into the solid matrix resulted in significant advances
towards the development of practical tunable

solid-state dye lasers. A recent detailed review of the
work done in this field has been given by Costela et al.

Inorganic glasses, transparent polymers, and
inorganic–organic hybrid matrices have been suc-
cessfully used as host matrices for laser dyes.
Inorganic glasses offer good thermal and optical
properties but present the difficulty that the high
melting temperature employed in the traditional
process of glass making would destroy the organic
dye molecules. It was not until the development of the
low-temperature sol-gel technique for the synthesis of
glasses that this limitation was overcome. The sol-gel
process, based on inorganic polymerization reactions
performed at about room temperature and starting
with metallo-organic compounds such as alkoxides
or salts, as reported by Brinker and Scherrer, in 1989,
provides a safe route for the preparation of rigid,
transparent, inorganic matrix materials incorporat-
ing laser dyes. Disadvantages of these materials are
the possible presence of impurities embedded in the
matrix or the occurrence of interactions between
the dispersed dye molecules and the inorganic
structure (hydrogen bonds, van der Waals forces)
which, in certain cases, can have a deleterious effect
on the lasing characteristics of the material.

The use of matrices based on polymeric materials
to incorporate organic dyes offers some technical and
economical advantages. Transparent polymers exhi-
bit high optical homogeneity, which is extremely
important for narrow-linewidth oscillators, as
explained by Duarte, in 1994, good chemical
compatibility with organic dyes, and allow control
over structure and chemical composition making
possible the modification, in a controlled way, of
relevant properties of these materials such as polarity,
free volume, molecular weight, or viscoelasticity.
Furthermore, the polymeric materials are amenable
to inexpensive fabrication techniques, which facili-
tate miniaturization and design of integrated
optical systems. The dye molecules can be either
dissolved in the polymer or linked covalently to the
polymeric chains.

In the early investigations on the use of solid
polymer matrices for laser dyes, the main problem to
be solved was that of the low resistance to laser
radiation exhibited by the then existing materials. In
the late 1980s and early 1990s new modified
polymeric organic materials began to be developed
with a laser-radiation-damage threshold comparable
to that of inorganic glasses and crystals as reported
by Gromov and colleagues, in 1985, and Dyumaev
and colleagues, in 1992. This, together with the
above-mentioned advantages, made the use of
polymers in solid-state dye lasers both attractive
and competitive.
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An approach that intends to bring about materials
in which the advantages of both inorganic glasses and
polymers are preserved but the difficulties are avoided
is that of using inorganic–organic hybrid matrices.
These are silicate-based materials, with an inorganic
Si–O–Si backbone, prepared from organosilane
precursors by sol-gel processing in combination
with organic cross-linking of polymerizable mono-
mers as reported by Novak, in 1993, Sanchez and
Ribot, in 1994, and Schubert, in 1995. In one
procedure, laser dyes are mixed with organic mono-
mers, which are then incorporated into the porous
structure of a sol-gel inorganic matrix by immersing
the bulk in the solution containing monomer and
catalyst or photoinitiator as indicated by Reisfeld and
Jorgensen, in 1991, and Bosch and colleagues, in
1996. Alternatively, hybrids can be obtained from
organically modified silicon alkoxides, producing the
so-called ORMOCERS (organically modified cer-
amics) or ORMOSILS (organically modified silanes)
as reported by Reisfeld and Jorgensen, in 1991. An
inconvenient aspect of these materials is the appear-
ance of optical inhomogeneities in the medium due to
the difference in the refractive index between the
organic and inorganic phases as well as to the
difference in density between monomer and polymer
which causes stresses and the formation of optical
defects. As a result, spatial inhomogeneities appear in
the laser beam, thereby decreasing its quality as
discussed by Duarte, in 1994.

Organic Hosts

The first polymeric materials with improved resist-
ance to damage by laser radiation were obtained by
Russian workers, who incorporated rhodamine dyes
into modified poly(methyl methacrylate) (MPMMA),
obtained by doping PMMA with low-molecular
weight additives. Some years later, in 1995,
Maslyukov and colleagues demonstrated lasing
efficiencies in the range 40–60% with matrices
of MPMMA doped with rhodamine dyes pumped
longitudinally at 532 nm, with a useful lifetime
(measured as a 50% efficiency drop) of 15 000 pulses
at a prf of 3.33 Hz.

In 1995, Costela and colleagues used an approach
based on adjusting the viscoelastic properties of the
material by modifying the internal plasticization of
the polymeric medium by copolymerization with
appropriate monomers. Using dye Rh6G dissolved in
a copolymer of 2-hydroxyethyl methacrylate
(HEMA) and methyl methacrylate (MMA) and
transversal pumping at 337 nm, they demonstrated
laser action with an efficiency of 21% and useful
lifetime of 4500 pulses (20 GJ/mol in terms of total

input energy per mole of dye molecule when the
output energy is down to 50% of its initial value).
The useful lifetime increased to 12 000 pulses
when the Rh6G chromophore was linked covalently
to the polymeric chains as reported by Costela and
colleagues, in 1996.

Comparative studies on the laser performance of
Rh6G incorporated either in copolymers of HEMA
and MMA or in MPMMA were carried out by Giffin
and colleagues, in 1999, demonstrating higher
efficiency of the MPMMA materials but superior
normalized photostability (up to 240 GJ/mol) of the
copolymer formulation.

Laser conversion efficiencies in the range 60–70%
for longitudinal pumping at 532 nm were reported by
Ahmad and colleagues, in 1999, with PM567
dissolved in PMMA modified with 1,4-diazobi-
cyclo[2,2,2] octane (DABCO) or perylene additives.
When using DABCO as an additive, a useful lifetime
of up to 550 000 pulses, corresponding to a normal-
ized photostability of 270 GJ/mol, was demonstrated
at a 2 Hz prf.

Much lower efficiencies and photostabilities have
been obtained with dyes emitting in the blue-green
spectral region. Costela and colleagues, in 1996,
performed some detailed studies on dyes coumarin
540A and coumarin 503 incorporated into meth-
acrylate homopolymers and copolymers, and demon-
strated efficiencies of at most 19% with useful
lifetimes of up to 1200 pulses, at a 2 Hz prf,
for transversal pumping at 337 nm. In 2000,
Somasundaram and Ramalingam obtained useful
lifetimes of 5240 and 1120 pulses, respectively, for
coumarin 1 and coumarin 490 dyes incorporated into
PMMA rods modified with ethyl alcohol, under
transversal pumping at 337 nm and a prf of 1 Hz.

A detailed study of photo-physical parameters of
R6G-doped HEMA-MMA gain media was per-
formed by Holzer and colleagues, in 2000. Among
the parameters determined by these authors are
quantum yields, lifetimes, absorption cross-sections,
and emission cross-sections. A similar study on the
photophysical parameters of PM567 and two PM567
analogs incorporated into solid matrices of different
acrylic copolymers and in corresponding mimetic
liquid solutions was performed by Bergmann and
colleagues, in 2001.

Preliminary experiments with rhodamine
6G-doped MPMMA at high prfs were conducted
using a frequency-doubled Nd:YAG laser at 5 kHz by
Duarte and colleagues, in 1996. In those experiments,
involving longitudinal excitation, the pump laser was
allowed to fuse a region at the incidence window of
the gain medium so that a lens was formed. This lens
and the exit window of the gain medium comprised a
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short unstable resonator that yielded broadband
emission. In 2001, Costela and colleagues demon-
strated lasing in rhodamine 6G- and pyrromethene-
doped polymer matrices under copper-vapor-laser
excitation at prfs in the 1.0–6.2 kHz range. In these
experiments, the dye-doped solid-state matrix was
rotated at 1200 rpm. Average powers of 290 mW
were obtained at a prf of 1 kHz and a conversion
efficiency of 37%. For a short period of time average
powers of up to 1 W were recorded at a prf of
6.2 kHz. In subsequent experiments by Abedin and
colleagues the rpf was increased to 10 kHz by using as
pump laser a diode-pumped, Q-switched, frequency
doubled, solid state Nd:YLF laser. Initial average
powers of 560 mW and 430 mW were obtained for
R6G-doped and PM567-doped polymer matrices,
respectively. Lasing efficiency was 16% for R6G
and the useful lifetime was 6.6 min (or about
4.0 million shots).

Inorganic and Hybrid Hosts

In 1990, Knobbe and colleagues and McKiernan and
colleagues, from the University of California at Los
Angeles, incorporated different organic dyes, via the
sol-gel techniques, into silicate (SiO2), aluminosili-
cate (Al2O3–SiO2), and ORMOSIL host matrices,
and investigated the lasing performance of the
resulting materials under transversal pumping. Lasing
efficiencies of 25% and useful lifetimes of 2700 pulses
at 1 Hz repetition rate were obtained from Rh6G
incorporated into aluminosilicate gel and ORMOSIL
matrices, respectively. When the dye in the ORMO-
SIL matrices was coumarin 153, the useful lifetime
was still 2250 pulses. Further studies by Altman and
colleagues, in 1991, demonstrated useful lifetimes of
11 000 pulses at a 30 Hz prf when rhodamine 6G
perchlorate was incorporated into ORMOSIL
matrices. The useful lifetime increased to 14 500
pulses when the dye used was rhodamine B.

When incorporated into xerogel matrices, pyrro-
methene dyes lase with efficiencies as high as the
highest obtained in organic hosts but with much
higher photostability: a useful lifetime of 500 000
pulses at 20 Hz repetition rate was obtained by Faloss
and colleagues, in 1997, with PM597 using a pump
energy of 1 mJ. The efficiency of PM597 dropped to
40% but its useful lifetime increased to over
1 000 000 pulses when oxygen-free samples were
prepared, in agreement with previous results that
documented the strong dependence of laser par-
ameters of pyrromethene dyes on the presence of
oxygen. A similar effect was observed with perylene
dyes: deoxygenated xerogel samples of Perylene Red
exhibited a useful lifetime of 250 000 pulses at a prf

of 5 Hz and 1 mJ pump energy, to be compared with a
useful lifetime of only 10 000 pulses obtained with
samples prepared in normal conditions. Perylene
Orange incorporated into polycom glass and pumped
longitudinally at 532 nm gave an efficiency of 72%
and a useful lifetime of 40 000 pulses at a prf of 1 Hz
as reported by Rhan and King, in 1998.

A direct comparison study of laser performance of
Rh6G, PM567, Perylene Red, and Perylene Orange in
organic, inorganic, and hybrid hosts was carried out
by Rahn and King in 1995. They found that the
nonpolar perylene dyes had better performance in
partially organic hosts, whereas the ionic rhodamine
and pyrromethene dyes performed best in the
inorganic sol-gel glass host. The most promising
combinations of dye and host for efficiency and
photostability were found to be Perylene Orange in
polycom glass and Rh6G in sol-gel glass.

An all-solid-state optical configuration, where
the pump was a laser diode array side-pumped,
Q-switched, frequency-doubled, Nd:YAG slab laser,
was demonstrated by Hu and colleagues, in 1998,
with dye DCM incorporated into ORMOSIL
matrices. A lasing efficiency of 18% at the wavelength
of 621 nm was obtained, and 27 000 pulses were
needed for the output energy to decrease by 10% of
its initial value at 30 Hz repetition rate. After 50 000
pulses the output energy decreased by 90% but it
could be recovered after waiting for a few minutes
without pumping.

Violet and ultraviolet laser dyes have also been
incorporated into sol-gel silica matrices and their
lasing properties evaluated under transversal pump-
ing by a number of authors. Although reasonable
efficiencies have been obtained with some of
these laser dyes, the useful lifetimes are well below
1000 pulses.

More recently, Costela and colleagues have demon-
strated improved conversion efficiencies in dye-doped
inorganic–organic matrices using pyrromethene 567
dye. The solid matrix in this case is poly-trimethyl-
silyl-methacrylate cross-linked with ethylene glycol
and copolymerized with methyl methacrylate. Also,
Duarte and James have reported on dye-doped
polymer-nanoparticle laser media where the polymer
is PMMA and the nanoparticles are made of silica.
These authors report TEM00 laser beam emission and
improved dn=dT coefficients of the gain media that
results in reduced Du.

Dye Laser Applications

Dye lasers generated a renaissance in diverse
applied fields such as isotope separation, medicine,
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photochemistry, remote sensing, and spectroscopy.
Dye lasers have also been used in many experiments
that have advanced the frontiers of fundamental
physics.

Central to most applications of dye lasers is their
capability of providing coherent narrow-linewidth
radiation that can be tuned continuously from the
near ultraviolet, throughout the visible, to the near
infrared. These unique coherent and spectral proper-
ties have made dye lasers particularly useful in the
field of high-resolution atomic and molecular spec-
troscopy. Dye lasers have been successfully and
extensively used in absorption and fluorescence
spectroscopy, Raman spectroscopy, selective exci-
tations, and nonlinear spectroscopic techniques.
Well documented is their use in photochemistry,
that is, the chemistry of optically excited atoms and
molecules, and in biology, studying biochemical
reaction kinetics of biological molecules. By using
nonlinear optical techniques, such as harmonic and
sum frequency and difference frequency generation,
the properties of dye lasers can be extended to the
ultraviolet.

Medical applications of dye lasers include cancer
photodynamic therapy, treatment of vascular lesions,
and lithotripsy as described by Goldman in 1990.

The ability of dye lasers to provide tunable sub-
GHz linewidths in the orange-red portion of the
spectrum, at kW average powers, made them
particularly suited to atomic vapor laser isotope
separation of uranium as reported by Bass and
colleagues, in 1992, Singh and colleagues, in 1994,
and Nemoto and colleagues, in 1995. In this
particular case the isotopic shift between the two
uranium isotopes is a few GHz. Using dye lasers
yielding Dn # 1 GHz the 235U can be selectively
excited in a multistep process by tuning the dye
laser(s) to specific wavelengths, in the orange-red
spectral region, compatible with a transition sequence
leading to photoionization. Also, high-prf narrow-
linewidth dye lasers, as described by Duarte and
Piper, in 1984, are ideally suited for guide star appli-
cations in astronomy. This particular application
requires a high-average power diffraction-limited
laser beam at l < 589 nm to propagate for some
95 km, above the surface of the Earth, and illuminate
a layer of sodium atoms. Ground detection of the
fluorescence from the sodium atoms allows measure-
ments on the turbulence of the atmosphere. These
measurements are then used to control the adaptive
optics of the telescope thus compensating for the
atmospheric distortions.

A range of industrial applications is also amenable
to the wavelength agility and high-average power
output characteristics of dye lasers. Furthermore,

tunability coupled with narrow-linewidth emission,
at large pulsed energies, make dye lasers useful in
military applications such as directed energy and
damage of optical sensors.

The Future of Dye Lasers

Predicting the future is rather risky. In the early
1990s, articles and numerous advertisements in
commercial laser magazines predicted the demise
and even the oblivion of the dye laser in a few years. It
did not turn out this way. The high power and
wavelength agility available from dye lasers have
ensured their continued use as scientific and research
tools in physics, chemistry, and medicine. In addition,
the advent of narrow-linewidth solid-state dye lasers
has sustained a healthy level of research and devel-
opment in the field. Today, some 20 laboratories
around the world are engaged in this activity.

The future of solid-state dye lasers depends largely
on synthetic and manufacturing improvements. There
is a need for strict control of the conditions of
fabrication and a careful purification of all the
compounds involved. In the case of polymers, in
particular, stringent control of thermal conditions
during the polymerization step is obligatory to ensure
that adequate optical uniformity of the polymer
matrix is achieved, and that intrinsic anisotropy
developed during polymerization is minimized. From
an engineering perspective what are needed are dye-
doped solid-state media with improved photostability
characteristics and better thermal properties. By
better thermal properties is meant better dn=dT
factors. To a certain degree progress in this area has
already been reported. As in the case of liquid dye
lasers, the lifetime of the material can be improved by
using pump lasers at compatible wavelengths. In this
regard, direct diode laser pumping of dye-doped
solid-state matrices should lead to very compact,
long-lifetime, tunable lasers emitting throughout the
visible spectrum. An example of such a device would
be a green laser-diode-pumped rhodamine-6G doped
MPMMA tunable laser configured in a multiple-
prism grating architecture.

As far as liquid lasers are concerned, there is a need
for efficient water-soluble dyes. Successful develop-
ments in this area were published in the literature
with coumarin-analog dyes by Chen and colleagues,
in 1988, and some encouraging results with
rhodamine dyes have been reported by Ray and
colleagues, in 2002. Efficient water-soluble dyes
could lead to significant improvements and simpli-
fications in high-power tunable lasers.
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Introduction

The semiconductor edge emitting diode laser is a
critical component in a wide variety of applications,
including fiber optics telecommunications, optical
data storage, and optical remote sensing. In this
section, we describe the basic structures of edge
emitting diode lasers and the physical mechanisms for
converting electrical current into light. Laser wave-
guides and cavity resonators are also outlined. The
power, efficiency, gain, loss, and threshold character-
istics of laser diodes are presented along with the
effects of temperature and modulation. Quantum
well lasers are outlined and a description of grating
coupled lasers is provided.

Like all forms of laser, the edge emitting diode laser
is an oscillator and has three principal components; a
mechanism for converting energy into light, a medium
that has positive optical gain, and a mechanism for
obtaining optical feedback. The basic edge emitting
laser diode is shown schematically in Figure 1. Current
flow is vertical through a pn junction and light is
emitted from the ends. The dimensions of the laser in
Figure 1 are distorted, in proportion to typical real
laser diodes, to reveal more detail. In practical
laser diodes, the width of the stripe contact is
actually much smaller than shown and the thickness
is smaller still. Typical dimensions are (stripe
width £ thickness £ length) 2 £ 100 £ 1000 mm.

Light emission is generated only within a few
micrometers of the surface, which means that
99.98% of the volume of this small device is inactive.

Energy conversion in diode lasers is provided by
current flowing through a forward-biased pn junc-
tion. At the electrical junction, there is a high density
of injected electrons and holes which can recombine
in a direct energy gap semiconductor material to give
an emitted photon. Charge neutrality requires equal
numbers of injected electrons and holes. Figure 2
shows a simplified energy versus momentum (E–k)
diagrams for (a) direct, and (b) indirect semiconduc-
tors. In a direct energy gap material, such as GaAs,
the energy minima have the same momentum vector,
so recombination of an electron in the conduction
band and a hole in the valence band takes place
directly. In an indirect material, such as silicon,
momentum conservation requires the participation of
a third particle – a phonon. This third-order process
is far less efficient than direct recombination and, thus
far, too inefficient to support laser action.

Optical gain in direct energy gap materials is
obtained when population inversion is reached.

Figure 1 Schematic drawing of an edge emitting laser diode.
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Population inversion is the condition where the
probability for stimulated emission exceeds that of
absorption. The density of excited electrons n, in the
conduction band is given by

n ¼
ð1

Ec

rnðEÞfnðEÞdE cm23 ½1�

where rnðEÞ is the conduction band density of states
function and fnðEÞ is the Fermi occupancy function.
A similar equation can be written for holes in the
valence band. Figure 3 shows the density of states r

versus energy as a dashed line for conduction and
valence bands. The solid lines in Figure 3 are the
rðEÞf ðEÞ products, and the areas under the solid
curves are the carrier densities n and p.

The Fermi functions are occupation probabilities
based on the quasi-Fermi levels EFn and EFp, which
are, in turn, based on the injected carrier densities, dn
and dp. Population inversion implies that the
difference between the quasi-Fermi levels must exceed
the emission energy which, for semiconductors, must
be greater than the bandgap energy:

EFn 2 EFp $ "v , Eg ½2�

Charge neutrality requires that dn ¼ dp. Transpar-
ency is the point where these two conditions are just

met and any additional injected current results in
optical gain. The transparency current density Jo, is
given by

Jo ¼
qnoLz

tspon

½3�

where no is the transparency carrier density (dn ¼

dp ¼ no at transparency), Lz is the thickness of the
optically active layer, and tspon is the spontaneous
carrier lifetime in the material (typically 5 nsec).

A resonant cavity for optical feedback is obtained
simply by taking advantage of the natural crystal
formation in single crystal semiconductors. Most
III–V compound semiconductors form naturally into
a zincblende lattice structure. With the appropriate
choice of crystal planes and surfaces, this lattice
structure can be cleaved such that nearly perfect
plane–parallel facets can be formed at arbitrary
distances from each other. Since the refractive index
of these materials is much larger (,3.5) than that of
air, there is internal optical reflection for normal
incidence of approximately 30%. This type of optical
cavity is called a Fabry–Perot resonator.

Effective lasers of all forms make use of optical
waveguides to optimize the overlap of the optical field
with material gain and cavity resonance. The optical
waveguide in an edge emitting laser is best described
by considering it in terms of a transverse waveguide
component, defined by the epitaxial growth of
multiple thin heterostructure layers, and a lateral
waveguide component, defined by conventional
semiconductor device processing methods. One of
the simplest, and yet most common, heterostructure
designs is shown in Figure 4. This five-layer separate
confinement heterostructure (SCH) offers excellent
carrier confinement in the active layer as well as a
suitable transverse waveguide.

Clever choice of different materials for each layer
results in the energy band structure, index of refraction

Figure 3 Density of states versus energy for conduction and

valence bands.

Figure 4 Schematic cross-section of a typical five-layer

separate confinement heterostructure (SCH) laser.

Figure 2 Energy versus momentum for (a) direct, and (b)

indirect semiconductors.
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profile, and optical field mode profile shown in
Figure 5. The outer confining layers are the thickest
(,1 mm) and have the largest energy bandgap and
lowest refractive index. The inner barrier layers are
thinner (,0.1 mm), have intermediate bandgap
energy and index of refraction, and serve both an
optical role in defining the optical waveguide and an
electronic role in confining carriers to the active layer.
The active layer is the narrowest bandgap, highest
index material, and is the only layer in the structure
designed to provide optical gain. It may be a single
layer or, as in the case of a multiple quantum well laser,
a combination of layers. The bandgap energy, E, of this
active layer plays a key role in determining the
emission wavelength, l, of the laser:

E ¼
hc

l
½4�

where h is Planck’s constant and c is the speed of light.
The bandgap energy of the SCH structure is shown

in Figure 5. The lowest energy active layer collects
injected electrons and holes and the carrier confine-
ment provided by the inner barrier layers allows the
high density of carriers necessary for population
inversion and gain. The layers in the structure also
have the refractive index profile shown in Figure 5
which forms a five-layer slab dielectric waveguide.
With appropriate values for thicknesses and indices of
refraction, this structure can be a very strong
fundamental mode waveguide with the field profile
shown. A key parameter of edge emitting diode lasers
is G, the optical confinement factor. This parameter is
the areal overlap of the optical field with the active
layer, shown as dashed lines in the figure and can be as
little as a few percent, even in very high performance
lasers.

Lateral waveguiding in a diode laser can be
accomplished in a variety of ways. A common
example of an index guided laser is the ridge
waveguide laser shown in Figure 6. After the appro-
priate transverse waveguide heterostructure sample
is grown, conventional semiconductor processing
methods are used to form parallel etched stripes
from the surface near, but not through, the active
layer. An oxide mask is patterned such that electrical
contact is formed only to the center (core) region
between the etched stripes, the core stripe being only
a few microns wide. The lateral waveguide that
results arises from the average index of refraction
(effective index) in the etched regions outside the core
being smaller than that of the core. Figure 7 shows the
asymmetric near field emission profile of the ridge
waveguide laser and cross-sectional profiles of the
laser emission and effective index of refraction.

The optical spectrum of an edge emitting diode
laser below and above threshold is the superposition
of the material gain of the active layer and the
resonances provided by the Fabry–Perot resonator.
The spectral variation of material gain with injected
carrier density (drive current) is shown in Figure 8.
As the drive is increased, the intensity and energy of
peak gain both increase.

The Fabry–Perot resonator has resonances every
half wavelength, given by

L ¼
m

2

l

n
½5�

Figure 5 Energy band structure, index of refraction profile, and

optical field mode profile of the SCH laser of Figure 4.

Figure 7 Near field emission pattern, cross-sectional emission

profiles (solid lines), and refractive index profiles (dashed lines)

from an index guided diode laser.

Figure 6 Schematic diagram of a real index guided ridge

waveguide diode laser.
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where L is the cavity length, l/n is the wavelength in
the medium (n is the refractive index), and m is an
integer. For normal length edge emitter cavities, these
cavity modes are spaced only 1 or 2 Å apart.
The result is optical spectra, near laser threshold
and above, that look like the spectra of Figure 9.
Many cavity modes resonate up to threshold,
while above threshold, the superlinear increase in
emission intensity with drive current tends to greatly
favor one or two of the Fabry–Perot longitudinal
cavity modes.

Laser threshold can be determined from a relatively
simple analysis of the round trip gain and losses in the
Fabry–Perot resonator. If the initial intensity is Io,
after one round trip the intensity will be given by

I ¼ IoR1R2eðg2aiÞ2L ½6�

where R1 and R2 are the reflectivities of the two
facets, g is the optical gain, ai are losses associated
with optical absorption (typically 3–15 cm21), and
L is the cavity length. At laser threshold, g ¼ gth

and I ¼ Io, i.e., the round trip gain exactly equals
the losses. The result is

gth ¼ ai þ
1

2L
ln

1

R1R2

½7�

where the second term represents the mirror losses
am. Of course, mirror losses are desirable in the sense
that they represent useable output power. Actually,
the equation above does not take into account the
incomplete overlap of the optical mode with the gain
in the active layer. The overlap is defined by the
confinement factor G, described above, and the
equation must be modified to become

Ggth ¼ ai þ
1

2L
ln

1

R1R2

½8�

For quantum well lasers, the material peak gain,
shown in Figure 8, as a function of drive current is
given approximately by

gt ¼ bJo ln
J

Jo

½9�

where Jo is the transparency current density. The
threshold current density Jth, which is the current
density where the gain exactly equals all losses, is
given by

Jth ¼
Jo

hi

exp

aþ
1

2L
ln

1

R1R2

GbJo

½10�

Note that an additional parameter hi has appeared in
this equation. Not all of the carriers injected by the
drive current participate in optical processes; some are
lost to other nonradiative processes. This is accounted
for by including the internal quantum efficiency term
hi, which is typically at least 90%. The actual drive
current, of course, must include the geometry of the
device and is given by

Ith ¼ wLJth ½11�

where L is the cavity length, and w is the effective
width of the active volume. The effective width is
basically the stripe width of the core but also includes
current spreading and carrier diffusion under the
stripe.

The power–current characteristic (P– I) for
a typical edge emitting laser diode is shown
in Figure 10. As the drive current is increased

Figure 8 Gain versus emission energy for four increasing

values of carrier (current) density. Peak gain is shown as a

dashed line.

Figure 9 Emission spectra from a Fabry–Perot edge emitting

laser structure at, and above, laser threshold.
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from zero, the injected carrier densities increase and
spontaneous recombination is observed. At some
point the gain equals the internal absorption losses,
and the material is transparent. Then, as the drive
current is further increased, additional gain even-
tually equals the total losses, including mirror losses,
and laser threshold is reached. Above threshold,
nearly all additional injected carriers contribute
to stimulated emission (laser output). The power
generated internally is given by

P ¼ wLð J 2 JthÞhi

hn

q
½12�

where wL is the area and hn is the photon energy.
Only a fraction of the power generated internally is
extracted from the device

Po ¼ wLð J 2 JthÞhi

hn

q

am

ai þ am

½13�

Clearly a useful design goal is to minimize the internal
optical loss ai. The slope of the P–I curve of Figure 10
above threshold is described by an external differen-
tial quantum efficiency hd, which is related to the
internal quantum efficiency by

hd ¼ hi

�
am

ai þ am

�
½14�

Other common parameters used to characterize
the efficiency of laser diodes include the power
conversion efficiency hp

hp ¼
Po

VFI
½15�

and the wall plug efficiency hw

hw ¼
Po

I
½16�

The power conversion efficiency hp, recognizes that
the forward bias voltage VF is larger than the photon
energy by an amount associated with the series
resistance of the laser diode. The wall plug efficiency
hw, has the unusual units of WA21 and is simply a
shorthand term that relates the common input unit of
current to the common output unit of power. In high
performance low power applications, the ideal device
has minimum threshold current since the current used
to reach threshold contributes little to light emission.
In high power applications, the threshold current
becomes insignificant and the critical parameter is
external quantum efficiency.

Temperature effects may be important for edge
emitting lasers, depending on a particular appli-
cation. Usually, concerns related to temperature arise
under conditions of high temperature operation
(T . 50 8C), where laser thresholds rise and efficien-
cies fall. It became common early in the development
of laser diodes to define a characteristic temperature
To for laser threshold, which is given by

Ith ¼ It"o exp

 
T

To

!
½17�

where a high To is desirable. Unfortunately, this
simple expression does not describe the temperature
dependence very well over a wide range of tempera-
tures, so the appropriate temperature range must also
be specified. For applications where the emission
wavelength of the laser is important, the change in
wavelength with temperature dl/dT may also be
specified. For conventional Fabry–Perot cavity lasers,
dl/dT is typically 3–5 ÅC21.

In order for a diode laser to carry information,
some form of modulation is required. One method for
obtaining this is direct modulation of the drive
current in a semiconductor laser. The transient and
temporal behavior of lasers is governed by rate
equations for carriers and photons which are
necessarily coupled equations. The rate equation for
carriers is given by

dn

dt
¼

J

qLz

2
n

tsp

2 ðc=nÞbðn 2 noÞwðEÞ ½18�

where J/qLz is the supply, n/tsp is the spontaneous
emission rate, and the third term is the stimulated
emission rate ðc=nÞbðn 2 noÞwðEÞ where b is the
gain coefficient and wðEÞ is the photon density.

Figure 10 Power versus current (P– I ) curve for a typical edge

emitting laser diode.
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The rate equation for photons is given by

dw

dt
¼ ðc=nÞbðn 2 noÞwþ

un

tsp

2
w

tp

½19�

where u is the fraction of the spontaneous emission
that couples into the mode (a small number), and tp is
the photon lifetime (,1 psec) in the cavity. These rate
equations can be solved for specific diode laser
materials and structures to yield a modulation
frequency response. A typical small signal frequency
response, at two output power levels, is shown in
Figure 11. The response is typically flat to frequencies
above 1 GHz, rises to a peak value at some
characteristic resonant frequency, and quickly rolls
off. The characteristic small signal resonant frequency
vr, is given by

v2
r ¼

ðc=nÞb �w

tp

½20�

where �w is the average photon density. Direct
modulation of edge emitting laser diodes is limited
by practicality to less than 10 GHz. This is in part
because of the limits imposed by the resonant
frequency and in part by chirp. Chirp is the frequency
modulation that arises indirectly from direct current
modulation. Modulation of the current modulates the
carrier densities which, in turn, results in modulation
of the quasi-Fermi levels. The separation of the quasi-
Fermi levels is the emission energy (wavelength).
Most higher-speed lasers make use of external
modulation schemes.

The discussion thus far has addressed aspects of
semiconductor diode edge emitting lasers that are
common to all types of diode lasers irrespective of the
choice of materials or the details of the active layer
structure. The materials of choice for efficient
laser devices include a wide variety of III –V

binary compounds and ternary or quaternary alloys.
The particular choice is based on such issues as
emission wavelength, a suitable heterostructure
lattice match, and availability of high-quality sub-
strates. For example, common low-power lasers for
CD players (l , 820 nm) are likely to be made on a
GaAs substrate using a GaAs–AlxGa12xAs hetero-
structure. Lasers for fiberoptic telecommunications
systems (l , 1.3–1.5 mm) are likely to be made on an
InP substrate using an InP– InxGa12xAsyP12y

heterostructure. Red laser diodes (l , 650 nm) are
likely to be made on a GaAs substrate using a GaAs–
InxGa12xAsyP12y heterostructure. Blue and ultra-
violet lasers, a relatively new technology compared
to the others, make use of AlxGa12xN–GaN–
InyGa12yN heterostructures formed on sapphire or
silicon carbide substrates.

An important part of many diode laser structures is
a strained layer. If a layer is thin enough, the strain
arising from a modest amount of lattice mismatch can
be accommodated elastically. In thicker layers, lattice
mismatch results in an unacceptable number of
dislocations that affect quantum efficiency, optical
absorption losses, and, ultimately, long-term failure
rates. Strained layer GaAs–InxGa12xAs lasers are a
critical component in rare-earth doped fiber
amplifiers.

The structure of the active layer in edge emitting
laser diodes was originally a simple double hetero-
structure configuration with a single active layer of
500–1000 Å in thickness. In the 1970s however,
advances in the art of growing semiconductor
heterostructure materials led to growth of high-
quality quantum well active layers. These structures,
having thicknesses that are comparable to the
electron wavelength in a semiconductor (,200 Å),
revolutionized semiconductor lasers, resulting in
much lower threshold current densities, higher
efficiencies, and a broader range of available
emission wavelengths. The energy band diagram
for a quantum well laser active region is shown in
Figure 12.

This structure is a physical realization of the
particle-in-a-box problem in elementary quantum
mechanics. The quantum well yields quantum states
in the conduction band at discrete energy levels, with
odd and even electron wavefunctions, and breaks
the degeneracy in the valence band, resulting in
separate energy states for light holes and heavy holes.
The primary transition for recombination is from the
n ¼ 1 electron state to the h ¼ 1 heavy hole state and
takes place at a higher energy than the bulk bandgap
energy. In addition, the density of states for quantum
wells becomes a step-like function and optical gain
is enhanced. The advantages in practical edge

Figure 11 Direct current modulation frequency response for an

edge emitting diode laser at two output power levels.
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emitting lasers that are the result of one-dimensional
quantization are such that virtually all present
commercial laser diodes are quantum well lasers.
These kinds of advantages are driving development of
laser diodes with additional degrees of quantization,
including two dimensions (quantum wires) and three
dimensions (quantum dots).

The Fabry–Perot cavity resonator described here is
remarkably efficient and relatively easy to fabricate,
which makes it the cavity of choice for many
applications. There are many applications, however,
where the requirements for linewidth of the laser
emission or the temperature sensitivity of the emis-
sion wavelength make the Fabry–Perot resonator less
desirable. An important laser technology that
addresses both of these concerns involves the use of
a wavelength selective grating as an integral part of
the laser cavity. A notable example of a grating
coupled laser is distributed feedback laser shown
schematically in Figure 13a. This is similar to the
SCH cross-section of Figure 4 with the addition of a
Bragg grating above the active layer.

The period L, of the grating is chosen to fulfill
the Bragg condition for mth-order coupling
between forward- and backward-propagating
waves, which is

L ¼
ml

2n
½21�

where l=n is the wavelength in the medium. The index
step between the materials on either side of the
grating is small and the amount of reflection is also
small. Since the grating extends throughout the length
of the cavity, however, the overall effective reflectivity

can be large. Another variant is the distributed Bragg
reflector (DBR) laser resonator, shown in Figure 13b.
This DBR laser has a higher index contrast, deeply
etched surface grating located at one or both ends of
the otherwise conventional SCH laser heterostruc-
ture. One of the advantages of this structure is the
opportunity to add a contact for tuning the Bragg
grating by current injection.

Both the DBR and DFB laser structures are
particularly well suited for telecommunications or
other applications where a very narrow single laser
emission line is required. In addition, the emission
wavelength temperature dependence for this type of
laser is much smaller, typically 0.5 ÅC21.

See also

Semiconductor Physics: Quantum Wells and GaAs-
based Structures.
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Introduction

We present a summary of the fundamental operating
principles of ultraviolet, excimer lasers. After a brief
discussion of the economics and application motiv-
ation, the underlying physics and technology of these
devices is described. Key issues and limitations in the
scaling of these lasers are presented.

Background: Why Excimer Lasers?

Excimer lasers have become the most widely used
source of moderate power pulsed ultraviolet sources
in laser applications. The range of manufacturing
applications is also large. Production of computer
chips, using excimer lasers as the illumination source
for lithography, has by far the largest commercial
manufacturing impact. In the medical arena, excimer
lasers are used extensively in what is becoming one of
the world’s most common surgical procedures, the
reshaping of the lens to correct vision problems.
Taken together, the annual production rate for these
lasers is a relatively modest number compared to the
production of semiconductor lasers. Current markets
are in the range of $0.4 billion per year (Figure 1).
More importantly, the unique wavelength, power,
and pulse energy properties of the excimer laser
enable a systems and medical procedure market,
based on the excimer laser, to exceed $3 billion per
year. The current average sales price for these lasers is
in the range of $250 000 per unit, driven primarily by
the production costs and reliability requirements of
the lasers for lithography for chip manufacture.
Relative to semiconductor diode lasers, excimer lasers
have always been, and will continue to be, more
expensive per unit device by a factor of order 104.

UV power and pulse energy, however, are consider-
ably higher.

The fundamental properties of these lasers enable
the photochemical and photophysical processes used
in manufacturing and medicine. Short pulses of UV
light can photo-ablate materials, being of use in
medicine and micromachining. Short wavelengths
enable photochemical processes. The ability to
provide a narrow linewidth using appropriate resona-
tors enables precise optical processes, such as litho-
graphy. We trace out some of the core underlying
properties of these lasers that lead to the core utility.
We also discuss the technological problems and

Figure 1 The sales of excimer lasers have always been

measured in small numbers relative to other, less-expensive

lasers. For many years since their commercial release in 1976 the

sales were to R&D workers in chemistry, physics and ultimately

biology and medicine. The market for these specialty but most

useful R&D lasers was set to fit within a typical researcher’s annual

capital budget, i.e., less than $100K. As applications and

procedures were developed and certified or approved, sales and

average unit sales price increased considerably. Reliance on

cyclical markets like semiconductor fabrication led to significant

variations in production rates and annual revenues as can be seen.
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solutions that have evolved to make these lasers so
useful.

The data in Figure 1 provide a current answer to
the question of ‘why excimer lasers?’ At the dawn of
the excimer era, the answer to this question was quite
different. In the early 1970s, there were no powerful
short wavelength lasers, although IR lasers were
being scaled up to significant power levels. However,
visible or UV lasers could in principle provide better
propagation and focus to a very small spot size at
large distances. Solid state lasers of the time offered
very limited pulse repetition frequency and low
efficiency. Diode pumping of solid state lasers, and
diode arrays to excite such lasers, was a far removed
development effort. As such, short-wavelength lasers
were researched over a wide range of potential media
and lasing wavelengths. The excimer concept was one
of those candidates.

We provide, in Figure 2, a ‘positioning’ map
showing the range of laser parameters that can be
obtained with commercial or developmental excimer
lasers. The map has coordinates of pulse energy and
pulse rate, with diagonal lines expressing average
power. We show where both development goals and

current markets lay in a map. Current applications
are shown by the boxes in the lower right-hand
corner. Excimer lasers have been built with clear
apertures in the range of a fraction of 0.1 to 104 cm2,
with single pulse energies covering a range of 107.
Lasers with large apertures require electron beam
excitation. Discharge lasers correspond to the more
modest pulse energy used for current applications. In
general, for energies lower than ,5 J, the excitation
method of choice is a self-sustained discharge, clearly
providing growth potential for future uses, if
required.

The applications envisaged in the early R&D days
were in much higher energy uses, such as in laser
weapons, laser fusion, and laser isotope separation.
The perceived need for lasers for isotope separation,
laser-induced chemistry, and blue-green laser-based
communications from satellites, drove research in
high pulse rate technology and reliability extension
for discharge lasers. This research resulted in proto-
types, with typical performance ranges as noted on
the positioning map that well exceed current market
requirements. However, the technology and under-
lying media physics developed in these early years
made possible advances needed to serve the ultimate
real market applications.

The very important application of UV lithography
requires high pulse rates and high reliability. These
two features differentiate the excimer laser used for
lithography from the one used in the research
laboratory. High pulse rates, over 2000 Hz in current
practice, and the cost of stopping a computer chip
production line for servicing, drive the reliability
requirements toward 1010 shots per service interval.
In contrast, the typical laboratory experiments are
more often in the range of 100 Hz and, unlike a
lithography production line, do not run 24 hours a
day, 7 days a week. The other large market currently
is in laser correction of myopia and other imperfec-
tions in the human eye. For this use the lasers are
more akin to the commercial R&D style laser in terms
of pulse rate and single pulse energy. Not that many
shots are needed to ablate tissue to make the needed
correction, and shot life is a straightforward require-
ment. However, the integration of these lasers into a
certified and accepted medical procedure and an
overall medical instrument drove the growth of this
market.

The excimer concept, and the core technology
used to excite these lasers, is applicable over a
broad range of UV wavelengths, with utility at
specific wavelength ranges from 351 nm in the near
UV to 157 nm in the vacuum UV (VUV). There
were many potential excimer candidates in the
early R&D phase (Table 1). Some of these

Figure 2 The typical energy and pulse rate for certain

applications and technologies using excimer lasers. For energy

under a few J, a discharge laser is used. The earliest excimer

discharge lasers were derivatives of CO2 TEA (transversely

excited atmospheric pressure) and produced pulse energy in the

range of 100 mJ per pulse. Pulse rates of order 30 Hz were all that

the early pulsed power technology could provide. Early research

focused on generating high energy. Current markets are at

modest UV pulse energy and high pulse rates for lithography and

low pulse rates for medical applications.
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candidates can be highly efficient, .50% relative to
deposited energy, at converting electrical power
into UV or visible emission, and have found a
parallel utility as sources for lamps, though with
differing power deposition rates and configurations.
The key point in the table is that these lasers are
powerful and useful sources at very short wave-
lengths. For lithography, the wavelength of interest
has consistently shifted to shorter and shorter
wavelengths as the printed feature size decreased.
Though numerous candidates were pursued, as
shown in Table 1, the most useful lasers are those
using rare gas halide molecules. These lasers are
augmented by dye laser and Raman shifting
to provide a wealth of useful wavelengths in the
visible and UV.

All excimer lasers utilize molecular dissociation to
remove the lower laser level population. This lower

level dissociation is typically from an unbound or
very weakly bound ground-state molecule. However,
halogen molecules also provide laser action on
excimer-like transitions, that terminate on a molecu-
lar excited state that dissociates quickly. The vacuum
UV transition in F2 is the most practical method for
making very short wavelength laser light at significant
power. Historically, the rare gas dimer molecules,
such as Xe2, were the first to show excimer laser
action, although self absorption, low gain, and poor
optics in the VUV limited their utility. Other excimer-
like species, such as metal halides, metal rare gas
continua on the edge of metal atom resonance lines,
and rare gas oxides were also studied. The key
differentiators of rare gas halides from other excimer-
like candidates are strong binding in the excited
state, lack of self absorption, and relatively high
optical cross-section for the laser transition.

Table 1 Key excimer wavelengths

Excimer emitter l (nm) Comment

Ar2 126 Very short emission wavelength, deep in the Vacuum UV; inefficient as laser

due to absorption, see Xe2.

Kr2 146 Broad band emitter and early excimer laser with low laser efficiency.

Very efficient converter of electric power into Vacuum UV light.

F2 157 Molecule itself is not an excimer, but uses lower level dissociation; candidate

for next generation lithography.

Xe2 172 The first demonstrated excimer laser. Very efficient formation and emission but

excited state absorption limits laser efficiency. Highly efficient as a lamp.

ArF 193 Workhorse for corneal surgery and lithography.

KrCl 222 Too weak compared to KrF and not as short a wavelength as ArF.

KrF 248 Best intrinsic laser efficiency; numerous early applications but found major

market in lithography. Significant use in other materials processing.

XeI 254 Never a laser, but high formation efficiency and excellent for a lamp. Historically

the first rare gas halide excimer whose emission was studied at high pressure.

XeBr 282 First rare gas halide to be shown as a laser; inefficient laser due to excited state

absorption, but excellent fluorescent emitter; a choice for lamps.

Br2 292 Another halogen molecule with excimer like transitions that has lased but had no

practical use.

XeCl 308 Optimum medium for laser discharge excitation.

Hg2 335 Hg vapor is very efficiently excited in discharges and forms excimers at high

pressure. Subject of much early research, but as in the case of the rare gas

excimers such as Xe2 suffer from excited state absorption. Despite the high

formation efficiency, this excimer was never made to lase.

I2 342 Iodine UV molecular emission and lasing was first of the pure halogen excimer-like

lasers demonstrated. This species served as kinetic prototype for the F2

‘honorary’ excimer that has important use as a practical VUV source.

XeF 351, 353 This excimer laser transition terminates on a weakly bound lower level that

dissociates rapidly, especially when heated. The focus for early defense-related

laser development; as this wavelength propagates best of this class in the

atmosphere.

XeF 480 This very broadband emission of XeF terminates on a different lower level than

the UV band. Not as easily excited in a practical system, so has not had

significant usage.

HgBr 502 A very efficient green laser that has many of the same kinetic features of the rare gas

halide excimer lasers. But the need for moderately high temperature for the

needed vapor pressure made this laser less than attractive for UV operation.

XeO 540 This is an excimer-like molecular transition on the side of the auroral lines of the

O atom. The optical cross-section is quite low and as a result the laser never

matured in practice.
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Excimer Laser Fundamentals

Excimer lasers utilize lower-level dissociation to
create and sustain a population inversion. For
example, in the first excimer laser demonstrated,
Xe2, the lasing species is one which is comprised of
two atoms that do not form a stable molecule in the
ground state, as xenon dimers in the ground state are
not a stable molecule. In the lowest energy state, that
with neither of the atoms electronically excited,
the interaction between the atoms in a collision
is primarily one of repulsion, save for a very weak
‘van der Waals’ attraction at larger internuclear
separations. This is shown in the potential energy
diagram of Figure 3. If one of the atoms is excited, for
example by an electric discharge, there can be a
chemical binding in the electronically excited state of
the molecule relative to the energy of one atom with
an electron excited and one atom in the ground state.
We use the shorthand notation p to denote an electro-
nically excited atomic molecular species, e.g., Xep.
The excited dimer, excimer for short, will recombine
rapidly at high pressure from atoms into the Xe2

p

electronically excited molecule. Radiative lifetimes of
the order 10 nsec to 1 msec are typical before photon
emission returns the molecule to the lower level.
Collisional quenching often reduces the lifetime
below the radiative rate. For Xe2

p excimers, the
emission is in the vacuum ultraviolet (VUV).

There are a number of variations on this theme, as
noted in Table 1. Species, other than rare gas pairs,
can exhibit broadband emission. The excited state
binding energy can vary significantly, changing the

fraction of excited states that will form molecules.
The shape of the lower potential energy curve can
vary as well. From a semantic point of view hetero-
nuclear, diatomic molecules, such as XeO, are not
excimers, as they are not made of two of the same
atoms. However, the more formal name ‘exciplex’ did
not stick in the laser world; excimer laser being
preferred. Large binding energy is more efficient for
capturing excited atoms into excited excimer-type
molecules in the limited time they have before
emission. Early measurements of the efficiency of
converting electrical energy deposited into fluorescent
radiation showed that up to 50% of the energy input
could result in VUV light emission. Lasers were not
this efficient due to absorption.

The diagram shown in Figure 3 is simplified
because it does not show all of the excited states
that exist for the excited molecule. There can be
closely lying excited states that share the population
and radiate at a lower rate, or perhaps absorb to
higher levels, also not shown in Figure 3. Such excited
state absorption may terminate on states derived from
higher atomic excited states, noted as Xepp in the
figure, or yield photo-ionization, producing the
diatomic ion-molecule plus an electron, such as:

Xep2 þ hn! Xeþ2 þ e ½1�

Such excited state absorption limited the efficiency for
the VUV rare gas excimers, even though they have
very high formation and fluorescence efficiency.

Rare gas halide excimer lasers evolved from
‘chemi-luminescence’ chemical kinetics studies
which were looking at the reactive quenching of
rare gas metastable excited states in flowing after
glow experiments. Broadband emission in reactions
with halogen molecules was observed in these
experiments, via reactions such as:

Xep þ Cl2 ! XeClp þ Cl ½2�

At low pressure the emissions from molecules, such
as XeClp, are broad in the emissions bandwidth.
Shortly after these initial observations, the laser
community began examination of these species in
high-pressure, electron-beam excited mixtures. The
results differed remarkably from the low-pressure
experiments and those for the earlier excimers such as
Xe2

p. The spectrum was shifted well away from the
VUV emission. Moreover, the emission was much
sharper at high pressure, though still a continuum
with a bandwidth of the order of 4 nm. A basis for
understanding is sketched in the potential energy
curves of Figure 4. In this schematic we identify
the rare gas atoms by Rg, excited rare gas atoms by

Figure 3 A schematic of the potential energy curves for an

excimer species such as Xe2. The excited molecule is bound

relative to an excited atom and can radiate to a lower level that

rapidly dissociates on psec timescales since the ground state is

not bound, save for weak binding due to van der Waals forces.

The emission band is intrinsically broad.
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Rgp, and halogen atoms by X. Ions play a very
important role in the binding and reaction chemistry,
leading to excited laser molecules.

The large shift in wavelength from the VUV of
rare gas dimer excimers, ,308 nm in XeClp versus
172 nm in Xe2

p, is due to the fact that the binding in
the excited state of the rare gas halide is considerably
stronger. The sharp and intense continuum at high
pressure (.,100 torr total pressure) is due to the fact
that the ‘sharp’ transition terminates on a ‘flat’
portion of the lower-level potential energy curve.
Indeed, in XeCl and XeF, the sharp band laser
transition terminates on a slightly bound portion of
the lower-level potential energy curve. Both the sharp
emissions and broad bands are observed, due to the
fact that some transitions from the excited levels
terminate on a second, more repulsive potential
energy curve.

An understanding of the spectroscopy and kinetic
processes in rare gas plus halogen mixtures is based
on the recognition that the excited state of a rare gas
halide molecule is very similar to the ground state of
the virtually isoelectronic alkali halide. The binding
energy and mechanism of the excited state is very
close to that of the ground state of the most similar
alkali halide. Reactions of excited state rare gases are
very similar to those of alkali atoms. For example,
Xep and Cs are remarkably similar, from a chemistry
and molecular physics point of view, as they have the
same outer shell electron configuration and similar
ionization potentials. The ionization potential of Xep

is similar to that of cesium (Cs). Cs, and all the other

alkali atoms, react rapidly with halogen molecules.
Xenon metastable excited atoms react rapidly with
halogen molecules. The alkali atoms all form
ionically bonded ground states with halogens. The
rare gas halides are effectively strongly bonded ion
pairs, Xe(þ)X(2), that are very strongly bonded
relative to the excited states that yield them. The
difference between, for example, XeClp and CsCl, is
that XeClp radiates in a few nanoseconds while CsCl
is a stable ground-state molecule. The binding energy
for these ionic bonded molecules is much greater than
the more covalent type of bonding that is found in the
rare gas excimer excited states. Thus XeIp, which is
only one electron different (in the I) than Xe2

p, emits at
254 nm instead of 172 nm.

The first observed and most obvious connection to
alkali atoms is in formation chemistry. Mostly, rare
gas excited states react with halogen molecules
rapidly. The rare gas halide laser analog reaction
sequence is shown below, where some form of electric
discharge excitation kicks the rare gas atom up to an
excited state, so that it can react like an alkali atom,
eqn [3]:

efast þ Kr ! Krp þ eslow ½3�

Krp þ F2 ! KrFpðv; JÞhigh þ F ½4�

There are subtle and important cases where the
neutral reaction, such as that shown in eqn [2] or [4],
is not relevant as it is too slow compared to other
processes. Note that the initial reaction does not yield
the specific upper levels for the laser but states that
are much higher up in the potential well of the excited
rare gas halide excimer molecule. Further collisions
with a buffer gas are needed to relax the states to the
vibrational levels that are the upper levels for the laser
transition. Such relaxation at high pressure can be
fast, which leads the high-pressure spectrum to be
much sharper than those first observed in flowing
after-glow experiments.

The excited states of the rare gas halides are ion
pairs bound together for their brief radiative lifetime.
This opens up a totally different formation channel,
indeed the one that often dominates the mechanism,
ion–ion recombination. Long before excimer lasers
were studied, it was well known that halogen
molecules would react with ‘cold’ electrons (those
with an effective temperature less than a few eV) in a
process called attachment. The sequence leading to
the upper laser level is shown below for the Kr/F2

system, but the process is generically identical in
other rare gas halide mixtures.

Figure 4 The potential energy curves for rare gas halides are

sketched here. Both relatively sharp continuum emission is

observed along with broad bands corresponding to different lower

levels. The excited ion pair states consist of 3 distinct levels, two

that are very close in energy and one that is shifted up from the

upper laser level (the B state) by the spin orbit splitting of the rare

gas ion.
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KrFp formation kinetics via ion channel:

Ionization: e þ Kr ! Krþ þ 2e ½5�

Attachment: e þ F2 ! Fð2Þ þ F ½6�

Ion–ion recombination:

Krþ þ Fð2Þ þ M ! KrFpðv; JÞhigh þ M ½7�

Relaxation:

KrFpðv; JÞhigh þ M ! KrFpðv; JÞlow þ M ½8�

Finally, there is one other formation mechanism,
displacement, that is unique to the rare gas halides. In
this process, a heavier rare gas will displace a lighter
rare gas ion in an excited state to form a lower-energy
excited state:

ArFp þ Kr ! KrFpðv; JÞhigh þ Ar ½9�

In general, the most important excimer lasers tend
to have all of these channels contributing to excited
state formation for optimized mixtures.

These kinetic formation sequences express some
important points regarding rare gas halide lasers. The
source of the halogen atoms for the upper laser level
disappears via both attachment reactions with
electrons and by the reaction with excited states.
The halogen atoms eventually recombine to make
molecules, but at a rate too slow for sufficient
continuous wave (cw) laser gain. For excimer-based
lamps, however, laser gain is not a criterion and very

efficient excimer lamps can be made. Another point to
note is that forming the inversion requires transient
species (and in some cases halogen fuels) that absorb
the laser light. Net gain and extraction efficiency are a
trade-off between pumping rate, an increase in which
often forms more absorbers and absorption itself.
Table 2 provides a listing of some of the key
absorbers. Finally, the rare gas halide excited states
can be rapidly quenched in a variety of processes.
More often than not, the halogen molecule and the
electrons in the discharge react with the excited states
of the rare gas halide, removing the contributors to
gain. We show, in Table 3, a sampling of some of the
types of formation and quenching reactions with their
kinetic rate constant parameters. Note that one
category of reaction, three-body quenching, is unique
to excimer lasers. Note also that the three-body
recombination of ions has a rate coefficient that is
effectively pressure dependent. At pressures above
,3 atm, the diffusion of ions toward each other is
slowed and the effective recombination rate constant
decreases.

Though the rare gas halide excited states can be
made with near-unity quantum yield from the
primary excitation, the intrinsic laser efficiency is
not this high. The quantum efficiency is only ,25%
(recall rare gas halides all emit at much longer
wavelengths than rare gas excimers); there is ineffi-
cient extraction due to losses in the gas and windows.
In practice there are also losses in coupling the power
into the laser, and wasted excitation during the finite
start-up time. The effect of losses is shown in Table 4
and Figure 5 where the pathways are charted and
losses identified. In KrF, it takes ,20 eV to make a
rare gas ion in an electron beam excited mixture,

Table 2 Absorbers in rare gas halide lasers

Species XeF XeCl KrF ArF

Laser l (nm) 351, 353 308 248 193

F2 absorption s (cm2) 8 £ 10221 NA 1.5 £ 10220

Cl2 absorption s (cm2) NA 1.7 £ 10219 NA NA

HCl absorption s (cm2) NA Nil NA NA

F(2) absorption s (cm2) 2 £ 10218 NA 5 £ 10218 5 £ 10218

Cl(2) absorption s (cm2) NA 2 £ 10217 NA NA

Rg2
(þ) diatomic ion

absorption s (cm2)a
Ne: ,10218

Ar: ,3 £ 10217

Xe: ,3 £ 10217

Ne: ,10217

Ar: ,4 £ 10217

Xe: ,3 £ 10218

Ne: ,2.5 £ 10217

Ar: ,2 £ 10218

Kr ,10218

Ne: ,10218

Ar: NIL

Other transient

absorbers

Excited states of rare

gas atoms and rare

gas dimer molecules

s , 10219 – 10217

Excited states of rare

gas atoms and rare

gas dimer molecules

s , 10219 – 10217

Excited states of rare

gas atoms and rare

gas dimer molecules

s , 10219 – 10217

Excited states of rare

gas atoms and rare

gas dimer molecules

s , 10219 – 10217

Other Lower laser level

absorbs unless

heated

Weak lower level

absorption

s , 4 £ 10216

Windows and dust can

be an issue

Windows and dust

can be an issue

aNote that the triatomic rare gas halides of the form Rg2X will exhibit similar absorption as the diatomic rare gas ions as the triatomic rare

gas halides of this form are essentially ion pairs of an Rg2
(þ) ion and the halide ion.
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somewhat less in an electric discharge. The photon
release is ,5 eV; the quantum efficiency is only 25%.
Early laser efficiency measurements (using electron
beam excitation) showed laser efficiency in the best
cases slightly in excess of 10%, relative to the
deposited energy. The discrepancy relative to the
quantum efficiency is due to losses in the medium. For
the sample estimate in Table 4 and Figure 5 we show
approximate density of key species in the absorption
chain, estimated on a steady-state approximation of
the losses in a KrF laser for an excitation rate of order
1 MW/cc, typical of fast discharge lasers. The net

small signal gain is of the order of 5%/cm. The key
absorbers are the parent halogen molecule, F2, the
fluoride ion F(2), and the rare gas excited state atoms.
A detailed pulsed kinetics code will provide slightly
different results due to transient kinetic effects and
the intimate coupling of laser extraction to quenching
and absorber dynamics. The ratio of gain to loss
is usually in the range of 7 to 20, depending on
the actual mixture used and the rare gas halide
wavelength. The corresponding extraction efficiency
is then limited to the range of ,50%. The small
signal gain, go; is related to the power deposition

Table 3 Typical formation and quenching reactions and rate coefficients

Formation

Rare gas plus halogen molecule Krp þ F2 ! KrFp(v ; J)þF

k , 7 £ 10210 cm3/sec; Branching ratio to KrFp , 1

Arp þ F2 ! ArFp(v ; J)þF

k , 6 £ 10210 cm3/sec; Branching ratio to ArFp , 60%

Xep þ F2 ! XeFp(v ; J)þF

k , 7 £ 10210 cm3/sec; Branching ratio to XeFp , 1

Xep þ HCl(v ¼ 0) ! Xe þ H þ Cl

k , 6 £ 10210 cm3/sec; Branching ratio to XeClp , 0

Xep þ HCl(v ¼ 1) ! XeClp þ H

k , 2 £ 10210 cm3/sec; Branching ratio to XeClp ,1

Ion–ion recombination Ar(þ) þ F(2) þ Ar ! ArFp(v,J )

k , 1 £ 10225 cm6/sec at 1 atm and below

k , 7:5 £ 10226 cm6/sec at 2 atm; Note effective 3-body rate

constant decreases further as pressure goes over ,2 atm

Kr(þ) þ F(2) þ Kr ! KrFp(v ; J)

k , 7 £ 10226 cm6/sec at 1 atm and below; rolls over at higher pressure

Displacement ArFp(v ; J)þKr ! KrFp(v ; J)þAr

k , 2 £ 10210 cm3/sec; Branching ratio to KrFp ,1

Quenching

Halogen molecule XeClp þ HCl ! Xe þ Cl þ HCl

k , 5:6 £ 10210 cm3/sec;

KrFp þ F2 ! Kr þ F þ F

k , 6 £ 10210 cm3/sec;

All halogen molecule quenching have very high reaction rate constants

3-body inert gas ArFp þ Ar þ Ar ! Ar2Fp þ Ar

k , 4 £ 10231 cm6/sec

KrFp þ Kr þ Ar ! Kr2Fp þ Ar

k , 6 £ 10231 cm6/sec

XeClp þ Xe þ Ne ! Xe2Clp þ Ne

k , 1 £ 10233 cm6/sec; 4 £ 10231 cm6/sec with Xe as 3rd body

These reactions yield a triatomic excimer at lower energy that can not

be recycled back to the desired laser states

Electrons XeClp þ e ! Xe þ Cl þ e

k , 2 £ 1027 cm3/sec

In 2-body quenching by electrons, the charge of the electron interacts with the

dipole of the rare gas halide ion pair at long range; above value is typical of others

2-body inert gas KrFp þ Ar ! Ar þ Kr þ F

k , 2 £ 10212 cm3/sec

XeClp þ Ne ! Ne þ Xe þ Cl

k , 3 £ 10213 cm3/sec

2-body quenching by rare gases is typically slow and less important than the

reactions noted above
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rate per unit volume, Pdeposited, by eqn [10].

Pdeposited ¼ g0EpðtupperhpumpinghbranchingfsÞ21 ½10�

Ep is the energy per excitation, ,20 eV or
3.2 £ 10218 J/excitation, f is the fraction of excited
molecules in the upper laser level, ,40% due to KrFp

in higher vibrational states and the slowly radiating
‘C’ state. The laser cross-section is s, and the h terms
are efficiencies for getting from the primary excitation
down to the upper laser level. The upper state
lifetime, tupper, is the sum of the inverses of radiative
and quenching lifetimes. When the laser cavity flux is
sufficiently high, stimulated emission decreases the
flow of power into the quenching processes.

The example shown here gives a ratio of net gain to
the nonsaturating component of loss of 13/1. Of the

excitations that become KrFp, only ,55% or so will
be extracted in the best of cases. For other less ideal
rare gas halide lasers, the gain to loss ratio, the
extraction efficiency, and the intrinsic efficiency are all
lower. Practical discharge lasers have lower practical
wall plug efficiency due to a variety of factors,
discussed below.

Discharge Technology

Practical discharge lasers use fast-pulse discharge
excitation. In this scheme, an outgrowth of the CO2

TEA laser, the gas is subjected to a rapid high-voltage
pulse from a low-inductance pulse forming line or
network, PFL or PFN. The rapid pulse serves to break
down the gas, rendering it conductive with an
electron density of .,1014 electrons/cm3. As the

Table 4 Typical ground and excited state densities shown for KrF at Pin , 1 MW/cm3

Species Amount particles/cm3 Absorption s (cm)2 Loss %/cm

F2 ,1.2 £ 1017 1.5 £ 10220 0.18

Kr ,3 £ 1018 – –

Buffer 4 £ 1019 – –

F(2) ,1014 5 £ 10218 0.05

Rgp, Rgpp 1 £ 1015 k10218l depends on ratio

of Rgpp /Rgp

0.1

KrF (before dissociating) ,1012 2 £ 10216 0.02

Rg2Fp 8 £ 1014, Note this species density

decreases as flux grows

1 £ 10218 0.08

KrFp (B) 2.5 £ 1014 2 £ 10216 5 (gain)

Figure 5 The major decay paths and absorbers that impact the extraction of excited states of rare gas halide excimers. Formation is

via the ion–ion recombination, excited atom reaction with halogens and displacement reactions, not shown. We note for a specific

mixture of KrF the approximate values of the absorption by the transient and other species along with the decay rates for the major

quenching processes. Extraction efficiency greater than 50% is quite rare.
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gas becomes conductive, the voltage drops and power
is coupled into the medium for a short duration,
typically less than 50 nsec. The discharge laser also
requires some form of ‘pre-ionization’, usually
provided by sparks or a corona-style discharge on
the side of the discharge electrodes. The overall
discharge process is intrinsically unstable, and pump
pulse duration needs to be limited to avoid the
discharge becoming an arc.

Moreover, problems with impedance matching of
the PFN or PFL with the conductive gas lead to both
inefficiency and extra energy that can go into post-
discharge arcs, which both cause component failure
and produce metal dust which can give rise to
window losses. A typical discharge laser has an
aperture of a few cm2 and a gain length of order
80 cm and produces outputs in the range of 100 mJ to
1 J. The optical pulse duration tends to be ,20 nsec,
though the electrical pulse is longer due to the finite
time needed for the gain to build up and the
stimulated emission process to turn spontaneously
emitted photons into photons in the laser cavity.

The pre-ionizer provides an initial electron density
on the order of 108 electrons/cm3. With spark pre-
ionization or corona pre-ionization, it is difficult to
make a uniform discharge over an aperture greater
than a few cm2. For larger apertures, one uses X-rays
for pre-ionization. X-ray pre-ionized discharge exci-
mer lasers have been scaled to energy well over 10 J
per pulse and can yield pulse durations over 100 nsec.
The complexity and expense of the X-ray approach,
along with the lack of market for lasers in this size
range, resulted in the X-ray approach remaining in
the laboratory.

Aside from the kinetic issues of the finite time
needed for excitation to channel into the excimer
upper levels and the time needed for the laser to ‘start
up’ from fluorescent photons, these lasers have
reduced efficiency due to poor matching of the
pump source to the discharge. Ideally, one would
like to have a discharge such that when it is
conductive the voltage needed to sustain the dis-
charge is less than half of that needed to break the gas
down. Regrettably for the rare gas halides (and in
marked distinction to the CO2 TEA laser) the voltage
that the discharge sustains in a quasi-stable mode is
,20% of the breakdown voltage, perhaps even less,
depending on the specific gases and electrode shapes.

Novel circuits, which separate the breakdown
phase from the fully conductive phase, can readily
double the efficiency of an excimer discharge laser,
though this approach is not necessary in many
applications. The extra energy that is not dissipated
in the useful laser discharge often results in arcing or
‘hot’ discharge areas after the main laser pulse,

leading to electrode sputtering, dust that finds its
way to windows, and the need to service the laser
after ,108 pulses. When one considers the efficiency
of the power conditioning system, along with the
finite kinetics of the laser start-up process in short
pulses, and the mismatch of the laser impedance to
the PFN/PFL impedance, lasers that may have 10%
intrinsic efficiency in the medium in e-beam excitation
may only have 2% to 3% wall plug efficiency in a
practical discharge laser.

A key aspect of excimer technology is the need for
fast electrical circuits to drive the power into the
discharge. This puts a significant strain on the switch
that is used to start the process. While spark gaps, or
multichannel spark gaps, can handle the required
current and current rate of rise, they do not present a
practical alternative for high-pulse rate operation.
Thyratrons and other switching systems, such as solid
state switches, are more desirable than a spark gap,
but do not offer the desired needed current rate of
rise. To provide the pumping rate of order 1 MW/cm3

needed for enough gain to turn the laser on before the
discharge becomes unstable, the current needs to rise
to a value of the order of 20 kA in a time of ,20 nsec;
the current rate of rise is ,1012 A/sec. This rate of rise
will limit the lifetime of the switch that drives the
power into the laser gas. As a response to this need,
magnetic switching and magnetic compression cir-
cuits were developed so that the lifetime of the switch
can be radically increased. In the simplest cases, one
stage of magnetic compression is used to make the
current rate of rise to be within the range of a
conventional thyratron switch as used in radar
systems. Improved thyratrons and a simple magnetic
assist also work. For truly long operating lifetimes,
multiple stages of magnetic switching and com-
pression are used, and with a transformer one can
use a solid state diode as the start switch for the
discharge circuit. A schematic of an excimer pulsed
power circuit, that uses a magnetic assist with a
thyratron and one stage of magnetic compression, is
shown in Figure 6. The magnetic switching approach
can also be used to provide two separate circuits
to gain high efficiency by having one circuit to
break down the gas (the spiker) and a second,
low-impedance ‘sustainer’ circuit, to provide the
main power flow. In this approach, the laser itself
can act as part of the circuit by holding off
the sustaining voltage for a m-sec or so during
the charge cycle and before the spiker breaks
down the gas. A schematic of such a circuit is
shown in Figure 7. Using this type of circuit, the
efficiency of a XeCl laser can be over 4% relative to
the wall plug. A wide variety of technological twists
on this approach have been researched.
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Excimer lasers present some clear differences in
resonator design compared to other lasers. The
apertures are relatively large, so one does not build
a TEMoo style cavity for good beam quality and
expect to extract any major portion of the energy
available. The typical output is divergent and multi-
mode. When excimer lasers are excited by a short
pulse discharge, ,30 nsec, the resulting gain duration
is also short, ,20 nsec, limiting the number of passes
a photon in a resonator can have in the gain. The gain
duration of ,20 nsec only provides ,3.5 round trips
of a photon in the cavity during the laser lifetime,
resulting in the typical high-order multimode beam.
Even with an unstable resonator, the gain duration is

not long enough to collapse the beam into the lowest-
order diffraction-limited output. If line narrowing is
needed, and reasonable efficiency is required, an
oscillator amplifier configuration is often used with
the oscillator having an appropriate tuning resonator
in the cavity. If both narrow spectral linewidth and
excellent beam quality are needed one uses a seeded
oscillator approach where the narrowband oscillator
is used to seed an unstable resonator on the main
amplifier. By injecting the seed into the unstable
resonator cavity, a few nsec before the gain is turned
on, the output of the seeded resonator can be locked
in wavelength, bandwidth, and provide good beam
quality. Long pulse excimer lasers, such as e-beam
excited lasers or long pulse X-ray pre-ionized
discharge devices can use conventional unstable
resonator technology with good results.

Excimer lasers are gas lasers that run at both high
pressure and high instantaneous power deposition
rates. During a discharge pulse, much of the halogen
bearing ‘fuel’ is burned out by the attachment and
reactive processes. The large energy deposition per
pulse means that pressure waves are generated. All of
these combine with the characteristic device dimen-
sions to require gas flow to recharge the laser mixture
between pulses. For low pulse rates, less than
,200 Hz, the flow system need not be very sophis-
ticated. One simply needs to flush the gas from
the discharge region with a flow having a velocity
of the order of 5 m/sec for a typical discharge device.
The flow is transverse to the optical and discharge
directions. At high pulse rates, the laser designer
needs to consider flow in much more detail to
minimize the power required to push the gas through
the laser head. Circulating pressure waves need to be
damped out so that the density in the discharge region
is controlled at the time of the next pulse. Devices
called acoustic dampers are placed in the sides of the
flow loop to remove pressure pulses. A final subtlety
occurs in providing gas flow over the windows. The
discharge, post pulse arcs, and reactions of the
halogen source with the metal walls and impurities
creates dust. When the dust coats the windows, the
losses in the cavity increase, lowering efficiency. By
providing a simple gas flow over the window, the dust
problem can be ameliorated. For truly long life, high-
reliability lasers, one needs to take special care in the
selection of materials for electrodes and insulators
and avoid contamination, by assembling in clean
environments.

See also

Lasers: Carbon Dioxide Lasers. Laser-Induced
Damage of Optical Materials. Nonlinear Optics,

Figure 7 For the ultimate in efficiency the circuit can be

arranged to provide a leading edge spike that breaks the gas down

using a high impedance ‘spiker’ and a separate circuit that is

matched to the discharge impedance when it is fully conductive.

High coupling efficiency reduces waste energy that can erode

circuit and laser head components via late pulse arcs. The figure

shows a magnetic switch as the isolation but the scheme can be

implemented with a second laser head as the isolation switch, a

rail gap (not appropriate for long life) or a diode at low voltage.

Figure 6 One of the variants on magnetic switching circuits that

have been used to enhance the lifetime of the primary start switch.

A magnetic switch in the form of a simple 1 turn inductor with a

saturable core magnetic material such as a ferrite allows the

thyratron to turn on before major current flows. Other magnetic

switches may be used in addition to peak up the voltage rate of

rise on the laser head or to provide significant compression. For

example one may have the major current flow in the thyratron

taking place on the 500 nsec time scale while the voltage pulse on

the discharge is in the 50 nsec duration. A small current leaks

through and is accommodated by the charging inductor.
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Applications: Pulse Compression via Nonlinear Optics;
Raman Lasers. Scattering: Raman Scattering.
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Introduction

The Free Electron Laser (FEL) is an exceptional kind
of laser. Its active medium is not matter, but charged
particles (electrons) accelerated to high energies,
passing in vacuum through a periodic undulating
magnetic field. This distinction is the main reason for
the exceptional properties of FEL: operating at a wide
range of wavelengths – from mm-wave to X-rays
with tunability, high power, and high efficiency.

In this article we explain the physical principles of
FEL operation, the underlying theory and technology
of the device and various operating schemes, which
have been developed to enhance performance of this
device.

The term ‘Free Electron Laser’ was coined by John
Madey in 1971, pointing out that the radiative
transitions of the electrons in this device are between
free space (more correctly – unbound) electron
quantum states, which are therefore states of con-
tinuous energy. This is in contrast to conventional
atomic and molecular lasers, in which the electron
performs radiative transition between bound (and
therefore of distinct energy) quantum states. Based
on these theoretical observations, Madey and his
colleagues in Stanford University demonstrated FEL
operation first as an amplifier (at l ¼ 10:6 mm) in
1976, and subsequently as an oscillator (at
l ¼ 3:4 mm) in 1980.

From the historical point of view, it turned out that
Madey’s invention was essentially an extension of a
former invention in the field of microwave-tubes
technology – the Ubitron. The Ubitron, a mm-wave
electron tube amplifier based on a magnetic undu-
lator, was invented and developed by Philips and
Enderbry who operated it at high power levels in
1960. The early Ubitron development activity was
not noticed by the FEL developers because of the
disciplinary gap, and largely because its research was
classified at the time. Renewed interest in high-power
mm-wave radiation emission started in the 1970s,
triggered by the development of pulsed-line genera-
tors of ‘Intense Relativistic Beams’ (IRB). This
activity, led primarily by plasma physicists in the
defense establishment laboratories of Russia (mostly
IAP in Gorky – Nizhny Novgorod) and the US
(mostly N.R.L. – DC) led to development of high-
gain high-power mm-wave sources independently of
the development of the optical FEL. The connection
between these devices and between them to conven-
tional microwave tubes (as Traveling Wave Tubes –
TWT) and other electron beam radiation schemes,
like Cenenkov and Smith-Purcell radiation that
may also be considered FELs, was revealed in the
mid-1970s, starting with the theoretical works of
P. Spangle, A. Gover and A. Yariv who identified
that all these devices satisfy the same dispersion
equation as the TWT derived by John Pierce in the
1940s. Thus, the optical FEL could be conceived as a
kind of immense electron tube, operating with a high-
energy electron beam in the low gain regime of the
Pierce TWT dispersion equation.
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The extension of the low-gain FEL theory to the
general ‘electron-tube’ theory is important because it
led to development of new radiation schemes and new
operating regimes of the optical FEL. This was
exploited by physicists in the discipline of accelerator
physics and synchrotron radiation, who identified,
starting with the theoretical works of C. Pellegrini and
R. Bonifacio in the early 1980s, that high-current,
high-quality electron beams, attainable with further
development of accelerators technology, could make it
possible to operate FELs in the high-gain regime, even
at short wavelengths (vacuum ultra-violet – VUV and
soft X-ray) and that the high-gain FEL theory can be
extended to include amplification of the incoherent
synchrotron spontaneous emission (shot noise)
emitted by the electrons in the undulator. These led
to the important development of the ‘self (synchro-
tron) amplified spontaneous emission (SASE) FEL’,
which promised to be an extremely high brightness
radiation source, overcoming the fundamental
obstacles of X-ray lasers development: lack of mirrors
(for oscillators) and lack of high brightness radiation
sources (for amplifiers).

A big boost to the development of FEL technology
was given during the period of the American ‘strategic
defense initiative – SDI’ (Star-Wars) program in the
mid-1980s. The FEL was considered one of the main
candidates for use in a ground-based or space-based
‘directed energy weapon – DEW’, that can deliver
megawatts of optical power to hit attacking missiles.
The program led to heavy involvement of
major American defense establishment laboratories
(Lawrence–Livermore National Lab, Los-Alamos
National Lab) and contracting companies

(TRW, Boeing). Some of the outstanding results of
this effort were demonstration of the high-gain
operation of an FEL amplifier in the mm-wavelength
regime, utilizing an Induction Linac (Livermore,
1985), and demonstration of enhanced radiative
energy extraction efficiency in FEL oscillator, using
a ‘tapered wiggler’ in an RF-Linac driven FEL
oscillator (Los-Alamos, 1983). The program has not
been successful in demonstrating the potential of
FELs to operate at the high average power levels
needed for DEW applications. But after the cold-war
period, a small part of the program continues to
support research and development of medical FEL
application.

Principles of FEL Operation

Figure 1 displays schematically an FEL oscillator. It is
composed of three main parts: an electron accel-
erator, a magnetic wiggler (or undulator), and an
optical resonator.

Without the mirrors, the system is simply a
synchrotron undulator radiation source. The elec-
trons in the injected beam oscillate transversely to
their propagation direction z, because of the trans-
verse magnetic Lorenz force:

F’ ¼ 2evzêz £ B’ ½1�

In a planar (linear) wiggler, the magnetic field on axis
is approximately sinusoidal:

B’ ¼ Bwêy cos kwz ½2�

In a helical wiggler:

B’ ¼ Bwðêy cos kwz þ êx sin kwzÞ ½3�

Figure 1 Components of a FEL-oscillator. (Reproduced from Benson SV (2003) Free electron lasers push into new frontiers. Optics

and Photonics News 14: 20–25. Illustration by Jaynie Martz.)

432 LASERS / Free Electron Lasers



In either case, if we assume constant (for the planar
wiggler – only on the average) axial velocity, then
z ¼ vzt: The frequency of the transverse force and the
mechanical oscillation of the electrons, as viewed
transversely in the laboratory frame of reference, is:

v0s ¼ kwvz ¼ 2p
vz

lw

½4�

where lw ¼ 2p=kw is the wiggler period.
The oscillating charge emits an electromagentic

radiation wavepacket. In a reference frame moving
with the electrons, the angular radiation pattern
looks exactly like dipole radiation, monochromatic in
all directions (except for the frequency-line-broad-
ening due to the finite oscillation time, i.e., the
wiggler transit time). In the laboratory reference-
frame the radiation pattern concentrates in the
propagation ðþzÞ direction, and the Doppler up-
shifted radiation frequency depends on the obser-
vation angle Q relative to the z-axis:

v0 ¼
v0s

1 2 bz cos Q
½5�

On axis (Q ¼ 0), the radiation frequency is:

v0 ¼
ckwbz

1 2 bz
¼ ð1 þ bzÞbzg

2
z ckw ø 2g2

z ckw ½6�

where bz ; vz=c, gz ; ð1 2 b2
z Þ

21=2 are the axial
(average) velocity and the axial Lorenz factor,
respectively, and the last part of the equation is
valid only in the (common) highly relativistic limit
gz q 1:

Using the relations b2
z þ b2

’ ¼ b2, b’ ¼ aw=g, one
can express gz:

gz ¼
g

1 þ a2
w=2

½7�

(this is for a linear wiggler, in the case of a helical
wiggler the denoninator is 1 þ a2

w):

g ; ð1 2 b2Þ21=2 ¼ 1 þ
1k

mc2

¼ 1 þ 1k ½MeV�
�
0:511 ½8�

and aw – (also termed K) ‘the wiggler parameter’ is
the normalized transverse momentum:

aw ¼
eBw

kwmc
¼ 0:093Bw ½KGauss�lw ½cm� ½9�

Typical values of Bw in FEL wigglers (undulators) are
of the order of Kgauss’, and lw of the order of CMs,
and consequently aw , 1: Considering that electron
beam accelerator energies are in the range of MeV to
GeV, one can appreciate from eqns [6]–[8], that a
significant relativistic Doppler shift factor 2g 2

z , in the
range of tens to millions, is possible. It, therefore,

provides incoherent synchrotron undulator radiation
in the frequency range of microwave to hard X-rays.

Synchrotron undulator radiation was studied in
1951 and since then has been a common source of
VUV radiation in synchrotron facilities. From the
point of view of laser physics theory, this radiation
can be viewed as ‘spontaneous synchrotron radiation
emission’ in analogy to spontaneous radiation emis-
sion by electrons excited to higher bound-electron
quantum levels in atoms or molecules. Alternatively,
it can be regarded as the classical shot noise radiation,
associated with the current fluctuations of the
randomly injected discrete charges comprising the
electron beam. Evidently this radiation is incoherent,
and the fields it produces average in time to zero,
because the wavepackets emitted by the randomly
injected electrons interfere at the observation point
with random phase. However, their energies sum up
and can produce substantial power.

Based on fundamental quantum-electrodynamical
principles or Einstein’s relations, one would expect
that any spontaneous emission scheme can be
stimulated. This principle lies behind the concept of
the FEL, which is nothing but stimulated undulator
synchrotron radiation. By stimulating the electron
beam to emit radiation, it is possible, as with any
laser, to generate a coherent radiation wave and
extract more power from the gain medium, which in
this case is an electron beam, that carries an immense
amount of power. There are two kinds of laser
schemes which utilize stimulation of synchrotron
undulator radiation:

(i) A laser amplifier. In this case the mirrors in the
schematic configuration of Figure 1 are not
present, and an external radiation wave at
frequencies within the emission range of the
undulator is injected at the wiggler entrance. This
requires, of course, an appropriate radiation
source to be amplified and availability of
sufficiently high gain in the FEL amplifier.

(ii) A laser oscillator. In this case an open cavity (as
shown in Figure 1) or another (waveguide) cavity
is included in the FEL configuration. As in any
laser, the FEL oscillator starts building up its
radiation from the spontaneous (synchrotron
undulator) radiation which gets trapped in the
resonator and amplified by stimulated emission
along the wiggler. If the threshold condition is
satisfied (having single path gain higher than the
round trip losses), the oscillator arrives to
saturation and steady state coherent operation
after a short transient period of oscillation
build-up.

LASERS / Free Electron Lasers 433



Because the FEL can operate as a high-gain
amplifier (with a long enough wiggler and an electron
beam of high current and high quality), also a third
mode of operation exists: self amplified spontaneous
emission (SASE). In this case, the resonator mirrors in
Figure 1 are not present and the undulator radiation
generated spontaneously in the first sections of the
long undulator is amplified along the wiggler and
emitted at the wiggler exit at high power and high
spatial coherence.

The Quantum-Theory Picture

A free electron, propagating in unlimited free space,
can never emit a single photon. This can be proven by
examining the conservation of energy and momen-
tum conditions:

1ki
2 1kf

¼ "v ½10�

ki 2 kf ¼ q ½11�

that must be satisfied, when an electron in an initial
free-space energy and momentum state ð1ki

;"kiÞ

makes a transition to a final state ð1kf
; "kfÞ, emitting

a single photon of energy and momentum ð"v; qÞ:
In free space:

1k ¼ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð"kÞ2 þ ðmc2Þ2

q
½12�

q ¼
v

c
êq ½13�

and eqns [10]–[13] have only one solution, v ¼ 0,
q ¼ 0. This observation is illustrated graphically in
the energy–momentum diagram of Figure 2a in the
framework of a one-dimensional model. It appears
that if both eqns [10] and [11] can be satisfied, then
the phase velocity of the emitted radiation wave vph ¼

v=q (the slope of the chord) will equal the electron
wavepacket group velocity vg ¼ vz at some inter-
mediate point kp ¼ pp=":

vph ¼
v

q
¼

1ki 2 1kf

"ðki 2 kfÞ
¼

›1

›p

�����
pp

¼ vg ½14�

For a radiation wave in free space (eqn [13]), this
results in c ¼ vg, which contradicts special relativity.

The reason for the failure to conserve both energy
and momentum in the transition is that the photon
momentum "q it too small to absorb the large mome-
ntum shift of the electron, as it recoils while releasing
radiative energy "v:This observation leads to ideas on
how to make a radiative transition possible:

(i) Limit the interaction length. If the interaction
length is L, the momentum conservation

Figure 2 Conservation of energy and momentum in forward

photon emission of a free electron: (a) The slope of the

tangent to the curve at intermediate point k p, ›1k(k
p)/›k may be

equal to the slope of the chord "v/q which is impossible in free

space. (b) electron radiative transition made possible with an

electromagnetic pump (Compton Scattering). (c) The wiggler

wavenumber – kw conserves the momentum in electron

radiative transition of FEL.
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condition in eqn [11] must be satisfied only
within an uncertainty range ^p=L: This makes it
possible to obtain radiative emission in free
electron radiation effects like ‘Transition Radi-
ation’ and in microwave tubes like the Klystron.

(ii) Propagate the radiation wave in a ‘slow wave’
structure, where the phase velocity of the
radiation wave is smaller than the speed of
light, and satisfaction of eqn [14] is possible.
For example, in the Cerenkov effect,
charged particles pass through a medium (gas)
with index of refraction n . 1: Instead of
eqn [13], q ¼ nðvÞðv=cÞêq, and consequently
qz ¼ nðvÞðv=cÞcos Qq , where we assume radia-
tive emission at an angle Qq relative to the
electron propagation axis z: Substitution in eqn
[14] results in the Cerenkov radiation condition
vgnðvÞcos Qq ¼ 1:

Another example for radiation emission in a
slow-wave structure is the Traveling Wave Tube
(TWT). In this device, a periodic waveguide of
periodicity lw permits (via the Floquet theorem)
propagation of slow partial waves (space harmo-
nics) with increased wavenumber qz þ mkw

(m ¼ 1, 2, …), and again eqn [14] can be satisfied.
(iii) Rely on a ‘two-photon’ radiative transition.

This can be ‘real photon’ Compton scattering
of an intense radiation beam (electromagnetic
pump) off an electron beam, or ‘virtual photon’
scattering of a static potential, as is the case in
bremsstrahlung radiation and in synchrotron–
undulator radiation. The latter radiation scheme
may be considered as a ‘magnetic brehmsstrah-
lung’ effect or as ‘zero frequency pump’ Comp-
ton scattering, in which the wiggler contributes
only ‘crystal momentum’ "kw, to help satisfy the
momentum conservation condition in eqn [11].
The Compton scattering scheme is described
schematically for the one-dimensional (back
scattering) case in Figure 3, and its conservation
of energy and momentum diagram is depicted in
Figure 2b (a ‘real photon’ (vw, kw) free-space
pump wave is assumed with kw ¼ vw=c). The
analogous diagram of a static wiggler ðvw ¼ 0,
kw ¼ 2p=lwÞ is shown in Figure 2c. It is worth
noting that the effect of the incident scattered
wave or the wiggler is not necessarily a small
perturbation. It may modify substantially the
electron energy-dispersion diagram of the free
electron and a more complete ‘Brillouin dia-
gram’ should be used in Figure 2c. In this sense,
the wiggler may be viewed as the analogue of a
one-dimensional crystal, and its period lw

analogous to the crystal lattice constant. The
momentum conservation during a radiation

transition, with the aid of the wiggler ‘crystal
momentum’ "kw is quite analogous to the
occurrence of vertical radiative transitions in
direct bandgap semiconductors, and thus the
FEL has, curiously enough, some analogy to
microscopic semiconductor lasers.

All the e-beam radiation schemes already men-
tioned can be turned into stimulated emission devices,
and thus may be termed ‘free electron lasers’ in the
wide sense. The theory of all of these devices is closely
related, but most of the technological development
was carried out on undulator radiation (Magnetic
brehmsstrahlung) FELs, and the term FEL is usually
reserved for this kind (though some developments of
Cerenkov and Smith–Purcell FELs are still carried
out).

When considering a stimulated emission device,
namely enhanced generation of radiation in the
presence of an external input radiation wave, one
should be aware, that in addition to the emission
process described by eqns [10] and [11] and made
possible by one of the radiation schemes described
above, there is also a stimulated absorption process.
Also, this electronic transition process is governed by
the conservation of energy and momentum con-
ditions, and is described by eqns [10] and [11] with ki

and kf exchanged.
Focusing on undulator-radiation FEL and assuming

momentum conservation in the axial ðzÞ dimension by
means of the wiggler wavenumber kw, the emission
and absorption quantum transition levels and radi-
ation frequencies are found from the solution of
equations:

1kzi
2 1kzf

¼ "ve ½15a�

kzi 2 kzf ¼ qze þ kw ½15b�

1kza
2 1kzi

¼ "va ½16a�

kza 2 kzi ¼ qza þ kw ½16b�

For fixed kw, fixed transverse momentum and given
e-beam energy 1kzi

and radiation emission angle Qq

ðqz ¼ ðv=cÞcos QqÞ, eqns [15] and [16] have separately

Figure 3 The scheme of backward scattering of an electro-

magnetic wave off an electron beam (Doppler shifted Compton

scattering).
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distinct solutions, defining the electron upper and
lower quantum levels for radiative emission and
absorption respectively. The graphical solutions of
these two set of equations are shown in Figure 4,
which depicts also the ‘homogeneous’ frequency-line
broadening "Dve, "Dva of the emission and absorp-
tion lines due to the uncertainty in the momentum
conservation ^p=L in a finite interaction length. In
the quantum limit of a cold (monoenergetic) e-beam
and a long interaction length L, the absorption line
center va is larger than the emission line center ve ,
and the linewidths Dve ø Dva ¼ DvL are narrower
than the emission and absorption lines spacing
va 2 ve, as shown in Figure 5a. The FEL then
behaves as a 3-level quantum system, with electrons
occupying only the central level, and the upper level is
spaced apart from it more than the lower level
(Figure 4).

In the classical limit "! 0, one can Taylor-expand
1kz around kzi: Using:

vz ¼
1

"

›1kz

›kz

;
1

g 2
zgm

¼
1

"2

›21kz

›k2
z

one obtains:

ve ø va ø v0 ¼ vzðqz0 þ kwÞ ½17�

which for qz0 ¼ ðv=cÞcos Qq reproduces the classical
synchronism condition in eqn [5]. The homogeneous

Figure 4 The figure illustrates that the origin of difference between the emission and absorption frequencies is the curvature of the

energy dispersion line, and the origin of the homogeneous line broadening is momentum conservation uncertainty ^p=L in a finite

interaction length. (Reproduced with permission from Friedman A, Gover A, Ruschin S, Kurizki G and Yariv A (1988) Spontaneous and

stimulated emission from quasi-free electrons. Reviews of Modern Physics 60: 471–535. Copyright (1988) by the American Physical

Society.)

Figure 5 Net gain emission/absorption frequency lines of FEL:

(a) in the quantum limit: va 2 ve q DvL, (b) in the classical limit:

va 2 ve p DvL:
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broadening linewidth is found to be:

DvL

v0

¼
1

Nw

½18�

where Nw ¼ L=lw is the number of wiggler periods.
The classical limit condition requires that the

difference between the emission and absorption
line centers will be smaller than their width. This is
expressed in terms of the ‘recoil parameter 1’
(for Qq ¼ 0):

1 ¼
va 2 ve

DvL
¼

1 þ b

b2
z

"v0

gmc2
Nw p 1 ½19�

This condition is satisfied in all practical cases of
realizable FELs. When this happens, the homo-
geneous line broadening dominates over the quan-
tum-recoil effect, and the emission and absorption
lines are nearly degenerate (Figure 5b). The total
quantum-electrodynamic photonic emission rate
expression:

dnq

dt
¼ Gsp

�
ðnq þ 1ÞFðv2 veÞ2 nqFðv2 vaÞ

�
½20�

reduces then into:

dnq

dt
¼ nqGsp1DvL

d

dv
Fðv2 veÞ

þ GspFðv2 v0Þ ½21�

Here nq is the number of photons in radiation mode q,
Gsp – the spontaneous emission rate, and Fðv2 v0Þ is
the emission (absorption) lineshape function.
Figure 5b depicts the transition of the net radiative
emission/absorption rate into a gain curve which is
proportional to the derivative of the spontaneous
emission lineshape function (first term in eqn [21]).
Equation [21] presents a fundamental relation
between the spontaneous and stimulated emission
of FELs, which was observed first by John Madey
(Madey’s theorem). It can be viewed as an extension
of Einstein’s relations to a classical radiation source.

The Classical Picture

The spontaneous emission process of FEL (synchro-
tron undulator radiation) is nothing but dipole
radiation of the undulating electrons, which in the
laboratory frame of reference is Doppler shifted to
high frequency. The understanding of the stimulated
emission process requires a different approach.

Consider a single electron, following a sinusoidal
trajectory under the effect of a planar undulator

magnetic field in eqn [2] (Figure 1):

vx ¼ vw cos kwzeðtÞ ½22�

x ¼ xw sin kwzeðtÞ ½23�

where vw ¼ caw=g and xw ¼ vw=ðvzkwÞ: An electro-
magnetic wave Exðz; tÞ¼E0 cosðvt2kzzÞ propagates
collinearly with the electron. Figure 6 displays the
electron and wave ‘snap-shot’ positions as they
propagate along one wiggler period lw:

If the electron, moving at average axial velocity vz,
enters the interaction region z ¼ 0 at t ¼ 0, its axial
position is zeðtÞ ¼ vzt, and the electric force it
experiences is 2eExðzeðtÞ; tÞ ¼ 2eE0 cosðv2 kzvzÞt:
Clearly, this force is (at least initially at t ¼ 0)
opposite to the transverse velocity of the electron
vx ¼ vw cosðkwvzÞt (imply in deceleration) and the
power exchange rate 2eve·E ¼ 2evxEx corresponds
to transfer of energy into the radiation field on
account of the electron kinetic energy. Because the
phase velocity of the radiation mode is larger than the
electron velocity, vph ¼ v=kz . vz, the electron phase
we ¼ ðv2 kzvzÞt grows, and the power exchange rate
2evxEx changes. However, if one synchronizes the
electron velocity, so that while the electron traverses
one wiggler period ðt ¼ lw=vzÞ, the electron phase
advances by 2p : ðv2 kzvzÞ·lw=vz ¼ 2p, then the
power exchange rate from the electron to the wave
remains non-negative through the entire interaction
length, because then the electron transverse velocity

Figure 6 ‘Snapshots’ of an electromagnetic wave period

slipping relative to an undulating electron along one wiggler

period lw: The energy transfer to the wave – ev·E remains

non-negative all along.
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vx and the wave electric field Ex reverse sign, at each
period exactly at the same points ðlw=4;3lw=4Þ: This
situation is depicted in Figure 6, which shows the
slippage of the wave crests relative to the electron at
five points along one wiggler period. The figure
describes the synchronism condition, in which the
radiation wave slips one optical period ahead of the
electron, while the electron goes through one wiggle
motion. In all positions along this period, v·E $ 0 (in
a helical wiggler and a circularly polarized wave this
product is constant and positive v·E . 0 along the
entire period). Substituting lw ¼ 2p=kw, this phase
synchronism condition may be written as:

v

vz

¼ kz þ kw ½24�

which is the same as eqns [17] and [5].
Figure 6 shows that a single electron (or a bunch of

electrons of duration smaller than an optical period)
would amplify a co-propagating radiation wave,
along the entire wiggler, if it satisfies the synchronism
condition in eqn [24] and enters the interaction region
ðz ¼ 0Þ at the right (decelerating) phase relative to the
radiation field. If the electron enters at the opposite
phase it accelerates (on account of the radiation field
energy which is then attenuated by ‘stimulated
absorption’). Thus, when an electron beam is injected
into a wiggler at the synchronism condition with
electrons entering at random times, no net amplifica-
tion or absorption of the wave is expected on the
averages. Hence, some more elaboration is required,
in order to understand how stimulated emission gain
is possible then.

Before proceeding, it is useful to define the
‘pondermotive force’ wave. This force originates
from the nonlinearity of the Lorenz force equation:

d

dt
ðgmvÞ ¼ 2eðE £ v £ BÞ ½25�

At zero order (in terms of the radiation fields), the
only field force on the right-hand side of eqn [25] is
due to the strong wiggler field (eqns [2] and [3]),
which results in the transverse wiggling velocity (eqn
[22] for a linear wiggler). When solving next eqn [25]
to first order in terms of the radiation fields:

Esðr; tÞ ¼ Re
�
~Es eiðkzz2vtÞ�

Bsðr; tÞ ¼ Re
�
~Bs eiðkzz2vtÞ� ½26�

the cross product v £ B between the transverse
components of the velocity and the magnetic field
generates a longitudinal force component:

Fpmðz; tÞ ¼ Re
�
êz
~FpmeiðkzþkwÞz2ivt� ½27�

that varies with the beat wavenumber ks þ kw at slow
phase velocity ðvph ¼ v=ðkz þ kwÞ , cÞ: This slow
force-wave is called the pomdermotive (PM) wave.
Assuming the signal radiation wave in eqn [26]
is polarization-matched to the wiggler (linearly
polarized or circularly polarized for a linear or
helical wiggler respectively), the PM force amplitude
is given by:

l ~Fpml ¼ el ~Es’law

�
gbz ½28�

With large enough kw, it is always possible to slow
down the phase velocity of the pondermotive wave
until it is synchronized with the electron velocity:

vph ¼
v

kz þ kw

¼ vz ½29�

and can apply along the interaction length a
decelerating axial force, that will cause properly
phased electrons to transfer energy to the wave on
account of their longitudinal kinetic energy.

This observation is of great importance. It reveals
that even though the main components of the wiggler
and radiation fields are transverse, the interaction is
basically longitudinal. This puts the FEL on an equal
footing with the slow-wave structure devices as the
TWT and the Cerenkov–Smith–Purcell FELs, in
which the longitudinal interaction takes place with
the longitudinal electric field component of a slow
TM radiation mode. The synchronism condition in
eqn [29] between the pondermotive wave and the
electron, which is identical with the phase-matching
condition in eqn [24], is also similar to the synchro-
nism condition between an electron and a slow
electromagnetic wave (eqn [14]).

Using the pondermotive wave concept, we can
now explain the achievement of gain in the FEL
with a random electron beam. Figure 7 illustrates
the interaction between the pondermotive wave
and electrons, distributed at the entrance ðz ¼ 0Þ
randomly within the wave period. Figure 7a shows
‘snap-shots’ of the electrons in one period of the
pondermotive wave lpm ¼ 2p=ðkz þ kwÞ at different
points along the wiggler, when it is assumed that the
electron beam is perfectly synchronous with the
pondermotive wave vph ¼ v0: As explained before,
some electrons are slowed down, acquiring negative
velocity increment Dv: However, for each such
electron, there is another one, entering the wiggler
at an accelerating phase of the wave, acquiring
the same positive velocity increment Dv: There is
then no net change in the energy of the e-beam or
the wave, however, there is clearly an effect of
‘velocity-bunching’ (modulation), which turns along
the wiggler into ‘density-bunching’ at the same
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frequency v and wavenumber kz þ kw as the
modulating pondermotive wave. The degree of
density-bunching depends on the amplitude of the
wave and the interaction length L: In the nonlinear
limit the counter propagating (in the beam reference
frame) velocity modulated electrons may over-bunch
namely cross over, and debunch again.

Bunching is the principle of classical stimulated
emission in electron beam radiation devices. If the
e-beam had been prebunched in the first place, we
would have injected it at a decelerating phase relative
to the wave and obtained net radiation gain right away
(super radiant emission). This is indeed the principle
behind the ‘Optical-Klystron’ (OK) demonstrated in
Figure 7b. The structure of the OK is described ahead
in Figure 19. The electron beam is velocity (energy)
modulated by an input electromagnetic radiation
wave in the first ‘bunching-wiggler section’ of length
Lb: It then passes through a drift-free ‘energy-
dispersive magnet section’ (chicane) of length Ld, in
which the velocity modulation turns into density
bunching. The bunched electron beam is then injected
back into a second ‘radiating-wiggler section’, where it
co-propagates with the same electromagnetic wave
but with a phase advance of p=2 2 m2p, m ¼ 1, 2, …

(spatial lag of lpm=4 2 mlpm in real space) which
places the entire bunch at a decelerating phase relative
to the PM-wave and so amplifies the radiation wave.

The principle of stimulated-emission gain in FEL,
illustrated in Figure 7c, is quite similar. Here the
wiggler is uniform along the entire length L, and the
displacement of the electron bunches into a deceler-
ating phase position relative to the PM-wave is
obtained by injecting the electron beam at a velocity
vz0, slightly higher than the wave vph (velocity
detuning). The detailed calculation shows that
detuning corresponding to a phase shift of DCðLÞ ¼�
ðv=vz0Þ2 ðkz þ kwÞ

�
L ¼ 22:6 (corresponding to

spatial bunch advance of 0:4lpm along the wiggler
length), provides sufficient synchronism with the PM-
wave in the first half of the wiggler to obtain
bunching, and sufficient deceleration-phasing of the
created bunches in the second part of the wiggler to
obtain maximum gain.

Principles of FEL Theory

The 3D radiation field in the interaction region can
be expanded in general in terms of a complete set of

Figure 7 ‘Snapshots’ of a pondermotive wave period interacting L with an initially uniformly distributed electron beam taking place

respectively along the interaction length 0, z,L b: (a) Exact synchronism in a uniform wiggler (bunching). (b) Energy bunching, density

bunching and radiation are in the energy buncher, dispersive magnet Lb , z , Lb þ Ld and radiating wiggler Lb þ Ld , z , Lb þ Ld þ Lr

sections of an Optical–Klystron. (c) Slippage from bunching phase to radiating phase at optimum detuning off synchronism in a uniform

wiggler FEL.
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free-space or waveguide modes {1qðx; yÞHqðx; yÞ}:

Eðr; tÞ ¼ Re
hX

q

cqðzÞ1qðx; yÞe
iðkzqz2vtÞ

i
½30�

The mode amplitudes CqðzÞ may grow along the
wiggler interaction length 0 , z , L, according to
the mode excitation equation:

d

dz
CqðzÞ ¼2

1

4P
e2ikzq

ðð
Jðx;y;zÞ·1pqðx;yÞdx dy ½31�

where P ¼2 1
2 Re

ÐÐ
1q £Hq·êz dx dy is the mode

normalization power, and ~J is the bunching current
component at frequency v , that is phase matched to
the radiation waves, and needs to be calculated
consistently from the electron force equations.

The FEL Small Signal Regime

We first present the basic formulation of FEL gain in
the linear (small signal) regime, namely the amplified
radiation field is assumed to be proportional to the
input signal radiation field, and the beam energy loss
is negligible. This is done in the framework of a
one-dimensional (single transverse radiation mode)
model.

The electron beam charge density, current
density, and velocity modulation are solved in the
framework of a one-dimensional plasma equations
model (kinetic or fluid equations). The longitudinal
PM-force in eqn [27] modulates the electron beam
velocity via the longitudinal part of the force eqn [25].
This brings about charge modulation rðz; tÞ ¼
Re½ ~rðkz þ kw;vÞe

iðkzþkwÞz2ivt� and consequently, also
longitudinal space-charge field ~Escðkzq þ kw;vÞ

and longitudinal current density modulation
~Jzðkz þ kw;vÞ, related through the Poison and
continuity equations:

iðkz þ kwÞ ~Escðkz þ kw;vÞ ¼ ~rðkz þ kw;vÞ=1 ½32�

ðkz þ kwÞ~Jzðkz þ kw;vÞ ¼ v ~rðkz þ kw;vÞ ½33�

Solving the force eqn [25] for a general longitudinal
force Fzðz; tÞ ¼ Re½ ~Fzðkz;vÞe

iðkzz2vtÞ� results in a linear
longitudinal current response relation:

~Jzðkz;vÞ ¼ 2ivxpðkz;vÞ ~Fzðkz;vÞ=ð2eÞ ½34�

where xpðkz;vÞ is the longitudinal susceptibility of the
electron beam ‘plasma’.The beam charge density in
the FEL may be quite high, and consequently the
space charge field ~Esc, arising from the Poison eqn
[32], may not be negligible. One should take into
consideration then that the total longitudinal force ~Fz

is composed of both the PM-force of eqn [27] and an
arising longitudinal space-charge electric force – e ~Esc:

Thus, one should substitute in eqn [34]:

~Fzðkz þ kw;vÞ ¼ 2e½ ~Epmðkz þ kw;vÞ

þ ~Escðkz þ kw;vÞ� ½35�

and solve it self-consistently with eqns [32] and [33]
to obtain the ‘external-force’ response relation:

~Jzðkz þ kw;vÞ

¼
2ivxpðkz þ kw;vÞ

1 þ xpðkz þ kw;vÞ=1
~Epmðkz þ kw;vÞ ½36�

where we defined the PM ‘field’: ~Epm ¼ ~Fpm=ð2eÞ:
In the framework of a single-mode interaction

model, we keep in the summation of eqn [30] only
one mode q (usually the fundamental mode, and in
free space – a Gaussian mode). The transverse
current density components in eqn [31] ~J’ ¼ 1

2 ~r ~vw

are found using eqns [22], [33], and [36]. Finally,
substituting CqðzÞ ¼ ~Cq eidkz (where dk ; kz 2 kqz

and kz ø kqz is the wavenumber of the radiation
wave modified by the interaction with the electrons)
results in the general FEL dispersion relation:

ðkz 2 kzqÞb1 þ xpðkz þ kw;vÞ=1c

¼ kxpðkz þ kw;vÞ=10 ½37�

Equation [37] is a general expression, valid for a
wide variety of FELs, including Cerenkov–Smith–
Purcell and TWT. They differ only in the expression
for k: For the conventional (magnetic wiggler) FEL:

k ¼
1

4

Ae

Aem

a2
w

g2b2
z

v

c
A2

JJ ½38�

where Ae is the cross-section area of the electron
beam, and Aem ; Pq

��
1
2

ffiffiffiffiffiffiffi
10=m0

p
l1q’ð0; 0Þl

2� is the
effective area of the interacting radiation-mode q,
and it is assumed that the electron beam, passing
on axis ðxe; yeÞ ¼ ð0;0Þ, is narrow relative to the
transverse mode variation Ae=Aem p 1: The ‘Bessel-
functions coefficient’ AJJ is defined for a linear wiggler
only, and is given by:

AJJ ¼ J0

"
a2

w

2ða2
w þ 2Þ

#
2 J1

"
a2

w

2ða2
w þ 2Þ

#
½39�

In a helical wiggler, AJJ ; 1: Usually aw p 1, and
therefore AJJ ø 1:

The Pierce Dispersion Equation

The longitudinal plasma response susceptibility func-
tion xpðkz;vÞ has been calculated, in any plasma
formulation, including fluid model, kinetic model, or
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even quantum-mechanical theory. If the electron
beam axial velocity spread is small enough (cold
beam), then the fluid plasma equations can be used.
The small signal longitudinal force equation derived
from eqn [25], together with eqn [33] and the small
signal current modulation expression:

~Jz ø r0 ~vz þ vz ~r ½40�

result in:

xpðkz;vÞ ¼ 2
v0

p
2

ðv2 kzvzÞ
2
1 ½41�

where v0
p ¼ ðe2n0=gg

2
z1mÞ1=2 is the longitudinal

plasma frequency, n0 is the beam electrons density
ðr0 ¼ 2en0Þ, vz is the average axial velocity of the
beam.

In this ‘cold-beam’ limit, the FEL dispersion eqn
[37] reduces into the well-known ‘cubic dispersion
equation’ derived first by John Pierce in the late 1940s
for the TWT:

dkðdk 2 u2 uprÞðdk 2 uþ uprÞ ¼ Q ½42�

where dk ¼ kz 2 kzq, u is the detuning parameter (off
the synchronism condition of eqn [24]):

u ;
v

vz

2 kzq 2 kw ½43�

up ¼
vp

vz

½44�

Q ¼ ku 2
p ½45�

Here upr ¼ rpup, where rp , 1 is the plasma
reduction factor. It results from the reduction of the
longitudinal space-charge field ~Esp in a beam of
finite radius rb due to the fringe field effect (rp ! 1
when the beam is wide relative to the longitudinal
modulation wavelength: rb q lpm ¼ 2p=ðkzq þ kwÞ).

The cubic equation has, of course, three solutions
dki (i ¼ 1, 2, 3), and the general solution for the
radiation field amplitude and power is thus:

CqðzÞ ¼
X3
j¼1

Aj eidkjz ½46�

PðzÞ ¼ lCqðzÞl
2
Pq ½47�

The coefficients Ai can be determined from three
initial conditions of the radiation and e-beam
parameters Cqð0Þ, ~vð0Þ, ~ið0Þ, and can be given as a
linear combination of them (here ~i ¼ Ae

~Jz is the
longitudinal modulation current):

Aj ¼ AE
j ðvÞC

v
q ð0Þ þ Av

j ðvÞ~v
vð0Þ þ Ai

jðvÞ~i
vð0Þ ½48�

Alternatively stated, the exit amplitude of the
electromagnetic mode can in general be expressed in
terms of the initial conditions:

CqðLÞ ¼ HEðvÞCqðv;0Þ þ HvðvÞ~vqðv;0Þ

þ HiðvÞ~iðv; 0Þ ½49�

where

HðE;v;iÞðvÞ ¼
X3
j¼1

AðE;v;iÞ
j ðvÞeidkjL ½50�

In the conventional FEL, electrons are injected in
randomly, and there is no velocity prebunching
ð~vðv;0Þ ¼ 0Þ or current prebunching ð~iðv; 0Þ ¼ 0Þ (or
equivalently ~nðv;0Þ ¼ 0). Consequently, CqðzÞ is
proportional to Cqð0Þ and one can define and
calculate the FEL small-signal single-path gain
parameter:

GðvÞ ;
PðLÞ

Pð0Þ
¼

lCqðv;LÞl
2

lCqðv; 0Þl
2
¼ lHEðvÞl2 ½51�

The FEL Gain Regimes

At different physically meaningful operating regimes,
some parameters in eqn [42] can be neglected relative
to others, and simple analytic expressions can be
found for dki , Ai, and consequently GðvÞ: It is
convenient to normalize the FEL parameters to the
wiggler length: �u ¼ uL, �upr ¼ uprL, �Q ¼ QL3: An
additional figure of merit parameter is the ‘thermal’
spread parameter:

�uth ¼
vzth

vz

v

vz

L ½52�

where vzth is the axial velocity spread of the e-beam
(in a Gaussian velocity distribution model:
f ðvzÞ ¼ exp½ðvz 2 vz0Þ=vzth�

� ffiffi
p

p
vzth). The axial vel-

ocity spread can result out of beam energy spread
or angular spread (finite ‘emittance’). It should be
small enough, so that the general dispersion relation
of eqn [37] reduces to eqn [42] (the practical ‘cold
beam’ regime).

Assuming now a conventional FEL ð~vzð0Þ ¼ 0,
~ið0Þ ¼ 0Þ, the single path gain in eqn [51] can be
calculated. We present next this gain expression in
the different regimes. The maximum values of the
gain expression in the different regimes are listed in
Table 1.

Low gain
This is the regime where the differential gain in a
single path satisfies G 2 1 ¼ ½PðLÞ2 Pð0Þ�

�
Pð0Þp 1:

It is not useful for FEL amplifiers but most FEL
oscillators operate in this regime.
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The three solutions of eqn [42] – namely the terms
of eqn [46] – are reminiscent of the three eigenwaves
of the uncoupled system ðk ¼ Q ¼ 0Þ : the radiation
mode and the two plasma (space-charge) waves of the
e-beam (the slow and fast waves, corresponding
respectively to the forward and backward propagat-
ing plasma-waves in the beam rest reference-frame).
In the low-gain regime, all three terms in eqn [46] are
significant. Calculating them to first order in k, results
in analytical gain expressions in the collective ð �upr q

pÞ and tenuous-beam ð �upr p pÞ regimes (note that
�upr=2p ¼ f 0prL=vz is the number of plasma oscillations
within the wiggler transit time L=vz).

In most practical situations the beam current
density is small enough, and its energy high enough,
to limit operation to the tenuous-beam regime.
The gain curve function is then:

GðvÞ2 1 ¼ �QFð �uðvÞÞ ¼ �Q
d

d �u
sinc2ð �u=2Þ ½53�

�uðvÞ ; uðvÞL ¼ 2p
v2 v0

DvL
½54�

where sincðuÞ ; ðsin uÞ=u, and in free space (no
waveguide) propagation ðkzq ¼ v=cÞ, the FWHM
frequency bandwidth of the sinc2ð �u=2Þ function is:

DvL

v0

¼
1

Nw

½55�

The small signal gain curve is shown in Figure 8.
There is no gain at synchronism – v ¼ v0: Maximum
gain – G 2 1 ¼ 0:27 �Q, is attained at a frequency
slightly smaller than v0, corresponding to �u ¼ 22:6:
The small gain curve bandwidth is DvSG ø DvL=2,

namely:

DvSG

v0

¼
1

2Nw

½56�

High gain
This is the regime where the FEL gain in a single path
satisfies G ¼ PðLÞ=Pð0Þq 1: It is useful, of course,
when the FEL is used as an amplifier.

Since the coefficients of the cubic eqn [42] are all
real, the solutions dki ði ¼ 1, 2, 3Þ must be either all
real, or composed of one real solution dk3 and two
complex solutions, which are complex conjugate of
each other: dk1 ¼ dkp

2: In the first case, all terms in
eqn [46] are purely oscillatory, there is no exponential
growth, and the FEL operates in the low gain
regime. In the second case, assuming Imðdk1Þ , 0,
Imðdk2Þ . 0, the first term grows exponentially, and
if L is long enough it will dominate over the other
decaying ð j ¼ 2Þ and oscillatory ð j ¼ 3Þ terms, and

Table 1 The gain regimes maximum gain expressions

Gain regime Parameters domain Max. gain expression

I Tenuous beam low-gain �Q, �upr, �uth , p
P(L)

P(0)
¼ 1 þ 0:27 �Q

II Collective low-gain �upr .
�Q

2
, �uth, p

P(L)

P(0)
¼ 1 þ �Q=2 �upr

III Collective high-gain �Q=2 . �upr .
�Q1=3, �uth, �Q . p

P(L)

P(0)
¼

1

4
exp(

ffiffiffiffiffiffiffiffiffi
2 �Q= �upr

q
)

IV Strong coupling high-gain �Q1=3 . �upr, �uth, �Q . p
P(L)

P(0)
¼

1

9
exp(

ffiffi
3

p
�Q1=3)

V Warm beam �uth . �upr, �Q1=3;p
P(L)

P(0)
¼ exp(3 �Q= �u 2

th)

Figure 8 The low-gain cold-beam small-signal gain curve of

FEL as a function of the detuning parameter �u(v).
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result in an exponential gain expression:

GðvÞ ¼

 
A1

A1 þ A2 þ A3

!2

e2ð Im dk1ÞL ½57�

If we focus on the tenuous-beam strong coupling
(high–gain) regime upr p ldkl, then the cubic eqn [42]
gets the simple form:

dkbðdkÞ2 2 u2c ¼ G3 ½58�

where

G ¼ Q1=3 ¼

 
p

a2
w

g 3g 2
zb

5
z

v=c

Aem

Ib

IA

A2
JJ

!1=3

½59�

and IA ¼ 4p10mec
3=e ø 17 kA is the Alfven current.

The solution of eqn [58] near synchronism ðu ø 0Þ is:

dk1 ¼
1 2

ffiffi
3

p
i

2
G; dk2 ¼

1 þ
ffiffi
3

p
i

2
G;

dk3 ¼ 2G

½60�

resulting in:

HEðvÞ ¼
CqðzÞ

Cqð0Þ

¼
1

3

h
e

ffiffi
3

p
þi

2 Gz þ e
2
ffiffi
3

p
þi

2 Gz þ e2 iGz
i

½61�

and for GL q 1:

G ø
1

9
e
ffiffi
3

p
GL ½62�

The FEL gain is then exponential and can be very
high. The gain exponential coefficient is characterized
then by its third-order root scaling with the current,
aI1=3

b : The high-gain frequency detuning curve (found
by solving eqn [58] to second order in u) is:

G ø
1

9
e
ffiffi
3

p
GL expð2u2/GL33=2Þ

;
1

9
e
ffiffi
3

p
GL exp

"
2

ðv2 v0Þ
2

Dv2
HG

#
½63�

where DvHG is the 1=e half-width of the gain curve:

DvHG

v0

¼
33=4

2p

lw

ðL=GÞ1=2
½64�

Super-Radiance, Spontaneous-Emission and Self
Amplified Spontaneous Emission (SASE)

Intense coherent radiation power can be generated in
a wiggler or any other radiation scheme without any

input radiation signal ðCqðv;0Þ ¼ 0Þ if the electron
beam velocity or current (density) are prebunched.
Namely, the injected e-beam has a frequency com-
ponent ~vðvÞ or ~iðvÞ in the frequency range where the
radiation device emits. In the case of pure density
bunching ð~vðvÞ ¼ 0Þ, the coherent power emitted is
found from eqns [46, 47, 49]:

ðPqÞSR ¼ PqlHiðvÞl2l~iðv; 0Þl2 ½65�

A ‘prebunched-beam FEL’ emits coherent radiation
based on the process of Super-radiant Emission (in the
sense of Dike). Because all electrons emit in phase
radiation wavepackets into the radiation mode, the
resultant field amplitude is proportional in this case to
the beam current Ib and the radiation. By contrast,
spontaneous emission from a random electron beam
(no bunching) is the result of incoherent superposition
of the wavepackets emitted by the electrons and its
power is expected to be proportional to the current Ib.

When the current to radiation field transfer
function Hi(v) is known, eqn [65] can be used to
calculate the superradiant power, and in the high-gain
regime also the amplified-superradiant power. The
latter is the amplification of the superradiant
radiation in the downstream sections of a long
wiggler. Such unsaturated gain is possible only when
the beam is partly bunched ĩ(v)(Ib) (because the FEL
gain process requires enhanced bunching).

The expressions for the current to field transfer
function, in the superradiant gain and the high-gain
amplified superradiance limits respectively, are:

lHiðvÞl ¼
ðPpb=PqÞ

1=2

Ib

sincðuL=2Þ ½66�

���HiðvÞ

��� ¼ ðPpb=PqÞ
1=2

3GLIb

eð
ffiffi
3

p
=2ÞGL e2ðv2v0Þ

2=2ðDvÞ2HG ½67�

where

Ppb ¼
I2
bZq

32

�
aw

gbz

�2 L2

Aem

½68�

Zq is the radiation mode impedance (in free-space
Zq ¼

ffiffiffiffiffiffiffi
m0=10

p
). From these expressions one can calcu-

late the power and spectral power of both coherent
(superradiant) and partially coherent (spontaneous
emission) radiation of FEL in the negligible gain and
high gain regimes. The corresponding super-radiant
power is in the negligible superradiance gain limit:

PSR ¼ Ppb

����� ~iðvÞIb

�����
2

sinc2ðuL=2Þ ½69�
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(proportional, as expected, to the modulation
current squared) and in the high-gain amplified
superradiance limit (assuming initial partial bunching
liðvÞ=Iblp 1):

PSR ¼ Ppb

����� ~iðvÞIb

�����
2

1

9ðGLÞ2
e
ffiffi
3

p
GL e2ðv2v0Þ

2=ðDvÞ2HG ½70�

The discussion is now extended to incoherent (or
partially coherent) spontaneous emission. Due to its
particulate nature, every electron beam has random
frequency components in the entire spectrum (shot
noise). Consequently, incoherent radiation power is
always emitted from an electron-beam passing
through a wiggler, and its spectral-power can be
calculated through the relation:

dPq

dv
¼

2

p
PqlHiðvÞl2

kl ~iðvÞl2l
T

½71�

Here ~iðvÞ is the Fourier transform of the current of
randomly injected electrons iðtÞ ¼ 2e

PNT

j¼1 dðt 2 tojÞ,
where NT is the average number of electrons in a time
period T, namely, the average (DC) current is Ib ¼

2eNT =T: For a randomly distributed beam, the shot
noise current is simply kliðvÞl2l=T ¼ eIb , and therefore
the spontaneous emission power of the FEL, which is
nothing but the ‘synchrotron-undulator radiation’, is
given by (see eqn [66]):

dPq

dv
¼

1

16p
eIbZq

L2

Aem

�
aw

gbz

�2

sinc2ðuL=2Þ ½72�

If the wiggler is long enough, the spontaneous
emission emitted in the first part of the wiggler can be
amplified by the rest of it (SASE). In the high-gain
limit (see eqn [67]), the amplified spontaneous
emission power within the gain bandwidth of
eqn [64] is given by:

Pq ¼
2

p
PqeIb

ð1

0
lHiðvÞl2dv ¼

1

9
Psh e

ffiffi
3

p
GL ½73�

where Psh is an ‘effective shot-noise input power’:

Psh ¼
2ffiffi
p

p
ePpb

I0ðGLÞ2
ðDvÞHG ½74�

Saturation Regime

The FEL interaction of an electron with an harmonic
electromagnetic (EM) wave is essentially described by
the longitudinal component of the force in eqn [25],
driven by the pondermotive force of eqns [27]
and [28]:

d

dt
ðgimvziÞ ¼ l ~Fpmlcos½vt 2 ðkz þ kwÞzi� ½75�

dzi=dt ¼ vzi ½76�

As long as the interaction is weak enough (small
signal regime), the change in the electron velocity is
negligible – vzi ø vz0, and the phase of the force-
wave, experienced by the electron, is linear in time
CiðtÞ ¼ ½v2 ðkz þ kwÞvz0�ðt 2 t0iÞ þ vt0i: Near syn-
chronism condition u ø 0 (eqn [24]), eqn [75] results
in bunching of the beam, because different accelera-
tion/deceleration forces are applied on each electron,
depending on their initial phase Cið0Þ ¼ vt0ið2p ,

Cið0Þ , pÞ within each optical period 2p=v (see
Figure 7). Taylor expansion of vzi around vz0 in eqns
[75] and [76], and use of conservation of energy
between the e-beam and the radiation field, would
lead again to the small signal gain expression eqn
[53] in the low gain regime.

When the interaction is strong enough (the non-
linear or saturation regime), the electron velocities
change enough to invalidate the assumption of linear
time dependence of Ci and the nonlinear set of
eqns [75] and [76] needs to be solved exactly.

It is convenient to invert the dependence on time
ziðtÞ ¼

Ðt
t0i

vziðt
0Þdt 0, and turn the coordinate z to the

independent variable tiðzÞ ¼
Ðz

0 dz0
�
vziðz

0Þ þ t0i: This,
and direct differentiation of giðvziÞ, reduces eqns [75]
and [76] into the well-known pendulum equation:

dui

dz
¼ K2

s sin Ci ½77�

dCi

dz
¼ ui ½78�

where

Ci ¼
ðz

0
ðv=vziðz

0 Þ2 kz 2 kwÞ dz 0 ½79�

ui ¼
v

vzi

2 kz 2 kw ½80�

are respectively the pondermotive potential phase and
the detuning value of electron i at position z:

Ks ¼
k
ffiffiffiffiffiffiffiffiffiffi
awasAJJ

p
g0gz0b

2
z0

½81�

is the synchrotron oscillation wavenumber, where aw

is given in eqn [9], as ¼ el ~Elv=mc, and g0 ¼ gð0Þ,
gz0 ¼ gzð0Þ, and bz0 ¼ bzð0Þ are the initial parameters
of the assumed cold beam.

The pendulum eqns [77] and [78] can be integrated
once, resulting in:

1
2 u

2
i ðzÞ2 K2

s cos CiðzÞ ¼ Ci ½82�

and the integration constant is determined for each
electron by its detuning and phase relative to the
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pondermotive wave at the entrance point ðz ¼ 0Þ:
Ci ¼

1
2 u

2
i ð0Þ2 K2

s cos Cið0Þ:
The uðzÞ, CðzÞ phase-space trajectories of eqn [82]

are shown in Figure 9 for various values of Ci

(corresponding to the initial conditions uið0Þ, Cið0Þ).
The trajectories corresponding to lCil . K2

s are open;
namely electrons on these trajectories, while oscillat-
ing, can slip-off out of the pondermotive–potential
wave period to adjacent periods, ahead or backward,
depending on the value of their detuning parameter �uu.
The trajectories corresponding to lCil , K2

s

are closed, namely the electrons occupying these
trajectories are ‘trapped’, and their phase displace-
ment is bound to a range lCiðzÞ2 npl ,
Cim ; arccosðlCil=K2

s Þ , p within one pondermo-
tive-wave period. The trajectory Ci ¼ K2

s defines the
‘separatrix’:

uiðzÞ ¼ ^2Ks cosðCi=2Þ ½83�

which is sometimes referred to as the ‘trap’ or
‘bucket’. Every electron within the separatrix stays
trapped, and the ones out of it are free (untrapped).
The height of the separatrix (maximum detuning
swing) is Dutrap ¼ 4Ks: The oscillation frequency of
the trapped electrons can be estimated for deeply
trapped electrons ðCm p 2pÞ. In this case the
physical pendulum eqns [77] and [78] reduce to the
mathematical pendulum equation with an oscillation
frequency Ks , in the z coordinate. This longitudinal
oscillation, called ‘synchrotron oscillation’, takes
place as a function of time at the ‘synchrotron
frequency’ Vs ¼ Ksvz:

Differentiation of uiðvziÞ and vziðgiÞ permits to
describe the phase-space dynamics in terms of the
more physical parameters dvzi ¼ vzi 2 vph and

dgi ¼ gi 2 gph, where:

vph ¼
v

kz þ kw

½84�

is the phase velocity of the pondermotive wave and
gph ; ð1 2 b2

phÞ
21=2:

2ui ¼
v

c2b2
z0

dvzi ¼
k

b3
z0g

2
z0g0

dgi ½85�

Figure 10 displays a typical dynamics of electron beam
phase-space ðg;CÞ evolution for the case of a cold
beam of energy gð0Þ entering the interaction region at
z ¼ 0 with uniform phase distribution (random arrival
times t0i). The FEL is assumed to operate in the low-
gain regime (typical situation in an FEL oscillator),
and, therefore, the trap height (corresponding to
Dutrap ¼ 4ks):

Dgtrap ¼ 8b2
zg

2
zgKs

�
k ½86�

remains constant along the interaction length.
Figure 10a displays the e-beam phase-space evolution
in the small signal regime. The uniform phase
distribution evolves along the wiggler into a bunched
distribution (compare to Figure 7c), and its average
kinetic energy goes down ðDEkÞ ¼ ½kgiðLÞl2
gð0Þ�mc2 , 0, contributing this energy to the field of
the interacting radiation mode, DPq ¼ ðDEkÞI0=e: In
this case (corresponding in an FEL oscillator to the
early stages of oscillation build-up), the electrons
remain free (untrapped) along the entire length L:

Figure 10b displays the e-beam phase-space evol-
ution in the large signal (saturation) regime (in the
case of an oscillator – at the steady-state saturation
stage). Part of the electrons are found inside the trap,
immediately upon entering the interaction region
ðz ¼ 0Þ, and they lose energy of less than (but near)
mc2Dgtrap as they pass through the interaction region
ðz ¼ LÞ: A portion of the electrons remain outside the
traps upon entrance. They follow open trajectories
and lose less energy or may even become accelerated
due to their interaction with the wave.

It can be appreciated from this discussion that a
good design strategy in attempting to extract maxi-
mum power from the electron beam in the FEL
interaction, is to set the parameters determining the
synchrotron oscillation frequency Ks in eqn [81] so
that only half a synchrotron oscillation period will be
performed along the interaction length:

KsL ¼ p ½87�

This is controlled in an amplifier by keeping the
input radiation power Pqð0Þ (and consequently as)
small enough, so that Ks will not exceed the value set

Figure 9 The (u–C) phase-space trajectories of the pendulum

equation.
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by eqn [87]. In an oscillator, this is controlled by
increasing the output mirror transmission sufficiently,
so that the single path incremental small signal gain
G-1 will not be much larger than the round trip loss,
and the FEL will not get into deep saturation. When
the FEL is over-saturated ðKsL . pÞ, the trapped
electrons begin to gain energy as they continue to
rotate in their phase-space trajectories beyond the
lowest energy point of the trap, and the radiative
energy extraction efficiency drops down.

A practical estimate for the FEL saturation power
emission and radiation extraction efficiency can be
derived from the following consideration: the elec-
tron beam departs from most of its energy during the
interaction with the wave, if a significant fraction of
the electrons are within the trap and have positive
velocity dvzi relative to the wave velocity vph at z ¼ 0,
and if at the end of the interaction length ðz ¼ LÞ, they
complete half a pendulum swing and reverse their
velocity relative to the wave dvziðLÞ ø 2dvzið0Þ:
Correspondingly, in the energy phase-space diagram
(Figure 10b) the electrons perform half a synchro-
tron oscillation swing and dgiðLÞ ¼ giðLÞ2 gph ¼

2dgið0Þ: In order to include in this discussion also
the FEL amplifier (in the high gain regime), we note
that in this case the phase velocity of the wave vph in
eqn [84], and correspondingly gph , are modified by
the interaction contribution to the radiation wave-
number – kz ¼ kz0 þ ReðdkÞ, and also the electron
detuning parameter (relative to the pondermotive

wave) ui in eqn [80] differs from the beam detuning
parameter u in eqn [43]: ui ¼ u2 ReðdkÞ: Based on
these considerations and eqn [85], the maximum
energy extraction from the beam in the saturation
process is:

Dg ¼ 2dgið0Þ ¼ 2b3
z0g

2
z0g0

Re dk 2 u

k
½88�

where u is the initial detuning parameter in eqn [43].
In an FEL oscillator, operating in general in the

low-gain regime, lRe dklp lul, oscillation will start
usually at the resonator mode frequency, correspond-
ing to the detuning parameter uðvÞ ¼ 22:6=L, for
which the small signal gain is maximal (see Figure 8).
Then the maximum radiation extraction efficiency
can be estimated directly from eqn [88]. It is, in the
highly relativistic limit ðbz0 ø 1Þ:

hext ¼
Dg

g0

ø
1

2Nw

½89�

In an FEL amplifier, in the high-gain regime
Re dk ¼ G=2 q lul, and consequently in the same limit:

hext ø
Glw

4p
½90�

It may be interpreted that the effective wiggler length
for saturation is Leff ¼ 2p=G:

Equation [90], derived here for a coherent wave, is
considered valid also for estimating the saturation

Figure 10 ‘Snapshots’ of the (g–C) phase-space distribution of an initially uniformly distributed cold beam relative to the PM-wave

trap at three points along the wiggler (a) Moderate bunching in the small-signal low gain regime. (b) Dynamics of electron beam trapping

and synchrotron oscillation at steady state saturation stage of a FEL oscillator (KsL ¼ p).

446 LASERS / Free Electron Lasers



efficiency also in SASE-FEL. In this context, it is also
called ‘the efficiency parameter’ 2r :

FEL Radiation Schemes and
Technologies

Contrary to conventional atomic and molecular
lasers, the FEL operating frequency is not determined
by natural discrete quantum energy levels of the
lasing matter, but by the synchronism condition of
eqn [24] that can be predetermined by the choice of
wiggler period, lw ¼ 2p=kw, the resonator dispersion
characteristics kzqðvÞ, and the beam axial velocity vz:

Because the FEL design parameters can be chosen
at will, its operating frequency can fit any require-
ment, and furthermore, it can be tuned over a wide
range (primarily by varying vz). This feature of FEL
led to FEL development efforts in regimes where it is
hard to attain high-power tunable conventional lasers
or vacuum-tube radiation sources – namely in the
sub-mm (far infrared or THz) regimes, and in the
VUV down to soft X-ray wavelengths.

In practice, in an attempt to develop short wave-
length FELs, the choice of wiggler period lw is limited
by an inevitable transverse decay of the magnetic field
away from the wiggler magnets surface (a decay range
of< k21

w ) dictated by the Maxwell equations. To avoid
interception of electron beam current on the walls or
on the wiggler surfaces, typical wiggler periods are
made longer than lw . 1 cm. FELs (or FEMs – free
electron masers) operating in the long wavelengths
regime (mm and sub-mm wavelengths) must be based
on waveguide resonators to avoid excessive diffraction
of the radiation beam along the interaction length (the
wiggler). This determines the dispersion relation
kzqðvÞ ¼ ðv2 2 v2

coqÞ
1=2
�
c where vcoq is the waveguide

cutoff frequency of the radiation mode q: The use of
this dispersion relation in eqn [24] results in an
equation for the FEL synchronism frequency v0:

Usually the fundamental mode in an overmoded
waveguide is used (the waveguide is overmoded
because it has to be wide enough to avoid interception
of electron beam current). In this case ðv0 q vcoÞ and
certainly in the case of an open resonator (common in
FELs operating in the optical regime) kzq ¼ v=c, and
the synchronism condition in eqn [24] simplified to the
well-known FEL radiation wavelength expression in
eqn [6]:

l ¼ ð1 þ bzÞbzg
2
zlw ø 2g 2

zlw ½91�

where gz, aw are defined in eqns [7]–[9].
To attain strong interaction, it is desirable to keep

the wiggler parameter aw large (eqn [38]), however, if
aw . 1, this will cause reduction in the operating

wavelength according to eqns [7] and [91]. For this
reason, and also in order to avoid harmonic
frequencies emission (in case of a linear wiggler),
aw , 1 in common FEL design. Consequently, con-
sidering the practical limitations on lw, the operating
wavelength eqn [91] is determined primarily by the
beam relativistic Lorentz factor g (eqn [8]).

The conclusion is that for a short wavelength FEL,
one should use an electron beam accelerated to high
kinetic energy Ek: Also, tuning of the FEL operating-
wavelength can be done by changing the beam energy.
Small-range frequency tuning can be done also by
changing the spacing between the magnet poles of a
linear wiggler. This varies the magnetic field experi-
enced by the e-beam, and effects the radiation wave-
length through change of aw (see eqns [7] and [91]).

Figure 11 displays the operating wavelengths of
FEL projects all over the world versus their e-beam
energy. FELs were operated or planned to operate
over a wide range of frequencies, from the microwave
to X-ray – eight orders of magnitude. The data points
fall on the theoretical FEL radiation curve eqns [7],
[8], and [91].

FEL Accelerator Technologies

The kind of accelerator used is the most important
factor in determining the FEL characteristics.
Evidently, the higher the acceleration energy, the
shorter is the FEL radiation wavelength. However,
not only the acceleration beam energy determines the
shortest operating wavelength of the FEL, but also the
e-beam quality. If the accelerated beam has large
energy spread, energy instability, or large emittance
(the product of the beamwidth with its angular
spread), then it may have large axial velocity spread
vzth: At high frequencies, this may push the detuning
spread parameter �uth (eqn [52]) to the warm beam
regime (see Table 1), in which the FEL gain is
diminished, and FELs are usually not operated.

Other parameters of the accelerator determine
different characteristics of the FEL. High current in
the electron beam enables higher gain and higher
power operation. The e-beam pulse shape (or CW)
characteristics, affect, of course, the emitted radiation
waveform, and may also affect the FEL gain and
saturation characteristics. The following are the main
accelerator technologies used for FEL construction.
Their wavelength operating-regimes (eqn [91]) (deter-
mined primarily by their beam acceleration energies),
are displayed in Figure 12.

Modulators and pulse-line accelerators
These are usually single pulse accelerators, based on
high voltage power supplies and fast discharge stored
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electric energy systems (e.g., Marx Generator), which
produce short pulse (tens of nSec) Intense Relativistic
Beam (IRB) of energy in the range of hundreds of keV
to few MeV and high instantaneous current (order of
kAmp), using explosive cathode (plasma field emis-
sion) electron guns. FELs (FEMs), based on such
accelerators, operated mostly in the microwave and
mm-wave regimes. Because of their poor beam
quality and single pulse characteristic, these FELs
were, in most cases, operated only as Self Amplified
Spontaneous Emission (SASE) sources, producing
intense radiation beams of low coherence at instan-
taneous power levels in the range of 1–100 MW.
Because of the high e-beam current and low energy,

these FEMs operated mostly in the collective high-
gain regime (see Table 1).

Some of the early pioneering work on FEMs was
done in the 1970s and 1980s in the US (NRL,
Columbia Univ., MIT), Russia (IAP), and France
(Echole Politechnique), based on this kind of
accelerators.

Induction linacs
These too are single pulse (or low repetition rate)
accelerators, based on induction of electromotive
potential over an acceleration gap by means of an
electric-transformer circuit. They can be cascaded to
high energy, and produce short pulse (tens to hundreds

Figure 11 Operating wavelengths of FELs around the world vs. their accelerator beam energy. The data points correspond in

ascending order of accelerator energy to the following experimental facilities: NRL (USA), IAP (Russia), KAERI (Korea), IAP (Russia),

JINR/IAP (Russia), INP/IAP (Russia), TAU (Israel), FOM (Netherlands), KEK/JAERI (Japan/Korea), CESTA (France), ENEA (Italy),

KAERI-FEL (Korea), LEENA (Japan), ENEA (Italy), FIR FEL (USA), mm Fel (USA), UCSB (USA), ILE/ILT (Japan), MIRFEL (USA),

UCLA-Kurchatov (USA/Russia), FIREFLY (GB), JAERI-FEL (Japan), FELIX (Netherlands), RAFEL (USA), ISIR (Japan), UCLA-

Kurchatov-LANL (USA/RU), ELSA (France), CLIO (France), SCAFEL (GB), FEL (Germany), BFEL (China), KHI-FEL (Japan), FELI4

(Japan), iFEL1 (Japan), HGHG (USA), FELI (USA), MARKIII (USA), ATF (USA), iFEL2 (Japan), VISA (USA), LEBRA (Japan), OK-4

(USA), UVFEL (USA), iFEL3 (Japan), TTF1 (Germany), NIJI-IV (Japan), APSFEL (USA), FELICITAI (Germany), FERMI (Italy), UVSOR

(Japan), Super-ACO (France), TTF2 (Germany), ELETTRA (Italy), Soft X-ray (Germany), SPARX (Italy), LCLS (USA), TESLA

(Germany). X, long wavelengths; p , short wavelengths; W, planned short wavelengths SASE-FELs. Data based in part on H. P. Freund,

V. L. Granatstein, Nucl. Inst. and Methods In Phys. Res. A249, 33 (1999), W. Colson, Proc. of the 24th Int. FEL conference, Argone, III.

(ed. K. J. Kim, S. V. Milton, E. Gluskin). The data points fall close to the theoretical FEL radiation condition expression (91) drawn for two

practical limits of wiggler parameters.

448 LASERS / Free Electron Lasers



of nSec), high current (up to 10 kA) electron beams,
with relatively high energy (MeV to tens of MeV). The
interest in FELs, based on this kind of accelerator
technology, stemmed in the 1980s primarily from the
SDI program, for the propose of development of a
DEW FEL. The main development of this technology
took place on a 50 MeV accelerator – ATA (for
operating at 10 mm wavelength) and a 3.5 MeV
accelerator – ETA (for operating at 8 mm wave-
length). The latter experiment, operating in the high-
gain regime, demonstrated record high power (1 GW)
and energy extraction efficiency (35%).

Electrostatic accelerators
These accelerators are DC machines, in which an
electron beam, generated by a thermionic electron-
gun (typically 1–10 Amp) is accelerated electrostati-
cally. The charging of the high voltage terminal can be
done by mechanical charge transport (Van de Graaff)
or electrodynamically (Crockford–Walton accelera-
tor, Dynamitron). The first kind can be built at
energies up to 25 MeV, and the charging current is
less than mAmp. The second kind have terminal
voltage less than 5 MeV, and the charging current can
be hundreds of mAmps.

Because of their DC characteristics, FELs based on
these kinds of accelerators can operate at arbitrary
pulse shape structure and in principle – continuously
(CW). However, because of the low charging current,
the high electron beam current (1–10 Amp), required
for FEL lasing must be transported without any
interception along the entire way from the electron
gun, through the acceleration tubes and the FEL
wiggler, and then decelerated down to the voltage
depressed beam-collector (multistage collector), clos-
ing the electric circuit back to the e-gun (current
recirculation). The collector is situated at the e-gun
potential, biased by moderate voltage high current
power supplies, which deliver the current and power

needed for circulating the e-beam and compensates
for its kinetic energy loss in favor of the radiation field
in the FEL cavity. This beam current recirculation is,
therefore, also an ‘Energy retrieval’ scheme, and can
make the overall energy transfer efficiency of the
electrostatic-accelerator FEL very high.

In practice, high-beam transport efficiency in excess
of 99.9% is needed for CW lasing, and has not been
demonstrated yet. To avoid HV-terminal voltage drop
during lasing, electrostatic-accelerator FELs are
usually operated in a single pulse mode. Few FELs
of this kind have been constructed. The first and main
facility is the UCSB FEL shown in Figure 13. It
operates in the wavelength range of 30 mm to 2.5 mm
(with three switchable wigglers) in the framework of
a dedicated radiation user facility. This FEL operates
in the negatively charged terminal mode, in which the
e-gun and collector are placed in the negatively
charged HV-terminal inside the pressurized insulating
gas tank, and the wigglers are situated externally at
ground potential. An alternative operating mode of
positively charged terminal internal cavity electro-
static-accelerator FEM was demonstrated in the
Israeli Tandem–Accelerator FEM and the Dutch
F.O.M. Fusion-FEM projects. This configuration
enables operating with long pulse, high coherence,
and very high average power. Linewidth of Dv=v ø
1025 was demonstrated in the Israeli FEM and high
power (730 kW over few microseconds) was demon-
strated in the Dutch FEM, both at mm-wavelengths.
The goal of the latter development project (which was
not completed) was quasicontinuous operation at
1 MW average power for application in fusion
plasma heating.

Radio-frequency (RF) accelerators
RF-accelerators are by far the most popular electron-
beam sources for FELs. In RF accelerators, short
electron beam bunches (bunch duration 1–10 pSec)
are accelerated by the axial field of intense RF
radiation (frequency about 1 GHz), which is applied
in the acceleration cavities on the injected short
e-beam bunches, entering with the accelerating-phase
of the RF field. In microtrons, the electron bunches
perform circular motion, and get incremental accel-
eration energy every time they re-enter the accelera-
tion cavity. In RF-LINACs (linear accelerator), the
electron bunches are accelerated in a sequence of RF
cavities or a slow-wave structure, which keep an
accelerating-phase synchronization of the traversing
electron bunches with the RF field along a long
linear acceleration length. The bunching of the
electrons, prior to the acceleration step, is tradition-
ally performed by bunching RF-cavities and a disper-
sive magnet (chicane) pulse compression system.

Figure 12 Approximate wavelength ranges accessible with

FELs based on current accelerator and wiggler technologies.
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The FEL small signal gain, must be large enough to
build-up the radiation field in the resonator from
noise to saturation well within the macropulse
duration.

RF-Linacs are essential facilities in synchrotron
radiation centers, used to inject electron beam current
into the synchrotron storage ring accelerator from
time to time. Because of this reason, many FELs based
on RF-LINACs were developed in synchrotron
centers, and provide additional coherent radiation
sources to the synchrotron radiation center users.

Figure 15 displays FELIX – a RF-LINAC FEL
which is located in one of the most active FEL
radiation user-centers in FOM – Holland.

Storage rings
Storage rings are circular accelerators in which a
number of electron (or positron) beam bunches
(typically of 50–500 pS pulse duration and hundreds
of ampere peak current) are circulated continuously
by means of a lattice of bending magnets and
quadrupole lenses. Typical energies of storage ring
accelerators are in the hundreds of MeV to GeVs
range. As the electrons pass through the bending
magnets, they lose a small amount of their energy due
to emission of synchrotron radiation. This energy is
replenished by a small RF acceleration cavity placed
in one section of the ring. The electron beam bunch

dimensions, energy spread, and emittance parameters
are set in steady state by a balance between the
electrons oscillations within the ring lattice and
radiation damping due to the random synchrotron
emission process. This produces high-quality (small
emittance and energy spread) continuous train of
electron beam bunches, that can be used to drive a
FEL oscillator placed as an insertion device in one of
the straight sections of the ring between two bending
magnets.

Demonstrations of FEL oscillators, operating in a
storage ring, were first reported by the French (LURE-
Orsay) in 1987 (at visible wavelengths) and the
Russians (VEPP-Novosibirsk) in 1988 (in the ultra-
violet). The short wavelength operation of storage-
ring FELs is facilitated by the high energy, low
emittance and low energy spread parameters of
the beam.

Since storage ring accelerators are at the heart of all
synchrotron radiation centers, one could expect that
FEL would be abundant in such facilities as insertion
devices. There is, however, a problem of interference
of the FEL operating as an insertion device in the
normal operation of the ring itself. The energy spread
increase, induced in the electron beam during the
interaction in a saturated FEL oscillator, cannot be
controlled by the synchrotron radiation damping
process, if the FEL operating power is too high.

Figure 15 The FELIX RF-Linac FEL operating as a radiation users center in F.O.M. Netherlands. (Courtesy of L. van der Meer, F.O.M.)
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This limits the FEL power to be kept as a fraction of
the synchrotron radiation power dissipation all
around the ring (the ‘Renieri Limit’). The effect of
the FEL on the e-beam quality, reduces the lifetime of
the electrons in the storage ring, and so distrupts the
normal operation of the ring in a synchrotron
radiation user facility.

To avoid the interference problems, it is most
desirable to operate FELs in a dedicated storage ring.
This also provides the option to leave long enough
straight sections in which long enough wigglers
provide sufficient gain for FEL oscillation. Figure 16
displays the Duke storage ring FEL, which is used as a
unique radiation user facility, providing intense
coherent short wavelength radiation for applications
in medicine, biology, material studies, etc.

Superconducting (SC) RF-LINACS
When the RF cavities of the accelerator are super-
conducting, there are very low RF power losses on the
cavity walls, and it is possible to maintain continuous
acceleration field in the RF accelerator with a
moderate-power continuous RF source, which deli-
vers all of its power to the electron beam kinetic
energy. Combining the SC-RF-LINAC technology
with an FEL oscillator, pioneered primarily by
Stanford University and Thomas Jefferson Lab
(TJL) in the US and JAERI Lab in Japan, gave rise
to an important scheme of operating such a system
in a current recirculating energy retrieval mode.

This scheme revolutionized the development of
FELs in the direction of high-power, high-efficiency
operation, which is highly desirable, primarily for
industrial applications (material processing, photo-
chemical production, etc.).

In the recirculating SC-RF-LINAC FEL scheme the
wasted beam emerging out of the wiggler after losing a
fraction of only few percents (see eqn [89]) out of its
kinetic energy, is not dumped into a beam-dump, as in
normal cavity RF accelerators, but is re-injected, after
circulation, into the SC-RF accelerator. The timing of
the wasted electron bunches re-injection is such that
they experience a deceleration phase along the entire
length of the accelerating cavities. Usually, they are
re-injected at the same cell with a fresh new electron
bunch injected at an acceleration phase, and thus the
accelerated fresh bunch receives its acceleration
kinetic energy directly from the wasted beam bunch,
that is at the same time decelerated. The decelerated
wasted beam bunches are then dumped in the electron
beam dump at much lower energy than without
recirculation, at energies that are limited primarily
just by the energy spread induced in the beam in the
FEL laser-saturation process. This scheme, not only
increases many folds the over-all energy transform-
ation efficiency from wall-plug to radiation, but would
solve significant heat dissipation and radioactivity
activation problems in a high-power FEL design.

Figure 17 displays the TJL Infrared SC-RF-LINAC
FEL oscillator, that demonstrated for the first time

Figure 16 The Duke – University Storage Ring FEL operating as a radiation-users center in N. Carolina, USA. (Mendening: Matthew

Busch, courtesy of Glenn Edwards, Duke FEL Lab.)
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record high average power levels – nearly 10 kWatt
at optical frequencies (1–14 mm). The facility is in
upgrade development stages towards eventual oper-
ation at 100 kWatt in the IR and 1 kWatt in the UV.
It operates in the framework of a laser material
processing consortium and demonstrates important
material processing applications, such as high-rate
micromachining of hard materials (ceramics) with
picoSecond laser pulses.

The e-beam current recirculation scheme of SC-
RF-LINAC FEL has a significant advantage over the
e-beam recirculation in a storage ring. As in electro-
static accelerators, the electrons entering the wiggler
are ‘fresh’ cold-beam electrons from the injector, and
not a wasted beam corrupted by the laser saturation
process in a previous circulation through the FEL.

This also makes it possible to sustain high average
circulating current despite the disruptive effect of the
FEL on the e-beam. This technological development
has given rise to a new concept for a radiation-user
facility light-source 4GLS (fourth-generation light
source), which is presently in a pilot project
development stage at Daresbury Lab in the UK
(see Figure 18). In such a scheme, IR and UV FEL
oscillators and XUV SASE-FEL can be operated
together with synchrotron magnet dipole and
wiggler insertion devices without disruptive inter-
ference. Such a scheme, if further developed, can
give rise to new radiation-user, light-source facilities,
that can provide a wider range of radiation
parameters than synchrotron centers of previous
generation.

Figure 17 The Thomas Jefferson Lab. recirculating beam-current superconducting Linac FEL operating as a material processing

FEL-user center in Virginia USA (Courtesy of S. Benson, Thomas Jefferson Laboratory).

Figure 18 The Daresbury Fourth Generation Light-Source concept (4GLS). The circulating beam-current superconducting Linac

includes SASE-FEL, bending magnets and wigglers as insertion devices. (Courtesy of M. Poole, Damesbury Laboratory)
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Magnetic Wiggler Schemes

The optical klystron
The stimulated emission process in FEL (see Figure 7c)
is based on velocity (energy) bunching of the e-beam
in the first part of the wiggler, which turns into
density bunching along the central part of the wiggler,
and then the density-bunched electron beam performs
‘negative work’ on the radiation wave and emits
radiative energy in the last part of the wiggler. In the
OK, these steps are carried out in three separate parts
of the wiggler: the energy bunching wiggler section,
the dispersive magnet density buncher, and the
radiating wiggler section (see Figure 7b).

A schematic of the OK is shown in Figure 19.
The chicane magnetic structure in the dispersive sec-
tion brings all electrons emerging from the bunching
wiggler back onto the axis of the radiating wiggler,
but provides variable delay Dtdi ¼

ÐLbþLd

Lb
ðv21

zi 2 v21
ph Þ

dz ¼ ½dðDtdÞ=dg�dgi relative to the pondermotive
wave phase to different electrons, which acquired
different energy modulation increments dgi ¼ gi 2

gph in the final section. The radiation condition is
satisfied whenever the bunch-center phase satisfies
Dwd ¼ vDtd ¼ p=2 2 2mp (see Figure 7b). However,
because the energy dispersion coefficient dðDtdÞ=dg, is
much larger in the chicane than in a wiggler of the
same length, the density bunching amplitude, and
consequently the OK gain, are much larger than in a
uniform wiggler FEL of the same length.

The OK was invented by Vinokurov and Skrinsky
in 1977 and first demonstrated in 1987 at visible
wavelengths in the ACO storage ring of LURE
in Orsay, France, and subsequently in 1988 at
UV wavelengths, in the VEPP storage ring in
Novosibirsk, Russia. The OK is an optimal FEL
configuration, if used as an insertion device in a
storage ring, because it can provide sufficient gain to
exceed the high lasing threshold at the short operating
wavelengths of a high-energy storage-ring FEL, and
still conform with the rather short straight sections

available for insertion devices in conventional syn-
chrotron storage rings. It should be noted that the OK
is equivalent to a long wiggler FEL of length Leff of
equal gain and therefore its axial velocity spread
acceptance is small (this is determined from the cold
beam limit �uth p p with Leff used in eqn [52]). This
too is consistent with storage ring accelerators, which
are characterized by small energy spread and emit-
tance of the electron beam.

Radiation emission at harmonic frequencies
In a linear wiggler (eqn [2]), the axial velocity:

bz ¼ ½b2 2 ðaw=gÞ
2cos2 kwz�1=2 ½92�

is not constant. It varies with spatial periodicity
lw=2, and in addition to its average value
�bz ¼ ½b2 2 a2

w=2g
2�1=2, contains Fourier components

of spatial frequencies 2mkw ðm ¼ 1;2;…Þ. When
aw q 1, the axial oscillation deforms the sinusoidal
trajectory of the electrons in the wiggler (eqns [22]
and [23]), and in a frame of reference moving at the
average velocity �bz , the electron trajectories in the
wiggling ðx–zÞ plane forms an figure 8 shape, rather
than a pure transverse linear motion. In the labora-
tory frame this leads to synchrotron undulator
emission in the forward direction at all odd harmonic
frequencies of v0, corresponding to substitution of
kw ! ð2m þ 1Þkw ðm ¼ 1;2;3;…Þ in eqn [6]:

v2mþ1 ¼ ð2m þ 1Þv0 ø 2g 2
z cð2m þ 1Þkw ½93�

All the stimulated emission gain expressions, pre-
sented earlier for the fundamental harmonic, are valid
with appropriate substitution of

u2mþ1 ¼
v

vz

2 kz 2 ð2m þ 1Þkw ½94�

instead of eqn [43], and substitution of the
harmonic-weight Bessel-function coefficient of

Figure 19 Schematics of the Optical–Klystron, including an energy bunching wiggler, a dispersive magnet bunching section and a

radiating wiggler.
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synchronism with the beam. Slowing down the PM
wave can be done by the gradual increase of the
wiggler wavenumber kwðzÞ (or decrease of its period
lwðzÞ), so that eqns [29] or [91] keep being satisfied
for a given frequency, even if vz (or gz) goes down.

A more correct description of the nonlinear
interaction dynamics of the electron beam in a
saturated tapered-wiggler FEL is depicted in
Figure 20: the electron trap synchronism energy
gphðzÞ tapers down (by design) along the wiggler,
while the trapped electrons are forced to slow down
with it, releasing their excess energy by enhanced
radiation. An upper limit estimate for the extraction
efficiency of such a tapered wiggler FEL would be:

hext ¼
gphð0Þ2 gphðLÞ

gphð0Þ
½99�

and the corresponding radiative power generation
would be: DP ¼ hextIbEk=e: In practice, the phase-
space area of the tapered wiggler separatrix is reduced
due to the tapering, and only a fraction of the electron
beam can be trapped, which reduces correspondingly
the practical enhancement in radiative extraction
efficiency and power.

An alternative wiggler tapering scheme consists of
tapering the wiggler field BwðzÞ (or wiggler parameter
amplitude awðzÞ). If these are tapered down, the axial
velocity and axial energy (eqn [7]) can still keep
constant (and in synchronism with the PM wave)
even if the beam energy g goes down. Thus, in this
scheme, the excess radiative energy extracted from
the beam comes out of its transverse (wiggling)
energy.

Efficiency and power enhancement of FEL by
wiggler tapering have been demonstrated experimen-
tally both in FEL amplifiers (first by Livermore, 1985)
and oscillators (first by Los-Alamos, 1983). This
elegant way to extract more power from the beam

still has some limitations. It can operate efficiently
only at a specified high radiation power level for
which the tapering was designed. In an oscillator, a
long enough untapered section must be left to permit
sufficient small signal gain in the early stages of the
laser oscillation build-up process.

FEL Oscillators

Most FEL devices are oscillators. As in any laser, in
order to turn the FEL amplification process into an
oscillation process, one provides a feedback mechan-
ism by means of an optical resonator. In steady state
saturation, GRrt ¼ 1, where Rrt is the round trip
reflectivity factor of the resonator and G ¼ PðLÞ=Pð0Þ
is the saturated single-path gain coefficient of the
FEL. To attain oscillation, the small signal (unsatu-
rated) gain, usually given by the small gain expression
in eqn [53], must satisfy the lasing threshold
condition G . 1=Rrt, as in any laser.

When steady state oscillation is attained, the
oscillator output power is:

Pout ¼
T

1 2 Rrt

DPext ½100�

where DPext ¼ hextI0ðg0 2 1Þmc2=e and hext is the
extraction efficiency, usually given by eqn [89]
(low-gain limit).

Usually, FEL oscillators operate in the low-gain
regime, in which case 1 2 Rrt ¼ L þ T p 1 (where L
is the resonator internal loss factor). Consequently,
then Pout ø DPextT=ðL þ TÞ, which would give a
maximum value, depending on the saturation level
of the oscillator. In the general case, one must solve
the nonlinear force equations together with the
resonator feedback relations of the oscillating radi-
ation mode, in order to maximize the output power
(eqn [100]) or efficiency by choice of optimal T for
given L.

Figure 20 ‘Snapshots’ of the trap at three locations along a tapered wiggler FEL.
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In an FEL oscillator operating with periodic
electron bunches (as in RF-acclerator based FEL),
the solution for the FEL gain and saturation
dynamics requires extension of the single frequency
solution of the electron and electromagnetic field
equations to the time domain. In principle, the
situation is similar to that of a mode-locked laser,
and the steady state laser pulse train waveform
constitutes a superposition of the resonator longi-
tudinal modes that produces a self-similar pulse
shape with the highest gain (best overlap with the
e-beam bunch along the interaction length).
Because the e-beam velocity vz0 is always smaller
(in an open resonator) than the group velocity of
the circulating radiation wavepacket, the radiation
wavepacket slips ahead of the electron bunch one
optical period l in each wiggling period (Slippage

effect). This reduces the overlap between the
radiation pulse and the e-beam bunch along the
wiggler (see Figure 14) and consequently decreases
the gain. Fine adjustment of the resonator mirrors
(as shown in Figure 14) is needed to attain
maximal power and optimal radiation pulse
shape. The pulse-slippage gain reduction effect is
negligible only if the bunch length is much
longer than the slippage length Nwl, which can
be expressed as:

tp q 2p=DvL ½101�

where DvL is the synchrotron undulator radiation
frequency bandwidth (eqn [55]). This condition
is usually not satisfied in RF-accelerator FELs
operating in the IR or lower frequencies, and the

Figure 21 Anticipated peak brightness of SASE FELs (TTF-DESY, LCLS-SLAC) in comparison to the undulators in present third

generation Synchrotron Radiation sources. Figure courtesy of DESY, Hamburg, Germany.
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slippage effect gain reduction must be then taken
into account.

An FEL operating in the cold-beam regime
constitutes an ‘homogeneous broadening’ gain med-
ium in the sense of conventional laser theory.
Consequently, the longitudinal mode competition
process that would develop in a CW FEL oscillator,
leads to single-mode operation and high spectral
purity (temporal coherence) of the laser radiation.
The minimal (intrinsic) laser linewidth would be
determined by an expression analogous to the
Schawlow–Towns limit of atomic laser:

ðDf Þint ¼
ðDf1=2Þ

2

Ib=e
½102�

where Df1=2 is the spectral width of the cold resonator
mode. Expression [102] predicts extremely narrow
linewidth. In practice, CW operation of FEL was not
yet attained, but Fourier transform limited linewidths
in the range of Df =f0 ø 1026 were measured in long-
pulse electrostatic accelerator FELs. In an FEL
oscillator, based on a train of e-beam bunches (e.g.,
an R.F. accelerator beam), the linewidth is very wide
and is equal to the entire gain bandwidth (eqn [56]) in
the slippage dominated limit, and to the Fourier
transform limit Dv ø 2p=tp in the opposite negli-
gible-slippage limit (eqn [101]). Despite this slippage,
it was observed in RF-LINAC FEL that the radiation
pulses emitted by the FEL oscillator are phase
corrected with each other, and therefore their total
temporal coherence length may be as long as the

Figure 22 Phase 1 of the SASE FE L (TTF VUV-FEL1): (a) Accelerator layout scheme; (b) General view of the TESLA test facility.

Figure courtesy of DESY, Hamburg, Germany.
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Introduction

Metal vapor lasers form a class of laser in which the
active medium is a neutral or ionized metal vapor
usually excited by an electric discharge. These lasers
fall into two main subclasses, namely cyclic pulsed
metal vapor lasers and continuous-wave metal ion
lasers. Both types will be considered in this article,
including basic design and construction, power
supplies, operating characteristics (including princi-
pal wavelengths), and brief reference to their
applications.

Self-Terminating Resonance-
Metastable Pulsed Metal Vapor Lasers

The active medium in a self-terminating pulsed metal
vapor laser consists of metal atoms or ions in the
vapor phase usually as a minority species in an inert
buffer gas such as neon or helium. Laser action occurs
between a resonance upper laser level and a meta-
stable lower laser level (Figure 1). During a fast pulsed
electric discharge (typically with a pulse duration of
order 100 ns) the upper laser level is preferentially
excited by electron impact excitation because it is
strongly optically connected to the ground state
(resonance transition) and hence has a large excitation
cross-section. For a sufficiently large metal atom
(or ion) density, the resonance radiation becomes
optically trapped, thus greatly extending the lifetime
of the upper laser level such that decay from the upper
laser level is channelled through the emission of laser

radiation to the metastable lower laser level. Lasing
terminates when the electron temperature falls to a
point such that preferential pumping to the upper
laser level is no longer sustained, and the build-up of
population in the metastable lower laser level destroys
the population inversion. Therefore after each
excitation pulse, the resulting excited species in the
plasma (in particular the metastable lower laser levels
which are quenched by collisions with cold electrons)
must be allowed sufficient time to relax and the
plasma must be allowed to partially recombine before
applying the next excitation pulse. The relaxation
times for self-terminating metal vapor lasers
correspond to operating pulse repetition frequencies
from 2 kHz to 200 kHz.

Many metal vapors can be made to lase in the
resonance-metastable scheme and are listed together
with their principal wavelengths and output powers
in Table 1. The most important self-terminating
pulsed metal vapor laser is the copper vapor laser
and its variants which will be discussed in detail in the
following sections. Of the other pulsed metal vapor
lasers listed in Table 1, only the gold vapor laser
(principal wavelengths 627.8 nm and 312.3 nm),
and the barium vapor laser which operates in the
infrared (principal wavelengths 1.5 mm and 2.55 mm)
have had any commercial success. All the self-
terminating pulsed metal vapor lasers have essentially
the same basic design and operating characteristics
as exemplified by the copper vapor laser.

Copper Vapor Lasers

Copper vapor lasers (CVLs) are by far the most
widespread of all the pulsed metal vapor lasers.
Figure 2 shows the energy level scheme for copper.
Lasing occurs simultaneously from the 2P3/2 level to
the 2D5/2 level (510.55 nm) and from the 2P1/2 level to
the 2D3/2 level (578.2 nm). Commercial devices are
available with combined outputs of over 100 W at
510.55 nm and 578.2 nm (typically with a green-to-
yellow power ratio of 2:1).

A typical copper vapor laser tube is shown in
Figure 3. High-purity copper pieces are placed at
intervals along an alumina ceramic tube which
typically has dimensions of 1–4 cm diameter and
1–2 m long. The alumina tube is surrounded by a
solid fibrous alumina thermal insulator, and a glass or
quartz vacuum envelope. Cylindrical electrodes made
of copper or tantalum are located at each end of the
plasma tube to provide a longitudinal discharge

Figure 1 Resonance-metastable energy levels for self-termi-

nating metal vapor lasers.
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Figure 2 Partial energy level scheme for the copper vapor laser.

Table 1 Principal self-terminating resonance-metastable metal vapor lasers

Metal Principal wavelengths

(nm)

Powers Total efficiencies Pulse repetition

frequency (kHz)

Technological development

Typical

(W)

Maximum

(W)

Cu 510.55 2–70 2500 total 1% 4–40 Highly developed and

578.2 1–50 commercially available

Au 627.8 1–8 20 0.13% 2–40 Commercially available

312 0.1–0.2 1.2 1–8

Ba 1500

2550

2–10

1

12

1.5

0.5% 5–15 Have been produced commercially,

but largely experimental

1130 0.5 1.0

Pb 722.9 4.4 0.15% 10–30 Experimental

Mn 534.1 (.50%) 12 total 0.32% ,10 Experimental

1290

Figure 3 Copper vapor laser tube construction.
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arrangement. The cylindrical electrodes and silica
laser end windows are supported by water-cooled end
pieces. The laser windows are usually tilted by a few
degrees to prevent back reflections into the active
medium. The laser head is contained within a water
cooled metal tube to provide a coaxial current return
for minimum laser head inductance. Typically a slow
flow (,5 mbar l min21) of neon at a pressure of
20–80 mbar is used as the buffer gas with an
approximately 1% H2 additive to improve the
afterglow plasma relaxation. The buffer gas provides
a medium to operate the discharge when the laser
is cold and slows diffusion of copper vapor out of
the ends of the hot plasma tube. Typical copper fill
times are of order 200–2000 hours (for 20–200 g
copper load). Sealed-off units with lifetimes of order
1000 hours have been in production in Russia for
many years.

During operation waste heat from the repetitively
pulsed discharge heats the alumina tube up to
approximately 1500 8C at which point the vapor
pressure of copper is of approximately 0.5 mbar
which corresponds to the approximate density
required for maximum laser output power. Typical
warm-up times are therefore relatively long at around
one hour to full power.

One way to circumvent the requirement for high
temperatures required to produce sufficient
copper density by evaporation of elemental copper
(and hence also reduce warm-up times) is to use a
copper salt with a low boiling point located in
one or more side-arms of the laser tube (Figure 4).
Usually copper halides are used as the salt, with the
copper bromide laser being the most successful. For
the CuBr laser, a temperature of just 600 8C is
sufficient to produce the required Cu density by
dissociation of CuBr vapor in the discharge. With the
inclusion of 1–2% H2 in the neon buffer gas, HBr is
also formed in the CuBr laser, which has the
additional benefit of improving recombination in
the afterglow via dissociative attachment of free

electrons: HBr þ e2 ! H þ Br2; followed by ion
neutralization: Br2 þ Cuþ ! Br þ Cup: As a result
of the lower operating temperature and kinetic
advantages of HBr, CuBr lasers are typically twice
as efficient (2–3%) as their elemental counterparts.
Sealed-off CuBr systems with powers of order
10–20 W are commercially produced.

An alternative technique for reducing the operating
temperature of elemental CVLs is to flow a buffer gas
mixture consisting of ,5% HBr in neon at approxi-
mately 50 mbar l min21 and allow this to react with
solid copper metal placed within the plasma tube
at about 600 8C to produce CuBr vapor in situ.
The so-called Cu HyBrID (hydrogen bromide in
discharge) laser has the same advantages as the CuBr
laser (e.g., up to 3% efficiency) but at the cost of
requiring flowing highly toxic HBr in the buffer gas,
a requirement which has so far prevented commer-
cialization of Cu HyBrID technology.

The kinetic advantages of the hydrogen halide in
the CuBr laser discharge can also be applied to a
conventional elemental CVL through the addition of
small partial pressure of HCl to the buffer gas in
addition to the 1–2% H2 additive. HCl is preferred to
HBr as it is less likely to dissociate (the dissociation
energy of HCl at 0.043 eV is less than HBr at
0.722 eV). Such kinetic enhancement leads to a
doubling in average output power, a dramatic
increase in beam quality through improved gain
characteristics, and shifts the optimum pulse
repetition frequency for kinetically enhanced CVLs
(KE-CVLs) from 4–10 kHz up to 30–40 kHz.

Preferential pumping of the upper laser levels
requires an electron temperature in excess of the
2 eV range, hence high voltage (10–30 kV), high
current (hundreds of A), short (75–150 ns) excitation
pulses are required for efficient operation of copper
vapor lasers. To generate such excitation pulses CVLs
are typically operated with a power supply incorpor-
ating a high-voltage thyratron switch. In the most
basic configuration, the charge-transfer circuit shown

Figure 4 Copper bromide laser tube construction.
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in Figure 5a, a dc high-voltage power supply
resonantly charges a storage capacitor (CS, typically
a few nF) through a charging inductor LC, a high-
voltage diode and bypass inductor LB, up to twice the
supply voltage VS in a time of order 100 ms. When
the thyratron is triggered, the storage capacitor
discharges through the thyratron and the laser head
on a time-scale of 100 ns. Note that during the fast
discharge phase, the bypass inductor in parallel with
the laser head can be considered to be an open circuit.
A peaking capacitor CP (,0.5 CS) is provided to
increase the rate of rise of the voltage pulse across the
laser head. Given the relatively high cost of
thyratrons, more advanced circuits are now often
used to extend the service lifetime of the thyratron to
several thousand hours. In the more advanced circuit
(Figure 5b) an LC inversion scheme is used in
combination with magnetic pulse compression tech-
niques and operates as follows. Storage capacitors CS

are resonantly charged in parallel to twice the dc
supply voltage VS as before. When the thyratron is
switched, the charge on CS1 inverts through the
thyratron and transfer inductor LT. This LC inversion
drags the voltage on the top of CS2 down to 24VS.
When the voltage across the first saturable inductor
LS1 reaches a maximum (24VS) LS1 saturates, and
allows current to flow from the storage capacitors
(now charged in series) to the transfer capacitor

ðCT ¼ 0:5CS2Þ thereby transferring the charge from
CS1 and CS2 to CT in a time much less than the initial
LC inversion time. At the moment when the charge
on transfer capacitor CT reaches a maximum
(also 24VS), LS2 saturates, and the transfer capacitor
is discharged through the laser tube, again with a
peaking capacitor to increase the voltage rise time. By
using magnetic pulse compression the thyratron
switched voltage can be reduced by 4 and the peak
current similarly reduced (at the expense of increased
current pulse duration) thereby greatly extending the
thyratron lifetime. Note that in both circuits a
‘magnetic assist’ LA saturable inductor is provided
in series with the thyratron to delay the current pulse
through the thyratron until after the thyratron has
reached high conductivity thereby reducing power
deposition in the thyratron.

Copper vapor lasers produce high average powers
(2–100 W available commercially, with laboratory
devices producing average powers of over 750 W)
and have wall-plug efficiencies of approximately 1%.
Copper vapor lasers also make excellent amplifiers
due to their high gains, and the amplifiers can be
chained together to produce average powers of
several kW. Typical pulse repetition frequencies
range from 4 to 20 kHz, with a maximum reported
pulse repetition frequency of 250 kHz. An approxi-
mate scaling law states that for an elemental
device with tube diameter D (mm) and length L (m)
the average output power in watts will be of order
D £ L. For example, a typical 25 W copper vapor
laser will have a 25 mm diameter by 1 m long laser
tube, and operate at 10 kHz corresponding to 2.5 mJ
pulse energy and 50 kW peak power (50 ns pulse
duration). Copper vapor lasers have very high single-
pass gains (greater than 1000 for a 1 m long tube),
large gain volumes and short gain durations
(20–80 ns, sufficient for the intracavity laser light
to make only a few round trips within the optical
resonator). Maximum output power is therefore
usually obtained in a highly ‘multimode’ (spatially
incoherent) beam by using either a fully stable or a
plane–plane resonator with a low reflectivity output
coupler (usually Fresnel reflection from an uncoated
optic is sufficient). To obtain higher beam quality a
high magnification unstable resonator is required
(Figure 6). Fortunately, copper vapor lasers have
sufficient gain to operate efficiently with unstable
resonators with magnifications ðM ¼ R1=R2Þ up to
100 and beyond. Resonators with such high
magnifications impose very tight geometric con-
straints on propagation of radiation on repeated
round-trips within the resonator, such that after two
round-trips the divergence is typically diffraction-
limited. Approximately half the stable-resonator

Figure 5 Copper vapor laser excitation circuits. (a) Charge

transfer circuit; (b) LC inversion circuit with magnetic pulse

compression.
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output power can therefore be obtained with near
diffraction-limited beam quality by using an unstable
resonator. Often, a small-scale oscillator is used in
conjunction with a single power amplifier to produce
high output power with diffraction-limited beam
quality. Hyperfine splitting combined with
Doppler broadening lead to an inhomogeneous
linewidth for the laser transitions of order
8–10 GHz corresponding to a coherence length of
order 3 cm.

The high beam quality and moderate peak
power of CVLs allows efficient nonlinear frequency
conversion to the UV by second harmonic generation
(510.55 nm ! 255.3 nm, 578.2 nm ! 289.1 nm)
and sum frequency generation (510.55 nm þ

578.2 nm ! 271.3 nm) using b-barium borate
b-BaB2O4 (BBO) as the nonlinear medium. Typically
average powers in excess of 1 W can be obtained at
any of the three wavelengths from a nominally 20 W
CVL. Powers up to 15 W have been obtained at
255 nm from high-power CVL master-oscillator
power-amplifier systems using cesium lithium borate;
CsLi B6O10 (CLBO) as the nonlinear crystal.

Key applications of CVLs include pumping of dye
lasers (principally for laser isotope separation) and
pumping Ti:sapphire lasers. Medically, the CVL
yellow output is particularly useful for treatment of
skin lesions such as port wine stain birth marks. CVLs
are also excellent sources of short-pulse stroboscopic
illumination for high-speed imaging of fast objects
and fluid flows. The high beam quality, visible
wavelength and high pulse repetition rate make
CVLs very suited to precision laser micromachining
of metals, ceramics and other hard materials. More
recently, the second harmonic at 255 nm has proved
to be an excellent source for writing Bragg gratings in
optical fibers.

Afterglow Recombination Metal Vapor
Lasers

Recombination of an ionized plasma in the afterglow
of a discharge pulse provides a mechanism for
achieving a population inversion and hence laser

output. The two main afterglow recombination
metal vapor lasers are the strontium ion vapor laser
(430.5 nm and 416.2 nm) and calcium ion vapor laser
(373.7 nm and 370.6 nm) whose output in the violet
and UV spectral regions extends the spectral coverage
of pulsed metal vapor lasers to shorter wavelengths.

A population inversion is produced by recombina-
tion pumping where doubly ionized Sr (or Ca)
recombines to form singly ionized Sr (or Ca) in an
excited state: Srþþ þ e2 þ e2 ! Srþp þ e2: Note that
recombination rates for a doubly ionized species are
much faster than for singly ionized species hence
recombination lasers are usually metal ion lasers.
Recombination (pumping) rates are also greatest in a
cool dense plasma, hence helium is usually used as the
buffer gas as it is a light atom hence promotes rapid
collisional cooling of the electrons. Helium also has a
much higher ionization potential than the alkaline-
earth metals (including Sr and Ca) which ensures
preferential ionization of the metal species (up to
90% may be doubly ionized).

Recombination lasers can operate where the energy
level structure of an ion species can be considered to
consist of two (or more) groups of closely spaced
levels. In the afterglow of a pulsed discharge electron
collisional mixing within each group of levels will
maintain each group in thermodynamic equilibrium
yielding a Boltzmann distribution of population
within each group. If the difference in energy between
the two groups of levels ð5 eV >> kTÞ is sufficiently
large then thermal equilibrium between the groups
cannot be maintained via collisional processes. Given
that recombination yields excited singly ionized
species (usually with a flux from higher to lower ion
levels), it is possible to achieve a population inversion
between the lowest level of the upper group and the
higher levels within the lower group. This is the mech-
anism for inversion in the Srþ (and analogous Caþ)
ion laser as indicated in the partial energy level
scheme for Srþ shown in Figure 7.

Strontium and calcium ion recombination lasers
have similar construction to copper vapor lasers
described above. The lower operating temperatures
(500–800 8C) mean that minimal or no thermal
insulation is required for self-heated devices.

Figure 6 Unstable resonator configuration often used to obtain high beam quality from copper vapor lasers.
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For good tube lifetime BeO plasma tubes are required
due to the reactivity of the metal vapors. Usually
helium at a pressure of up to one atmosphere is used
as the buffer gas. Typical output powers at 5 kHz
pulse repetition frequency are of order 1 W (,0.1%
wall plug efficiency) at 430.5 nm from the He Srþ

laser and 0.7 W at 373.7 nm from the He Caþ laser.
For the high specific input power densities (10–
15 W cm23) required for efficient lasing, overheating
of the laser gas limits aperture scaling beyond
10–15 mm diameter. Slab laser geometries have been
used successfully to aperture-scale strontium ion
lasers. Scaling of the laser tube length beyond 0.5 m
is not practical as achieving high enough excitation
voltages for efficient lasing becomes problematic.
Gain in strontium and calcium ion lasers is lower than
in resonance-metastable metal vapor lasers such as
the CVL, hence optimum output coupler reflectivity is
approximately 70%. The pulse duration is also longer
at around 200–500 ns resulting in moderate beam
quality with plane–plane resonators.

For both strontium and calcium ion lasers the two
principal transitions share upper laser levels and
hence exhibit gain competition such that without
wavelength-selective cavities usually only the longer
wavelength of the pair is produced. With wavelength-
selective cavities up to 60% (Srþ) and 30% (Caþ) of
the normal power can be obtained at the shorter
wavelength.

Many potential applications exist for strontium
and calcium ion lasers, given their ultraviolet
(UV)/violet wavelengths. Of particular importance
is fluorescence spectroscopy in biology and forensics,
treatment of neonatal jaundice, stereolithography,
micromachining and exposing photoresists for inte-
grated circuit manufacture. Despite these many
potential applications, technical difficulties in power
scaling mean that both strontium ion and calcium ion
lasers have only limited commercial availability.

Continuous-Wave Metal Ion Lasers

In a discharge excited noble gas, there can be a large
concentration of noble gas atoms in excited meta-
stable states and noble gas ions in their ground states.
These species can transfer their energy to a minority
metal species (M) via two key processes: either charge
transfer (Duffendack reactions) with the noble gas
ions (Nþ):

M þ Nþ ! Mþp þ N þ DE

ðwhere Mþp is an excited metal ion stateÞ

or Penning ionization with a noble gas atom in an
excited metastable state (Np):

M þ Np ! Mþp þ N þ e2

Figure 7 Partial energy level scheme for the strontium ion laser.
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In a continuous discharge in a mixture of a noble gas
and a metal vapor, steady generation of excited metal
ions via energy transfer processes can lead to a steady
state population inversion on one or more pairs of
levels in the metal ion and hence produce cw lasing.

Several hundred metal ion laser transitions have
been observed to lase in a host of different metals. The
most important such laser is the helium cadmium
laser, which has by far the largest market volume by
number of unit sales of all the metal vapor lasers. In a
helium cadmium laser, Cd vapor is present at a
concentration of about 1–2% in a helium buffer gas
which is excited by a dc discharge. Excitation to the
upper laser levels of Cd (Figure 8) is primarily via
Penning ionization collisions with Heþ 23S1 meta-
stable ions produced in the discharge. Excitation via
electron-impact excitation from the ion ground state
may also play an important role in establishing a
population inversion in Cdþ lasers. Population
inversion can be sustained continuously because the
2P3/2 and 2P1/2 lower laser levels decay via strong
resonance transitions to the 2S1/2 Cdþ ground state,
unlike in the self-terminating metal vapor lasers.
Two principal wavelengths can be produced, namely
441.6 nm (blue) and 325.0 nm (UV) with cw powers
up to 200 mWand 50 mWavailable respectively from
commercial devices.

Typical laser tube construction (Figure 9) consists
of a 1–3 mm diameter discharge channel typically
0.5 m long. A pin anode is used at one end of the laser
tube together with a large-area cold cylindrical
cathode located in a side-arm at the other end of the
tube. Cadmium is transported to the main discharge
tube from a heated Cd reservoir in a side-arm at
250–300 8C. With this source of atoms at the anode
end of the laser a cataphoresis process (in which the
positively charged Cd ions are propelled towards
the cathode end of the tube by the longitudinal
electric field) transports Cd into the discharge
channel. Thermal insulation of the discharge tube
ensures that it is kept hotter than the Cd reservoir to
prevent condensation of Cd from blocking the tube
bore. A large-diameter Cd condensation region is
provided at the cathode end of the discharge channel.
A large-volume side arm is also provided to act as a
gas ballast for maintaining correct He pressure. As He
is lost through sputtering and diffusion through
the Pyrex glass tube walls, it is replenished from a
high-pressure He reservoir by heating a permeable
glass wall separating the reservoir from the ballast
chamber which allows He to diffuse into the ballast
chamber. Typical commercial sealed-off Cd lasers
have operating lifetimes of several thousand hours.
Overall laser construction is not that much more

Figure 8 Partial energy level diagram for helium and cadmium giving HeCd laser transitions.
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complex than a HeNe laser, hence unit costs are
considerably lower than low-power argon ion lasers
which also provide output in the blue. Usually
Brewster angle windows are provided together with
a high Q stable resonator (97–99% reflectivity
output coupler) to provide polarized output.

With their blue and UV wavelengths and relatively
low cost (compared to low-power argon ion lasers),
HeCd lasers have found wide application in science,
medicine and industry. Of particular relevance is their
application for exposing photoresists where the blue
wavelength provides a good match to the peak
photosensitivity of photoresist materials. A further
key application is in stereolithography where the UV
wavelength is used to cure an epoxy resin. By
scanning the UV beam in a raster pattern across the
surface of a liquid epoxy, a solid three-dimensional
object may be built up in successive layers.

List of Units and Nomenclature

Boltzmann constant [eV K21] k
Excited metal ion Mþp

Excited noble gas atom Np

Energy difference [eV] DE
Electron e2

Gas flow [mbar l min21]

Mirror curvatures [m] R1, R2

Metal atom M
Noble gas atom N
Noble gas ion Nþ

Pulse duration [ns]
Pulse repetition

frequency
[kHz]

Quality factor Q
Temperature [K] T
Tube diameter [mm] D
Tube length [m] L
Wavelength [nm], [mm]
Unstable resonator
magnification

M

See also

Nonlinear Sources: Harmonic Generation in Gases.
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History

The argon ion laser was discovered in early 1964, and
is still commercially available in 2004, with about
$70 million in annual sales 40 years after this
discovery. The discovery was made independently
and nearly simultaneously by four different groups;
for three of the four, it was an accidental result of

studying the excitation mechanisms in the mercury
ion laser (historically, the first ion laser), which had
been announced only months before. For more on the
early years of ion laser research and development, see
the articles listed in the Further Reading section at the
end of this article.

The discovery was made with pulsed gas dis-
charges, producing several wavelengths in the blue
and green portions of the spectrum. Within months,
continuous operation was demonstrated, as well as
oscillation on many visible wavelengths in ionized
krypton and xenon. Within a year, over 100
wavelengths were observed to oscillate in the ions

Figure 9 Helium cadmium laser tube construction.

LASERS / Noble Gas Ion Lasers 467



of neon, argon, krypton, and xenon, spanning the
spectrum from ultraviolet to infrared; oscillation was
also obtained in the ions of other gases, for example,
oxygen, nitrogen, and chlorine. A most complete
listing of all wavelengths observed as gaseous ion
lasers is given in the Laser Handbook cited in the
Further Reading section. Despite the variety of
materials and wavelengths demonstrated, however,
it is the argon and krypton ion lasers that have
received the most development and utilization.

Continuous ion lasers utilize high current density
gas discharges, typically 50 A or more, and 2–5 mm
in diameter. Gas pressures of 0.2 to 0.5 torr result in
longitudinal electric fields of a few V/cm of discharge,
so that the power dissipated in the discharge is
typically 100 to 200 W/cm. Such high-power dissipa-
tion required major technology advances before long-
lived practical lasers became available. Efficiencies
have never been high, ranging from 0.01% to 0.2%.
A typical modern ion laser may produce 10 W output
at 20 kW input power from 440 V three-phase power
lines and require 6–8 gallons/minute of cooling
water. Smaller, air-cooled ion lasers, requiring 1 kW
of input power from 110 V single-phase mains can
produce 10–50 mW output power, albeit at even
lower efficiency.

Theory of Operation

The strong blue and green lines of the argon ion laser
originate from transitions between the 4p upper levels
and 4s lower levels in singly ionized argon, as shown

in Figure 1. The 4s levels decay radiatively to the ion
ground state. The strongest of these laser lines are
listed in Table 1. The notation used for the energy
levels is that of the L–S coupling model. The ion
ground state electron configuration is 3s23p5(2Po

3/2).
The inner ten electrons have the configuration
1s22s22p6, but this is usually omitted for brevity.
The excited states shown in Figure 1 result from
coupling a 4p or 4s electron to a 3s23p4(3P) core, with
the resulting quantum numbers S (the net spin of the
electrons), L (the net angular momentum of the
electrons), and J (the angular momentum resulting
from coupling S to L) are represented by 2Sþ1LJ,
where L ¼ 0; 1;2;… is denoted S, P, D, F, … The
superscript ‘o’ denotes an odd level, while even levels
omit a superscript. Note that some weaker transitions
involving levels originating from the 3s23p4(1D) core
configuration also oscillate. Note also that the
quantum mechanical selection rules for the L–S
coupling model are not rigorously obeyed, although
the stronger laser lines satisfy most or all of these
rules. The selection rule lDJl ¼ 1 or 0, but not J ¼
0 ! J ¼ 0 is always obeyed. All transitions shown in
Figure 1 and Table 1 belong to the second spectrum of
argon, denoted Ar II. Lines originating from tran-
sitions in the neutral atom make up the first spectrum,
Ar I; lines originating from transitions in doubly
ionized argon are denoted Ar III, and so forth for even
more highly ionized states.

Much work has been done to determine the mec-
hanisms by which the inverted population is formed in
the argon ion laser. Reviews of this extensive research

Figure 1 4p and 4s doublet levels in singly ionized argon, showing the strongest blue and green laser transitions.
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are found in the Further Reading section. While a
completely quantitative picture of argon ion laser
operation is lacking to this day, the essential processes
are known. Briefly, the 4p upper levels are populated
by three pathways, as illustrated in Figure 2:

(i) by electron collision with the 3p6 neutral ground
state atoms. This ‘sudden perturbation process’
requires at least 37 eV electrons, and also singles
out the 4p 2Po

3/2 upper level, which implies that
only the 476 and 455 nm lines would oscillate.
This is the behavior seen in pulsed discharges at
very low pressure and very high axial electric
field. This pathway probably contributes little to
the 4p population under ordinary continuous
wave (cw) operating conditions, however.

(ii) by electron collision from the lowest-lying s and d
states in the ion, denoted M(s,d) in Figure 1. This
only requires 3–4 eVelectrons. These states have
parity-allowed transitions to the ion ground state,
but are made effectively metastable by radiation
trapping (that is, there is a high probability that
an emitted photon is re-absorbed by another
ground state ion before it escapes the discharge
region), or by requiring lDJl to be 2 to make the
transition (forbidden by quantum selection
rules). Thus, these levels are both created and
destroyed primarily by electron collision, causing
the population of the M(s,d) states to follow the
population of the singly ionized ground state,
which, in turn, is approximately proportional to
the discharge current. Since a second electron
collision is required to get from the M(s,d) states
to the 4p states, a quadratic variation with
current for the laser output power would be
expected, and that is what is observed over some
reasonable range of currents between threshold
and saturation. Note that radiative decay from
higher-lying opposite-parity p and f states,
denoted X(p,f), can also contribute to the
population of M(s,d), but the linear variation in
population of the M(s,d) with discharge current is
assured by electron collision creation and
destruction.

(iii) by radiative decay from higher-lying opposite-
parity s and d states, denoted C(s,d). These states
are populated by electron collision with the 3p5

ion ground states, and thus have populations
that also vary quadratically with discharge
current. The contribution of this cascade process
has been measured to be 20% to 50% of the 4p
upper laser level population.

Note that it is not possible to distinguish between
processes (ii) and (iii) by the variation of output
power with discharge current; both give the observed
quadratic dependence.

The radiative lifetimes of the 4s 2P levels are
sufficiently short to depopulate the lower laser levels
by radiative decay. However, radiation trapping
greatly lengthens this decay time, and a bottleneck

Table 1 Ar II laser blue-green wavelengths

Wavelength

(nanometers)

Transitiona

(upper level) ! (lower level)

Relative

strengthb (Watt)

454.505 4p 2P3/2
o ! 4s 2P3/2 0.8

457.935 4p 2S1/2
o ! 4s 2P1/2 1.5

460.956 (1D)4p 2F7/2
o ! (1D)4s 2D5/2 –

465.789 4p 2P1/2
o ! 4s 2P3/2 0.8

472.686 4p 2D3/2
o ! 4s 2P3/2 1.3

476.486 4p 2P3/2
o ! 4s 2P1/2 3.0

487.986 4p 2D5/2
o ! 4s 2P3/2 8.0

488.903 4p 2P1/2
o ! 4s 2P1/2

c

496.507 4p 2D3/2
o ! 4s 2P1/2 3.0

501.716 (1D)4p 2D5/2
o ! 3d 2D3/2 1.8

514.179 (1D)4p 2F7/2
o ! 3d 2D5/2

c

514.532 4p 4D5/2
o ! 4s 2P3/2 10

528.690 4p 4D3/2
o ! 4s 2P1/2 1.8

aAll levels are denoted in L– S coupling with the (3P) core unless

otherwise indicated. Odd parity is denoted by the superscript ‘o’.
bRelative strengths are given as power output from a commercial

Spectra-Physics model 2080-25S argon ion laser.
cThese lines may oscillate simultaneously with the nearby strong

line, but are not resolved easily in the output beam.

Figure 2 Schematic representation of energy levels in neutral

and singly ionized argon, indicating alternative pathways for

excitation and de-excitation of the argon ion laser levels.
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can occur. In pulsed ion lasers, this is exhibited by the
laser pulse terminating before the excitation current
pulse ends, which would seem to preclude continuous
operation. However, the intense discharge used in
continuous operation heats the ions to the order of
2300 K, thus greatly Doppler broadening the absorp-
tion linewidth and reducing the magnitude of the
absorption. Additionally, the ions are attracted to the
discharge tube walls, so that the absorption spectrum
is further broadened by the Doppler shift due to their
wall-directed velocities. The plasma wall sheath gives
about 20 V drop in potential from the discharge axis
to the tube wall, so most ions hit the wall with 20 eV
of energy, or about ten times their thermal velocity.
A typical cw argon ion laser operates at ten times
the gas pressure that is optimum for a pulsed laser,
and thus the radiation trapping of the 4s ! 3p5

transitions is so severe that it may take several
milliseconds after discharge initiation for the laser
oscillation to begin.

As the discharge current is increased, the intensities
of the blue and green lines of Ar II eventually saturate,
and then decrease with further current. At these high
currents, there is a buildup in the population of
doubly ionized atoms, and some lines of Ar III can be
made to oscillate with the appropriate ultraviolet
mirrors. Table 2 lists the strongest of these lines, those
that are available in the largest commercial lasers.
Again, there is no quantitative model for the
performance in terms of the discharge parameters,
but the upper levels are assumed to be populated
by processes analogous to those of the Ar II laser.

At still higher currents, lines in Ar IV can be made to
oscillate as well.

Much less research has been done on neon,
krypton, and xenon ion lasers, but it is a good
assumption that the population and depopulation
processes are the same in these lasers. Table 3 lists
both the Kr II and Kr III lines that are available from
the largest commercial ion lasers. Oscillation on lines
in still-higher ionization states in both krypton and
xenon have been observed.

Operating Characteristics

A typical variation of output power with discharge
current for an argon ion laser is shown in Figure 3.
This particular laser had a 4 mm diameter discharge
in a water-cooled silica tube, 71 cm in length, with a
1 kG axial magnetic field. The parameter is the argon
pressure in the tube before the discharge was struck.
Note that no one curve is exactly quadratic, but that
the envelope of the curves at different filling pressures
is approximately quadratic. At such high discharge
current densities (50 A in the 4 mm tube is approxi-
mately 400 A/cm2) there is substantial pumping of
gas out of the small-bore discharge region. Indeed, a
return path for this pumped gas must be provided
from anode to cathode ends of the discharge to keep
the discharge from self-extinguishing. The axial
electric field in this discharge was 3–5 V/cm, so the
input power was of the order of 10 to 20 kW, yielding
an efficiency of less than 0.1%, an unfortunate
characteristic of all ion lasers.

Table 2 Ultraviolet argon ion laser wavelengths

Wavelength (nanometers) Spectrum Transitiona

(upper level) ! (lower level)

Relative strengthb (Watt)

275.392 III (2Do)4p 1D2 ! (2Do)4s 1D2
o 0.3

275.6 ? ? 0.02

300.264 III (2Po)4p 1P1 ! (2Po)3d 1D2
o 0.5

302.405 III (2Po)4p 3D3 ! (2Po)4s 3P2
o 0.5

305.484 III (2Po)4p 3D2 ! (2Po)4s 3P1
o 0.2

333.613 III (2Do)4p 3F4 ! (2Do)4s 3D3
o 0.4

334.472 III (2Do)4p 3F3 ! (2Do)4s 3D2
o 0.8

335.849 III (2Do)4p 3F2 ! (2Do)4s 3D1
o 0.8

350.358 III (2Do)4p 3D2 ! (2Do)4s 3D2
o 0.05

350.933 III (4So)4p 3P0 ! (4So)4s 3S1
o 0.05

351.112 III (4So)4p 3P2 ! (4So)4s 3S1
o 2.0

351.418 III (4So)4p 3P1 ! (4So)4s 3S1
o 0.7

363.789 III (2Do)4p 1F3 ! (2Do)4s 1D2
o 2.5

379.532 III (2Po)4p 3D3 ! (2Po)3d 3P2
o 0.4

385.829 III (2Po)4p 3D2 ! (2Po)3d 3P1
o 0.15

390.784 III (2Po)4p 3D1 ! (2Po)3d 3P0
o 0.02

408.904 IV? ? 0.04

414.671 III (2Do)4p 3P2 ! (2Po)4s 3P2
o 0.02

418.298 III (2Do)4p 1P1 ! (2Do)4s 1D2
o 0.08

aAll levels are denoted in L– S coupling with the core shown in ( ). Odd parity is denoted by the superscript ‘o’.
bRelative strengths are given as power output from a commercial Spectra-Physics model 2085-25S argon ion laser.
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Technology

With such high input powers required in a small
volume to produce several watts output, ion laser
performance has improved from 1964 to the present
only as new discharge technologies were introduced.
The earliest laboratory argon ion lasers used thin-
walled (<1 mm wall thickness) fused silica discharge
tubes, cooled by flowing water over the outside wall of
the tube. The maximum input power per unit length of
discharge was limited by thermal stresses in the silica
walls caused by the temperature differential from
inside to outside. Typically, ring-shaped cracks would
cause the tube to fail catastrophically. Attempts to
make metal–ceramic structures with alumina (Al2O3)
discharge tubes to contain the plasma were made early
on (1965) but were not successful. Such tubes
invariably failed from fracture by thermal shock as
the discharge was turned on. Later, successful metal–
ceramic tubes were made with beryllia (BeO), which
has a much higher thermal conductivity than silica or
alumina and is much more resistant to thermal shock.
Today, all of the lower power (less than 100 mW
output) are made with BeO discharge tubes.
Some ion lasers in the 0.5 to 1 W range are also
made with water-cooled BeO discharge tubes.

A typical low-power air cooled argon ion laser is
shown in Figure 4. The large metal can (2) on the
right end of the tube contains an impregnated-oxide
hot cathode, heated directly by current through
ceramic feed-through insulators (3). The small

(<1 mm diameter) discharge bore runs down the
center of the BeO ceramic rod (1), and several smaller
diameter gas return path holes run off-axis parallel to
the discharge bore to provide the needed gas
equalization between cathode can and anode region.
A copper honeycomb cooler is brazed to the cathode
can, two more to the outer wall of the BeO cylinder,
and one to the anode (4) at the left end of the tube.
The laser mirrors (5) are glass-fritted to the ends of
the tube, forming a good vacuum seal. Note that in
this small laser, the active discharge bore length is less
than half of the overall length.

The very early argon ion lasers were made with
simple smooth dielectric tubes, allowing the continu-
ous variation in voltage along the length of the tube
required by the discharge longitudinal electric field.
However, this variation can be step-wise at the
discharge walls, and still be more or less smooth
along the axis. Thus, the idea arose of using metal tube
segments, insulated one from another, to form the
discharge tube walls. The first version of this idea
(1965) used short (<1 cm) metal cylinders supported
by metal disks and stacked inside a large diameter
silica envelope, with each metal cylinder electrically
isolated from the others. The tubes and disks were
made of molybdenum, and were allowed to heat to
incandescence, thus radiating several kilowatts of heat
through the silica vacuum envelope to a water-cooled
collector outside. While this eliminated the problems
of thermal shock and poor thermal conductivity
inherent in dielectric wall discharges, it made another

Table 3 Krypton ion laser wavelengths

Wavelength (nanometers) Spectrum Transitiona

(upper level) ! (lower level)

Relative strengthb (Watt)

337.496 III (2Po)5p 3D3 ! (2Po)5s 3P2
o –

350.742 III (4So)5p 3P2 ! (4So)5s 3S1
o 1.5

356.432 III (4So)5p 3P1 ! (4So)5s 3S1
o 0.5

406.737 III (2Do)5p 1F3 ! (2Do)5s 1D2
o 0.9

413.133 III (4So)5p 5P2 ! (4So)5s 3S1
o 1.8

415.444 III (2Do)5p 3F3 ! (2Do)5s 1D2
o 0.3

422.658 III (2Do)5p 3F2 ! (2Do)4d 3D1
o –

468.041 II (3P)5p 2S1/2
o ! (3P)5s 2P1/2 0.5

476.243 II (3P)5p 2D3/2
o ! (3P)5s 2P1/2 0.4

482.518 II (3P)5p 4S3/2
o ! (3P)5s 2P1/2 0.4

520.832 II (3P)5p 4P3/2
o ! (3P)5s 4P3/2 –

530.865 II (3P)5p 4P5/2
o ! (3P)5s 4P3/2 1.5

568.188 II (3P)5p 4D5/2
o ! (3P)5s 2P3/2 0.6

631.024 III (2Do)5p 3P2 ! (2Po)4d 3D1 0.2

647.088 II (3P)5p 4P5/2
o ! (3P)5s 2P3/2 3.0

676.442 II (3P)5p 4P1/2
o ! (3P)5s 2P1/2 0.9

752.546 II (3P)5p 4P3/2
o ! (3P)5s 2P1/2 1.2

793.141 II (1D)5p 4F7/2
o ! (3P)4d 2F5/2

0.3
799.322 II (3P)5p 4P3/2

o ! (3P)4d 4D1/2

aAll levels are denoted in L– S coupling with the core shown in ( ). Odd parity is denoted by the superscript ‘o’.
bRelative strengths are given as power output from a commercial Spectra-Physics model 2080RS ion laser.
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problem painfully evident. The intense ion bombard-
ment of the metal tube walls sputtered the wall
material, eventually eroding the shape of the metal
cylinders and depositing metal films on the insulating
wall material, thus shorting one segment to another.

Many different combinations of materials and
configurations were investigated in the 1960s and
1970s to find a structure that would offer good laser
performance and long life. It was found that simple
thin metal disks with a central hole would effectively
confine the discharge to a small diameter (on the
order of the hole size) if a longitudinal d-c magnetic

field of the order of 1 kiloGauss were used.
The spacing between disks can be as large as 2–4
discharge diameters. Of the metals, tungsten has the
lowest sputtering yield for argon ions in the 20 eV
range (which is approximately the energy they gain
in falling to the wall across the discharge sheath
potential difference). An even lower sputtering yield
is exhibited by carbon, and graphite cylinders
contained within a larger diameter silica or alumina
tube were popular for a while for ion laser
discharges. Unfortunately, graphite has a tendency
to flake or powder, so such laser discharge tubes
became contaminated with ‘dust’ which could
eventually find its way to the optical windows of
the tube. Beryllia and silica also sputter under
argon ion bombardment, but with still lower yields
than metals or carbon; however, their smaller
thermal conductivities limit them to lower-power
applications.

The material/configuration combination that has
evolved for higher-power argon ion lasers today is to
use a stack of thin tungsten disks with 2–3 mm
diameter holes for the discharge. These disks,
typically 1 cm in diameter, are brazed coaxially to a
larger copper annulus (actually, a drawn cup with a
1 cm hole on its axis). A stack of these copper/
tungsten structures is, in turn, brazed to the inside
wall of a large diameter alumina vacuum envelope.
The tungsten disks are exposed to and confine the
discharge, while the copper cups conduct heat
radially outward to the alumina tube wall, which,
in turn, is cooled by fluid flow over its exterior. Thus,
the discharge is in contact only with a low-sputtering
material (tungsten) while the heat is removed by a
high thermal conductivity material (copper). Details
differ among manufacturers, but this ‘cool disk’
technology seems to have won out in the end. A
photo of a half-sectioned disk/cup stacked assembly
from a Coherent Innovae ion laser is shown in
Figure 5. The coiled impregnated-tungsten cathode is
also shown.

Sputtering of the discharge tube walls is not
uniform along the length of the gas discharge. The
small diameter region where the laser gain occurs is
always joined to larger diameter regions containing
cathode and anode electrodes (as shown in Figure 5,
for example). A plasma double sheath (that is, a
localized increase in potential) forms across the
discharge in the transition region between large and
small diameter regions (the discharge ‘throats,’
which may be abrupt or tapered). This sheath is
required to satisfy the boundary conditions between
the plasmas of different temperatures in the different
regions. Such a double sheath imparts additional
energy to the ions as they cross the sheath, perhaps

Figure 3 Laser output power (summed over all the blue and

green laser lines) versus discharge current for a laser discharge

4 mm in diameter and 71 cm long, with a 1 kilogauss longitudinal

magnetic field. The parameter shown is the argon fill pressure in

mTorr prior to striking the discharge. The envelope of the curves

exhibits the quadratic variation of output power with discharge

current.
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an additional 20 eV. When these ions eventually hit
the discharge walls near the location of the sheath,
they have 40 eV of energy rather than the 20 eV
from the normal wall sheath elsewhere in the small
diameter discharge. Sputtering yield (number of
sputtered wall atoms per incident ion) is exponen-
tially dependent on ion energy in this low ion
energy region, so the damage done to the wall in
the vicinity of the ‘throat’ where the double sheath

forms may be more than ten times that elsewhere in
the small diameter bore region. This was the
downfall of high-power operation of dielectric
discharge bores, even BeO; while sputtering was
acceptable elsewhere in the discharge, the amount
of material removed in a small region near the
discharge throat would cause catastrophic bore
failure at that point. This localized increase in
sputtering in the discharge throat is common to all

Figure 4 A typical commercial low-power, air-cooled argon ion laser. The cathode can (2) is at the right and the beryllia bore (1) and

anode (4) is at the left. The cathode current is supplied through ceramic vacuum feed-throughs (3). Mirrors (5) are glass fritted onto the

ends of vacuum envelope. (Photo courtesy of JDS Uniphase Corp.)

Figure 5 Discharge bore structure of a typical commercial high-power argon ion laser, the Coherent Innovae. Copper cups are

brazed to the inner wall of a ceramic envelope, which is cooled by liquid flow over its outer surface. A thin tungsten disk with a small hole

defining the discharge path is brazed over a larger hole in the bottom of the copper cup. Additional small holes in the copper cup near

the ceramic envelope provide a gas return path from cathode to anode. Also shown is the hot oxide-impregnated tungsten cathode.

(Photo courtesy of Coherent, Inc.)
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ion lasers, including modern cooled tungsten disk
tubes. Eventually, disks near the throat are eroded
to larger diameters, and more material is deposited
on the walls nearby. Attempts to minimize localized
sputtering by tapering the throat walls or the
confining magnetic field have proven unsuccessful;
a localized double sheath always forms somewhere
in the throat. Because of the asymmetry caused by
ion flow, the double sheath is larger in amplitude in
the cathode throat than the anode throat, so that
the localized wall damage is larger at the cathode
end of the discharge than at the anode end.

Another undesirable feature of sputtering is that
the sputtered material ‘buries’ some argon atoms
when it is deposited on a wall. This is the basis of the
well-known Vac-Ionw vacuum pump. Thus, the
operating pressure in a sealed laser discharge tube
will drop during the course of operation. In low-
power ion lasers, this problem is usually solved by
making the gas reservoir volume large enough to
satisfy the desired operating life (for example, the
large cathode can in Figure 4). In high-power ion
lasers, the gas loss would result in unacceptable
operating life even with a large reservoir at the fill
pressure. Thus, most high-power ion lasers have a gas
pressure measurement system and dual-valve
arrangement connected to a small high-pressure
reservoir to ‘burp’ gas into the active discharge
periodically to keep the pressure within the operating
range. Unfortunately, if a well-used ion laser is left
inoperative for months, some of the ‘buried’
argon tends to leak back into the tube, with the
gas pressure becoming higher than optimum. The
pressure will gradually decrease to its optimum
value with further operation of the discharge (in
perhaps tens of hours). In the extreme case, the gas
pressure can rise far enough so that the gas discharge
will not strike, even at the maximum power
supply voltage. Such a situation requires an external
vacuum pump to remove the excess gas, usually a
factory repair.

In addition to simple dc discharges, various other
techniques have been used to excite ion lasers,
primarily in a search for higher power, improved
efficiency and longer operating life. Articles in the
Further Reading section give references to these
attempts. Radio-frequency excitation at 41 MHz
was used in an inductively coupled discharge, with
the laser bore and its gas return path forming a
rectangular single turn of an air-core transformer.
A commercial product using this technique was
sold for a few years in the late 1960s. Since this
was an ‘electrode-less’ discharge, ion laser lines in
reactive gases such as chlorine could be made to
oscillate, as well as the noble gases, without

‘poisoning’ the hot cathode used in conventional
dc discharge lasers. A similar electrode-less dis-
charge was demonstrated as a quasi-cw laser by
using iron transformer cores and exciting the
discharge with a 2.5 kHz square wave. Various
microwave excitation configurations at 2.45 GHz
and 9 GHz also resulted in ion laser oscillation.
Techniques common to plasma fusion research
were also studied. Argon ion laser oscillation was
produced in Z-pinch and Q-pinch discharges and
also by high-energy (10–45 keV) electron beams.
However, none of these latter techniques resulted
in a commercial product, and all had efficiencies
worse than the simple dc discharge lasers.

It is interesting that the highest-power output
demonstrations were made in less than ten years
after the discovery. Before 1970, 100 Woutput on the
argon blue-green lines was demonstrated with dc
discharges two meters in length. In 1970, a group in
the Soviet Union reported 500 W blue-green output
from a two-meter discharge with 250 kW of dc
power input, an efficiency of 0.2%. Today, the highest
output power argon ion laser offered for sale is 50 W
output.

Manufacturers

More than 40 companies have manufactured ion
lasers for sale over the past four decades. This field
has now (2004), narrowed to the following:

Coherent, Inc. http://www.coherentinc.com

INVERSion Ltd. http://inversion.iae.nsk.su

JDS Uniphase http://www.jdsu.com

Laser Physics, Inc. http://www.laserphysics.com

Laser Technologies

GmbH

http://www.lg-lasertechnologies.com

LASOS Lasertechnik

GmbH

http://www.LASOS.com

Lexel Laser, Inc. http://www.lexellaser.com

Melles Griot http://lasers.mellesgriot.com

Spectra-Physics, Inc. http://www.spectraphysics.com

Further Reading

Bridges WB (1979) Atomic and ionic gas lasers. In: Marton
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Optical fiber lasers were first demonstrated in the
1960s, and since then have developed to become
versatile optical sources with many desirable proper-
ties. Aided by developments in associated technol-
ogies, such as fiber design and fabrication methods,
semiconductor pump diode technology, and fiber-
coupled and in-fiber components such as Bragg
grating filters, optical fiber lasers now compete
with other laser technologies in many applications,
from telecommunications to materials processing.

An optical fiber laser is fundamentally an optical
oscillator, which converts input pump power to
coherent optical output power at one or more well-
defined wavelengths. Optical oscillators require two
basic elements: optical gain, and optical feedback.
For sustained oscillation to occur the round-trip
gain in the laser cavity must be unity, and the round-
trip phase a multiple of 2p. In optical fiber lasers the
optical gain is provided by an optical fiber amplifier
using one or a combination of fundamental physical
processes, e.g., stimulated emission, stimulated
scattering, or nonlinear parametric processes. Early
fiber amplifiers used stimulated Raman scattering to
produce optical gain; however, rare-earth-doped
fiber amplifiers, in which gain is provided by
stimulated emission, are now more common. The
reader is referred to Optical Amplifiers: Erbrium
Doped Fiber Amplifiers for Lightwave Systems, for
more details on doped fiber amplifiers, and to
Scattering: Stimulated Scattering, Nonlinear Optics,
Applications: Raman Lasers, Optical Parametric
Devices: Optical Parametric Oscillators (Pulsed),
and Scattering: Raman Scattering, for more details
on stimulated scattering and parametric gain pro-
cesses. Optical feedback may be provided in two
fundamental ways, e.g., by using a closed ring of
fiber, or from reflections from nonuniformities and

discontinuities in the waveguide such as in Bragg
grating filters or at fiber ends. The reader is referred
to Fiber Gratings for more details on fiber Bragg
gratings.

The main advantages of optical fiber lasers are
derived from the confinement of the pump and signal
in a small optical waveguide. In contrast with bulk
lasers, the pump intensity in the fiber waveguide is
largely independent of the laser length, resulting in
large amplifier gain and low laser threshold, even for
gain media with small absorption and emission cross-
sections. The large gain enables lossy elements such as
optical fiber-coupled devices and bulk optical
elements to be incorporated into the laser cavity,
providing additional control over the optical signal
being generated. To obtain a large gain optical fiber
amplifiers must usually be relatively long (i.e., from
several centimeters to many meters), and so the linear
and nonlinear properties of the fiber waveguide can
have a significant influence on the optical signal being
generated, resulting in some interesting and useful
phenomena, e.g., as in soliton fiber lasers. The reader
is referred to Fiber and Guided Wave Optics: Optical
Fiber Cables, for fiber-based components, to Fiber
and Guided Wave Optics: Dispersion, Light Propa-
gation, and Nonlinear Effects (Basics), for a review of
the linear and nonlinear properties of optical fibers,
and to Solitons: Soliton Communication Systems, and
Temporal Solitons, for the theory and applications of
temporal solitons.

Whilst optical fibers may be fabricated in a range of
materials, including polymer and crystalline
materials, most fibers and fiber lasers are currently
made of silica containing rare-earth ion dopants – see
Fiber and Guided Wave Optics: Fabrication of
Optical Fiber, for details. Lasers in silica optical
fiber have much in common with other glass-host
lasers, including a wide range of potential pump and
lasing wavelengths, and broadband absorption and
gain due to homogeneous and inhomogeneous broad-
ening of the lasing energy levels in the amorphous
glass host. For example, erbium-doped amplifiers in
alumino-silicate glass fibers at room temperature
have lasing transitions with homogeneous and
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inhomogeneous linewidths of several nanometers,
and can be optimized to provide around 30 dB gain
over an 80 nm bandwidth centered around 1570 nm.
The large gain-bandwidth is useful for achieving
either wide tunability of the lasing wavelength and/or
ultrashort pulse generation. Table 1 summarizes the
most commonly used pump and signal transitions for
a range of rare-earth dopants in silicate optical fibers.

Other desirable properties of silica fiber lasers
include high efficiency, excellent thermal dissipation,
substantial energy storage, high power capability, and
compatibility with a wide range of optical fiber
devices and systems. The characteristics of optical
fiber lasers can be optimized for some very different
applications, ranging from narrow linewidth and
low-noise lasers to broadband pulsed lasers with high
energy and/or high peak power. In the following
sections the fundamentals of laser theory as applied to
fiber lasers will be reviewed, highlighting the reasons
underlying such versatility.

Fiber Laser Fundamentals

An example of a simple all-fiber laser is shown
schematically in Figure 1. The laser contains the basic
elements of optical gain (e.g., a rare-earth doped fiber
amplifier) and optical feedback (e.g., a pair of Bragg
grating filters). In the laser shown, the two Bragg
gratings provide optical feedback only over a narrow
range of wavelengths, which further restricts the

range of possible lasing wavelengths. One grating
must have a reflectivity less than unity to allow a
proportion of the lasing signal to be coupled out of
the laser cavity. At threshold, the gain in the amplifier
exactly compensates for the loss in the output coupler.

The optical pump, typically from a semiconductor
laser diode, is absorbed as is propagates along the
fiber amplifier, e.g., by rare-earth ion dopants, which
are raised to an excited state. The absorbed energy is
stored and eventually emitted at a longer wavelength
by either spontaneous or stimulated emission. Spon-
taneous emission produces unwanted noise and is
associated with a finite excited state lifetime, whilst
stimulated emission produces optical gain provided
the gain medium is ‘inverted’, i.e., with more active
ions in the upper lasing energy level than the lower
lasing energy level. In practice some energy is also lost
to nonradiative (thermal) emissions, e.g., in the
transfer of energy between the pump and upper
lasing energy levels. In an ideal gain medium the
nonradiative transfer rate between the pump and
upper lasing energy levels is much larger than the
spontaneous or stimulated emission rates, so the
inversion may usually be assumed to be independent
of nonradiative transfer rates. Energy level diagrams
for three- and four-level atoms are shown in Figure 2.

The local optical gain coefficient (i.e. power gain
per unit length, in nepers2) in a fiber amplifier is
proportional to the local inversion, i.e., gðzÞ , sS

DNðzÞ; where sS is the emission cross-section at the

Table 1 Commonly used pump and signal transitions in rare-earth doped fiber lasers

Rare earth dopant Pump wavelengths [nm] Signal wavelengths [nm] Excited state lifetime [ms] Energy levels

Praseodymium 480, 585 885, 1080 0.1 4

Neodymium 590, 800 920 (900–950) 0.5 3

1060 (1055–1140) 4

Samarium 488 651 1.5 4

Holmium 455, 650, 1150 2040 0.6 3

Erbium 800, 975, 1480 1550 (1530–1610) 10 3

Thulium 790, 1210 (1060–1320) 1480 (1460–1520)

1850 (1650–2050) 0.3 3

Ytterbium 920 (840–980) 975 0.8 3

1040 (1010–1160) 4

Figure 1 Example of a simple all-fiber optical oscillator. The rare-earth doped fiber provides optical gain, and the Bragg gratings

provide narrowband optical feedback.
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signal wavelength, and DNðzÞ the difference in
population density between the upper and lower
lasing energy levels (DN . 0 if the gain medium is
inverted). The local inversion can be calculated by
solving the rate equations including all stimulated
and spontaneous transitions between the laser energy
levels. The end-to-end amplifier power gain,
G ¼ PSðLAÞ=PSð0Þ, in length LA of amplifying fiber
is then

G ¼ exp

"ðLA

0
gðzÞ dz

#
½1�

which in decibels is

G ¼ 4:34
ðLA

0
gðzÞ dz

A large gain coefficient is desirable for amplifica-
tion with minimal added noise (i.e., low noise figure),
and a large gain per unit pump power is desirable for
low threshold lasing. For a given gain medium the
only factor usually accessible to control the inversion
and hence gain is the pump rate, i.e., the rate at which
pump energy is absorbed by the gain medium, which
for an unbleached amplifier is proportional to pump
intensity. For example, in an ideal four-level unsatu-
rated laser medium with uniform pump intensity, the
small signal gain is approximately

ðLA

0
gðzÞ dz < sS

PPabst

hn PA
½2�

in which t is the lifetime of the upper lasing level,
PPabs is the pump power absorbed in the fiber
amplifier with cross-sectional area A; h is Planck’s
constant, and nP is the pump frequency.

For a three-level laser under the same conditions,
the small signal gain is

ðLA

0
gðzÞ dz < 2sSNLA þ sS

2PPabst

hn PA
½3�

in which the first term corresponds to ground state
absorption of the signal, in which N is the dopant ion
density, and the factor of 2 in the second term is due
to the fact that in an ideal three-level system every
absorbed pump photon increases the inversion, DN;

by two. Equation [3] can be approximated by
multiplying [2] by the factor (PPabs 2 PPsat)/(PPabs þ

PPsat), where PPsat ¼ hnPA=ðsPtÞ is the pump power
which must be absorbed to reduce the pump
absorption coefficient to half its unpumped value
(or the signal absorption coefficient to zero), and sP is
the pump absorption cross-section. Unlike four-level
lasers in which gain is available as soon as pump
power is applied, three-level lasers require half the
active ions to be excited before the inversion becomes
positive and gain is produced.

The main advantages of optical fiber amplifiers are
now clear; in an optical fiber waveguide the light is
confined in a very small cross-sectional area, typically
less than ten microns diameter. Consequently even a
small coupled pump power can have a large intensity
and produce a large gain coefficient, or low laser
threshold. Even if the pump absorbed per unit length
in the fiber amplifier is small (e.g., due to low dopant
concentration or low absorption coefficient), this can
often be compensated by using a long length of fiber
with small intrinsic loss. Furthermore, rare-earth
dopants have relatively long metastable state life-
times, t; which further assists in producing a large
inversion throughout the fiber, and hence large
overall gain or low lasing threshold, even at low
pump powers. For example, a typical four-level
neodymium doped fiber amplifier providing gain at
lS ¼ 1:06 mm, pumped at lP ¼ 0:8 mm, with core
diameter 7 mm, t ¼ 0:5 ms, sS ¼ 1:4 £ 10220 cm2,
and sP ¼ 23 £ 10221 cm2, could theoretically provide
a small signal gain of 0.3 dB for every milliwatt of
absorbed pump power.

Whilst the above analysis highlights the main
advantages of fiber amplifiers, it is approximate in a
number of respects. For example, eqns [2] and [3]
assume both pump and signal have a uniform
intensity distribution across the gain medium, and
completely overlap. In single mode optical fibers the
intensity distribution across the fiber core is not
uniform but approximately Gaussian, with a width
and effective area that depends on the numerical
aperture of the waveguide and the wavelength.
Consequently the overlap of the pump and signal
beams with the doped fiber core and with each other
is less than 100%, and the pump and signal intensities
are higher in the center of the fiber than at the core-
cladding boundary. The nonuniform distribution of
pump and signal beams slightly modifies both
the gain efficiency and gain saturation behavior

Figure 2 Energy level diagrams for three- and four-level laser

transitions. W represents the probability of an optical transition per

unit time associated with stimulated absorption or emission, and

1=t is the rate of spontaneous emission. Dotted lines represent

nonradiative transitions (e.g., between the pump and upper lasing

level).
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(i.e., the dependence of gain on signal power) in fiber
amplifiers. More accurate analysis would also take
into account factors such as the rare-earth dopant
distribution (which may not be uniform), the
variation of pump and signal intensities along the
fiber, spectral variation in the absorption and emis-
sion cross-sections, spatial and spectral hole-burning
in the gain medium, degeneracies in the energy levels,
excited state absorption and other loss mechanisms,
temperature, and spontaneous emission noise.

Continuous Wave Fiber Lasers

The ideal continuous wave (cw) laser converts input
pump power with low coherence to a highly coherent
optical output signal which is constant in amplitude
and wavelength, with the spectral purity of the output
(i.e., linewidth) limited only by cavity losses. Practical
continuous wave lasers may be characterized by four
parameters: the pump power required for the onset of
oscillation (i.e., threshold); the conversion efficiency
of pump to signal power above threshold; the peak
wavelength of the optical output; and the spectral
width of the optical output. Continuous wave fiber
lasers often have a low threshold, high efficiency, and
narrow linewidth relative to other types of laser.
Output powers approaching 100 watts have been
achieved using specialized techniques.

The threshold power is determined by the total
cavity loss and gain efficiency (i.e., gain per unit of
absorbed pump power) of the fiber amplifier. For
example, for the laser shown in Figure 1 the internal
losses are minimal, and the pump power required to
reach threshold may be calculated by setting the
product of the round-trip small-signal gain, and
the output mirror reflectivity, G2R, equal to unity.
For the laser configuration shown in Figure 1, and
using eqns [1] and [2] for a four-level laser, the pump
power which must be absorbed in the amplifier for
the laser to reach threshold is

Pth ¼ acavLC

hn PA

sSt
½4�

in which LC is the cavity length, and acav ¼ aint þ
1
2 LC lnð1=RÞ is the total cavity loss per unit length,
comprising both internal losses, aint; and outcoupling
losses through a mirror with reflectivity R. For
example, if the internal losses were negligible and
the transmittance, T ¼ 1 2 R; of the output reflector
in the laser shown in Figure 1 was 50% (i.e. 3 dB),
and the other fiber parameters were the same as above
(i.e. G ¼ 0:3 dB/mW), then the laser threshold would
be 5 mW. In three-level fiber lasers ground state
absorption of the signal is usually the dominant loss
mechanism which must be overcome before a net

gain is produced, and hence the threshold of three-
level lasers is given approximately by eqn [4]
with aint ¼ sSNLA2LC, and increases with
amplifier length. In either case the pump power
required at the input of the laser to reach threshold,
PPð0Þ, may be approximated using the relation
PPabs ¼ PPð0Þ2 PPðLAÞ < PPð0Þ½1 2 expð2sPNLAÞ�.

For either three- or four-level lasers pumped above
threshold, the inversion of the gain medium remains
at its threshold level as the internal round-trip gain
must remain unity; however a coherent optical output
signal at the peak emission wavelength grows from
noise until its amplitude is limited by saturation of the
amplifier gain. Provided the output coupling loss is
not too large (e.g., T , 60%) such that the total
signal intensity is constant along the whole length of
the fiber amplifier, it can be shown that changes in
pump power above threshold cause a proportional
change in the signal power coupled out of the
Fabry–Perot cavity in one direction, Pþ

Sout; i.e.

Pþ
Sout ¼

ð1 2 RÞ

d0

nS

nP

ðPPabs 2 PthÞ ½5�

in which d0 ¼ 2aintL þ ln 1=R represents the total
round-trip loss at threshold. The relationship
between absorbed pump power and output signal
power is shown schematically in Figure 3. The
constant of proportionality is known as the slope
or conversion efficiency, defined as hS ¼

PSout=ðPPabs 2 PthÞ: In both three- and four-level fiber
lasers with small intrinsic losses aint < 0, and small
output coupling (i.e., R < 1), the slope efficiency can
approach the intrinsic quantum efficiency, nS=nP:

Sustained oscillation can only occur if the optical
path length around the cavity is an integral number of
wavelengths. Wavelengths satisfying this condition
are called ‘modes’ of the cavity, determined by

Figure 3 Representative plot of laser output power versus

absorbed pump power.
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2nLC ¼ ml0; where n is the effective refractive index
seen by light propagating in the cavity, LC is the cavity
length, m is an integer, and l0 is the free-space
wavelength. In Figure 1, the cavity length comprises
the amplifying fiber, and two Bragg grating filters
which may be regarded as having an effective length
(i.e., less than the actual grating length) which depends
on the grating characteristics. In fiber lasers the cavity
is typically between several centimeters and many
meters in length, hence there are usually very many
potential lasing modes within the gain-bandwidth of
the amplifying medium. For example, in the
Fabry–Perot cavity of Figure 1, if the cavity length
was 5 meters, the mode spacing would be
nmþ1 2 nm ¼ c=ð2nLCÞ ¼ 20 MHz, i.e. orders of mag-
nitude less than the bandwidth of the optical amplifier.

Ideally the first mode to reach threshold would
determine the laser output wavelength and the
spectral width, or linewidth, of the laser output
would be Dn L ¼ hn=ð2pt2

CPSoutÞ; in which tC is the
lifetime of photons in the cavity and determined by
cavity losses, including outcoupling, and given by
tC ¼ tR=1; where tR is the cavity round trip time and 1

the fractional energy loss in the cavity per round trip.
In practice, the linewidth is usually significantly larger
than the latter theoretical limit due to transient lasing
of different modes within the bandwidth of the
optical amplifier and environmental perturbations
to the fiber cavity. Fiber amplifiers typically have a
large homogeneously broadened gain-bandwidth,
and being long and flexible are susceptible to acoustic
and thermal perturbations, hence care must be taken
to physically stabilize the laser cavity to minimize
both mode-hopping and the output linewidth.

Whilst the CW laser shown in Figure 1 has the
advantage of simple construction, it would not be
ideal for narrow linewidth CW generation. The
reason is that counterpropagating waves in the
Fabry–Perot cavity form a standing wave, i.e., in
which the local signal intensity varies due to
interference between forward and backward propa-
gating waves. The standing wave can cause spatial
hole-burning in the gain medium (i.e., a spatial
variation in gain, linked to the spatial variation in
intensity) which in turn reduces the average gain for
the lasing mode and promotes mode-hopping and
hence spectral broadening of the output.

A preferable arrangement for many fiber lasers is a
traveling wave laser, which can be realized using a
ring configuration, as shown in Figure 4. In this
configuration the optical isolator ensures uni-
directional lasing and avoidance of spatial hole-
burning. Additional components in the cavity can
include a wavelength selective coupler (WSC), i.e., to
couple the pump wavelength into the laser cavity

whilst not coupling the signal wavelength out, and a
narrowband filter (e.g. a small Fabry–Perot resona-
tor) to further stabilize and/or narrow the lasing
linewidth. Rare-earth doped fiber lasers with similar
cavity configurations have been realized with line-
widths of approximately 10 kHz, limited by environ-
mental (e.g., acoustic) perturbations.

Pulsed Fiber Lasers

There are two main types of fiber laser useful for
generating short high-power pulses: Q-switched
lasers, and mode-locked lasers. Q-switched fiber
lasers are useful for generating large energy pulses
(e.g., microjoules) with very high peak power (e.g.,
kilowatts) with relatively long pulse duration
(e.g., tens of nanoseconds), whilst mode-locked fiber
lasers are typically capable of generating ultrashort
pulses (e.g., sub-picosecond) with moderate energy
(e.g., nanojoules) and moderate-to-high peak
power (e.g., tens of watts). Pulsed lasers typically
produce less average output power than CW lasers
(e.g., up to about 10 W). Both types of pulsed laser
typically contain an element for loss modulation
within the cavity, however the pulse generation
mechanisms are very different.

Q-switched lasers operate by rapid switching of the
cavity loss. Whilst the intracavity loss is high and
the laser below threshold, energy is transferred from
the pump to the lasing medium. The long excited state
lifetime and small emission cross-sections of rare-
earth dopants assists greatly in the latter process, so
that a significant amount of energy can be stored in
long fiber amplifiers before amplification of spon-
taneous emission noise begins to deplete the inver-
sion. After the gain medium is fully inverted the cavity
loss is suddenly reduced, and the laser is taken well
above threshold, resulting in a rapid build-up of noise
and the formation of a pulse which ideally extracts all
the stored energy within a few round-trips in the laser
cavity. The situation is shown schematically in
Figure 5.

Figure 4 Schematic of a traveling wave laser, useful for low

noise continuous wave oscillation. The wavelength selective

coupler (WSC) is required to couple pump power into the laser

cavity without coupling signal out.
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An upper limit on the pulse energy obtainable from
a Q-switched laser may be determined by assuming
all active ions in the laser cavity are excited before the
pulse is generated (i.e., at the time the cavity Q is
switched high), that no ions remain excited immedi-
ately after the pulse is generated, and that the pulse
generated is much shorter than the time required to
pump all the ions into their excited state. The energy
stored in the gain medium, and hence the maximum
conceivable pulse energy, would then be E ¼ hnSNV;

where N is the density of active ions and V is the
cavity volume. For example, a typical erbium-doped
fiber laser of length 10 m and dopant density
N ¼ 1019 ions/cm in a single-mode fiber with core
diameter 7 mm could ideally store up to 500 mJ of
energy.

Two things limit the maximum inversion and
energy storage achievable in practice: spontaneous
emission noise (due to the finite excited-state lifetime)
which is amplified and depletes the inversion, and

unwanted feedback (e.g., due to the finite extinction
ratio of the Q-switching element) which results in cw
lasing which limits the inversion. Following from
eqns [1] and [2], the unidirectional gain per unit of
stored energy in a fiber laser may be expressed as
G ¼ 4:34=ðAcoreFsatÞ ¼ 4:34=Esat decibels per joule,
where Fsat ¼ hnS=sS is the saturation fluence, and
Esat ¼ AsatFsat is the saturation energy. For example,
if the maximum gain achievable before the onset of
cw lasing was 30 dB (i.e., even when the Q-switch
introduces a large loss), then the maximum energy
storable in the gain medium would be E ¼ 6:9Esat:

For the same erbium-doped fiber parameters as used
in the previous paragraph, the maximum storable
energy would be E < 70 mJ.

Only a proportion of the energy stored in the gain
medium may usually be converted into a Q-switched
output pulse. The actual Q-switched pulse energy,
duration, and peak power can be calculated by
solving the rate equations for the photon flux and
the population difference between the lasing energy
levels in the gain medium. The equations must usually
be solved numerically, however assuming the Q
changes much more rapidly than the pulse build-up
time, which is in turn much shorter than the time
taken for a significant change in inversion to either
pumping or spontaneous emission, the pulse para-
meters may be approximated analytically and are
found to be determined by only two parameters, i.e.,
the population inversion (or stored energy) just before
Q-switching, and the lifetime of photons within the
cavity, tC, defined previously.

Under the conditions described above, standard
analysis gives the Q-switched pulse duration as

TP <
tCðr 2 1Þ

ðr 2 1 2 ln rÞ
½6�

where r is the ratio of the inversion just before Q-
switching (low Q) to the threshold inversion for cw
lasing after Q-switching (Q high). In fiber lasers the
gain can be very high, hence it is common for r q 1
and almost all available energy stored in the gain
medium is extracted as a Q-switched laser pulse. The
Q-switched pulse duration is then determined pri-
marily by the cavity lifetime; shorter pulses can be
obtained only by shortening the laser cavity and/or
increasing the cavity loss. For example, for a 10 m
long ring cavity in which the sum of cavity and
outcoupling losses is 10 dB and r q 1; the pulse
duration would be TPtC ¼ 22 ns.

The exact proportion of energy stored in the gain
medium that is converted to a Q-switched pulse
depends on the number of energy levels in the lasing
medium, the degeneracy of those levels, and the rate

Figure 5 Pulse generation in a Q-switched laser. Initially the

intracavity loss is high, the laser remains below threshold, and the

inversion of the gain medium increases. When the intracavity loss

is suddenly reduced, the laser goes well above threshold and

spontaneous emission noise is rapidly amplified into a large pulse

which extracts much of the energy previously stored in the gain

medium.
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of nonradiative energy transfer between those levels.
For example, for an ideal three-level gain medium
(e.g., erbium dopant) with no internal cavity losses
the maximum available Q-switched pulse energy is
half the stored energy, or Epulse ¼ E=2: It can be
shown that the peak of the output pulse power occurs
as the inversion decreases through threshold, and may
be approximated by dividing the pulse energy by the
pulse duration. Even for moderate pulse energies the
peak power is potentially very high. For the erbium-
doped fiber laser parameters used previously, the peak
pulse power would be approximately 1600 W, i.e.,
sufficient to cause significant spectral broadening of
the output wavelength due to stimulated Raman
scattering and other nonlinear effects within the
optical fiber.

Mode-locked lasers generate optical pulses by
forcing many cavity modes to be locked in phase.
As per Fourier theory, the pulse repetition rate is
related to the spacing of the lasing modes, and the
more modes that add coherently, the greater the pulse
bandwidth and the shorter the transform-limited
pulse duration. For example, the relationship
between mode spacing and pulse repetition rate,
and between the spectral and temporal envelopes of a
train of Gaussian pulses is shown in Figure 6.

In mode-locked lasers a nonlinear or time-varying
element must be present which synchronously modu-
lates the optical signal circulating in the cavity in
amplitude or phase at a frequency which is a

harmonic of the cavity mode spacing. There are two
main methods of mode locking:

(i) active mode locking (e.g., by an electro-optic
modulator), in which amplitude or phase modu-
lation is driven by an external source; and

(ii) passive mode locking (e.g., by a fast or slow
saturable absorber), in which an element with
nonlinear gain or loss responds to the optical
signal in the laser cavity itself.

In both cases the modulation provided by the
mode-locking element distributes energy between
neighboring modes, effectively injection-locking
them in phase. A variation of mode locking tech-
niques often present in fiber lasers is soliton mode-
locking, in which the active or passive modulation is
weak, and a balance between nonlinearity and
dispersion is the dominant process underlying pulse
formation. Hybrid mode-locking techniques can
also be used to combine the best aspects of different
pulse-generation methods.

Whilst the latter frequency-domain view of mode
locking is helpful, nonlinear effects are almost always
significant in mode-locked fiber lasers, and hence the
linear concept of a mode is not appropriate for
detailed analysis. Hence it is usually preferable to
describe pulse generation in mode-locked fiber lasers
in the time domain; for stable operation the pulse at
any point in the cavity must self-replicate after each
round-trip, with the net effects of temporal and
spectral loss, gain, dispersion and nonlinearity all
canceling.

An optical pulse propagating in a fiber laser is
usually described by a slowly varying complex
envelope, Cðz; tÞ; where lCðz; tÞl2 is the instantaneous
power in a frame of reference moving at the pulse
group velocity, and arg½Cðz; tÞ� is the instantaneous
phase relative to the optical carrier. The various
elements in the laser cavity, such as the passive fiber,
optical fiber amplifier, filters, and mode-locking
devices, each modify the complex pulse envelope as
it propagates around the laser cavity.

For example, in the absence of other effects, group
velocity dispersion (GVD) causes different wave-
lengths to travel at different velocities along the
fiber, resulting in ‘chirping’ and temporal broadening
of optical pulses by an amount proportional to the
distance propagated. The effect can be described
mathematically as the accumulation of a phase shift
which is quadratic in frequency, i.e., Cðz;vÞ ¼
Cð0;vÞ expbib2v

2z=2c: Taking the derivative with
respect to propagation distance, and using ›=›t ¼
2iv; the incremental change in the complex envelope

Figure 6 Schematic showing the Fourier-transform relationship

between an infinite train of Gaussian pulses and the lasing modes

in a mode-locked laser. The temporal and spectral widths are

measured full width at half the maximum intensity.
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with propagation distance is

›C

›z
¼ 2i

b2

2

›2C

›t2
½7�

If the GVD parameter, b2; is positive then long
wavelengths propagate faster than shorter wave-
lengths, and the dispersion is called ‘normal’. If the
reverse is true, the dispersion is ‘anomalous’. In
standard single-mode step index optical fibers the
dispersion passes through zero at wavelengths around
1300 nm, and is anomalous for longer wavelengths. It
is often necessary to control the net dispersion in a
fiber laser, and this can be done by incorporating
specially designed fibers with wavelength-shifted or
otherwise modified dispersion characteristics, or by
using chirped Bragg grating reflectors.

Whilst silica is not commonly regarded as a
nonlinear medium (i.e., in which the optical proper-
ties are a function of the intensity of light), in
ultrashort pulsed fiber lasers the peak powers are
usually such that nonlinear effects cannot be ignored.
In silica the main nonlinearity is associated with the
Kerr effect, and is readily observed as an intensity-
dependent refractive index, i.e. n ¼ n0 þ n2I;
where the nonlinear index, n2; is typically
about 3 £ 10220 m2/W in silica fibers. Other non-
linear effects related to the Kerr nonlinearity which
can sometimes be important are cross-phase-
modulation and four-wave mixing. In the absence
of other effects, the nonlinear index results in self-
phase modulation (SPM), or a phase shift in the
optical carrier which is proportional to the
instantaneous intensity of the signal. Mathe-
matically, Cðz; tÞ ¼ Cð0; tÞexpbiglCð0; tÞl2zc; in which
g ¼ n2v0=ðcAÞ is the nonlinear coefficient of the fiber,
v0 is the radian frequency of the optical carrier, and

A is the effective core area for the guided mode. The
incremental change per unit length in the complex
pulse envelope induced by self-phase modulation is
then

›C

›z
¼ iglCl2C ½8�

For example, self-phase-modulation is used to realize
a nonlinear switching element in the passively mode-
locked laser cavity shown schematically in Figure 7.
For obvious reasons the laser is called a ‘figure-8’
laser, though it is actually a ring laser into which a
device known as a nonlinear amplifying loop-mirror
(NALM) has been incorporated. The NALM acts as a
fast saturable absorber, with transmittance dependent
on the instantaneous optical intensity. The NALM
operates as follows: light propagating through the
optical isolator is divided equally into co- and
counter-propagating waves in the loop-mirror on
the right-hand side. The light propagating in a
clockwise direction is amplified immediately, and
propagates around the loop with high intensity,
whilst the counter-clockwise propagating signal has
a low intensity for most of its time in the loop. The
difference in intensity means that the co- and counter-
propagating waves experience different nonlinear
phase shifts. When they are recombined at the
coupler, high-intensity light is transmitted back into
the ring, whilst low-intensity light is reflected back to
the isolator, and lost. In this way the NALM provides
both gain and a nonlinear transmittance which
depends on the instantaneous power of the input,
described by

T < G

�
1 2

1

2

�
1 þ cos

�
1

2
gLPinG

��	
½9�

Figure 7 Schematic of a ‘figure-8’ fiber laser. The laser is passively mode-locked by the nonlinear amplifying loop mirror on the right,

which acts as a fast saturable absorber, transmitting and amplifying high-power optical signals whilst reflecting low optical power signals.
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in which G is the linear gain of the amplifier, and L
the loop length, Pin is the input power, and T the ratio
of transmitted power to input power. The nonlinear
transmittance of the NALM promotes pulse for-
mation and shortening in the laser cavity, and hence
passively mode-locks the laser. The polarization
controllers are to compensate for unwanted bire-
fringence in the optical fiber, and to control the
transmittance of the loop-mirror at low input powers.
The fiber dispersion and nonlinearity, together with
other factors, further influence the pulses generated in
the laser, as described in the following paragraphs.

The combined effects of dispersion and self-phase-
modulation can give rise to some interesting and
useful physical phenomena. In lossless optical fibers,
or fiber lasers in which loss is balanced by gain, pulse
propagation is described by the nonlinear Schrödinger
equation (NLSE), i.e., a nonlinear wave equation
including the effects of both group velocity dispersion
and intensity-dependent refractive index. The NLSE
may be derived by combining eqns [8] and [9], i.e.

i
›C

›z
2

b2

2

›2C

›t2
þ glCl2C ¼ 0 ½10�

It can be shown that if the dispersion is anomalous
ðb2 , 0Þ then for a particular shape of pulse envelope
the distributed effects of dispersion and nonlinearity
can exactly cancel, so ›C=›z ¼ 0, and the pulse
propagates without changing shape. Such pulses are
called fundamental solitons, the solution for which is
Cðz; tÞ ¼ C0 sechðt=T0Þ exp½iz=ð2LDÞ�, in which the
peak amplitude is C0 ¼ 1=

ffiffiffiffiffiffi
gLD

p
; T0 is the pulse

width parameter, and LD ¼ T2
0 =b2 is known as the

dispersion length. For example, in a standard silica
fiber at l ¼ 1:55 mm, b2 < 220 ps2/km and
g < 10 W21km21, hence a soliton with T0 ¼ 1 ps
would have peak power 2 W and energy
E0 ¼ 2lb2l=ðgT0Þ ¼ 4 pJ. The energy of a soliton is
quantized, in that pulses with initial energy between
0.5 and 1.5 times E0 can evolve into a fundamental
soliton during propagation. Consequently solitons
behave somewhat like particles, and are robust even in
the presence of significant perturbations. The pulses
which form spontaneously in the figure-8 fiber laser
have many of the properties of solitons.

Mode-locked fiber lasers, such as that shown in
Figure 7, can often be described by a generalized
nonlinear Schrödinger equation, in which extra terms
are included in eqn [10] to account for the average
effects of an excess linear gain or loss, nonlinear gain
and loss (e.g., due to a saturable absorber), spectral
filtering, and temporal modulation, etc. Assuming the
effects of the added elements can be regarded as
distributed over the length of the cavity rather than

lumped, such that the envelope of any pulse generated
in the laser does not change shape significantly as it
propagates around the cavity, then the master
differential equation describing propagation of an
optical signal within a fiber laser which is passively
mode-locked by a fast saturable absorber can be
written

i
›U

›z
þ

�
D

2
2 ib

�
›2U

›t 2
þ ð1 2 i1ÞlUl2U

¼ idU 2 ðn2 imÞlUl4U ½11�

Equation [11] is known as the Ginzburg–Landau
equation, which describes propagation of the normal-
ized pulse envelope, Uðz; tÞ; as a function of delayed
time, t, and normalized distance, z, and under the
combined influence of group velocity dispersion
(D ¼ ^1 for anomalous or normal group velocity
dispersion, respectively), dispersion due to band-
limiting by amplification in a homogeneously broad-
ened gain medium ðb . 0Þ; nonlinear refractive
index, nonlinear gain or loss (1), linear gain (d), and
quintic terms, m and n, which if less than zero relate to
saturation of the nonlinear gain and refractive index,
respectively. Note that if the right-hand side of
the equation is set to zero, and 1 ¼ b ¼ 0; then the
equation reduces to the normalized form of the
nonlinear Schrödinger equation. Stable pulses gener-
ated within the laser are solutions of the above
equation with ›U=›z ¼ 0; and hence the effect of all
terms must balance. Consequently it is possible for
stable pulses to be generated even with normal
dispersion in the cavity, though the pulses are then
generally strongly chirped, and have an envelope
which is approximately Gaussian shaped rather than
the hyperbolic secant shape expected with anomalous
dispersion. Stable soliton-like pulses can be found by
solving the Ginzburg–Landau equation for specific
ranges of parameters. There are many numerical
solutions, and some analytical solutions, but in
general the dynamics of pulse formation and propa-
gation in passively mode-locked fiber lasers can be
quite complex, and for some sets of parameters
remarkable and unexpected numerical solutions can
be found. One such example which has been observed
experimentally is the ‘exploding’ soliton, which
unlike the usual soliton is periodically unstable, as
shown in the plot of pulse evolution in Figure 8.

Other Fiber Lasers

The lasers discussed in the previous sections are
indicative of the main types of fiber laser in terms of
their output characteristics; however it should be
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noted that there is a wide range of other fiber laser
configurations with similar behaviors incorporating a
variety of other fiber and/or bulk elements. For
example, specially designed fibers in which the
pump and/or signal has a large cross-sectional area
can be used to realize fiber lasers with a high output
power, comparable to that in many bulk laser
systems. Linear and/or nonlinear processing of the
output of fiber lasers can be used to increase their
peak output power and/or pulse energy, or to change
their output wavelength (i.e., by harmonic gener-
ation) from that achievable in the laser cavity itself. In
mode-locked fiber lasers it is now common to include
passive semiconductor devices which provide a slow
saturable absorber action to initiate and stabilize
soliton mode-locking.

It should also be noted that there are a number of
fiber lasers which generate optical outputs using
different or modified physical processes compared to
those described in previous sections. For example, it is
possible to realize up-conversion fiber lasers in which
the output wavelength is shorter than the pump
wavelength, multiwavelength fiber lasers (pulsed and
cw) which produce outputs at several wavelengths
simultaneously, and lasers with limited output coher-
ence such as chaotic fiber lasers and broadband
superfluorescent sources, etc. Lastly, whilst the rare-
earth doped fiber lasers dealt with in previous sections
have some very desirable properties, it should be
recognized that optical fiber lasers based on other
optical gain mechanisms, such as stimulated

scattering and parametric effects, can also be realized
(e.g., as in fiber Raman lasers, and fiber Brillouin
lasers). In the latter cases the lasing wavelength is
limited only by available pump wavelengths. The
reader is referred to the references in the Further
Reading for information on the wide range of fiber
lasers that are possible in practice.

List of Units and Nomenclature

Absorption cross-section sa [m22]
Amplifier length LA [m]
Area A [m2]
Cavity length LC [m]
Complex amplitude C [W0.5]
Dispersion length LD [m]
Distance z [m]
Emission cross-section se [m22]
Frequency v [Hz]
Gain coefficient g [m21]
Group velocity dispersion b2 [s2m21]
Inversion ratio r
Lifetime t [s]
Loss coefficient a [m21]
Nonlinear coefficient g [m21W21]
Nonlinear refractive index n2 [m2W21]
Number density N [m23]
Power gain G
Pump power PP [W]
Pump wavelength lP [m]
Reflectivity R
Saturation energy Esat [J]
Saturation fluence Fsat [J.m22]
Signal power PS [W]
Signal wavelength lS [m]
Threshold power Pth [W]

See also

Fiber and Guided Wave Optics: Dispersion; Fabrication
of Optical Fiber; Light Propagation; Nonlinear Effects
(Basics); Optical Fiber Cables. Fiber Gratings. Lasers:
Up Conversion Lasers. Nonlinear Optics, Applications:
Raman Lasers. Optical Amplifiers: Basic Concepts;
Erbrium Doped Fiber Amplifiers for Lightwave Systems.
Optical Parametric Devices: Optical Parametric
Oscillators (Pulsed). Solitons: Temporal Solitons. Scat-
tering: Raman Scattering; Stimulated Scattering. Ultra-
Fast Laser Techniques: Generation of Femtosecond
Pulses.
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Figure 8 Two periods of the evolution of an exploding soliton

found by numerical solution of the quintic Ginzburg–Landau

equation with normalized parameters 1 ¼ 1:0; d ¼ 0:1; b ¼ 0:125;

m ¼ 0:1; and n ¼ 0:6: The process never repeats itself exactly in

successive ‘periods’; however the pulse always returns to the

same shape. Such solutions cannot be found in analytic form;

nevertheless they are as common as stationary pulse solutions

and exist for a wide range of parameters.
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Introduction

Organic semiconductors, and conjugated polymers in
particular, are emerging as an interesting new class of
visible laser media. The polymers are electrolumines-
cent, broadband visible emitters and exhibit large
optical gain coefficients. As plastics, they are amen-
able to simple processing, and can be shaped into
complex structures. This combination of photonic,
electronic, and processing properties make these
materials extremely well suited to forming novel
microlasers, with future prospects as inexpensive,
plastic diode lasers operating throughout the visible
spectrum.

Conjugated Polymers

Plastics are widely used in low-cost optical com-
ponents such as lenses, diffraction gratings, optical
fibers, and adhesives. Their common use derives from
a combination of qualities: good optical transmission,
a wide range of mechanical properties and simple
fabrication via molding: extrusion or solution proces-
sing. Functional optical polymers, including liquid
crystals and photorefractives, have also been widely
applied to polarization control and for nonlinear- and
electro-optics. Conjugated polymers are a remarkable
class of functional plastics that exhibit some unusual
properties. Firstly, they are plastics that can conduct
electricity; and in fact are electrically semiconducting.
Secondly, they are plastics that can be stimulated
either optically or electrically to emit visible light.

These two unusual properties derive from a
particular chemical structure specific to this family
of plastics. In all conjugated polymers, the backbone

of the molecule is a chain of carbon atoms joined
by alternating single and double covalent bonds.
The simplest example is illustrated in Figure 1a,
which shows the chemical structure of the polymer
poly(acetylene). Structural integrity of the polymer is
provided by a string of single s-bonds between
adjacent carbon atoms. The additional bonding
electrons in the double bonds are located in p-orbitals
oriented perpendicular to the polymer chain. Adjacent
p-orbitals overlap, and their electrons can be widely
delocalized along the polymer backbone. The deloca-
lized electrons can move relatively freely along the
chain, giving the electronic properties of the material.
The p-orbitals can be transformed between bonding
and anti-bonding states by the absorption or emission
of light, leading to strong optical transitions. While
poly(acetylene) is a very inefficient light emitter, other
conjugated polymers, notably those that include
phenyl rings in the backbone (Figure 1b–d), can
be highly emissive. Photoluminescence quantum
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Figure 1 Chemical structures of several conjugated polymers.

(a) poly[acetylene]; (b) poly[2-methoxy-5-(20-ethylhexyloxy)-1,4-

phenylene vinylene], (MEH-PPV); (c) ladder-type poly[1,4-

phenylene], (MeLPPP); (d) poly[9,9-dioctylfluorene], (PFO).
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efficiencies, approaching unity in solution and as high
as 60% in the semiconducting solid state, have been
realized.

Organic Semiconductor Lasers

While organic dye lasers have been widely used
since the mid-1960s, the history of organic
semiconductor lasers is much more recent. Other
than a few early observations of lasing in
molecular crystals in the 1970s by Karl and others,
the field of organic semiconductor lasers began in
earnest following the related discovery in 1990 by
Burroughes et al. of electroluminescence in a
conjugated polymer. In 1992, Moses demonstrated
lasing for the first time in a solution of the
conjugated polymer MEH-PPV (Figure 1b). How-
ever, it was another four years – once material
synthesis had been sufficiently refined – before
stimulated emission and then true laser action were
observed in polymers in the semiconducting
solid state. In the following year the first demon-
strations were made of dye-doped small molecular
semiconductor lasers. Since that time, there has
been a great growth in interest in the field with an
average of ,30 research papers per year. Further
details of the development of the field of organic
semiconductor lasers can be found in the Further
Reading.

So what are the particular properties of conjugated
polymers that have stimulated interest in developing
organic semiconductor lasers? Firstly these materials
are broadband visible emitters. Through appropriate
chemical design, their emission can be tuned through-
out the visible spectrum, from 400 nm to 700 nm
(Figure 2). The polymers exhibit large optical gain
coefficients, because the optical transitions are
dipole-allowed. Compared with small molecular

dyes, polymers exhibit a relatively low degree of
self-absorption of the emitted light, and much
reduced quenching of the luminescence with
increased concentration. This means that it is possible
to work with much higher chromophore densities
than conventional laser dyes, which is advantageous
for achieving very low threshold lasing in extremely
compact resonators. Furthermore, because these
materials are semiconducting, they have the potential
for direct electrical excitation. This could lead to
semiconductor diode lasers operating throughout the
visible spectrum and, in particular, in the blue and
green spectral bands where currently there are few
commercially viable inorganic semiconductor
sources. Finally, these materials are plastics and so
are amenable to simple processing, and can be shaped
and structured into complex feedback resonators.

Organic Semiconductor Gain
Materials

A great advantage of organic laser media is that a very
wide range of materials can be readily synthesized,
and through minor changes in the molecular structure
one can relatively simply tune the emission properties
of the material. Many different organic semiconduc-
tors have been applied as lasers, though they
fall into three major categories. These are
conjugated polymers, dye-doped small molecular
semiconductors, and molecular single crystals.
Conjugated polymers make up the most diverse
materials set, most notably including derivatives of
poly(paraphenylene-vinylene), poly(paraphenylene),
and poly(fluorene) (Figure 1b–d). The second cate-
gory comprises small molecular semiconductors that
are co-evaporated under vacuum with a dopant laser
dye. In this blend of materials, the organic semi-
conductor functions simply as an energy transfer host
for the emitting dye molecules. In the third category
are organic single crystals, including materials such as
polyacenes and thiophene oligomers. These materials
have the advantage of having the highest electrical
mobilities of any organic semiconductors, which is
important for electrical excitation. However, they can
be demanding to grow into high-quality single
crystals, and so lack the key processing advantages
of the other families of organic semiconductors.

Figure 3a shows a typical exciton energy level
structure of a semiconducting polymer. Similar to a
conventional laser dye, the energy levels comprise a
manifold of singlet states and a manifold of triplet
states, each with vibrational sublevels. The laser
transition occurs from the bottom of the first excited
singlet state S1 to the vibronic overtones of the ground
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Figure 2 Photoluminescence spectra of three commonly used

conjugated polymers; chemical structures inset.
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state S0, so forming a classic 4-level laser system. The
optical transition is dipole-allowed and so has a high
oscillator strength. As a result, conjugated polymers
typically exhibit simulated emission cross-sections in
the range 10216 cm2 to 10215 cm2, while the popu-
lation inversion lifetime is as short as a few hundred
picoseconds.

There are, however, several other transitions that
can compete with the stimulated emission process.
There can be excited-state absorption from the S1

singlet state into higher-lying singlet states. Addi-
tionally intersystem crossing from the S1 state to the
lowest excited triplet state T1 can subsequently lead
to excited triplet absorption. Other processes in the
polymer can also impede the stimulated emission.
Firstly, charged excitations can exhibit absorption
bands that overlap with the emission. Secondly, at
high excitation densities, exciton–exciton annihila-
tion can significantly deplete the excited states
available for stimulated emission. Ultimately,
singlet–singlet annihilation is the limiting factor for
the maximum excitation density possible, and while
polymer films can have a repeat-unit density of
,1021 cm23, the excited state density is typically
limited to around 1018 cm23. In many materials this
is not restrictive on achieving optical gain because
stimulated emission can occur at densities of
1017 cm23 and below.

An important factor that distinguishes the photo-
physics of semiconducting polymers from conven-
tional laser dyes is an internal process of exciton
migration between the absorption and emission of a
photon. Excitations are confined to short straight
sections of the polymer between kinks or twists in the
chain. These straight sections, or ‘sites’, are typically
a few repeat units in length, though there is a
statistical spread of site lengths in any given material.

When formed, excitons tend to hop to the longest,
lowest-energy, sites before emitting a photon. The
exciton migration process has two effects. First, it
means the emission takes place from a subset of the
chain segments, resulting in a lower degree of
inhomogeneous broadening of the emission spectrum
(vibronic peaks are better resolved than in absorption
(see Figure 3b)). Second, the peaks of the absorption
and emission spectra tend to be widely separated in
wavelength, reducing the level of self-absorption at
the lasing wavelength.

As mentioned above, blending materials is a
particularly attractive approach towards further
reducing self-absorption in organic semiconductor
lasers. In such systems, a narrow bandgap dopant
chromophore is blended with a concentration of
1–2% in a wider bandgap semiconducting host.
Emission from the host is strongly quenched via
nonradiative Förster energy transfer to the guest
molecule. The blended material exhibits an absorp-
tion profile that is dominated by the host absorption,
while the emission profile is almost completely that of
the guest dopant. By strongly separating the emission
peak from the absorption edge of the host, it is
possible to achieve a substantially reduced (by
perhaps an order of magnitude or more) residual
absorption coefficient at the lasing wavelength. In
doing so, the combined material acts much more like
an ideal 4-level laser medium and can thereby have
substantially lower pump thresholds for stimulated
emission.

Measuring Gain

The dynamics of the excited state population in
semiconducting polymers have been widely studied
using femtosecond transient absorption experiments.

Figure 3 (a) Generic energy level structure and optical transitions of a conjugated polymer. SN refers to the Nth singlet state; TN refers

to the Nth triplet state; ISC: intersystem crossing. (b) Absorption and photoluminescence spectra of the polymer MEH-PPV.
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This is a pump–probe technique in which the
transmission of the broadband probe pulse is
compared in the presence and absence of a pump
pulse that excites molecules into the first excited state.
Such measurements have the time resolution of the
pump pulses used and so can typically be ,100 fs. By
systematically delaying the arrival of the broadband
probe pulse, it is possible to map out the evolution of
the gain dynamics across the emission spectrum of the
material with very high time resolution.

Figure 4 shows a series of snapshots of
the absorption induced by a pumping pulse in a
poly(thiophene) derivative. This figure shows the
changing absorption of the sample between 200 fs
and 400 ps after excitation. Within the absorption
band of the material, one finds that the level of
absorption is slightly reduced because the pump pulse
has partly depleted the ground state. In the emission
band there is also a reduction in the absorption that
mimics in shape the photoluminescence spectrum of
the polymer. This negative absorption – or optical
gain – shows direct evidence for stimulated emission
through much of the emission band. In the low energy
tail of the emission, however, there is an increase in
absorption that arises due to the excited-state
absorption process mentioned earlier. Clearly, for a
good laser material, the spectra of excited-state and
charge-induced absorptions should overlap as little as
possible with the photoluminescence.

Many other investigations of gain in semiconduct-
ing polymer films have used a phenomenon known as
spectral line narrowing to explore indirectly the

amplifying properties of the medium. The experimen-
tal procedure for such studies is as follows. A thin film
of the semiconducting material, of typically 100 nm
thickness, is excited by a pulsed pump laser focused
to a stripe of dimensions ,100 mm wide by a few
millimeters in length. A significant fraction of the
light emitted by the material is trapped in the film
by total internal reflection at the polymer–air and
polymer–substrate interfaces, and is thereby wave-
guided along the length of the excitation stripe. This
waveguided spontaneous emission can be amplified
by stimulated emission before being emitted out the
edge of the film.

One finds that, above a particular threshold of
pump energy, there is a superlinear increase in the
output energy with pump intensity. Associated with
this is a dramatic narrowing of the broad emission
spectrum to a linewidth of typically less than 10 nm,
as illustrated in Figure 5. These two features are
signatures of gain narrowing via the process of
amplified spontaneous emission. The line-narrowed
feature usually appears at the first vibronic overtone
of the optical transition, where the gain exceeds the
losses in the material by the greatest amount. This
particular wavelength experiences the greatest ampli-
fication and, above a particular pumping density,
undergoes a runaway effect in which most of the light
is stimulated to emit at that wavelength at the expense
of the rest of the spectrum.

In the case of amplified spontaneous emission or
mirrorless lasing as it is also known, the spontaneous
emission guided along the length of the stripe acts as

Figure 4 Transient absorption spectra of poly[3-(2,5-dioctyl-

phenyl)-thiophene]; chemical structure inset. (Reproduced from

Ruseckas A, Theander M, Valkunas L, Andersson MR, Ingänas O

and Sundström V (1998) Energy transfer in a conjugated polymer

with reduced inter-chain coupling. Journal of Luminescence

76 & 77: 474–477. Copyright (1998), with permission from

Elsevier.)
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Figure 5 The change in spectral shape with increasing

excitation density (from 10 to 133 mJ cm22) of the edge emission

from a PFO film – the normalized spectra show a significant

spectral line narrowing at high excitation densities. (Adapted from

Heliotis G, Bradley DDC, Turnbull GA and Samuel IDW (2002)
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the ‘probe pulse’. In these experiments it is therefore
necessary to extract information indirectly about the
net gain in the material. By integrating the spon-
taneous and stimulated emission along the length of
the stripe, one finds that the wavelength-dependent
output intensity IðlÞ of the spectral line narrowed
light is given by the relationship

IðlÞ /
1

gðlÞ
½exp½gðlÞl�2 1� ½1�

where Ip is pumping intensity, l is the length of the
stripe, and gðlÞ is the net gain coefficient. Therefore,
by monitoring the intensity of the line-narrowed
emission as a function of the length of the pump
stripe, one can extract the value of the net gain for the
material. Similarly, by progressively moving the stripe
further and further away from the edge of the film, it
is possible to evaluate the waveguide losses of light
propagating through an unpumped region of the
waveguide. Waveguide losses in conjugated polymers
typically lie in the range of 3–50 cm21. Net gains can
be as high as 60 cm21 or 260 dB cm21 at modest
pumping densities of 4 kW cm22. These substantial
gains, in very small propagation lengths, therefore
highlight the attraction of waveguide-based resona-
tors for polymer lasers. In the next section we will
discuss the most commonly used feedback structures
that have been used for polymer lasers.

Polymer Laser Resonators

The first demonstration of cavity lasing in a con-
jugated polymer was made by Moses in 1992. The
resonator consisted simply of two flat dielectric
mirrors on either side of a cuvette containing the
polymer in solution. Lasing occurred at the peak
wavelength of the gain profile. Subsequent develop-
ments in solid-state polymer lasers have involved
more sophisticated resonators that exploit the
capacity of these materials for very simple processing.
For example, solution-processing methods such as
spin-casting or dip-coating, make it possible to
fabricate very high-quality optical waveguides. Wave-
length-scale microstructures can also be readily
formed, allowing the straightforward fabrication of
laser microresonators.

Many different resonators have been explored for
solid-state polymer lasers. Some of the key types are
shown in Figure 6, including different geometries of
both microcavities and distributed feedback struc-
tures. The first resonator used, by Tessler et al., was a
planar microcavity (Figure 6a), in which the polymer
film was sandwiched between two mirrors. The
structure supported standing-wave resonances
perpendicular to the plane of the film, at three

wavelengths in the emission band of the polymer.
Above laser threshold, light was preferentially stimu-
lated into only one of these modes. Microcavities of
other geometries have also been studied, including
annular and spherical microresonators (Figure 6b,c),
in which the optical field is confined in waveguide
modes, whispering gallery modes, or a superposition
of the two. Such structures provide a longer inter-
action length in the gain medium for stimulated
emission; though tend to lase on many longitudinal
modes and have no directional output beam.

The final key group of resonators are distributed
feedback (DFB) structures, which researchers have
progressively favored to attain the low pump
threshold densities that will be required to realize
electrically pumped lasing. Figure 6d shows a typical
DFB laser structure. The device is based on a thin
polymer film that is typically 100 nm in thickness
deposited on top of a silica substrate. The silica–
polymer–air structure forms an asymmetric slab
waveguide that supports only the lowest order
transverse electric mode TE0. To provide the feed-
back, the substrate is modulated with a wavelength-
scale periodic grating structure. These corrugations
give rise to Bragg scattering of the waveguide mode.
Through careful selection of the grating period,
one may arrange that optical wavelengths close to
the peak of the polymer gain will be Bragg scattered
from the propagating TE0 mode to the counter-
propagating TE0 mode. This is achieved when the
Bragg equation

2neffL ¼ mlB ½2�

is satisfied, where L is the grating period, neff is the
effective refractive index of the waveguide, m is an
integer, and lB is the Bragg wavelength. In so doing,
one may arrange that two counter-propagating
waveguide modes can be coupled together, thereby
providing the distributed resonant feedback for the
laser process. Commonly in semiconducting polymer

Figure 6 Resonators used for conjugated polymer lasers. (a)

Planar microcavity; (b) annular microcavity; (c) spherical micro-

cavity; (d) distributed feedback resonator; (e) 2D DFB/ photonic

crystal resonator; (f) random laser.
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lasers, a second-order (i.e., m ¼ 2) Bragg grating has
been favored to provide the feedback for the laser, so
that the first-order scattering provides a surface-
emitted output coupling, perpendicular to the plane
of the guide. This surface-emitting geometry is
particularly attractive in polymer lasers because it is
relatively difficult to achieve a high optical quality
edge to the waveguide. DFB lasers have the advantage
over simple microcavity resonators in that they can
combine long interaction lengths, limited by the
scattering length of the Bragg grating, with excellent
wavelength selection, which is controlled by the
grating period.

In addition to conventional 1D DFB gratings, a
number of more exotic 2D and 3D DFB, and
photonic crystal resonators have been explored in
semiconducting polymers. Even randomly located
scattering sites in a polymer film have been used to
provide a weak closed-loop cavity feedback.
Examples of 2D gratings are given in Figure 7,
which shows atomic force micrographs of an eggbox
structure, formed from two orthogonal gratings, and
a circular DFB grating. Such 2D DFB structures
can significantly improve the operation of surface-
emitting polymer lasers compared with 1D gratings.
Improved feedback yields lower oscillation
thresholds, combined with higher slope efficiencies
and significantly improved beam quality. Indeed, such
surface emitting DFB lasers can produce nearly
diffraction limited laser beams.

Typical operating characteristics of an egg-box
DFB polymer laser are shown in Figure 8. This laser,
which is based on the material MEH-PPV, is
transversely pumped with a pulsed pump laser
focused onto a small region of the waveguide; up to
90% of the incident pump light is absorbed in the
100 nm thick film. The laser has a threshold pump
energy of 4 nJ and an external slope efficiency of
.7%, and operates on a single frequency close to the
Bragg wavelength of the periodic waveguide. Lasing
does not occur exactly at the Bragg wavelength,
because at this wavelength the propagation of light is

suppressed by the periodic structure. This leads to a
photonic stopband within which the emission is
reduced. At the edges of this stopband the micro-
structure can support standing wave electric field
patterns of the same spatial period. At these
wavelengths there can be a strong interaction
between the electric field and excited states in the
gain medium, which leads to low-threshold band
edge lasing as observed in the figure.

Although DFB resonators have advantages over
microcavity devices, the complicated lithographic
and etching steps involved in their fabrication can
detract from the key material advantage of simple
processing. To address this issue, several different
techniques for simply replicating the complicated
microstructures have been explored. These include
UV embossing of flexible plastic substrates, and
hot embossing and micromolding of the active

Figure 7 Atomic force microscope images of (a) ‘egg-box’ DFB

grating, and (b) circular DFB grating; grating period is 400 nm in

each structure.

Figure 8 (a) Energy characteristic of an egg-box DFB laser; (b)

normalized emission spectra above and below lasing threshold,

showing lasing in the edge of the photonic stopband. (Reprinted

from Turnbull GA, Andrew P, Barnes WL and Samuel IDW (2002)

Operating characteristics of a semiconducting polymer laser

pumped by a microchip laser. Applied Physics Letters 82: 313–

315. Copyright (2003). With permission from American Institute of

Physics.)
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polymer itself. Such techniques can very readily
reproduce structures with feature sizes as small as
100 nm and could allow future mass production of
photonic microstructures in these materials.

Towards Plastic Diode Lasers

A typical experimental configuration for characteris-
ing optically pumped polymer lasers is shown in
Figure 9. The laser is mounted in a vacuum chamber
in order to isolate the polymer from oxygen and
water. A pulsed visible or ultraviolet pump laser is
attenuated and then focused onto the waveguide to
transversely pump the polymer laser. The emission is
collected using a CCD spectrograph for spectral
measurements and energy meter and beam profilers
for other characteristics. Typical pulsed pump lasers,
which have been used, include nitrogen laser pumped
dye lasers, and spectral harmonics of regeneratively
amplified Ti3þ-sapphire lasers or flashlamp pumped
Nd3þ:YAG lasers. Recent advances have shown the
thresholds to be low enough to be successfully
pumped with a modest Nd3þ pulsed microchip laser.

So while optically pumped polymer lasers are now
proving to be compact, functional light sources, a
major motivation for research in this field remains the
prospect of electrically driven plastic diode lasers.
Such lasers could be very low-cost, flexible light
sources that would access any wavelength throughout
the visible spectrum. In particular, there are exciting
prospects of producing blue and green diode lasers in
spectral regions currently difficult to access with
inorganic semiconductors. The lowest threshold
densities reported for optically pumped organic
semiconductor lasers are of the order of
100 W cm22. To achieve similar excitation densities
electrically, one requires pump current densities of
,200 A cm22. This is substantially more than the
few mA cm22 commonly used in polymer LEDs for
display applications. Presently, such high current
densities are infeasible with continuous excitation,
but can be exceeded with short current pulses of a few
tens of nanoseconds duration.

Electroluminescence in conjugated polymers was
first achieved in 1990 by Burroughes and co-workers.
Since that time there has been remarkable progress
made in the science and technology of organic LEDs.
Commercial products are now on the market, and
the feasibility of both flexible and full-color light-
emitting displays, in which the individual pixels have
been ink-jet printed, have been demonstrated in the
laboratory. Despite such rapid progress in the field of
organic LEDs, there have been no successful demon-
strations to date of electrically pumped lasing in any
organic semiconductor. In this section we highlight
some of the challenges that must be faced if electrically
pumped lasing is to be achieved. To understand the
problems associated with electrical driving of organic
semiconductor lasers, it is useful first to review the
generic structure of organic light-emitting diodes.

A generic organic LED structure is shown in
Figure 10. The device consists of one or more organic
layers sandwiched between two electrical contacts.
Usually a transparent anode is used, commonly made
from ITO, which allows light to be emitted from the
front face of the LED. A low work-function metal,
such as calcium or aluminum, is used as the cathode.
The organic part of the device may consist of several
layers. These include one or more charge transport
layers, plus a light-emitting layer in which the
electrons and holes combine to form excitons before
emitting light. Typically, the combined thickness of
these organic layers is as little as 100 nm. Such thin
devices are necessary to keep operating voltages low,
to overcome potential barriers for injection, and
because charge mobilities in organic semiconductors
are very low (1025 to 1022 cm2 V21 s21).

The inclusion of electrical contacts into organic
semiconductor laser structures can be problematic
since they need to be situated very close to the
emitting region. Metallic contacts can quench the
luminescence and introduce losses to the waveguide
mode, thereby increasing the oscillation thresholds.
Furthermore, the ITO anode has a high refractive
index and so can reduce the spatial overlap of the

Figure 9 Schematic of a typical experimental configuration for

characterizing polymer lasers.

Figure 10 Schematic structure of a generic organic light-

emitting diode.
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guided mode with the active medium. Such issues
indicate that the design of organic LEDs needs to be
somewhat modified for achieving electrically pumped
lasing. In particular, there needs to be a trade-off
between the optimum electronic and photonic
designs. To address these issues, various device
structures have been proposed that distance the
optical mode from metallic contacts, while reducing
the thickness of the ITO layer to optimize the mode
confinement in the active material.

A more demanding obstacle to electrically pumped
lasing is the additional excited state absorption
associated with the electrical pumping scheme. As
many as three-quarters of the generated excitons in an
organic LED are formed in the triplet state which is
nonemissive and can lead to excited-state absorption,
albeit principally at lower energies than the lasing
wavelength. Additionally, injected charges that have
not yet formed excitons, exhibit strong absorption,
which overlaps significantly with the peak of the
material gain. Indeed, this charge-induced absorption
has so far prevented the demonstration of injection
lasing in conjugated polymers, even in optimized
device structures mentioned above. A possible
alternative route for efficient pumping of polymer
lasers could be through indirect electrical pumping.
For example, an inorganic diode laser or LED, or
even an organic LED, could be used as an electrically
efficient optical pump for the semiconducting poly-
mer laser. Recent advances in GaN-based LEDs
and lasers provide interesting prospects for such
alternative systems.

Research on semiconducting polymer lasers con-
tinues, both to reduce the excitation densities needed
for threshold and to investigate new material systems
that could overcome the obstacle of charge-induced
absorption. By building on recent developments in
resonator geometries, material blends, and compact
pumping schemes, semiconducting polymer laser
systems, whether optically or electrically pumped,
should soon become practical, visible light sources for
a range of applications.

List of Units and Nomenclature

Charge mobility [cm 2 V21 s21]
Current density [A cm22]
Energy density [mJ cm22]
Excited state densities [cm23]
Gain coefficient a ðexpðazÞÞ [cm21]
Intensity/power density [kW cm22]

Optical gain [dB cm21]
Stimulated emission cross-section [cm2]
Waveguide propagation loss

coefficient g ðexpð2gzÞÞ
[cm21]

Wavelength [nm]

See also

Diffractive Systems: Diffractive Laser Resonators.
Lasers: Dye Lasers; Planar Waveguide Lasers.
Optical Amplifiers: Basic Concepts. Optical Materials:
Plastics. Photonic Crystals: Photonic Crystal Lasers,
Cavities and Waveguide.
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Introduction

Lasers have evolved to become true marvels of
technology. From their invention in the early 1960s,
laser light has changed the way society operates, its
application stretching to virtually every aspect of
human activity. The versatility of lasers is derived
from the fact that there are several different types,
each with a unique set of advantages. Solid-state
lasers, made from specific semiconducting materials,
are commonly used in the optical networks that
underlie the greatest machine on Earth – the Internet.
High power gas lasers, such as CO2 lasers, are used in
industrial machining, whereas rare-earth doped and
dye lasers have found applications ranging from eye
surgery to tattoo removal.

Planar waveguide lasers are a relatively new class
of lasers made possible by advances in the field of
optical waveguides. Over the past decade, with the
aim to miniaturize optical components, planar
waveguide technology has been developed to a high
degree of sophistication. Likewise, Er and other rare-
earth doping was studied extensively owing to its
importance in all-optical amplification. These
elements turned out to be the building blocks for
the development of fiber lasers and subsequently
planar waveguide lasers.

This chapter will discuss the basic concepts
underlying this category of lasers, the variations
therein, and the main characteristics. It is important
to understand the basic features of waveguides and
lasers, which is included as a prelude. We will then
discuss planar waveguide lasers with emphasis on the
essential elements: the laser materials, the various
designs, their performance, and the resultant
advantages as well as the applications.

Waveguides

A waveguide is a general conduit for efficient
propagation of an electromagnetic field. It is usually
defined by making a region of higher refractive index
within a dielectric medium. This behaves as an
attractive potential well that confines light in the
form of bound modes, much like a potential well that
confines electrons to a bound state. The propagating
field is referred to as the lightwave and is governed
by Maxwell’s equation. For a weakly guiding

approximation, as is the case when the refractive
index contrast (Dn) is small, Maxwell’s equation can
be reduced to a scalar wave equation for the
transverse electric field. For a given wavelength (l)
and polarization, the scalar wave equation in a
nonmagnetic medium is

72EðxÞ þ
4p 2

l2
nðxÞ2EðxÞ ¼ 0 ½1�

where E is the electric field. For a waveguide aligned
in the z direction, the field is the sum of the two
propagating transverse modes, each with the form
EðxÞ ¼ Fðx; yÞeikzz where Fðx; yÞ is the field distri-
bution and kz is the propagation constant. The wave
equation for the transverse mode reduces to

l2

4p 2

 
›2

›x2
þ

›2

›y2

!
Fðx; yÞ þ nðx; yÞ2Fðx; yÞ

¼ ð �nÞ2Fðx; yÞ ½2�

Here, �n is referred to as the effective refractive
index and is given by �n ¼ kzl=2p: The effective index
dictates the occurrence of bound modes – these states
occur when �n is between ncore and ncladding. For
smaller values of �n; there is a continuum of unbound
and radiation modes. These are leaky modes that are
dispersed quickly over a short distance. Only bound
modes are guided in the core of the waveguide
structure.

Planar Waveguides

Waveguides formed on a flat substrate are called
planar waveguides. These are typically made by
stepwise deposition of films of dielectric materials
(typically glass). The waveguide core is defined by one
of several methods, the most common of which uses
lithography and etching. In this case, a film of an
appropriately higher index material is deposited on
an ‘under-cladding’ film and then selectively etched to
define a core. This is generally covered with a suitable
‘upper-cladding’ layer so that the index contrast is
controlled in all directions. Other methods of forming
the core include patterned ion exchange or ion
implantation or increasing the index of the medium
using a femtosecond laser, etc. In all these cases, the
end result is the formation of an embedded higher-
index region whose locus defines the optical path for
the lightwave. A circuit made from these waveguides
is known as planar lightwave circuits (PLC).
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Waveguide cores may be designed in several
different configurations, as shown in Figure 1. These
designs allow for different fabrication processes as
well as the control over the modal properties of the
lightwave. For a given index contrast, the number of
modes traveling in the waveguide is primarily
determined by the dimensions of the waveguide.
The aspect ratio of the waveguide affects the
propagation of the transverse electric (TE) and the
transverse magnetic (TM) modes, due to different
propagation constant kz for each mode.

Lasers

The generation of laser light requires four basic
conditions to be satisfied:

. a source capable of light emission;

. an energy supply source – typically electrical,
optical, or chemical;

. population inversion to the excited state in the
lasing medium; and

. absence of parasitic effects that would absorb the
emitted light.

Laser light is often a result of either electronic or
vibrational excitation. This is because these exci-
tations involve transfer between energy states that
coincide with the radiation of UV, visible, or
infrared light. Population inversion is an important
requirement in lasers since the emission is stimu-
lated. This involves having a greater fraction of the

atoms or molecules in the excited state so that a
stimulating photon can cause a radiative decay to
the lower energy level. The stimulated light from
most lasing media is weak, which requires unac-
ceptably long lengths to generate sufficient power.
Instead, as shown in Figure 2, lasers are made with
two parallel mirrors with an axial light-generating
source in between. This configuration is known as
a resonant cavity, a resonator, or an oscillator. The
back mirror is usually fully reflective but a partial
front mirror allows a portion of the light in the
cavity to pass through. The two mirrors cause the
light to bounce to and fro, forcing it into making
multiple passes through the cavity. Light emanating
from this structure is thus amplified and is also
coherent (that is the lightwaves are in phase

Figure 1 Range of different waveguide designs, with the core represented by the darker regions: (a) Optical fiber; (b) slab waveguide;

(c) channel waveguide; (d) embedded channel waveguides with a layer of the overcladding; (e) rib waveguide; (f) inverted rib; (g) ion

diffused; and (h)strip loaded, comprising of a strip of a different higher index material (that serves to confine light) on a core layer.

Figure 2 Conceptual representation of a simple Fabry–Perot

laser.
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with each other spatially and temporally). This has
come to represent the signature output of a laser.

Planar Waveguide Lasers (PWL)

By way of an example, let us consider a solid state,
rare-earth doped laser, such as an Nd-doped YAG
laser. All rare-earth ions are able to fluoresce, some
(e.g., Nd) more efficiently than others, and hence can
be light emitters. These ions have to be dissolved
(doped) into a solid host, say, a glass or a single crystal
such as YAG (Yttrium Aluminum Garnet). The
excitation of these ions is done optically with light
of a suitably higher energy (or lower wavelength).
When this ‘pump’ light is made incident on a rod of
the rare earth doped material, it is absorbed by the
rare earth ions and used to reach an excited electronic
state. Amongst all the possible higher energy states,
only certain ones are sustainable because the electron
resides in that state for an acceptably long period of
time (called the lifetime). Hence, population inver-
sion can be more readily achieved in these longer
lifetime states and stimulated processes such as
amplification and lasing are readily possible. The
laser light generated in the doped rod is emitted
across its entire cross-section.

Planar waveguide lasers are designed to miniaturize
the kinds of stand-alone solid state lasers describe
above. In principle, a PWL is a laser where the light
emitting resonant cavity is a planar waveguide. This
topic of our interest is a relatively recent development
that renders some unique advantages. These can be
broadly classified into two categories: one relating to
making efficient high-power lasers and the other, to the
integration of lasers with other optical components.

An example of the first type is a Nd-YAG laser
configured into a planar geometry so that the laser
light is now contained within the waveguide. One
design that has evolved to achieve this well is shown
in Figure 3. The light is guided by the waveguiding

structure setup by the sapphire planes. Since both the
excitation (or pump) and the lasing modes are well
confined, high modal overlap is achieved. These
PWLs can be edge-pumped or face-pumped and
high powers (measured in the order of Watts) can
be achieved.

In the above design, the cavity is defined by two
parallel reflectors bracketing the light-generating
medium and is known as a Fabry–Perot etalon. The
distance between the two mirrors sets up a wave-
length filtering mechanism whereby only resonant
wavelengths are sustained. These are related to the
intra-mirror distance by the simple equation shown
below:

Lc ¼
al

2n
½3�

where Lc is the length of the cavity, a is an integer, n is
the refractive index of the medium, and l is the
wavelength in vacuum. As the cavity length increases,
the number of possible resonant wavelengths
increases and the spacing between wavelengths is
reduced. These are called the longitudinal modes
(Figure 4a). Likewise, lateral modes (Figure 4b) can
be generated in the cavity as well, tending to make the
operation of the laser multimoded, as shown in
Figure 5. This is characteristic of a Fabry–Perot laser,
which can be overcome by embellishing the basic
etalon design.

As stated above, another big advantage here is that
the platform for fabricating PWLs can be chosen to be
the same as to make PLCs. Waveguide comprizing
the laser can be continued further and configured into
other desirable components, such as splitters,
couplers, etc. Thus the laser does not have to be
separately coupled to the waveguide. This is a
major advantage as this connecting process is time-
consuming and incurs loss of light. In the field of
photonics, the ability to integrate active components
with passive ones onto the same chip is considered to
be the first step toward photonic chips, analogous to
the integrated circuit chip that has revolutionalized
our world. This is the driver behind continued
research and development of active elements such as
PWLs that can be coupled with other actives, such as
thin film electro-optic modulators or acousto-optic
filters, etc.

Waveguide Laser Materials

The waveguiding structure is comprised of materials
that are either dielectrics or semiconductors, both
inorganic and organic. For their homogeneity and
broad transmittance, high silica glasses are ideal

Figure 3 End view of a planar waveguide form of a Nd-YAG

laser made using sapphire (single crystal Al2O3) for cladding.
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materials for waveguiding. The chief advantages of
high silica waveguides are easy index and mode
matching to standard optical fibers, low propagation
loss, and good durability. When crystalline materials
are used, they have to be single-crystalline to avoid
grain boundary scattering (for instance, Ti-diffused
waveguide in single-crystal LiNbO3). If semiconduc-
tors are used, the bandgap of the material needs to be
sufficiently high so as to avoid absorption of the
photons. Silicon waveguide (bandgap ¼ 1.1 eV) on a
silica cladding (SOI) is commonly used system in
PLCs used for telecommunication applications.

The PWLs described above are fabricated in rare-
earth doped glass waveguides. Waveguides have to be
much shorter than fiber, so the challenge of incorpor-
ating the rare-earth ions at high concentration in the
host material has to be overcome. Planar waveguide
lasers are a compressed version fiber lasers that have
the unique advantage that they can be directly
integrated with other components on the same chip
using very large-scale integration (VLSI)-style proces-
sing. The concentration of Er (or the lasing ion in
general) in a PWL needs to be many times that in fiber
amplifiers (,100 ppm). The need for high gain in a
short length requires high pump powers and high
lasing ion concentration, both of which lead to
nonideal behavior. Since rare earth ions tend to
have multiple excited electronic states, there can be
absorption at the excited state level as well. When a

higher energy state is separated from the upper
emission level by the energy in one laser photon, the
ions can undergo excited state absorption or ESA
(Figure 6). Rare-earth ions in close proximity tend to
undergo cooperative upconversion processes, where
two excited ions transfer energy between each other
so that neither ion may fluoresce at the desired
wavelength. These processes can negatively affect the

Figure 4 Generation of longitudinal (a) and lateral modes (b) in a Fabry–Perot laser.

Figure 5 The output of a Fabry–Perot laser: (b) is governed by the number of modes within the gain spectrum of the lasing medium

shown by the dotted lines (a). The spacing between the modes can be altered changing the length of the cavity. The smallest mode in

output spectrum (b) needs to have enough gain to overcome the lasing threshold.

Figure 6 The energy level diagram for a representative two

level system. The inset (a) shows the excitation and emission

process. Excited state absorption is shown in (b) and cooperative

upconversion is shown in (c).
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useful gain of the system. Ensuring high spatial
dispersion of the Er atoms is critical to minimize
this effect. Special glass compositions, such as
phosphate glasses, are used here to ensure that the
Er is not phase separated or clustered. These glasses
also provide a high induced cross-section for gain.
Glasses with low phonon energy are also desirable to
minimize phonon-mediated nonradiative decays in
the rare earths. Light emitting semiconductors and
polymers containing fluorescent dyes have also been
used to make PWLs.

Now that we have gained an overall perspective of
PWLs, we can discuss different manifestations. The
following discussion uses a Er doped system as a
model since there is a substantial body of work on this
system.

Distributed Bragg Reflector (DBR)
PWL

In planar waveguide systems, it is difficult to
construct efficient mirrors or reflective facets perpen-
dicular to the waveguide. However, mirrors can be
replaced by Bragg gratings, which be fabricated
relatively easily. In-line Bragg gratings result in
wavelength specific reflection as per eqn [4]:

L ¼
ml

2 �n
½4�

where L is the grating pitch, m is the order of the
grating, and l is the central Bragg wavelength.
Gratings have another important benefit in that they
ensure that unwanted frequencies outside the limited
reflection spectrum are dispersed before they reach
the lasing threshold.

A DBR laser is similar in principle to a Fabry–Perot
design but uses a Bragg grating on either end of planar
Er-doped waveguide. This is shown schematically in
Figure 7. Gratings can be made in a number of
different ways. One popular way is to exploit the

photosensitivity of glasses using 193 nm or 244 nm
UV light to periodically alter the refractive index of a
glass waveguide. Photosensitivity occurs by a combi-
nation of molecular changes (such as the formation of
oxygen deficiency sites or color centers) as well as
changes in the material strain in the region exposed to
the UV light (Figure 7c). Alternatively, gratings can
also be formed using etching to make periodic
grooves in the waveguide. These are called corrugated
or surface relief gratings (Figure 7a and 6b).

The back Grating 1 has a high reflectance of almost
100%, whereas Grating 2 is a weaker grating. The
reflectance strength of Grating 2 is determined by
taking into account the gain coefficient of the material
and the output power required from the laser. The
reflection intensity can be altered according to the
following equation:

R ¼ tanh2

&
pLGDneffhðVÞ

lB

’
½5�

where LG is the grating length, Dneff is the index
modulation of the grating, lB is the Bragg wave-
length, hðVÞ is the confinement factor, a function of
the waveguide parameter V that represents the
fraction of the integrated mode intensity contained
in the core. Increasing the reflectance strength also
widens the linewidth of reflected light. The overlap of
the spectral width between the back (Grating 1) and
the front grating (Grating 2) becomes the effective
output window within the gain spectrum of the lasing
material (Figure 8).

Not unexpectedly, a DBR structure generates
longitudinal and lateral modes. These modes are,
however, limited to the overlapping section of the
reflection spectrum of the two gratings, as opposed to
the entire gain spectrum as in Fabry–Perot lasers
(Figure 9). Yet, this can lead to problems such as
spectral hole burning and mode hopping, whereby the
dominant mode hops from one wavelength to
another. The separation between the modes needs to

Figure 7 DBR planar waveguide laser. The PWLs shown in (a) and (b) have sinusoidal and trapezoidal surface-relief gratings

respectively etched in their cores. An in-line grating of the kind seen in (c) could be fabricated using the photosensitivity of the glass.

The top cladding is shown only in (a).

LASERS / Planar Waveguide Lasers 497



be made sufficiently high compared to the spectral
overlap so that single-mode operation can be
achieved. But in practice the length of the cavity
(Lc in eqn [3]) is determined by factors such as power
and space and may not be independently altered to
achieve this. However, the reflection spectrum of the
back and the front gratings could be slightly shifted in
opposite directions to realize a smaller overlap within
which only one or a few modes may exist (Figure 10).
The occurrence of a single mode also depends on the
gain profile of the lasing material and the optical
pump power. In Er-doped PWLs, modes other than
the primary one can be suppressed by using a pump
power below a threshold limit and stable operation
can be thus achieved.

Distributed Feedback (DFB) PWL

The modal problems listed above can be addressed by
having a single, distributed grating that is placed
along the entire length of the lasing waveguide itself
(Figure 11). Alternatively, the gratings may be also
placed in the upper or the lower claddings to
minimize loss of optical power due to scattering
because of the longer grating. In this case, it is the
evanescent portion of the light that interacts with the
grating. In all cases, the periodicity of the grating
leads to a condition for a single lasing wavelength
based on constructive interference. The strongest
mode occurs when the period L of the Bragg grating
satisfies the primary Bragg condition (for first order
grating or m ¼ 1) in eqn [4]. The device will also
function if the grating pitch is equal to small integer
multiples of ðl=2 �nÞ:

The grating needs to be made strong enough to
generate sufficient feedback (reflections), which also
widens the linewidth of the spectrum. To ensure a
single narrow linewidth output, a quarter wave phase
shift is introduced in the grating, as seen in Figure 11.
This phase shift creates a transmission fringe in the
spectrum (Figure 12) that significantly narrows the
linewidth of the output signal. This design is con-
sidered to be standard for the DFB lasers of today.
Figure 13 shows a typical output of a DFB laser.

Any of the geometries seen in Figure 1 can be used
to make the waveguide for the laser. Due to
processing constraints, rib (c) and ion diffused (d)
configurations are commonly used. Waveguide losses,
characteristically due to scattering from sidewall
roughness, have to be low. Otherwise, this adds a

Figure 8 The reflection spectrum of the back (1) and the front

(2) gratings. As the intensity of the reflected light is made to

increase, so does the linewidth. Hence, the narrower spectrum of

partially reflecting grating 2 tends to dictate the operating

wavelength range of a DBR.

Figure 9 A sample output from a DBR laser, shown in this case

with 3 modes. The dotted line shows the effective overlap between

the two gratings. The existence of the modes depends on several

factors, in particular the pump intensity.

Figure 10 Shifting the front and back gratings is one means of

controlling the width of the overlap region, shown in gray. This way

a single mode operation can be achieved even for a longer cavity

with many modes.
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significant overhead onto the pump power and lowers
the output of the PWL. Birefringence caused by
thermal expansion coefficient differences and exces-
sive sidewall roughness also need to be minimized as
they can substantially alter the loss of the TE mode
compared to TM.

Though their spectral properties are ideal as
sources for long haul transmission, DFB lasers tend
to be less powerful than the corresponding DBR
designs. But the DBR PWLs are very sensitive to
reflections that can cause a broadening of the laser
linewidth or can act as a source of noise. In both
cases, single mode lasers with very narrow linewidths
in the kHz range with low radiance and noise, have
been demonstrated. But neither is known to have
been commercialized yet.

PWL Arrays

One of the unique advantages of the PWLs is that
they are often processed using VLSI techniques.
One important implication of this is the ability to
make a PWL array where multiple lasers are formed
simultaneously on the same chip, each with a unique
output (Figure 14). Such arrays are likely to be very
useful in future dense wave division multiplexing
(DWDM) optical network systems where as many as
128 channels (and more) are planned. Since packa-
ging of individual lasers can be up to 75% of the total
cost, making chips with multiple lasers is very
attractive. The lasers may be DBRs or DFBs whose
output wavelength is controlled by changing the
grating parameters. To vary the individual wave-
lengths either the effective index and/or the pitch of
the grating can be changed. Thus, any output
spectrum can be designed and executed merely by
making the appropriate lithography mask.

Figure 11 A DFB planar waveguide laser.

Figure 12 The reflection spectrum of a grating with a central l=4

shift in the pitch, showing the transmission fringe.

Figure 13 The typical output of a DFB PWL. The linewidth can

be made to be as narrow as a few hundred kHz. Figure 14 Idealized output from a 4-PWL array.
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The gratings are often written holographically,
where the wafer is exposed to an interference pattern
caused by two coherent light beams. The wafer
underneath can be sensitized with a photosensitive
glass layer or a film a photoresist. It is not efficient to
do multiple holographic exposures to individually
change each of the gratings in the array. One way of
doing this with a single holographic exposure is by
constructing the waveguides at different relative
angles. Then the component of the index modulation,
resolved along the axis of the waveguide, would vary
for each waveguide depending on the relative
waveguide angle (Figure 15); this would lead to
differences in �n: Alternatively, the waveguide array
can be made of the same height but of different
widths. This is easily done since waveguide height is
usually deposited uniformly but the width is a
function of the mask layout. Here the waveguide
and the grating are orthogonal to each other and the
variation in wavelengths is achieved by the fact that
the effective propagation constant for each of the
waveguides is different.

Arrays of PWLs have been made on a silicon
substrate using deposition of an Er containing glass
that is subsequently patterned into waveguide, and
ultimately laser, arrays. Another approach has been
to start with a phosphate glass as the host and the
substrate. A phosphate glass is a superior host for
rare-earth ions such as Er since the sensitization
efficiency is nearly unity and much high doping levels
are possible before concentration quenching effects

set in. Waveguides are created by ion-exchange by
immersion in a hot bath containing suitable ions (Na
for Li, for instance). When starting with a uniformly
doped glass, one issue in the assimilation of the laser
array with other components is the fact that Er-doped
region does not start and end with the waveguide
laser section. Recently, the Er has been deposited
selectively in the laser waveguide in phosphate glass
using methods such as ion implantation, bringing the
concept of integration closer to reality.

Pumping

One of the key issues here is the optical pumping of the
rare-earth PWLs to generate acceptably high output
power. Individual diode lasers or an array of diode
lasers all on a single chip (called a diode bar) have been
utilized as pumps. Both single and multimode diode
lasers are available and have been used. There are pros
and cons for either choice: whereas single mode lasers
are less powerful (in the range of few 100 mW), it is
difficult to convert the multimoded output of their
counterparts to useful power. The choice is determined
by the waveguide design, which needs to be optimized
for high overlap of the lasing mode with the pump.
Carefully tapered waveguides can be used distribute
the pump power from a diode bar to the various lasers
in an array without significant loss.

PWL Stability

Stable operation of a PWL is one of the big
challenges. In DBR PWLs, it is seen that there is a
threshold for pump power only below which single
moded operation can be achieved. Additionally, any
PWL die needs to be made immune to ambient
temperature changes. These changes can affect many
of the critical output parameters of the PWL:
wavelength, linewidth, power and in the case of an
array, the wavelength separation. This occurs pri-
marily due to the thermal shift in the grating pitch as
well as the thermo-optic effect. It is overcome by
supplanting the laser die onto a heat spreader chip
made from conducting material such as Cu or BeO,
followed by a thermoelectric cooler. Ironically,
the laser’s output wavelength and linewidth are fine-
tuned and ‘fixed’ using temperature to overcome any
drifts due to processing errors or other reasons.

Reliability is another important issue that needs to
be addressed, especially for telecommunication appli-
cations where these types of components have to
pass high quality standards such as the Telecordia
qualification in the USA.

Figure 15 Two different means of making planar waveguide

laser array with a single holographic exposure to write the gratings.

The darker rectangular blocks represent the core channels or ribs.

In (a) the width and hence the effective index of the waveguide is

varied whereas the relative angle between the waveguides is

altered in (b). The lines represent the direction of the gratings,

which is orthogonal only to the left most waveguide in (b).
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Other PWL Systems

Many of the PWLs to date have been developed using
Er doping, which emits light in the range of interest
for telecommunications (the C-band and even the
L-band). Here, Yb can be added as a co-dopant to
improve power conversion efficiency. Other fluores-
cing ions have also been used: Nd, Tm, Ho, and Cr.
Several research teams have successfully demon-
strated Nd-YAG PWLs, in particular. Ridge wave-
guide lasers have been made using semiconductor
materials InGaAs/InP heterojunctions in both
Fabry–Perot and DFB configurations. These systems
are electrically pumped. DFB PWLs have also been
made using dye doped polymers.

It must be mentioned that there are other ways to
use waveguides to make lasers. The primary example
is a configuration where the waveguide resonator is
external to the active region. Designs, such as ring
resonator lasers and an external cavity lasers, fall in
this category.

Future research and development of PWLs would
undoubtedly utilize photonic crystal structures. These
structures have a periodic fluctuation in the index of
refraction in two or three dimensions. Owing to the
resultant Bragg reflections, specific allowed and
forbidden states are created which can be used to
control the confinement of light. Hitherto, these
structures have been used to form mirrors or
hexagonal ring resonators. These more sophisticated
laser designs are likely to enable new functions such
as tunability of the output spectrum.

Summary

Planar waveguide lasers are a special class of laser
where light is confined to a waveguide. They have
distinctive advantages that include high optical
gains, low laser thresholds, narrow linewidths in
the kHz range, and optimal thermal management.
Significantly, they afford a platform that can be
readily expanded to include an array of lasers, each
with an unique output, and can ultimately be
combined with multiple optical components on the
same chip. Such compact integrated devices are
bound to take photonics to a new high level of
capability.

List of Units and Nomenclature

a integer denoting number of laser modes
E electric field
kz propagation constant for travel in z direction
Lc length of laser cavity

LG length of grating
m order of the grating, an integer
n refractive index of the medium
�n modal effective refractive index
R reflectance
V normalized frequency or the V parameter of

the waveguide
Dneff modulation of the effective index of the

grating
h confinement factor or fraction of the light

confined in the region of interest
l wavelength of the lightwave
lB resonant wavelength of a Bragg grating or

Bragg wavelength
L grating pitch
F electric field distribution

See also

Lasers: Carbon Dioxide Lasers; Dye Lasers. Optical
Amplifiers: Erbrium Doped Fiber Amplifiers for Lightwave
Systems.
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Introduction

This article discusses the principle of operation and
the basic material engineering aspects for the design
of semiconductor lasers. The physics of the gain
medium is analyzed in detail and the role of many-
body effects due to the Coulomb interaction of the
carriers for the optical properties of the active
semiconductor material is demonstrated. The two
main types of laser resonators for diode lasers,
Fabry–Perot resonators and vertical cavity struc-
tures, are described. Finally, the dynamics of semi-
conductor lasers, including the principles of short
pulse generation and nonequilibrium gain dynamics,
is addressed.

Basic Principles

The optical emission from semiconductor lasers arises
from the radiative recombination of charge carrier
pairs, i.e., electrons and holes in the active area of the
device. The conduction-band electron fills the valence-
band hole by simultaneously transferring the energy
difference to the light field. This is called radiative
recombination. Hence, the frequency of the laser light
is mainly determined by the bandgap of the semi-
conductor laser material. In order to achieve lasing,
one needs carrier inversion, i.e., a sufficient number of
electrons in the conduction band so that the prob-
ability of light absorption is lower than the probability
of emission.

It has been shown that a large variety of
semiconductor materials is suited for semiconductor
lasers. The most stringent requirement for the
material is that it has a direct bandgap. In other
words, the maximum of the valence band and
the minimum of the conduction band have to be at
the same position in k-space (in the center of the
Brillouin zone). The elemental semiconductors
silicon and germanium do not fulfill this condition
and therefore cannot be used for semiconductor
lasers.

In order to achieve carrier inversion, it is necessary
to pump the semiconductor laser, i.e., to excite a
sufficient number of electrons from the valence band

into the conduction band. Even though this pumping
in semiconductors, as in other solid state laser
materials, can be done optically, the large techno-
logical impact of semiconductor lasers is at least in
part due to the possibility of electrical pumping with a
few tens of milli-amperes at low voltages.

The original version of such a semiconductor laser
device is shown in Figure 1, The laser structure
consists of a GaAs-based p-n junction which is biased
in the forward direction. Electrons are injected from
the n region and holes from the p region, respectively.
Due to the diode characteristics of the p-n junction,
semiconductor lasers are often also called laser
diodes. In the device shown in Figure 1, the laser
mirrors are formed by the cleaved facets of the
semiconductor crystal. Because of the high refractive
index of GaAs, the semiconductor–air interface
provides a reflectivity of about 32% which is
sufficient for laser emission.

However, the early type of laser, the so-called
homojunction device, was not very efficient because
of the low carrier density in the active area and because
of the weak overlap between the inverted region and
the optical mode. Considerable improvement towards
room-temperature continuous wave (cw) operation
was achieved by the introduction of the so-called
double heterostructure. Its principle is shown in
Figure 2.

The basic idea behind the double heterostructure
laser is that the active material (e.g., GaAs) is
embedded in another semiconductor with a slightly
larger bandgap (e.g., (AlGa)As). This causes a
potential well in which electrons and holes are
confined in order to achieve high carrier densities in
the active area. Moreover, the smaller refractive index
of the surrounding high-bandgap material helps to
guide the optical field within the region of highest
inversion. Additional ridge-shaped lateral structuring
is frequently used to form a complete optical
waveguide.

Figure 1 Principle of operation of a semiconductor laser.
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Nowadays, even more advanced laser structures can
be fabricated, as modern crystal growth techniques
such as molecular beam epitaxy (MBE) and metal
organic chemical vapor deposition (MOCVD) have
become available. These techniques allow the grower
not only to determine the composition of the
semiconductors with remarkable precision, but also
to define the shape virtually on an atomic scale. In
particular, it is now possible to grow microstructures
so small that their electronic and optical properties
deviate substantially from those of the corresponding
bulk materials. So-called quantum-well (QW) struc-
tures, in particular, turned out to be superior to bulk
materials in many respects and are currently the active
medium in most commercial semiconductor lasers.
The gain medium in QW laser structures consists of
one or more films with a thickness of a few atomic
monolayers. These are embedded in a barrier material
with a larger bandgap that serves to confine the
carriers to the wells. In QWs the quantum confinement
restricts the free carrier motion to the two dimensions
within the plane of the films, since the well thickness is
comparable to or less than the thermal wavelength of
the carriers. Hence, one speaks of quasi-two-dimen-
sional structures where no free motion perpendicular
to the films is possible. The corresponding energy
states of the carriers are quantized, i.e., only discrete
values are allowed for that part of the carrier kinetic
energy which is related to the confined direction.

A major consequence of this restriction of the
carrier motion to two dimensions is a change in the
(single particle) density of states. This density of
states is altered in QWs in comparison to bulk
material. The density of states for bulk material is
zero at the bandgap energy and rises with the square
root of the energy for higher energies. In contrast, the
density of states for a two-dimensional carrier system
in a QW is a step-like function with a density of
states different from zero at the QW-well bandgap
(the bandgap energy of the active material plus the
quantization energies of electrons and holes in

the well). This increase of the density of states at the
bandgap promises important advantages of QW
structures over bulk material. Most importantly, the
number of states that have to be occupied before
inversion is obtained is considerably reduced in QW
structures. This reduces the threshold current and
increases the modulation speed of the laser structures.
Accordingly, most of the modern laser structures are
QW structures.

These arguments have encouraged many research-
ers to develop structures with further increased
carrier confinement in two dimensions (quantum
wires) and three dimensions (quantum dots). The
single-particle density of states is even more favorable
in quantum wires and quantum dots than in QWs: in
both cases the single-particle density of states peaks at
the effective bandgap energy. This argument seems to
promise even better performance of quantum wire
and quantum dot lasers as compared to QW devices.
However, the single-particle density of states descrip-
tion completely neglects the Coulomb interaction of
the carriers which strongly influences the optical and
electronic properties of semiconductor structures.
The absorption is modified by excitonic effects that
lead to additional resonances below the bandgap
and to changes of the continuum absorption. These
changes are often quantified by the so-called
Sommerfeld factor, which depends on the dimension-
ality of the system, i.e., it differs for bulk, QW,
quantum wire and quantum dot structures. For
example, the Sommerfeld factor completely sup-
presses the singularity of the density of states at the
bandgap of quantum wire structures. Accordingly,
with inclusion of Coulomb effects, the benefit of the
quantum confinement is much less than expected
from the single-particle density of states.

The use of quantum wire and quantum dot
structures as a semiconductor laser gain medium is
still in its infancy even though they can be grown with
various degrees of precision. However, quantum dot
structures, especially, hold great promise for the
future, since they can be grown in large numbers
using techniques similar to those already used for
QWs. The possibility of layer growth under strained
conditions, such as QWs between barrier material
with a slightly different atomic lattice constant, also
results in a greater flexibility to design the laser gain
medium with the desired emission wavelength.

In principle, the emission wavelength of a semi-
conductor laser can be roughly designed by the
choice of the material. Different semiconductors
have different bandgaps between the valence band
and conduction band and the bandgap energy
determines the spectral range of the emission. One
can tune the bandgap and thus the spectral range of

Figure 2 Double heterostructure laser diode.
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the emission by fabricating semiconductor alloys as,
e.g., (GaIn)As or (AlGa)As. Presently, a large variety of
different materials is commercially available covering,
for example, the red ((AlGaIn)P), the near infrared
((AlGa)As, (GaIn)As), the telecom ((GaIn)(AsP)) and
even the blue–ultraviolet range ((GaIn)N).

Great care has to be taken that the crystal used for a
semiconductor laser is of almost perfect quality.
Dislocations in the crystal, for example, have to be
avoided as well as any kinds of defects since they act
as nonradiative recombination centers. Nonradiative
recombination competes with the radiative recombi-
nation that is essential for the laser process. Non-
radiative recombination effects include Auger
recombination and recombination via defects.
Auger recombination is the process where an electron
and a hole recombine and completely transfer the
energy difference to another carrier (electron or hole)
which is excited to a higher state. This is an intrinsic
effect that depends mainly on the band structure and
the relevant values of the transition probabilities
(transition matrix elements). The probability for
Auger recombination is temperature- and carrier-
density-dependent and can be minimized, e.g., by
properly cooling the device and by keeping the carrier
densities as low as possible.

Nonradiative recombination via defects is an
extrinsic effect that depends on the material quality
and can thus be minimized by optimized growth.
However, trying to avoid dislocations limits the
choice of materials for laser structures severely. The
growth processes require ‘host’ crystals, so-called
substrates, on which the real structure can be grown.
GaAs, InP, SiC and sapphire wafers are available in
sufficient quality as standard substrates for opto-
electronic applications. The epitaxially grown
material adapts to the crystal structure of the
substrate which implies that the lattice constant of
the substrate and structure material should be very
similar. If the lattice constants do not agree, i.e., if
there is a structural mismatch, a certain amount of
strain develops which increases with increasing lattice
mismatch. Too much strain leads to the formation of
dislocations which are detrimental to laser appli-
cations. Control of the dislocation density is currently
one of the critical issues for the wide-gap III–V
materials, such as GaN, because no substrate is
available that matches the GaN lattice constant.
However, a small amount of strain is often even
desirable as long as it does not cause dislocations.
Strain influences the band structure of the material in
a predictable way and can therefore be used to tailor
the laser emission properties.

Thus laser materials for a certain desired
wavelength range have to fulfill two important

requirements: first, the bandgap of the material has
to fit the desired photon energy; and second, and
more crucial, an appropriate substrate with the right
lattice constant has to be available. This second
condition excludes many material compositions from
laser applications. In many cases, both conditions can
only be simultaneously met with quaternary semi-
conductor alloys (for example (GaIn)(AsP) on InP
substrates).

Physics of the Gain Medium

From a material physics point of view, the important
structural aspects of a certain laser material are
summarized in the band structure of the gain
medium, i.e., in the quantum mechanically allowed
energy states of the material electrons. The calcu-
lation of the band structure of a particular gain
medium is therefore a crucial aspect of semiconductor
laser modelling. Additionally, however, one has to
understand the relevant properties of the excited
electron–hole plasma in the active region of the laser.

In its ground state, i.e., without excitation and at
very low temperatures, a perfect semiconductor is an
insulator where no electrons are in the conduction-
band states. The presence of a population inversion,
i.e., occupied conduction band and empty valence
band states in a certain range of frequencies, is,
however, a requirement for obtaining optical gain and
light amplification from a semiconductor. Sufficiently
strong pumping leads to the generation of an
electron–hole plasma, where the term ‘electron’
specifically refers to conduction-band electrons and
‘holes’ to the missing electrons in the originally full
valence bands. Holes are also quasiparticles, just as
the electrons. Electrons in a solid are quasiparticles
with an effective mass that is considerably different
from the free-electron mass in vacuum and that is
determined by the band structure, i.e., the interaction
with all the ions of the solid. The properties of
the missing electrons, such as a positive charge for the
missing negative electron charge, a spin opposite to
that of the missing electron, etc., are attributed to the
holes. As a consequence of their electrical charges,
the excited electrons and holes interact via the
Coulomb potential which is repulsive for equal
charges (electron–electron, hole–hole) and attractive
for opposite charges (electron–hole). Furthermore,
electrons and holes obey Fermi–Dirac statistics and
the Pauli exclusion principle that forbids two
Fermions from occupying the same quantum state.
The consequences of the Pauli principle are often
referred to as ‘band-filling effects’ in the physics of
semiconductor lasers.
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The theory therefore has to account not only for the
band-structure but also for this band filling, i.e., the
detailed population of the electron and hole states.
Taking into account only the band structure and band
filling leads to a so-called free-carrier theory. But the
electron–hole plasma in a semiconductor gain med-
ium is an interacting many-body system because of the
carrier interactions and the exclusion principle. In a
many-body system the properties of any one carrier
are influenced by all the other carriers in their
respective quantum states. Generally, advanced
many-body techniques are needed to systematically
analyze such an interacting electron–hole plasma and
to compute the resulting optical properties, such as
gain, absorption or refractive index, all of which are
changing in a characteristic way with the changing
electron–hole density.

It is often helpful to investigate the characteristic
time-scales and the most direct consequences of
the various interaction effects even though the
consequences of the different many-body effects are
in general not additive. The fastest interaction, under
typical laser conditions, is the carrier–carrier
Coulomb scattering that acts on scales of femto- to
picoseconds to establish Fermi–Dirac distributions of
the carriers within their bands. These distributions
are often referred to as ‘quasi-equilibrium distri-
butions’ since they describe electrons and holes in the
conduction and valence bands which may be charac-
terized by an ‘electronic temperature’ or ‘plasma
temperature.’ The plasma temperature is a measure
for the mean kinetic energy of the respective carrier
ensemble and relaxes towards the lattice temperature
as a consequence of electron–phonon (¼ quantized
lattice vibration) coupling, i.e., the carriers can emit
or absorb phonons. The coupling to longitudinal
optical phonons in polar materials is especially strong
with scattering times in the picosecond range. The
corresponding times for the electron–acoustic pho-
non scattering are in the nanosecond range. Gener-
ally, the carrier–phonon interaction provides an
exchange of kinetic energy of the carriers with the
crystal lattice in addition to the relaxation of the
initial nonequilibrium distribution. Deviations
between plasma and lattice temperature may occur,
especially when lasers are subject to strong pumping
or rapid dynamic changes.

The Coulomb interaction not only causes rapid
carrier scattering but also directly influences the laser
gain spectrum. Gain, i.e., negative absorption, occurs
in the spectral region of population inversion, in other
words, where the net probability for a test photon to
be absorbed is lower than the probability to be
amplified by stimulated electron–hole recombina-
tion. Energetically, the gain region is bounded from

below by the effective (or renormalized) semiconduc-
tor bandgap and from above by the electron–hole
chemical potential. Here, the chemical potential is the
energy at which neither absorption nor amplification
occurs, i.e., where the semiconductor medium is
effectively transparent.

The effective bandgap energy for elevated carrier
densities is significantly below the fundamental
absorption edge of an unexcited semiconductor.
This ‘bandgap renormalization’ is a consequence of
the fact that the Pauli exclusion principle reduces the
repulsive Coulomb interaction between carriers of
equal charge. Furthermore, the Coulomb screening,
i.e., the density-dependent weakening of the effective
Coulomb interaction potential, contributes to the
reduction of the bandgap.

Another many-body effect originates in the
Coulomb attraction between an electron and a hole,
and leads to an excitonic or Coulomb enhancement
of the interband transition probability. All these
effects contribute to the detailed characteristics of
the optical spectra of a semicondcutor gain medium.
Figure 3 shows an example of calculated spectra in
comparison to experimental data.

The example demonstrates that the microscopic
theory correctly accounts for the changes in the gain
spectrum with changing carrier density by means of a
consistent treatment of band structure, band-filling,
and many-body Coulomb effects.

The Resonator

In addition to a gain medium, a laser needs a
positive feedback process for the amplified stimulated
emission. Hence, the inverted medium has to be

Figure 3 Comparison of experimental and theoretical gain

spectra of a (GaIn)(Nas)/GaAs laser.
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embedded into a resonator. One of the conceptually
simplest versions of such a resonator is a so-called
Fabry–Perot resonator which consists of two parallel
plane mirrors. A double heterostructure Fabry–Perot
laser is shown in Figure 2. Such Fabry–Perot reso-
nators are very easy to fabricate for semiconductor
lasers: the semiconductor crystal is cleaved perpen-
dicular to the optical waveguide. The cleaved edges
provide a reflectivity of about 32% due to the high
refractive index of the semiconductor. This is sufficient
to provide enough feedback for laser operation.

However, despite its conceptual simplicity, the
cleaved-edge Fabry–Perot concept also introduces a
number of problems. First, the light output occurs on
two sides of the laser, whereas for most applications
all the output power should be emitted out of one
facet only. For practical applications, this problem
can be solved by depositing coatings onto the cleaved
facets of the structure. For example, deposition of a
10% reflectivity coating on one facet and of a 90%
reflectivity coating on the other facet concentrates the
laser emission almost completely to the facet of lower
reflectivity. Antireflection coatings with reflectivities
below 1024 are used when laser diodes are coupled to
external cavities, e.g., in tunable lasers.

A second problem with Fabry–Perot lasers is that
the emission wavelength is often not well defined. A
Fabry–Perot resonator of length L (optical length nL)
has transmission maxima – so-called modes – at all
multiples of c/2nL where c is the speed of light and n
the refractive index. That means that for typical
devices with a length of 500 mm, hundreds of modes
are present even within the limited gain bandwidth
of a semiconductor. These modes often compete
with each other resulting in multimode emission
which may become particularly complex and
uncontrollable when the laser is modulated for
high-speed operation.

This problem can be overcome in so-called
distributed feedback (DFB) lasers. In these devices,
the refractive index is periodically modulated along
the waveguide. In a simplified picture, this periodic
pattern causes multiple reflections at different
locations within the waveguide. For certain wave-
lengths, these multiple reflections interfere construc-
tively to provide enough ‘distributed’ feedback for
laser operation. With the DFB concept, single-mode
emission can be realized even for high-speed modu-
lation of the lasers. Alternatively, the region of
distributed feedback can be separated from the region
of amplification in so-called distributed Bragg
reflector (DBR) lasers. These are devices with
multiple sections where one section is responsible
for the optical gain and another section (the DBR
section) is responsible for the optical feedback.

So far, we have discussed so-called edge
emitting lasers where the light emission is in the
plane of the active area of the device. The lengths of
these lasers are typically hundreds of microns and
thus correspond to a few hundreds of optical
wavelengths. This causes one of the major disadvan-
tages of edge emitters – the multimode emission.
Another disadvantage is the poor elliptic beam
profile due to diffraction at the small rectangular
output aperture. Finally, the fabrication procedure of
edge emitters is complex since it requires multiple
steps of cleaving before it is even possible to test
the laser.

A novel alternative semiconductor laser concept
was realized in the early 1990s: the vertical-cavity
surface-emitting laser (VCSEL). A typical VCSEL
structure is shown in Figure 4. In VCSELs, the light
emission is parallel to the growth direction, i.e.
perpendicular to the epitaxial layers of the structure.
The cavity length of a VCSEL is in the order of a few
(1–5) multiples of half the wavelength of the emitted
light in the material. These small dimensions imply
that the interaction length between the active medium
and the light field in the resonator is very short.
Therefore, the mirrors of a VCSEL have to be of very
good quality; reflectivities of more than 99% are
required in most configurations.

Very high reflectivities can be achieved with
dielectric multilayer structures, so-called Bragg reflec-
tors. Bragg reflectors consist of a series of pairs of
layers of different refractive indices, where each layer
has the thickness of a quarter of the emission
wavelength. Most preferably, Bragg reflectors are
epitaxially grown together with the active area of the
device in only one growth process.

Small VCSEL resonators with Bragg reflectors at
both ends of the cavity are called microcavities. They
are designed in such a way that only one longitudinal
mode is present in the region of the semiconductor
gain spectrum. Accordingly, VCSELs are well suited
to provide single-mode characteristics. Moreover, a
round aperture for light emission can be realized
with a diameter of a few micrometers so that

Figure 4 Vertical-cavity surface-emitting laser (VCSEL).

506 LASERS / Semiconductor Lasers



diffraction is weak and the beam profile is almost
perfect.

VCSELs can be tested on wafer without further
processing and can be arranged in two-dimensional
arrays. A major disadvantage of VCSELs is their
temperature dependence. The bandgap of the active
material and the cavity mode depend on temperature
in such a way that the cavity mode shifts away from
the region of maximum gain when the temperature is
varied. This severely limits the temperature range of
operation for VCSELs.

Semiconductor Laser Dynamics

The dynamical behavior of semiconductor lasers is
rather complex because of the coupled electron–hole
and light dynamics in the active material. Like other
laser materials, semiconductor lasers exhibit a typical
threshold behavior when the pump intensity is
increased. For weak pumping, the emission is low
and spectrally broad; the device operates below
threshold and shows (amplified) spontaneous emis-
sion. At threshold, the optical gain compensates the
losses in the resonator (i.e., internal losses and mirror
losses) and lasing action starts. Ideally the output
power increases linearly with the injection current
above threshold. The derivative of this curve is
proportional to the differential quantum efficiency.
The differential quantum efficiency can reach values
close to unity and even the overall efficiency of
the diode laser, i.e., the conversion rate from
electrical power into optical power, can be as high
as 60% which is far higher than for any other laser
material.

Ideally, the laser emission is single mode above
threshold. However, as discussed above, edge-emit-
ting diode lasers tend to emit on multiple longitudinal
modes and the competition of these modes can lead to
complex dynamical behavior which is significantly
enhanced as soon as the laser receives small amounts
of optical feedback. Semiconductor lasers are extre-
mely sensitive to feedback and tend to show
dynamically unstable, often even chaotic, behavior
under certain feedback conditions.

Like other lasers, semiconductor lasers respond
with relaxation oscillations when they are suddenly
switched on or disturbed in stationary operation.
Relaxation oscillations are the damped periodic
response of the total carrier density and the optical
output intensity as a dynamically coupled system.
Both are important for many aspects of semiconductor
laser dynamics. The relaxation oscillation frequency
determines the maximum modulation frequency of
diode lasers. This frequency is strongly governed by
the differential gain in the active material,

i.e., by the variation of the optical gain with carrier
density.

An important application of relaxation oscil-
lations is short pulse generation by gain switching
of laser diodes. The idea of gain switching is to inject
a short and intense current pulse or an optical pump
pulse into the laser structure. This pulse initiates
relaxation oscillations but it is so short that already
the second oscillation maximum is not amplified. As
a consequence, only one intense pulse is emitted. The
shortest pulse widths achieved with this scheme so
far are in the few picoseconds range. For short pulse
generation, a further complexity of the diode laser
comes into play. The emitted pulses are observed to
be strongly chirped, i.e., the center frequency
changes during the pulse. This complex self-phase-
modulation is a result of the strong coupling of the
real and the imaginary parts of the susceptibility in
the semiconductor. If the gain (which is basically
given by the imaginary part of the susceptibility)
changes during a pulse emission, the refractive index
(basically the real part of the susceptibilty) also
changes considerably. This leads to a self-phase-
modulation if a strong optical pulse is emitted. This
strong phase–amplitude coupling is also responsible
for the high feedback sensitivity of diode lasers, for
complex spatio-temporal dynamics (e.g., self-focus-
ing, filamentation), and for a considerable
broadening of the emission linewidth. The phase–
amplitude coupling is often quantified with the
so-called linewidth enhancement or a factor. This
parameter, however, is a function of carrier density,
photon wavelength, and temperature.

Diode lasers are also suited for the generation or
amplification of extremely short pulses with dur-
ations below 1 picosecond. The concept used for such
extremely short pulse generation is called mode-
locking. The idea of mode-locking is to synchronize
the longitudinal modes of the laser so that their
superposition is a sequence of short pulses. The most
successful concept to achieve mode-locking of diode
lasers is to introduce a saturable absorber into the
laser cavity and to additionally modulate the injection
current synchronously to the cavity roundtrip freq-
uency. A saturable absorber exhibits nonlinear
absorption characteristics: the absorption is high for
weak intensities and weak for high intensities so that
high peak power pulses are supported. Such absor-
bers can be integrated as a separate section into
multiple-section diode lasers which have already been
successfully used for subpicosecond pulse generation.
Furthermore, electro-absorption modulators, passive
waveguide sections, and tunable DBR segments for
wavelength tuning can also be integrated into such
multiple-section devices.
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However, when subpicosecond pulses are gener-
ated or amplified in semiconductor laser amplifiers
the dynamics of the pulse generation or pulse
amplification is strongly governed by complex
nonequilibrium carrier dynamics in the semiconduc-
tor. The most prominent effects are spectral hole
burning and carrier heating. Spectral hole burning
occurs if an intense laser field removes carriers
from a certain area in k-space faster than carrier–
carrier scattering can compensate for. This leads to
nonthermal carrier distributions and a gain suppres-
sion in certain energy regimes. As mentioned above,
a nonthermal carrier distribution relaxes quickly
(100 femtoseconds) into a thermal (quasi-equili-
brium) distribution if the intense laser field is
switched off, but this carrier distribution may
have a plasma temperature much higher than the
lattice temperature. This effect, which is referred
to as carrier heating, also leads to a transient
reduction of the gain on a few picoseconds time-
scale until the carrier distributions have cooled
down to the lattice temperature by interactions with
phonons. These ultrafast effects are of course
particularly important for amplification and
generation of short pulses but they generally
influence the whole dynamical behavior of diode
lasers including, e.g., the modulation behavior.

See also

Coherent Transients: Ultrafast Studies of Semiconduc-
tors. Quantum Optics: Entanglement and Quantum
Information.
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Introduction

Under photoluminescence excitation, a luminescent
center located inside a transparent material usually
emits at a longer wavelength than the excitation. This
is because of the existence of de-excitation losses
inside the material. Thus, efficient down-conversion
lasers can be built, for example, the commercial
Nd3þ:Y3Al5O12 laser which works at 1064 nm,
under usual pumping near 800 nm. More surpris-
ingly, it has been demonstrated that fluorescence can
also be emitted at shorter wavelength than the
excitation. This is possible if the losses are reduced
and overcome by so-called ‘up conversion mechan-
isms’. Generally speaking, a laser emitting at a shorter
wavelength than the excitation is classified as an
up-conversion laser.

These lasers are able to generate coherent light in
the red, green, blue, and uv spectral ranges. A point of

practical importance is that some of them can be
pumped in the near-infrared range (around 800 nm or
980 nm) by commercially available laser diodes. They
can be based on all-solid-state technology and share
its advantages: compactness of devices, low mainten-
ance, and efficiency. They are needed for a variety of
applications: color displays, high density optical data
storage, laser printing, biotechnology, submarine
communications, gas-laser replacement, etc.

Because the emitted photons have higher energy
than the excitation ones, more than one pump photon
is needed to generate a single laser photon, so the
physical processes involved in the up-conversion laser
are essentially nonlinear. Two kinds of laser devices
can be considered. In the first one, the excitation of
the luminescent center up-migrates through the
electronic levels and reaches the initial laser level.
This step is due to some luminescence mechanisms.
Then, in a second step, lasing at a short wavelength
occurs through a transition towards the final laser
level. In the second kind of device, the pump
excitation activates a down-conversion lasing, but
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the laser wave is maintained inside the cavity, cannot
escape, and is up-converted in short wavelengths by
the second-order nonlinear susceptibility of the
crystal host. This requires bifunctional nonlinear
optical and laser crystals. The device is thus a self-
frequency doubling laser or a self-sum frequency
mixing laser. If the nonlinearity is not an intrinsic
property of the laser crystal but is due to a second
nonlinear optical crystal located inside or outside the
cavity, the device operates intracavity or extracavity
up conversion.

Up-Conversion from Luminescence
Mechanisms

The numerous 2Sþ1LJ energy levels (4fn configuration)
of the trivalent rare earth ions, inserted in crystals or
glasses, offer many possibilities for up conversion,
particularly from long-lived intermediate levels that
can be populated with infrared pumping. Crystal field
induced transitions between them are comprised of
sharp lines, because the 4fn electrons are protected
from external electric fields by the 5s2p6 electrons.
Their fluorescence spectra can exhibit cross-sections
high enough (10219 cm2) to lead to laser operation in
the visible range. For up-conversion purposes, the
most popular ions are Er3þ, Pr3þ, Tm3þ, Ho3þ, and
Nd3þ. Up conversion in Er3þ was used for the first
time in 1959, to detect infrared radiation.

Energy Transfers

Two ions in close proximity interact electrostatically
(Coulomb interaction) and can exchange energy. The
ion which gives energy is called the sensitizer S or
donor, and the energy receiving ion is the activator A
or acceptor. Two examples discussed below are
shown in Figure 1. The most typical case of such
nonradiative energy transfer in trivalent rare earth
ions in insulating materials is due to electrical dipole–
dipole interaction. For the latter, the transition

probability W(s21) takes the form:

W ¼
3"4c4

4pn4

1

R6

QA

trad

ð fAðEÞfSðEÞ

E4
dE ½1�

where R is the S–A distance, E is the photon energy of
the transition operated by each ion, n the refractive
index, and QA is the integrated absorption cross-
section of the A-transition:

QA ¼
ð
sAðEÞdE; fA ¼

sA

QA

½2�

In eqn [1], trad is the radiative emission probability
of S for the involved transition calculated from the
emission probability AS:

1

trad

¼
ð

ASðEÞdE; fS ¼ tradAS ½3�

The integral in eqn [1] is called the overlap integral
and shows that the transfer is efficient if the
luminescence spectrum of S is resonant with the
absorption spectrum of A (corresponding to the S and
A transitions involved in the nonradiative transfer).
The transitions are often not in perfect resonance but
remain efficient enough to be used in practice. Then
the energy mismatch is compensated by phonons, and
the energy transfer is said to be phonon-assisted.

The energy transfer visualized in Figure 1a is an up-
conversion cross-relaxation. It is often met in the rare
earth ions cited above when they are sufficiently
concentrated in the material. The S and A ions can be
of the same or of different chemical species. Succes-
sive energy transfers can promote the activator from
its ground state towards higher energy levels, up to
the one from which lasing can occur. This is the so-
called ‘Addition de Photons par Transferts d’Energie’,
sometimes appointed ‘APTE’. Yb3þ is the most used
ion as sensitizer and leads to the following transfers in
examples of Er3þ or Ho3þ co-doping:

2F5=2ðYbÞ þ 4I15=2ðErÞ! 2F7=2ðYbÞ þ 4I11=2ðErÞ

2F5=2ðYbÞ þ 4I11=2ðErÞ! 2F7=2ðYbÞ þ 4F7=2ðErÞ

½4�

2F5=2ðYbÞ þ 5I8ðHoÞ! 2F7=2ðYbÞ þ 5I6ðHoÞ

2F5=2ðYbÞ þ 5I6ðHoÞ! 2F7=2ðYbÞ þ 5S2ðHoÞ

½5�

If several sensitizers give their energy simul-
taneously to a single activator, promoting it directly
from its ground state towards a high energy level
without intermediate levels, the sensitization is said to
be ‘cooperative’.

Figure 1 (a) Up-conversion cross-relaxation energy transfer.

(b) Down-conversion cross-relaxation energy transfer. The

example in (a) is phonon assisted, the example in (b) is resonant.
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The energy transfer shown in Figure 1b is a down-
conversion cross-relaxation. It is the inverse of the
previous one. At first sight it is, of course, undesirable
in an up-conversion laser. However, we notice that
one ion in the upper level will lead to two ions in the
intermediate level. This fact can be exploited in
special conditions (see below) and be beneficial for up
conversion.

The dynamical study of the energy transfers,
starting from the microscopic point of view contained
in eqn [1], is very complicated because of the random
locations of the ions or because of other processes,
such as energy migration among sensitizers and back
transfers. A popular method leading to useful
predictions in practice is the rate equation analysis
dealing with average parameters. The time evolution
of the population densities ni of the various levels i are
described by first-order coupled equations, solved
with adequate initial conditions and including the
pumping rate. As an example, the rate equations for
levels 1 and 2 in Figure 1a take the form:

dn1

dt
¼ 2

n1

t1

2 2kn2
1 þ

b21

t2

n2 þ W ½6�

dn2

dt
¼ 2

n2

t2

þ kn2
1 ½7�

n0 þ n1 þ n2 ¼ 1 ½8�

where t1,2 are the lifetimes of levels 1 and 2, k is the
up-conversion transfer rate, b21 is the branching ratio
for the 2 ! 1 transition, and W is the pump rate (not
shown in Figure 1).

Sequential Two-Photon Absorption

Pumping the ground state of a luminescent ion
(Figure 2a) with a wave at angular frequency v,

leads to population with density n1 of an excited state
in a first step. Because the rare earth ions have
numerous energy levels, it is possible for the pump to
also be resonant with the transition from level 1
towards a higher energy level 2, and is further
absorbed. Such a process leading to n2 up-conversion
population is a sequential two-photon absorption. If
there is no 1 ! 2 resonant transition for the v

frequency, it is possible to use a second pump wave
at a different angular frequency v0 resonant with the
1 ! 2 transition (Figure 2b). Of course, in practice, it
is advantageous when a single pump beam is required
for up conversion.

Let us show the relevant terms of the rate equation
analysis describing the process in Figure 2a:

dn1

dt
¼ 2

n1

t1

þ Is0n0 2 Is1n1 þ
b21

t2

n2 ½9�

dn2

dt
¼ 2

n2

t2

þ Is1n1 ½10�

n0 þ n1 þ n2 ¼ 1 ½11�

where I is the photon density of the pump (photons
s21 cm22) and s0 and s1 are the absorption cross-
sections (cm2) of the 0 ! 1 and 1 ! 2 transitions,
respectively. The n2 population density shows a
nonlinear I dependence, most often close to I 2.

Photon Avalanche

In rare earth doped materials, an up-conversion
emission, intense enough for visible lasing, can result
from a more complex mechanism. In this case,
absorption of the pump is not resonant with a
transition from the ground state (weak ground-state
absorption), but on the contrary, the photon pump
energy matches the gap between two excited states
(high excited state absorption). These levels are
labeled 1 and 2 in Figure 3. Level 1 generally has
a rather long lifetime in order to accumulate

Figure 2 Two-photon absorption up-conversion. Figure 3 Photon avalanche up-conversion.
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population and level 2 is the initial up-conversion
laser level. When the pump light is turned on, the
populations of levels 1 and 2 first grow slowly, and
then can accelerate exponentially. This is generally
referred to as ‘photon avalanche’. The term ‘looping
mechanism’ also applies, because we can see in
Figure 3 that the excited state absorption 1 ! 2 is
followed by a cross-relaxation energy transfer (quan-
tum efficiency up to two) that returns the system back
to level 1. So after one loop, the n1 population density
has been amplified, and is further increased after
successive loops. This pumping scheme was discov-
ered in 1979, with LaCl3:Pr3þ crystal used as an
infrared photon counter.

The rate equation analysis applied to the three-level
system in Figure 3 leads to the following time
evolutions:

dn1

dt
¼2

n1

t1

þIs0n02Is1n1þ
b21

t2

n2þ2kn0n2 ½12�

dn2

dt
¼2

n2

t2

þIs1n12kn0n2 ½13�

n0þn1þn2¼1 ½14�

where the parameters have the same meaning as in
eqns [6]–[11].

The steady state limit of the populations at infinite
time, upon continuous excitation starting at t ¼ 0;
can be obtained from canceling the time derivative in
the left-hand side of the equation. Let us point out the
interesting result. Two different dynamical regimes
and analytical expressions for n2ð1Þ are obtained. In
the usual case of low pumping rate in the ground state
and if the parameters of the systems satisfy:
k , 12b21

t2
, then the first regime is observed, whatever

the pumping rate Is1 in the excited state.
If the parameters satisfy:

k .
1 2 b21

t2

½15�

the first regime is still observed at low pumping rate
Is1 in the excited state, more precisely at pumping
rate low enough such that

Is1 ,

 
k þ

1

t2

!
1

t1

k 2
ð1 2 b21Þ

t2

But interestingly, the second regime, the so-called
photon avalanche, is obtained at high pumping rate

Is1 in the excited state, that is to say if:

Is1 .

 
k þ

1

t2

!
1

t1

k 2
ð1 2 b21Þ

t2

½16�

So the right-hand side of eqn [16] appears to be a
pump threshold separating two dynamical regimes
when the condition in eqn [15] is satisfied, as the
insert in Figure 3 shows.

Another way to distinguish between the two
regimes is given by linearization of the system of
eqns [12]–[14] ðn0 ø 1Þ. Then the description will
only be valid close to t ¼ 0. We know from standard
mathematical methods that the solutions of eqns
[12]–[14] are then a combination of expðatÞ terms. If
the threshold condition in eqn [16] is satisfied, a
parameter a in the combination becomes positive, so
the population of level 2 increases exponentially
(photon avalanche) at early times and the dynamics of
the system is unstable.

The physical meaning of eqns [15] and [16] is
clarified by introducing the yield hCR of the cross-
relaxation process:

hCR ¼
k

k þ 1=t2

½17�

and the yield h of the 2 ! 1 de-excitation:

h ¼
b21=t2

k þ 1=t2

½18�

Then, the threshold condition in eqn [16] can be
written as:

 
Is1

Is1 þ 1=t1

!
ð2hCR þ hÞ . 1 ½19�

Starting with one ion in level 1, the first parenthesis
in eqn [19] is the yield with which it will be promoted
to level 2, and the second parenthesis is the yield of
the backward path 2 ! 1. So, the left-hand side of
eqn [19] is the new number of ions after a looping
path 1 ! 2 ! 1, which has to be higher than 1 for the
avalanche to occur. If we consider a lot of successive
loops, the origin of the exponential behavior is clear.
The role of the first ion in level 1 (and the weak
pumping rate in the ground state Is0) is limited to
initialize the process. Note that the value of the first
parenthesis in eqn [19] is less than 1, so the second
parenthesis has to be higher than 1. This condition is
equivalent to eqn [15].
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Materials: The Energy Gap Law

As we can see from the above mechanisms, up
conversion needs intermediate energy levels and is not
efficient if these cannot accumulate populations due
to a short lifetime. The spontaneous rate of de-
excitation of an electronic level is the sum of a
radiative part W rad and of a nonradiative part W nrad.
The radiative part can be obtained through the
absorption cross-section corresponding to the tran-
sition or from the Judd–Ofelt theory which also
exploits the absorption spectrum. The nonradiative
rate is then obtained by subtracting W rad from the
measured fluorescence decay rate of the level. Based
on the measurements in many hosts for the different
trivalent rare earth ions, at different temperatures, the
nonradiative decay rate of a J-level towards the next
lower J0-level was found to have the form:

Wnrad
JJ0 ¼Bexpð2bDEJJ0 Þ

�
12exp

�
2

vmax

kT

��2p

½20�

where DEJJ0 is the energy gap between the two levels,
p¼DEJJ0 =vmax, vmax being the energy of an effective
optical phonon of the host. The values of B, b and
vmax are found by fitting with experimental data. An
example of such a fit is represented in Figure 4.

Equation [20] is the well-known and familiar
‘energy gap law’. We have represented it for several
oxide and nonoxide hosts at T ¼ 300 K in Figure 5. It
is clear that chloride, bromide, fluoride will be
favorable hosts for up conversion due to their low
phonon energy (LaBr3: vmax ¼ 175 cm21, LiYF4:
vmax ¼ 400 cm21, Y3Al5O12: vmax ¼ 700 cm21, sili-
cate glass: vmax ¼ 1100 cm21). Let us mention also a
fluorozirconate glass, ZBLAN, widely used in up-
conversion fiber lasers.

Up-Conversion from Second-Order
Optical Nonlinearity

The inter-atomic electric field acting on the electrons
inside a medium has a magnitude of ,108 V/cm and
derives from a potential that is anharmonic. The
electric field E of an electromagnetic wave propagat-
ing through the medium drives the electrons beyond
the quadratic region of the potential in the case of
high E. So, the electron response and the associated
polarization P take the form of a function of E:

PðEÞ ¼ E0ðx
ð1Þ : E þ xð2Þ : E2 þ xð3Þ : E3 þ · · ·Þ ½21�

The different terms in eqn [21] are responsible for
many optical phenomena because in Maxwell elec-
tromagnetic theory, the polarization is the source of
the waves. We have selected in Table 1 the terms
relevant for linear effects and for the purpose of
frequency up conversions: second-harmonic gener-
ation (SHG) and sum-frequency mixing, due to
second-order terms. It should be noticed that the
latter have a nonzero value only in noncentrosym-
metric materials.

Figure 6 visualizes the up conversion from SHG:
two photons of the fundamental field at angular
frequency v1 are annihilated while one photon at
twice the angular frequency is created. A similar
picture could be drawn for sum-frequency up con-
version: SHG is the degenerate case where v1 ¼ v2.

The second-order nonlinear processes have an
efficiency given by an effective coefficient deff given
hereafter:

deff ¼
X
ijk

eiðv3Þdijkejðv1Þekðv2Þ ½22�

where eiðvlÞ is the ith component of the unit vector of
the electric field of the wave l at angular frequency vl

and dijk ¼ ð1=2Þxijk.
Figure 4 Energy-gap dependence of nonradiative decay rates

in YAlO3.

Figure 5 Energy-gap law for different hosts at 300 K.
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Moreover, the wave propagation equations in the
slow varying envelope approximation, given here-
after for the E3 electric field of the sum-frequency
mixing wave:

dE3

dz
¼

iv3deff

n3c
E1E2 expðiðk1 þ k2 2 k3ÞzÞ

ðwith kj ¼ vjnj=cÞ

½23�

impose that the frequency conversion is efficient in
practice, only if the following phase matching
condition is satisfied:

v1n1 " ðu;wÞ þ v2n2 " ðu;wÞ ¼ v3n3 # ðu;wÞ ½24�

where ni " and ni # are respectively the upper and
lower refractive index in the direction of propagation
ðu;wÞ (ni in eqn [23] are the same with a simplified
notation). Equation [24] is restricted here for
simplicity to collinear type I (waves 1 and 2 and the
same polarization) and is the expression of photon
momentum conservation. It is usually achieved from

the birefringence of the crystals. When this is not
possible, another technique can be used, namely
quasi-phase matching, which involves reversing
periodically the sign of the nonlinear optical
coefficient.

In bifunctional crystals, the laser effect and the x (2)

interaction occur simultaneously inside the same
crystal. In the case of the self-frequency doubling
laser, the angular frequency v1 ¼ v2 in eqn [24] is
that of the fundamental laser wave. In the case of the
self-sum frequency mixing laser, v1 corresponds to
the fundamental laser wave and v2 to the pump wave.
As we can see from eqns [22]–[24], the polarization
of the laser emission is crucial in order for the device
to work. So, the laser stimulated emission cross-
section s for propagation in the phase matching
direction ðu;fÞ in the adequate polarization has to be
evaluated. This can be performed with the formula:

s ðu;wÞ ¼
sXsYsZffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

s 2
Ys

2
Ze2

X þ s 2
Xs

2
Ze2

Y þ s 2
Xs

2
Ye2

Z

q ½25�

where sX;Y;Z are the emission cross-sections for X, Y,
Z-polarizations and eX;Y;Z are the components of the
unit vector or the electric field of the laser wave.

To summarize, the conditions necessary for a
crystal to be a bi-functional material are: (i) it must
be noncentrosymmetric; (ii) it must accept fluorescent
doping (usually with Nd3þ or Yb3þ); and (iii) it must
be phase matchable for its laser emission. In practice,
only a few crystals satisfy these requirements and
have been tried with some success. The main ones are
LiNbO3, LaBGeO5, Ba2NaNb5O15, b 0-Gd2(MoO4)3,
YAl3(BO3)4, GdAl3(BO3)4, CaY4(BO3)3O, and
CaGd4(BO3)3O.

Up-Conversion Lasers Based on
Luminescence Mechanisms in
Materials

Energy Transfers

Up-conversion lasers from energy transfers have the
advantage of using a single pump laser. This latter
populates firstly a long-lived intermediate level.
A typical example, based on LiYF4:Er3þ crystal, is
provided by Figure 7.

The pump at 802 nm from a GaAlAs diode laser, or
at 969 nm, populates efficiently at the 8 ms lifetime
4I11/2 level. The green laser, at 551 nm, corresponds to
the 4S3/2 ! 4I15/2 transition and it can be shown that
energy transfer is an essential part of the mechanism
by stopping abruptly the pump laser: green lasing
continues to occur for several hundred microseconds
because the 4S3/2 level is still fed (an excited-state

Figure 6 Up-conversion from second harmonic generation.

Table 1 Relevant terms for frequency up-conversion

Optical process Term New wave

Linear

Refractive index,

absorption, stimulated

emission

x (1)(2v;v)

Second order nonlinear

Second harmonic

generation

x (2)(2v3;v1,v1) v3 ¼ 2v1

Sum-frequency mixing x (2)(2v3;v1, ^v2) v3 ¼ v1 þ v2
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absorption would stop immediately). The involved
energy transfer is:

4I11=2 þ
4I11=2 !

4F7=2 þ
4I15=2 ½26�

and leads to a 20 mW laser threshold and 2.3 mW
green output power at 50 K temperature upon
95 mW of incident power.

By using mirrors with high transmission in the
green range but having high reflectivity at blue
wavelengths, blue laser emission at 470 nm can be
sustained, corresponding to the 2P3=2 !

4I11=2 tran-
sition. It originates from a mechanism involving three

up-conversion energy transfers:

4I11=2 þ
4I11=2 !

4F7=2 þ
4I15=2

4I11=2 þ
4I13=2 !

4F9=2 þ
4I15=2

4S3=2 þ
4F9=2 !

4I15=2 þ
2K13=2

½27�

The illustration in Figure 7 shows up-conversion
energy transfers between ions of the same chemical
species, but co-doping the laser host with two ions of
different chemical species provides the opportunity of
separating their roles: one species is devoted to pump
absorption (this is the sensitizer) and the other one is
devoted to lasing (this is the activator). Due to the
development of efficient semiconductor InGaAs
diodes emitting near 980 nm, the most widely used
sensitizer is Yb3þ. Table 2 provides a list of several
up-conversion lasers based on energy transfer mech-
anisms, operating at room temperature. We can see
that among the most efficient lasers, are those based
on rare-earth ions doped glass fibers. The reason is
that in fibers, the pump and laser waves remain
confined inside a core (typically 5 mm diameter) and
have high energy densities over a long length (tenths
of cms), which is favorable for all up-conversion
mechanisms.

Sequential Two-Photon Absorption

An example of an up-conversion laser pumped by a
two-photon absorption mechanism is represented in
Figure 8. The material is LaF3:Nd3þ and violet lasing
at 380 nm corresponds to the 4D3/2 ! 4I11/2

transition.
Transition from the ground state up to the 4F5/2

level is firstly obtained from an infrared beam at
790 nm in order to feed the 4F3/2 intermediate level
after a fast nonradiative de-excitation. The 4F3/2 level
has a rather long lifetime: 700 ms, so it accumulates

2K13/22P3/2

2H9/2

4F7/2

4F9/2
4I9/2
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Figure 7 Energy level diagram of LiYF4:Er3þ. The dashed lines

indicate the energy transfers responsible for the green and blue

up-conversion lasing. Reproduced with permission of American

Institute of Physics from Macfarlane RM, Tong F, Silversmith AJ

and Lenth W (1988) Violet CW neodymium upconversion lasers.

Applied Physics Letters 52(16): 1300.

Table 2 Main room temperature up-conversion lasers operating from energy transfers

Laser material Laser wavelength (nm) Pump wavelength (nm) Output power

BaY1.4Yb0.59Ho0.01F8 670 1540 þ 1054

BaYYb0.998Tm0.002F8 649 1054 1%

BaYYb0.99Tm0.01F8 799–649–510–455 960

BaYYb0.99Tm0.01F8 348 960

LiYF4:Er(1%):Yb(3%) 551 966 37 mW

LiY0.89Yb0.1Tm0.01F4 810–792 969 80 mW

LiY0.89Yb0.1Tm0.01F4 650 969 5 mW

LiKYF5:Er (1%) 550 808 150 mW

Fiber:Yb:Pr 635 849 20 mW

Fiber:Yb:Pr 635 1016 6.2 mW

Fiber:Yb:Pr 521 833 0.7 mW

Fiber:Yb:Pr 635 860 4 mW
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enough population that a second yellow pumping at
591 nm (Figure 8a) can efficiently populate the 4D3/2

initial laser level. With 110 mW of infrared pump and
300 mW of yellow pump, 12 mW of violet output
were obtained at 20 K temperature.

A simpler device is obtained if a single-pump beam
is used. This is the case in Figure 8b, where a yellow
pump at 578 nm provides both ground state and
excited state absorption. This doubly resonant
scheme is less efficient in LaF3:Nd3þ than the previous
one but in Figure 9, we show another example:
LiYF4:Er3þ, working at room temperature. The
lasing 4S3/2 ! 4I15/2 transition at 551 nm delivers
20 mW upon 1600 mW pumping at 974 nm.

The simplified Er3þ level scheme of Figure 9
contains four main levels with population densities:
n0 ¼ ½4I15=2�, n1 ¼ ½4I13=2�, n2 ¼ ½4I11=2�, n3 ¼ ½4S3=2�.
The rate equations of populations of this system can
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Figure 8 Simplified energy level diagram of LaF3:Nd3þ and up-

conversion lasing from two-photon absorption. (a) Two different

pump wavelengths, (b) doubly resonant single pump wavelength.

Reproduced with permission of American Institute of Physics from

Lenth W, Silversmith AJ and Macfarlane RM (1988) Green

infrared pumped erbium up conversion lasers. In: TAM AC, Gole

JL and Stwalley WC (eds) Advances in Laser Science – III. AIP

Conference Proceedings n8172: 8–12.
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Figure 9 Simplified energy level diagram of LiYF4:Er3þ and up-

conversion lasing from two-photon absorption (doubly resonant).

Reproduced with permission of Institute of Physics Publishing

from Huber G (1999) Visible cw solid-state lasers. Advances in

Lasers and Applications, Bristol and Philadelphia: Scottish

Universities Summer School in Physics & Institute of Physics

Publishing, 19.

Table 3 Main room temperature up-conversion lasers operating

from two-photon absorption

Laser material Laser

wavelength (nm)

Pump

wavelength (nm)

Output

power

Y3Al5O12:Er 1% 561 647 þ 810

LiYF4:Er 1% 551 647 þ 810 0.95 mJ

LiYF4:Er 1% 551 810 40 mW

LiYF4:Er 1% 551 974 45 mW

LiYF4:Er 551 974 20 mW

KYF4:Er 1% 562 647 þ 810 0.95 mJ

LiLuF4:Er 552 974 70 mW

LiLuF4:Er 552 970 213 mW

LiYF4:Tm 1% 453–450 781 þ 649 0.2 mJ

Fiber:Tm 480 1120 57 mW

Fiber:Tm 480 1100–1180 45 mW

Fiber:Tm 455 645 þ 1064 3 mW

Fiber:Tm 803–816 1064 1.2 W

Fiber:Tm 482 1123 120 mW

Fiber:Yb:Tm 650 1120

Fiber:Ho 540–553 643 38 mW

Fiber:Ho 544–549 645 20 mW

Fiber:Er 548 800 15 mW

Fiber:Er 546 801 23 mW

Fiber:Er 544 971 12 mW

Fiber:Er 543 800

Fiber:Pr 635 1010 þ 835 180 mW

Fiber:Pr 605 1010 þ 835 30 mW

Fiber:Pr 635 1020 þ 840 54 mW

Fiber:Pr 520 1020 þ 840 20 mW

Fiber:Pr 491 1020 þ 840 7 mW

Fiber:Nd 381 590 74 mW

Fiber:Nd 412 590 500 mW
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be written and solved because all the implied
parameters (lifetimes, branching ratios, ground, and
excited states absorption cross-sections) have been
measured in this material. Predictive models of the
up-conversion green laser are successful, matching
experimental measurements, and confirm that the
doubly resonant mechanism is realistic at low doping
concentration.

Table 3 summarizes the performances of the main
up-conversion lasers based on sequential photon
absorption and working at room temperature.

Photon Avalanche

Photon avalanche up-conversion was observed
mainly in Nd3þ, Tm3þ, Er3þ, and Pr3þ doped

materials. As an illustration of this mechanism, let
us consider the case of the continuous wave Pr3þ–
Yb3þ-doped fluorozirconate fiber laser (3000 ppm Pr,
20 000 ppm Yb). With two Ti:sapphire pump lasers
operating at 852 and 826 nm (Figure 10), an output
power at 635 nm as high as 1.02 W was obtained
with an incident pump power of 5.51 W (19% slope
efficiency).

This remarkable result can be explained quantitat-
ively by modeling the photon avalanche with a five-
level diagram and restricted in Figure 11 to a single
laser pump at 850 nm. The laser emission corre-
sponds to the 3P0 ! 3F2 transition. The five relevant
levels have the population densities: n0 ¼ ½3H4ðPrÞ�,
n1 ¼ ½1G4ðPrÞ�, n2 ¼ ½3P0ðPrÞ�, n3 ¼ ½2F7=2ðYbÞ�,
n4 ¼ ½2F5=2ðYbÞ�.

The two components of the mechanism are:

(i) the excited state absorption of the pump by the
spin allowed transition: 1G4 ! 1I6

(ii) the process leading to the doubling of the 1G4

population, in this instance through two energy
transfers:

1I6ðPrÞ þ 2F7=2ðYbÞ! 1G4ðPrÞ þ 2F5=2ðYbÞ
2F5=2ðYbÞ þ 3H4ðPrÞ! 2F7=2ðYbÞ þ 1G4ðPrÞ

½28�

The rate equation analysis predicts that the
avalanche threshold occurs at about 1 W pump
and the long fluorescence rise time is somewhat
shortened at higher pump power, as observed
experimentally.

Figure 10 Experimental set-up for Yb–Pr-doped fiber up-

conversion laser. M1: dichroic mirror, C1, C2: lenses, M2 dichroic

input mirror. Reproduced with permission of Optical Society of

America from Sandrock T, Scheife H, Heumann E and Huber G

(1997) High power continuous wave up-conversion fiber laser at

room temperature. Optics Letters 22(11): 809.

Figure 11 Energy level diagram of fluorozirconate: Yb3þ:Pr3þ fiber. The dashed lines indicate the energy transfers. Reproduced with

permission of the Optical Society of America from Sandrock T, Scheife H, Heumann E and Huber G (1997) High power continuous wave

up-conversion fiber laser at room temperature. Optics Letters 22(11): 809.
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Table 4 summarizes the performances of the main
up-conversion lasers based on photon avalanche
mechanisms.

Up-Conversion Lasers Based on
Bi-Functional Crystals

The laser stimulated emission in a bi-functional
crystal was first obtained in 1969 with Tm3þ in
LiNbO3 but the most used ion is, of course, Nd3þ

working in the two channels:

4F3=2 !
4I11=2 ½29�

4F3=2 !
4I13=2 ½30�

and more recently Yb3þ working in the channel:

2F5=2 !
2F7=2 ½31�

Channels in eqns [29] and [31] operate around
1060 nm wavelength and the channel in eqn [30] near
1338 nm.

The Self-Frequency Doubling Laser

A typical laser scheme is shown in Figure 12.

The laser beam cannot escape from the cavity and
dichroic mirrors are used. The input mirror has high
transmission at the pump wavelength and is highly
reflective at laser- and second-harmonic wavelengths.
The output mirror is highly reflective at laser
wavelength and has high transmission for second
harmonic. Channels in eqns [29] and [31] generate
green light near 530 nm and the channel in eqn [30]
generates red light near 669 nm.

Table 4 Main room temperature up-conversion lasers operating from photon avalanche

Laser material Laser wavelength (nm) Pump wavelength (nm) Output power

BaY2F8:Yb:Pr 607.5 822 55 mW

BaY2F8:Yb:Pr 638.7 841 26 mW

LiY0.89Yb0.1Pr0.01F4 720 830 1%

LiY0.89Yb0.1Pr0.01F4 639.5 830

Fiber:Yb:Pr 635–637 780–880 300 mW

Fiber:Yb:Pr 605–622 780–880 44 mW

Fiber:Yb:Pr 517–540 780–820 20 mW

Fiber:Yb:Pr 491–493 780–880 4 mW

Fiber:Yb:Pr 635 850 1.02 W

Fiber:Yb:Pr 635 850 2.06 W

Fiber:Yb:Pr 520 850 0.3 W

Figure 12 Scheme of a self-frequency doubling laser. Note that

in reality the three beams are superimposed.

Table 5 Main results of Nd3þ and Yb3þ green self-frequency

doubling lasers near 530 nm (eqns [29] and [31])

Crystal Input power

(mW)

Output power

(mW)

Pumping

LiNbO3:MgO:Nd 215 1 Dye laser

YAl3(BO3)4:Nd 870 10 Laser diode

YAl3(BO3)4:Nd 280 3 Laser diode

YAl3(BO3)4:Nd 400 69 Laser diode

YAl3(BO3)4:Nd 1380 51 Laser diode

YAl3(BO3)4:Nd 369 35 Laser diode

LiNbO3:MgO:Nd 850 18 Dye laser

LiNbO3:Sc2O3:Nd 65 0.14 Ti:sapphire

laser

LiNbO3:MgO:Nd 100 0.2 Laser diode

YAl3(BO3)4:Nd 1600 225 Laser diode

YAl3(BO3)4:Nd 2200 450 Ti:sapphire

laser

(Y,Lu)Al3(BO3)4:Nd 880 24 Laser diode

LiNbO3:ZnO:Nd 430 0.65 Ti:sapphire

laser

Ba2NaNb5O15:Nd 270 46 Ti:sapphire

laser

CaY4(BO3)3O:Nd 900 62 Laser diode

CaGd4(BO3)3O:Nd 1600 192 Ti:sapphire

laser

CaGd4(BO3)3O:Nd 1250 115 Laser diode

CaGd4(BO3)3O:Nd 1560 225 Ti:sapphire

laser

YAl3(BO3)4:Yb 11 000 1100 Laser diode

GdAl3(BO3)4:Nd 2.8 mJ/pulse 0.12 mJ/pulse Pulsed dye

laser
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The most exploited bi-functional crystal is YAl3
(BO3)4:Nd3þ, well-known as NYAB. It is a
negative uniaxial trigonal crystal (extraordinary
index lower than the ordinary one) and its laser
emission is easily observed in ordinary polarization
with a high cross-section: 2 £ 10219 cm2 at
1063 nm. Type I phase matching occurs at a
polar angle u ¼ 30:78 and 26.88 for channels in
eqns [29] and [30] respectively. The effective
nonlinear optical coefficient deff is close to
1.4 pm V21 at azimuthal angle f ¼ 08:

The Yb3þ ion has some advantages over the Nd3þ

ion due to its very simple energy level scheme: there
is no excited state absorption at the laser wave-
length, no up-conversion losses, no concentration
quenching, and no absorption in the green. The
small Stokes shift between pump and laser emission
reduces the thermal loading of the material during
laser operation. A self-doubling laser based on
YAl3(BO3)4:Yb3þ of crystal has produced 1.1 W
green power upon 11 W diode pumping.

The drawback of YAl3(BO3)4 is that it is rather
difficult to grow because it is not congruent. This
difficulty was overcome by the discovery at Ecole
Nationale Supérieure de Chimie de Paris of the rare-
earth calcium oxoborate CaGd4(BO3)3O which can
be grown to a large size by the Czokhralski method. It
is a monoclinic biaxial crystal and doped with Nd3þ,
it was firstly exploited (channel in eqn [29]) in
the XY principal plane at u ¼ 908, f ¼ 468 with
ðdeff ¼ 0:5 pm V21Þ. It was soon recognized that the
optimum phase matching direction ðdeff ¼ 1:68 pm 


V21Þ occurred out of the principal planes, in the

direction u ¼ 66:88, f ¼ 132:68, and high green
power can be obtained: 225 mW under 1.56 W
pump.

Table 5 summarizes the main self-frequency
doubling results obtained with the channel in
eqn [29].

The Self-Sum Frequency Mixing Laser

The example in Figure 13 gives the main features of
such a laser. The input mirror has high transmission at
the pump wavelength and both mirrors are highly
reflective at laser wavelength. The output mirror has
high transmission at sum frequency mixing
wavelength.

The laser wave at angular frequency v1 in Table 1
corresponds to the channel in eqns [29] or [30] in the
case of Nd3þ. The wave at angular frequency v2 in
Table 1 has two different roles: first it excites the
Nd3þ laser center and secondly its nonabsorbed part
is up converted by the second-order nonlinear
process. v2 (corresponding to the wavelength l2) is
then chosen to match the main Nd3þ absorption
lines:

4I9=2 !
4G5=2 2

2G7=2 ðl2 ¼ 590 nmÞ

4I9=2 !
4F7=2 2

4S3=2 ðl2 ¼ 750 nmÞ

4I9=2 !
4F5=2 2

2H9=2 ðl ¼ 800 nmÞ

4I9=2 !
4F3=2 ðl2 ¼ 880 nmÞ

½32�

The most efficient self-frequency mixing lasers
based on channels in eqns [29]–[31] are gathered
in Table 6.

See also

Materials Characterization Techniques: x(2). Nonlinear
Optics, Applications: Phase Matching. Nonlinear
Optics, Basics: x(2)–Harmonic Generation.

Figure 13 Scheme of a self-sum frequency mixing laser. Note

that in reality the three beams are superimposed.

Table 6 Main results of Nd3þ self-sum frequency mixing lasers based on eqn [29]

Crystal Pump wavelength (nm) Generated wavelength (nm) Output power

YAl3(BO3)4:Nd 740–760 436–443 0.16 mJ/pulse

GdAl3(BO3)4:Nd 740–760 436–443 0.403 mJ/pulse

CaGd4(BO3)3O:Nd 811 465 1 mW

YAl3(BO3)4:Nd 585–600 377–383 0.25 mJ/pulse

GdAl3(BO3)4:Nd 587–597 378–382 0.105 mJ/pulse

YAl3(BO3)4:Nd 488, 515 330, 380 0.2 mW
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LASER-INDUCED DAMAGE OF OPTICAL
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Shortly after the invention of the laser, in the early
1960s, it became apparent that laser performance
was limited by the ability of optical materials to
withstand high energy and power densities. Broadly
speaking, laser damage arises from two causes:
(i) thermal effects, which are associated with high
average power; and (ii) dielectric breakdown, which
is associated with high values of the local electric
field. Early researchers quickly recognized that most
of the observed damage effects arose from extrinsic
causes, such as impurities and inclusions in the bulk
material, or particles or defects on exposed optical
surfaces. At that time, optical materials had not been
developed for high-power use, and lacked the quality
needed for laser applications. In fact, in many
situations, the laser provided the inspection light
source used to assess the properties of the materials,
such as absorption, defects, scattering centers, surface
topography, and dynamic behavior. Thus, the field of
laser damage studies was broadened to include many
aspects of material preparation and characterization.
At high-power densities, nonlinear effects become
important, often limiting performance without creat-
ing any irreversible change in the material’s proper-
ties. The most general definition of laser-induced
damage includes all effects arising in optical materials
and components that limit or degrade the perform-
ance of laser systems.

The pursuit of improved performance at high values
of power and energy densities was motivated by
several factors and applications. In general, improved

tolerance to high flux and fluence leads to smaller,
lighter, and more efficient systems. These are particu-
larly important for military and energy applications.
Since the 1970s, the laser fusion program alone has
produced an extensive body of research on laser-
induced damage in high-power nanosecond-scale
systems, which has enabled orders of magnitude
improvement in the damage resistance and extraction
efficiency of glass lasers. More recently, with the
development of fiber laser systems producing and
transporting a kilowatt of average power in a fiber of
less than 100 mm diameter, laser damage phenomena
on an entirely different spatial scale have become
important.

Since the early 1970s, the literature of laser damage
research has been collected in a series of annual
publications of the Boulder Damage Symposium,
initiated by the authors of this article, which was first
held in 1969. Recently the papers presented at the
Damage Symposium in the years 1969 to 1998 were
collected and published in CD form by the SPIE. A
CD containing the proceedings of the next five years
(1999–2003) will be released by SPIE this year. Also
in the late 1960s, in the Soviet Union, Academician
Aleksei Bonch-Bruevich launched a comprehensive
research project on the nonresonant interaction of
laser radiation with matter, opening up a new branch
of photonics research, known in the Soviet Union as
power optics. In 1969, he founded the All-Union
Conference on Interaction of Optical Radiation with
Matter (AURICOM), which was held every two to
three years until 1990. After 1990, the conference
was renamed Nonresonant Laser-Matter Interaction
(NLMI), and chaired by Professor Mikhail Libenson.
NLMI was held in St Petersburg in 1996, 2000, and
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2003. The proceedings of the 1996 AURICOM and
subsequent NLMI conferences have been published
by the SPIE. We are saddened to note that Professor
Libenson died in February 2004.

The Boulder Damage Symposium grew out of a
one-day Symposium convened in Boulder in 1969
under the auspices of the ASTM Subcommittee on
Lasers, to establish standards for laser materials. In
their summary of the first Symposium, the conference
organizers remarked:

The entire question of the nature of the standards
remains to be addressed. Should they take the form of
energy density at which catastrophic damage is likely to
occur, or should they be specified in terms of a mean
number of shots at a given level of energy density before
certain degradation of performance is measured? The
latter would seem to express the kind of information that
the buyer of laser materials would find most useful. Once
a standard is agreed upon, a meaningful test configur-
ation must be established. It is likely that this will be a
well-controlled oscillator amplifier chain with the test
specimen an active element of the system, but this is not
certain. Another point to be determined is that of the
accuracy to which its specifications should be written.
This depends in part on the kind of quality control the
producers of laser glass believe is feasible.

The questions raised in this first Symposium remain
at the core of laser damage studies today. How do we
define damage, in terms of the physical effect on the
material or in terms of the degradation of perform-
ance of the system? How do we measure damage
thresholds or values? How do we specify the proper-
ties and preparation of the sample, including the
relevant experimental and material variables? How
can we ensure that damage values are reproducible,
unless we make the measurements in a very well
controlled and characterized system? With what
precision should damage levels be stated, in order to
be useful? Extensive research was required in order to
answer these questions, and to elucidate the funda-
mental nature of damage mechanisms. Many of the
results of this research are documented in the 35 year
record of the Boulder Damage Symposium and the
corresponding Russian-based conferences.

From the beginning of this area of research,
investigators devoted a significant effort to establish-
ing the ‘first causes’ of damage phenomena. However,
they quickly realized that in most cases, damage
occurred at surfaces and material interfaces, or was
mediated by impurities or inclusions in bulk
materials. As material fabrication processes
improved, and higher-quality materials became avail-
able, observed damage thresholds approached the
intrinsic limits of the pure material. This was

particularly true of silicate glass, metal reflectors,
and in some cases, polymers. In fact, silicate glass has
become one of the purest noncrystalline materials
available in bulk quantities. However, for practical
purposes, most laser systems are limited by damage at
surfaces, coatings, or impurities. Impurities aggregate
at grain boundaries in crystalline materials, and
coalesce into inclusions in glasses, resulting in
absorption, scattering, and field enhancement.

The coherent nature of laser light makes any
scattering phenomena potentially damaging, because
the scattered light interferes constructively with the
laser beam, leading to the formation of intensity hot
spots. Every interface in an optical system is poten-
tially a source of constructive interference between the
reflected and incident waves. Multilayer dielectric
coatings are particularly vulnerable to damage, due to
the presence of residual stress as well as field
enhancement from Fresnel reflection. This has led to
attempts to mitigate the problem by use of specific
designs, such as avoiding AR coatings by using
Brewster-angle surfaces, or use of nonquarter wave
layers to move the peak field away from the vicinity of
boundaries where impurities tend to collect. Other
damage-sensitive design considerations can be found
in the literature. Multiple reflections are the basis of
photonic crystal optics, and applications of these
devices to high-power density systems will undoubt-
edly be limited by field-enhanced damage phenomena.

In CW operation, of course, thermal effects
dominate. They may be irreversible, creating perma-
nent damage sites in the medium, or reversible, such as
color centers that can be bleached out. As laser pulse
durations vary from nanosecond to picosecond and
femtosecond durations, the nature of the dominant
damage mechanisms changes as well. As a rule of
thumb, the scaling of damage thresholds as t 1/2, where
t is the pulse duration, was established empirically,
and was found to be valid over a wide range of pulse
durations. This scaling implies the presence of diffu-
sion effects, either of heat or of electrons, in the vicinity
of a damage center. As might be expected, this scaling
does not apply for very short pulses (femtoseconds or
less), where the extremely high field values can lead to
instantaneous breakdown of the material.

Whether the damage is due to field enhancement or
is impurity-mediated, it is difficult to establish a
reproducible value for a damage threshold, unless the
sample is macroscopic in extent, and the sampling
laser beam is reproducibly of high spatial and
temporal quality, preferably truly single-mode.
Damage measurements on microscopic areas are
unlikely to be representative of the entire sample.
Damage will occur first at a point where the field is
strongest or the material is weakest, and a sufficient
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area must be tested to ensure that it includes such
sites. Also, unless the beam quality of the laser used
for testing is well controlled and well characterized, it
will not be possible to reproduce the test results.
It is equally important to characterize the samples,
including their method of preparation, cleaning, and
test environment. For damage research, as opposed to
simple threshold testing, postmortem examination is
also required, to elucidate the mechanism of the
observed damage effect. However, we now have
several techniques, such as photothermal deflection,
that can provide useful pre-catastrophic indicators of
the onset of laser damage, and thus are appropriate
for quality control.

Professor Roger Wood had published a series of
reviews and textbooks on laser damage in optical
materials, which provide an overview of the field,
with appropriate emphasis on measurement tech-
niques, characterization of the test setup and sample,
and implications for system design. He has also edited
a collection of seminal publications in the field,
published by the SPIE in 1990.

It is gratifying to those working in this field to
observe how much of the research carried out to
elucidate and, if possible, avoid the deleterious effects
of laser damage has been applied to the constructive
purpose of laser-assisted material processing and
manufacturing. The introduction of low-cost, reliable
femtosecond lasers has stimulated activity in this field,
since it enables the experimenter to control to exquisite
precision the power and energy deposited on a
material. With femtosecond pulses, one can ablate
material from the surface of an object while minimiz-
ing any collateral damage to the interior material.
Surface layers of dirt can be removed from priceless art
works such as oil paintings, without concern for
damage to the object itself. Objects with arbitrary
shape can be built up from metal particles, using laser
additive manufacturing techniques. Thin films and
photonic crystal structures can be created using laser-
assisted deposition. Laser irradiation provides a power
tool for surface cleaning, conditioning, and annealing.
Laser interaction with materials and laser-assisted
manufacturing techniques comprise a vital area of
research in the materials science community.

In both the US and Russia, study of the interaction
of intense coherent light with optical materials began
with a disarmingly simple objective; to understand
the fundamental mechanisms of interaction. In the
review and summary of the 1969 ASTM Symposium,
the editors wrote:

In view of the number of problems remaining to be
resolved, it is suggested that another Symposium on laser
damage be held in 1970. Hopefully, at that time a better

understanding of the nature of damage in laser glass will
have been obtained. Higher threshold values will have
been reproducibly achieved, and some agreement can be
arrived at regarding useful and realistic standards.

Thirty-five years later, damage levels in optical
materials have been significantly improved, and reali-
stic and useful standards have been developed under
the auspices of the International Organization for
Standardization (ISO), and are now accepted globally.
However, as the operating regimes of lasers have
moved to femtosecond temporal scale and micrometer
dimensions, new phenomena have arisen that require
further research. An entirely new technology of laser-
enabled manufacturing and materials conditioning
has developed, based on the same physics as laser
damage. Combining the disciplines of materials
science and applied optics, the interaction of intense
light with materials remains a scientifically challen-
ging and economically important field of research.

See also

Optical Coatings: Laser Damage in Thin Film Coatings.
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Introduction

Short Historic Overview

During the second half of the nineteenth century,
electric lighting became possible. In 1879, Edison
demonstrated his incandescent lamp, and although
some electric arc lamps competed with the incandes-
cent lamp bulb for a few years, the first 50 years of
electrical lighting was dominated by the incandescent
lamp. Gas discharge lamps (both low- and high-
pressure lamps) became more widely distributed only
by the end of the third decade of the twentieth
century, and widespread distribution of the fluor-
escent lamp, that still dominates our offices and many
other lighting applications today, was generally
accepted only after the Second World War.

The early incandescent lamps had an efficacy of a
few lm/W, but by 1920 this could be increased by up
to 10–15 lm/W. Gas discharge lamps started with
approximately 30 lm/W, but by 1960 their efficacy
increased to about 70 lm/W. Fluorescent lamps still
provide only 70 to 100 lm/W; high-pressure lamp
efficacy could be increased above this value. The
different lamp types can be used, however, in different
applications, depending on the size and the unit
power of the lamp type. Nonincandescent light
generation in solid-state materials dates back to the
1920s: a faint glow of a SiC crystal was observed
when current passed through it at a point contact. In
the 1930s, electroluminescence of ZnS powder layers
was detected (Destriaux effect). By the mid-1960s, it
became clear that by using the then available
technology, good luminous efficiency could be
expected only in III–V compounds (GaAs, GaP, and
their ternary and quaternary compounds using Al,
In, and N in the compounds). Pure GaAs has a
bandgap in the infrared (IR), thus one can build
good IR-emitters using this material, but no visible
light emitter. However, GaAs proved to be an
excellent coherent light-emitting material and
enabled the construction of IR-emitting semiconduc-
tor lasers.

First visible light-emitting diodes were fabricated
using a GaAsP alloy. Figure 1 shows how the efficacy
of III–V compound LEDs can be increased by
introducing new compositions, and later, new

technologies and better light extraction techniques.
In the figure we also show the efficacy values of
average incandescent, high-pressure Hg- and fluor-
escent lamps. The first LEDs emitted in the red part of
the spectrum, and only by 1975 was the green LED
invented. By 1985, practically any color between red
and green became possible, and the efficacy of these
lamps reached a level where for monochromatic light
applications, their efficacy could compete favorably
with filtered incandescent light. LEDs emit in a
relatively narrow wavelength band (20 nm–30 nm
bandwidth), and if one has to filter from the
continuous spectrum of an incandescent lamp such
a narrowband, the loss becomes considerable. LEDs
needed only a few volts to function and it became
general practice to build LEDs with approximately a
20 mA current load. These LEDs became very
popular for interior signaling (on instruments,
household appliances, and in similar applications).
The goal was, however, to be able to produce white
light, but the blue-emitting LED was still missing.
Only after 1990 could the problem of producing p–n
junctions from GaN, that had a bandgap large enough
to emit blue light, be solved. Different ternary and
quaternary compounds, as shown in Figure 1,
enabled efficacies comparable to incandescent
lamp efficacy, and the race for producing white
light began.

Physical Fundamentals

Figure 2 shows a forward-biased p–n junction. As
injected free electrons and holes are driven towards
the junction, they can radiatively recombine, emitting
a photon. The probability of photon emission versus
nonradiative recombination will depend on the band

Figure 1 Increase of luminous efficacy of LEDs during the past

40 years. Courtesy of Lumileds Lighting.
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structure of the semiconductor. Figure 3 shows the
two possibilities of a direct and an indirect bandgap
semiconductor. GaAs is, for example, a direct
bandgap material. In this material free electrons at
the bottom of the conduction band can recombine
with free holes at the top of the valence band, as the
momentum of the two ‘particles’ is the same and a
photon emission takes care of the principle of energy
conservation. GaP is an indirect bandgap material
where the momentum of the free electrons at the
bottom of the conduction band differs from the
momentum of the free holes at the top of the valence
band, and thus the recombination needs not only the
fulfilment of the conservation of energy, but also of
momentum. Thus, besides photon emission, phonon
emission or absorption has to take place. Thus, the
probability of the transition will decrease and
competing nonradiative processes will become
important. Using N doping produces very shallow

donor states and from these an efficient recombina-
tion can take place. This enabled the production of
early relatively efficient green-emitting LEDs.

GaN is ideal for producing LEDs, as it is a direct
gap material and has a high bandgap. The techno-
logical difficulties are, however, enormous. Modern
high-efficiency LEDs use (Al)InGaN-based materials
for shorter wavelength LEDs, and AlInGaP-based
materials for longer wavelength LEDs. Figure 4

shows a number of LED spectra of different
wavelengths including a white LED. Its spectrum
consists of a blue maximum produced by the LED
emission and a yellow broader band produced by the
luminescent material excited by the blue emission of
the LED.

LEDs are semiconductor materials, and as with
every semiconductor the LED characteristics are also
temperature dependent. Not only the efficiency of the
current carrier–photon emission process depends on
the temperature, but the bandgap of the base material
also depends on the temperature, and thus both the
efficacy and the relative spectral distribution of the
emission change with temperature. Figure 5 shows
the spectral power distribution of a red LED at
different temperatures.

Figure 2 Forward biased p–n junction, light generation via

recombination of free charge carriers.

Figure 3 Band to band recombination in direct and indirect band

semiconductor.

Figure 4 Relative spectral power distribution of some LED

structures.

Figure 5 Spectral power distribution of a red LED at different

temperatures.
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Modern High Brightness LEDs

Besides the high quantum efficiency of the semicon-
ductor junction, two further requirements to achieve
high luminous efficacy are the efficient light extrac-
tion from the junction and keeping the temperature of
the semiconductor chip low.

All semiconductors for producing LEDs have a
high refractive index, thus light reflection at the
semiconductor–air interface is relatively high, and for
obliquely impinging rays the critical angle for total
internal reflection is soon reached. Different manu-
facturers shaped the semiconductor chip in different
forms to secure maximum light extraction. Figure 6
shows the cross-section of an LED, where the side
planes have been cut obliquely to secure good light
extraction.

The other problem that has to be solved is good
heat conduction from the chip to a heat sink. At the
time of writing, highest single chip power loads were
in the order of 5 W. The structure of such a
construction is seen in Figure 7. The GaN-based
LED is grown on a visible light transparent sapphire
(Al2O3) substrate. In modern LEDs the structure itself

is quite complicated; in the vicinity of the p–n
junction some nanometer thick layers are deposited
forming quantum wells (QW(s)). The p-type original
upper layer is metalized and soldered to the submount
serving as heat-sink. The n-type layer gets a second
soldered heat conducting current leading to the
submount. As seen, the original structure grown on
the sapphire substrate is inverted, and now the light
can be extracted through the sapphire layer. The
metalization on the p-type layer serves at the same
time as a mirror. High brightness LEDs are now
available in package sizes of over 100 lumen.

White LED Structures

The advantages of LEDs (low drive voltage, extreme
long lifetime of 50000 to 100000 hours, robust
shock-resistant construction) can open up a new era
of lighting engineering, if white light emission can be
obtained. The LED structure in itself is a narrowband
emitter, thus – with inorganic LEDs – it is not
possible to produce white light within one chip.
Organic LEDs (OLEDs) promise the production of
broadband and white light emission, but these are still
in an experimental phase. At present they are used in
smaller, portable displays, such as those used on
portable phones, cam-coders, etc. To get further
information, go to the Further Reading section at the
end of this article.

At present three techniques to generate white light
get thorough investigation: first, mixing the light of a
red, a green, and a blue LED. This should theoreti-
cally give the highest efficiency; the problem is,
however, that the three LEDs have different tempera-
ture dependence and aging characteristics, and thus it
is difficult to keep the chromaticity of the mixed color
constant (the three colored LEDs can be used in LED-
based displays to produce full-color reproduction). At
present the following technique is widely used. A blue
LED excites a yellow phosphor, so that the mixture of
the blue and yellow lights produce a white appear-
ance. The color rendering of such white LEDs is not
too good, and therefore alternative techniques using a
green and a red phosphor are receiving increasing
attention. The third method uses the same principle,
but with an LED emitting in the near ultraviolet. This
has the advantage that it provides a greater selection
of phosphors, but as the energy difference between
the UV photon and the photon emitted by the
phosphor is larger than in the case of a blue-emitting
LED, the theoretical efficiency is lower.

The phosphor layer is deposited on the chip
surface, and for blue-emitting diodes special care
has to be taken that the LED light and the phosphor

Figure 6 Truncated pyramid structure to secure good light

extraction from the LED chip. Courtesy of Lumileds Lighting.

Figure 7 Inverted, flip-chip structure for good heat-sinking of the

LED. Courtesy of Lumileds Lighting.
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light are properly mixed so that the emitted light
shows no directional color shift. Early white LEDs
suffered much from the fact that the spectral
distribution of the light changed considerably with
viewing angle.

The problems with phosphor-coated white LEDs
are how a suitable correlated color temperature and
color rendering can be obtained. Early white LEDs
had very bluish chromaticity, their correlated color
temperature was very high, above 7000 K. Preferred
white light has different chromaticity in different
cultural regions, in the Far East 6000 K to 6500 K is
preferred, in Europe and North America for general
lighting a correlated color temperature of 4000 K is
well accepted and for social and home lighting even
lower correlated color temperatures, 2800 K to
3200 K are preferred. Recently, white LEDs based
on blue chips and special phosphor blends have been
produced that meet these requirements.

A further problem is the color rendering of
the white LEDs. The Commission Internationale
d’Eclairage (CIE), the International Commission on
Illumination, provides standards, recommendations,
and technical reports in the field of light and lighting,
including vision, color, and image processing.
Photometry and colorimetry are based on the
standards and recommendations of the CIE.

The CIE established a method of calculating a
color-rendering index in 1965 and updated it in 1974.
Despite several attempts, the lighting community has
been unable to agree on a revision of this outdated
document since the 1970s. Thus, color-rendering
indices are still calculated based on this method,
although several investigations have shown that the
calculated indices do not correspond with the visual
observation. CIE, therefore, established a technical
committee (TC) dealing only with the question of
LED color rendering. It is hoped that this TC will be
able to come up with some recommendations soon
and, therefore, that LED manufacturers can tailor the
emission spectra of their LEDs for optimal efficacy
and color rendering. Until this happens, however, the
published color rendering indices, especially the
General Color Rendering Index ðRaÞ have to be
handled carefully. The color appearance of objects
under LED illumination might deviate considerably
from what one expects based on the Ra index.

Application of LEDs

LEDs are the solution for practically every signaling
application. Figure 8 shows an LED traffic light.
Here it is also shown that, despite the fact that LEDs
have extremely long life expectancy, the failure of

the electronic circuitry can lead to unpleasant dark
spots and rows in the display.

LEDs are increasingly used in large active posters
and displays. In such applications the highly saturated
color of LED light is an advantage: LED displays can
be very bright and emit saturated colors.

LEDs have an advantage in every situation where
colored light has to be produced. Thus, they become
the preferred automotive stoplights, dashboard
lights, and are widely used in other signaling
applications on the roads, at airfields, and in other
traffic situations; much decorative lighting is now
using LEDs.

Experiments are underway to find the best
applications for white LEDs. Their drawback at
the moment is still that their single unit power is
below ten watts, as we often need ten to a hundred
times larger units. For such applications, some LED
clusters have been built, but these are still not
competitive with other light sources. At places where
the ruggedness of the LEDs is of an advantage, white
LED lights are used – for example, in aircraft
reading lights. One area where we will probably
soon find higher-intensity white LEDs is car head-
lamps. Both the efficacy and the luminous flux
output of the single LED units is increasing
continuously. Applications, unbelievable only a few
years ago, can now be realized efficiently with LEDs.
Thus it is very difficult to foresee in which
applications – beyond signaling – LEDs will first
supersede other light sources, but it is certain that
within the next decade we will see many new
applications of LED sources.

Figure 8 Green LED traffic light. Due to an electronic failure

some LEDs stay dark.
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List of Units and Nomenclature

Chromatic
adaptation

Adaptation by stimuli in which
the dominant effect is that of
different relative spectral dis-
tributions.

Chromaticity Partial description of the color
stimulus, describing only chro-
matic aspects and not the
‘intensity’ (the luminance) of
the stimulus. In light sources,
chromaticity is an important
descriptor, as the level of illu-
mination can be changed by
changing the distance between
the source and the illuminated
object. The luminance of the
object will depend on the
illumination and the reflection
(transmission) characteristics
of the object.

Color In color science one dis-
tinguishes between color (per-
ception), characteristic of
visual perception that can be
described by attributes of hue,
brightness (or lightness) and
colorfulness (or saturation or
chroma), and color stimulus, a
specification of the optical
stimulus in terms of operation-
ally defined values, such as
three tristimulus values, or
luminance, and chromaticity
(or dominant wavelength and
saturation).

Color rendering Measure of the degree to
which the psychophysical
color of an object illuminated
by the test illuminant conforms
to that of the same object
illuminated by the reference
illuminant, suitable allowance

having been made for the state
of chromatic adaptation.

Correlated color
temperature

The temperature of the Planck-
ian radiator whose perceived
color most closely resembles
that of a given stimulus at the
same brightness and under
specified viewing conditions.

Efficacy (luminous
efficacy of a
source)

Quotient of the luminous flux
emitted by the power con-
sumed by the source.

Luminous
efficiency

Ratio of radiant flux weighted
according to V(l), the spectral
luminous efficiency of the
human eye, to the correspond-
ing radiant flux.

Spectral luminous
efficiency (of the
human observer)

Ratio of the radiant flux at
wavelength lm to that at wave-
length l, such that both radi-
ations produce equally intense
luminous sensations under
specified photometric con-
ditions and lm is chosen so
that the maximum value of this
ratio is equal to 1.

See also

Incoherent Sources: Lamps. Lasers: Semiconductor
Lasers.
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Introduction

A complete understanding of the band structure of
a semiconductor close to the Fermi energy requires
information on the fundamental energy gap, the
effective masses and the effective g-factors of the
valence and conduction band. Magneto-optical
methods in principle allow one to determine all
these quantities; they are particularly well suited to
measure the spin splittings of the energy bands.

Faraday rotation is the rotation of the plane of
polarization of linearly polarized light propagating
through a sample parallel to an external magnetic
field. The magneto-optical Kerr effect is the analog
for reflection. Though in general it yields much
smaller angles of rotation than the Faraday effect, it
has to be applied in spectral ranges where the
investigated sample is not transparent.

If a semiconductor is excited by circularly polarized
light with photon energies not too high above the
energy gap a spin polarization in the conduction band
can be obtained (optical pumping). A small transverse
magnetic field reduces the degree of this spin

polarization (the Hanle effect). Owing to the spin
polarization of the photo-excited conduction elec-
trons the photoluminescence radiation is partly
circularly polarized. Thus mounting the sample in a
microwave resonator and applying a longitudinal
magnetic field, electron spin resonance transitions can
be detected optically by monitoring the degree of
polarization of the photoluminescence (ODCESR:
optically detected conduction electron spin reson-
ance). Via a ‘nuclear Hanle effect’ mediated by the
hyperfine interaction, nuclear magnetic resonance
transitions can also be detected optically (ODNMR).
ODCESR and ODNMR are summarized under
ODMR (optically detected magnetic resonance).

In modern optics nonlinear optical effects have
gained particular importance. Since electron spin
resonances in semiconductors are Raman-active
transitions, coherent Raman methods such as CARS
(coherent anti-Stokes Raman scattering) or CSRS
(coherent Stokes Raman scattering) are of great
importance for the determination of spin splittings
of energy bands and the investigation of magnetic
structures in semiconductors.

In the present contribution the physical basis for
these methods will be discussed and typical examples
for their application will be presented.

For Faraday rotation and CARS the systems from
which these examples will be taken are magnetic or
dilute magnetic semiconductors. In these materials
paramagnetic ions like Mnþþ or Euþþ are incorpor-
ated. There are two types of exchange interactions:
(i) between the magnetic ions which in most
cases causes an antiferromagnetic coupling; and
(ii) between the ions and free carriers which causes a



strong modification of the spin splittings of the
energy bands with respect to nonmagnetic materials.
Thus the Faraday effect or CARS are particularly
well-suited methods for the investigation of such
systems.

As examples of optical pumping and ODMR,
results obtained with III–V semiconductors will
be presented, which show the most important
applications of these experimental methods.

Faraday Rotation and Magneto-optical
Kerr Effect

Basic Principles

As already pointed out in the Introduction, the
Faraday effect is the rotation of the plane of
polarization of linearly polarized light traversing a
sample parallel to a magnetic field. The angle of
rotation QFar is proportional to the length l of the
sample and to the strength B of the magnetic field:

QFar ¼ VlB ½1�

where V is called Verdet’s constant.
For a phenomenological understanding of the effect

one can consider plane polarized light as a super-
position of right- and left-hand circularly polarized
components. If the indices of refraction are different
for both components, then at the end of the sample,
when the two components are recombined, a phase
shift occurs which manifests itself as a rotation of the
polarization plane. The angle resulting from this
consideration is

QFar ¼
lv

2c
ðn2 2 nþÞ ½2�

where v is the frequency, c the velocity of light, and
n2 and nþ are the refractive indices for left- and right-
hand polarized light, respectively. If one neglects
ellipticity of the light behind the sample only the
real parts of the complex refractive indices ~n^ are
important,

~n^ ¼ n^ 2 ik^ ½3�

The imaginary parts, however, are needed to under-
stand the magneto-optical Kerr effect which occurs in
the light reflected from the sample surface. According
to Fresnel’s formula for vertical incidence the field
amplitude of the reflected beam is:

~Er
^ ¼

1 2 ~n^

1 þ ~n^

~Ei
^ ¼ ~r^ ~Ei

^ ½4�

where the superscript ‘r’ refers to the reflected beam
and ‘i’ to the incident beam. The complex reflection

coefficient can be split into an amplitude and a phase
factor:

~r^ ¼ r^ expðic^Þ ½5�

By comparing eqns [4] and [5] the phase shifts during
reflection can be expressed in terms of the refractive
index:

c^ ¼ arctan
2k^

1 2 n2
^ 2 k2

^

½6�

Finally the Kerr angle of rotation is obtained from the
phase shifts in an analogous way to the Faraday
rotation:

QKerr ¼
1
2 ðc2 2 cþÞ ½7�

It is seen that both effects can be understood in terms
of the refractive index. In a simple oscillator model
the refractive index has the form given in eqn [8]:

~n2
^¼ ~1^ðv;BÞ¼11þ

X
i;j

F^
i;j

"v^
i;j2"v2 1

2 iG^
i;j

½8�

with "v^
i;j representing the transition energies

between the energy levels i and j in sþ and s2

polarization, respectively, and F^
i;j and G^

i;j are the
respective oscillator strength and linewidth
parameter.

From eqn [8] it is seen that when tuning the
frequency, v; resonant enhancements of the
rotation angles are expected whenever the frequency
corresponds to an allowed electronic transition, e.g.,
an exciton in a wide-gap semiconductor. This is the
reason why the Faraday and magneto-optical Kerr
effect can yield information on interband transition
energies. In the case of such a resonance, the
refractive index will be dominated by the particular
term in the sum, corresponding to that transition.
By a Taylor expansion one can then show that
the difference of the refractive indices for sþ and s2

polarization and thus the angles of rotation (see
eqns [2] and [7]) are proportional to the difference of
the transition energies for right- and left-hand
circularly polarized light, and this difference depends
on the spin splittings of the valence and conduction
band. So we understand why the most important
information obtained from Faraday or magneto-
optical Kerr effect studies is on the spin splittings
of the energy bands.

A quantum mechanical description of the
relation between the material properties and the
magneto-optical effects beyond the simple oscillator
model given here is published by Boswarva et al.
and the reader is referred to this paper for
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further studies. A matrix formalism to describe the
effects for a multilayer system has been developed
by Nies and Kessler.

Examples of Experimental Results

The straightforward method to measure Faraday
rotation is to put the sample between polarizers
and sweep the magnetic field. Then the transmitted
intensity is proportional to a cos2 function.
Subsequent maxima demonstrate a rotation by
1808. There have been numerous successful inves-
tigations done in this way, but the possibilities of
detecting small angles of rotation are very limited
in this method. Therefore differential methods have
been developed either using a polarizing beam
splitter, or a photo-elastic modulator which period-
ically switches the state of polarization. Rotation
angles of the order of 1024 rad can be detected in
this way.

Figure 1 shows the Faraday rotation of an
epitaxial film of Pb0.933Eu0.067Te (thickness 11mm)
for two temperatures. The plot demonstrates beha-
vior typical for a diluted magnetic semiconductor in
its paramagnetic phase. The spin splittings of the
valence and conduction band and accordingly the
Faraday rotation are proportional to the magnetiza-
tion of the sample which behaves like a Brillouin
function. (The lines without noise are fitted Brillouin
functions.)

Examples of the application of the magneto-optical
Kerr effect to the investigation of semiconductors,
particularly multilayer systems, are published, e.g.,
by Pohlt et al. and Krenn et al.

Coherent Raman Scattering

Basic Principles

A more direct method for the determination of spin
splittings of energy bands is provided by Raman
scattering. There is a huge number of investigations
of spin transitions in semiconductors using spon-
taneous Raman scattering (for a review of spon-
taneous Raman scattering in dilute magnetic
semiconductors see the article by Ramdas and
Rodriguez). However, there are several advantages
in the spectroscopic application of the nonlinear
Raman techniques compared to spontaneous Raman
scattering:

(i) The scattered radiation is emitted as a colli-
mated beam which is more easily detectable
than the light spontaneously scattered into
the entire solid angle. This advantage is
particularly important for the investigation of
narrow-gap semiconductors which have to be
investigated by infrared light, a spectral range
where the detectors are less sensitive than in the
visible.

(ii) Fluorescence can be strongly suppressed by
spatial filtering.

(iii) The spectral resolution is determined by lasers
instead of a classical spectrometer.

(iv) Raman scattering cross-sections can be calcu-
lated from the intensity of a collimated beam
without taking care of the aperture of the
detecting system.

The coherent Raman techniques are special cases
of optical four-wave mixing where two laser
beams with frequencies vL and vS ðvL . vSÞ are
superimposed in the sample. Due to nonlinear
interactions radiation with new frequencies is
generated, among them:

vCARS ¼ 2vL 2 vS ½9�

If one identifies vL with the frequency of the pump
laser and vS with that of the scattered Stokes
radiation of a spontaneous Raman experiment, then
vCARS is the frequency of the anti-Stokes radiation.
For the intensity of the radiation generated at vCARS

one finds:

ICARS ¼
9

16c4
01

2
0

v2
CARS

nCARSnSn2
L

���xð3Þ ���2 l2ISI2
L

�

2
4 sinðDk
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3
52

½10�
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Figure 1 Faraday rotation as a function of magnetic field of a

PbEuSe epitaxial film for two temperatures. Lines with noise:

experimental recordings; lines without noise: fitted Brillouin

functions.
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where c0 is the velocity of light, l is the length of the
sample, I denotes the intensity, and n the refractive
index at the respective frequency. x

ð3Þ
kjkj is the third-

order nonlinear susceptibility of the scattering
medium and

Dk
�!

¼ 2~kL 2 ~kS 2
~kCARS ½11�

is the phase mismatch. Dk
�!

¼ 0 can be achieved by
noncollinear alignment of the laser beams. However,
for very thin epitaxial layers with l ! p=Dk the phase
factor in eqn [10] can be approximated by 1.

The information on the investigated material is
contained in the nonlinear susceptibility. It can be
calculated by time-dependent perturbation theory
taking into account a ground state la. and
intermediate states lb.; lc. and ld. : It turns
out that x(3) is proportional to a sum over all
states of the system as intermediate states; in the
sum 24 terms like the one given in eqn [12] have to
be added:

mijkl

ðvba 2vL 2 iGbaÞðvca 2vL þvS 2 iGcaÞðvda 2vCARS 2 iGdaÞ

½12�

mijkl is a product of four dipole matrix elements
between states la.: lb.; lb.: lc.; lc.: ld. and
ld.: la. with field polarizations as given by
the indices. vab ¼ ðEa2EbÞ=" and Gab is the line-
width of the respective transition. Resonances of the
susceptibility are found by inspection of the
denominators. x(3) exhibits Raman-like resonances
whenever "ðvL 2vSÞ is equal to the excitation
energy of a Raman allowed transition (see the
second factor in the denominator of eqn [12]). If in
this case the laser beams are polarized according to
the Raman selection rules then mijkl is not zero. For
spin transitions in a semiconductor in a magnetic
field (free electron spin flip as well as transitions
within the magnetic ions) this is the case if in the
Voigt configuration ð~kL;S ’

~BÞ the beams with
frequencies vL and vS are polarized perpendicular
to one another. In the case of a spin transition vca ¼

gpmBB (gp being the effective Landé-factor and mB

the Bohr magneton). Thus holding the frequencies
vL and vS fixed and tuning the magnetic field a
resonance in ICARS will be observed from the
position of which the effective g-factor can be
obtained. Using tunable dye lasers, of course, the
laser frequencies can be tuned as well.

Close to the resonance the real part of the
susceptibility becomes small and the imaginary part
is not negligible. Furthermore, one-photon reson-
ances may occur if the laser frequency vL corresponds
to the energy of a real electronic transition, e.g., an

allowed interband transition. If one-photon and
Raman-like resonances occur simultaneously one
talks about resonance CARS.

As discussed in the literature x (3) can be split into a
resonant part x r, summing up all the resonant terms,
and a nonresonant part xnr: In a semiconductor there
are contributions to xnr due to free carriers and a
background due to bound valence electrons.
The background contribution in general is real.
As can be seen from eqn [10],

ICARS /
���xð3ÞCARS

���2¼ jxnr j
2þ
��x 0
��2þ��x 00

��2þ2 ·xnrx
0 ½13�

x 0 and x 00 being the real and imaginary parts of the
resonant contribution. Depending on the relative
strength of resonant and nonresonant contributions
to x(3) the last term in eqn [13] may cause complicated
lineshapes which make it difficult to find the correct
transition energy in spectroscopic applications of
CARS. If more than one resonance is not completely
resolved the lineshape is even more complicated
and a careful analysis has to be performed to get
the correct resonance positions and linewidths of
the transitions.

Examples of Experimental Results

Figure 2 shows a scheme of a CARS setup suitable to
measure spin transitions in a semiconductor. The
scheme is drawn for backscattering geometry; for-
ward detection is accomplished by directing the
incoming beams onto the sample from the opposite
side to that plotted.

Two dye lasers (frequencies vL and vS) are
pumped by a frequency-doubled Nd:YAG laser.
A Glan–Thomson prism combines the two beams.
The monochromator is set to 2vL 2 vS: The iris and
the polarizer PZ3 reduce stray light. The experiment is
performed either at fixed magnetic field and tuning one
of the dye lasers (with the monochromator swept
accordingly) or by keeping the laser frequencies fixed
and sweeping the magnetic field. The latter method is
also applicable in the mid-infrared using step-tunable
CO or CO2 lasers.

As an example, in Figure 3 a spectrum obtained
from a CdMnTe alloy crystal is reproduced. There
are two peaks observed due to the paramagnetic
resonance of the Mn 3d electrons and due to the
spin resonance of photo-excited free electrons in the
conduction band. The inset shows the paramagnetic
resonance on an extended scale. The linewidth
of 0:5 cm21 is not limited by the experimental resolu-
tion, which in the present case is about a factor of
10 better.
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Figure 2 Scheme of the experimental arrangement for CARS. Bold full lines: light beams; dashed and dotted lines: data connections;

BS: beam splitter; PZ1,2: Pockels cells for rotation of linear polarization; PZ3: polarizer; GTP: Glan–Thomson prism for superposition of

beams polarized orthogonally to each other; L: lenses.

Figure 3 Coherent Raman intensity of a CdMnTe bulk crystal as a function of frequency difference vL 2 vS: Inset: Region of

paramagnetic resonance in an extended scale. Adapted from Rupprecht R, Müller B, Pascher H, et al. (1998) Coherent Raman

scattering from magnetic excitations in diluted magnetic semiconductors: Bulk crystals of CdMnTe. Physical Review B 58: 16123.

Copyright (1998) by the American Physical Society.
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Optical Pumping

The basic principles of optical pumping have been
developed by Kastler. A material (gas or solid) is
excited by absorption of circularly polarized light.
Lampel was the first to demonstrate the possibility of
optical spin orientation of free electrons in a
semiconductor. The method has the most important
applications in zincblende materials. Thus it is
explained here with the example of GaAs.

Principles of Optical Spin Orientation

Most of the III–V and II–VI semiconductors have
direct gaps at the center of the Brillouin zone. The
conduction band (cb) is doubly degenerate with spin.
The valence band consists of the heavy hole band
(hh; mj ¼ ^3=2), the light hole band (lh; mj ¼ ^1=2)
and the split-off band (so; mj ¼ ^1=2), each doubly
degenerate. In bulk material hh and lh are degenerate
at k ¼ 0: The transition probabilities for interband
transitions between hh and cb are three times larger
than for transitions between lh and cb. Due to the
selection rules, e.g., for the absorption of sþ

circularly polarized light, transitions 23=2 !21=2
and 21=2 !þ1=2 are allowed, the first having
three times higher probability. The electronic spin
polarization P is defined as:

P ¼
nþ 2 n2

nþ þ n2

½14�

where nþ and n2 are the densities of electrons with
the two spin orientations with respect to the direction
of propagation of light. These considerations yield
Pi ¼ 20:5 as the initial spin polarization under
excitation with sþ circularly polarized light with
a photon energy between the fundamental gap
and the energy difference from the spin–orbit split
valence band to the conduction band. Due to
relaxation processes the actual electronic steady
state polarization P is smaller than Pi:

P ¼ Pi

T1

T1 þ t
½15�

with T1 being the spin relaxation time, which in zero
magnetic field is equal to the transverse relaxation
time T2, and t is is the lifetime of conduction
electrons.

The spin polarization of the electrons can be
detected by analyzing the degree of circular polari-
zation of the luminescence light which is defined as:

P ¼
Iþ 2 I2
Iþ þ I2

½16�

where Iþ and I2 are the intensities of sþ and s2

polarized light, respectively. Since for emission due to
free-electron/free-hole or free-exciton recombination
the same transition probabilities as for absorption are
obtained, one finds:

P ¼ 0:5 P ¼ 0:25
T1

T1 þ t
½17�

In the case of quantum wells, the lh-hh degeneracy is
lifted due to different confinement energies. Then the
maximum polarization of cb ! hh as well as for
cb ! lh luminescence light is 0.5.

Of course these considerations are only true for
intrinsic or p-type materials where the number of
photo-excited electrons is high compared to the
equilibrium number of electrons.

Hyperfine Interaction of Spin-Polarized Electrons
and Atomic Nuclei

In GaAs three isotopes exist with spin 3/2, namely
69Ga; 71Ga and 75As: Owing to the small energy
separation of the nuclear spin levels in moderate
magnetic fields, in thermal equilibrium no significant
nuclear spin polarization exists even at a temperature
of 2 K. However, the hyperfine interaction between
electrons and nuclei allows so-called flip-flop pro-
cesses, that is a simultaneous reversal of electronic
and nuclear spins. This causes a considerable
dynamic spin polarization of the nuclei if the
electronic spin system is polarized due to optical
pumping. Under most experimental conditions and
when nuclear spin relaxation mechanisms other than
via the hyperfine interaction are negligible, the mean
nuclear spin is approximately:

kIl ¼
IðI þ 1Þ

SðS þ 1Þ

P

2
½18�

where I and S are the operators for nuclear and
electron spin. These dynamically polarized nuclei act
on the electrons and shift their spin resonance
magnetic field by an effective nuclear field (the
Overhauser shift). This shift is proportional to kIl
and to the probability of finding the electrons at
the nuclear sites, and is inversely proportional to gp:
In GaAs due to the small value of gp this field can
reach several tesla.

Effect of a Constant Transverse Magnetic Field –
The Hanle Effect

In a transverse (with respect to the direction of
propagation of light) magnetic field the spin-
oriented electrons precess around the field with an
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angular frequency V ¼ gpmBB=": If the spin lifetime
TS ð1=TS ¼ 1=T2 þ 1=tÞ is long enough, this precession
diminishes the average spin polarization and conse-
quently the degree of circular polarization of the
photoluminescence according to:

PðBÞ ¼ Pð0Þ
1

1 þV2T2
S

½19�

This is a Lorentzian with a width at half height of
DB ¼ "=ðgpmBTSÞ:

It is seen that by measuring PðBÞ the spin lifetime
can be determined if gp is known. Together with
eqn [17] the spin and interband lifetime can be
determined in a steady-state experiment. If, on the
other hand, TS is known from a time-resolved
experiment, gp can be found from a Hanle effect
measurement.

Optically Detected Conduction
Electron Spin Resonance (ODCESR)

Optical spin orientation of conduction electrons is
the presupposition for ODCESR. Suppose now, a
longitudinal magnetic field B0 is applied on the
sample (B0 parallel to k, the direction of propa-
gation of light, which is parallel to the direction of
the optically oriented spins). If the field is not too
high the considerations of optical spin orientation
remain unchanged. In higher fields the spin polar-
ization may be modified due to the energy splitting
of the spin levels. In this case the spin polarization is
enhanced or diminished, depending on the direction
of the field parallel or antiparallel to k. If now an
additional transverse microwave field B1 of freq-
uency v0; which fulfills the resonance condition
"v0 ¼ gpmBB0; is applied, transitions between the
two spin levels will occur which resonantly decrease
the spin polarization. This decrease manifests itself
in a decrease of the degree of circular polarization of
the photoluminescence.

The method has several advantages compared to
conventional ESR. Microwave photons with freq-
uency of about 1010 Hz change the state of
polarization of optical photons with frequency of
about 1014 Hz. Thus the sensitivity is that of the
optical detection which is much higher than in
conventional ESR. Even electrons in a single
quantum well or heterostructure can be detected
by the optical method. There is also the possibility to
distinguish between electrons in different quantized
levels in heterostructures due to the different
spectral position of their photoluminescence.
Another advantage is that the electrons are

photo-excited; the sample does not need to be
n-doped. High-purity samples can be investigated
which exhibit narrower linewidths.

Optically Detected Nuclear Magnetic
Resonance (ODNMR)

With the presuppositions provided in the pre-
ceeding sections the basic principle of ODNMR
is easily understood. As in ODCESR we assume
that an external magnetic field B0 is applied
parallel to k: Perpendicular to it a radio-frequency
field B2 with frequency v is applied. The NMR
resonance frequency is v0 ¼ gn·B0 with gn being
the gyromagnetic ratio of the nucleus under
consideration. In the frame rotating with v around
the direction of B0 an effective field Beff ¼ B0 2

v=gn þ B2 acts on the nuclei. The nuclear magnetiza-
tion is oriented parallel to Beff: It is seen that in
resonance Beff is parallel to B2; which means
perpendicular to k: Via the hyperfine interaction this
nuclear field acts on the electrons, diminishing their
spin polarization via the Hanle effect. So the nuclear
magnetic resonance can be detected as a reduction
of the degree of circular polarization of the
photoluminescence.

The simplified model given above does not take
into account several effects which influence the
lineshape, position and intensity of the observed
resonance lines.

Examples of Experimental Results for
Optical Pumping and Optically
Detected Magnetic Resonances

These experiments can be performed at liquid
helium temperature in a standard photolumines-
cence setup. In addition one has to provide the
possibility of applying transverse (Hanle effect) or
longitudinal (ODCESR, ODNMR) magnetic fields.
For ODCESR the sample is mounted in a microwave
resonator with optical access; for ODNMR a radio-
frequency coil is wound around the sample. The
state of circular polarization of the exciting laser
light has to be controlled. The measured quantity
is the sign and degree of circular polarization of
the luminescence light at a certain wavelength.
The sensitivity can be enhanced by periodically
sþ=s2-modulating either the exciting light or the
detection. Which one of these possibilities is used
depends on whether or not a high nuclear spin
polarization is wanted.

As pointed out above the dynamically polarized
nuclei, particularly in GaAs, strongly affect the
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ODCESR resonant field. To get reliable values for the
effective g-factor, the nuclear spin polarization must
be completely suppressed. This can be achieved by
sþ=s2-modulation of the exciting light with a
modulation period much shorter than the nuclear
spin relaxation time. But due to imperfections, e.g., if
the intensities of sþ and s2 light or their time
intervals are not equal, residual optical fields may
remain. To get precise values for gp in addition the
NMR has to be saturated by a suitable radio-
frequency field. On the other hand, the strong
Overhauser shift of the CESR can be useful for the
determination of nuclear spin relaxation times.
To perform such experiments the nuclei are first
polarized by optical pumping with fixed circular
polarization and afterwards, for the detection,
sþ=s2-modulation is switched on.

For the optical detection of NMR a high nuclear
spin polarization is favorable. Thus for those
experiments one uses fixed polarization of the
exciting beam and modulates the detected light.

Figure 4 shows examples of results obtained with
a p-channel AlGaAs/GaAs single heterostructure. In
this sample due to the doping profile a triangular
potential well at the interface in the valence band of
the GaAs layer is built, in which quantized hole

levels exist. The luminescence band shown in
Figure 4a between 821 nm and 825 nm is due to
recombination of electrons with holes in these
quantized states. For the experiments shown in the
other panels of the figure the spectrometer is set at a
position within this band. The other lines are due to
excitons and impurities and are not interesting for
what follows.

In Figure 4b the results of a Hanle experiment are
reproduced. The line without noise is the fitted
Lorentzian. The fit yielded t ¼ 8:1 ns and T1 ¼ 4:7 ns.

In Figure 4c a typical ODNMR spectrum of the
same sample is plotted. One observes resonances due
to 75As at 1.36 MHz, 69Ga at 1.9 MHz and 71Ga at
2.4 MHz. In the inset the 75As resonance is plotted
in an extended scale. A quadrupole splitting into
three components is clearly resolved. This result
demonstrates that the tetrahedral symmetry at the
nuclear site is broken either due to local defects or
due to the (rather small) lattice mismatch close to the
AlGaAs/GaAs interface.

Finally Figure 4d shows the ODCESR spectrum.
For the experiment the exciting beam was sþ=s2-
modulated and in addition during the sweep
the NMR of all three nuclei was permanently
saturated to make sure that no Overhauser shift
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Figure 4 (a) Photoluminescence spectrum of a p-channel AlGaAs/GaAs heterostructure; (b) Hanle curve (luminescence polarization

as a function of transverse magnetic field); (c) ODNMR recording; (d) ODCESR recording. Adapted from Schreiner M, Pascher H,

Denninger G, et al. (1997) Nuclear spin relaxation in AlGaAs/GaAs heterostructures observed via optically detected magnetic

resonance (ODMR) experiments. Solid State Communications 102: 715. Copyright (1997), with permission from Elsevier.
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affects the result. The g-factor calculated from this
plot is lgpl ¼ 0:468; which is larger than that found
for bulk GaAs. This value was also used for fitting the
Hanle curve.

List of Units and Nomenclature

Angle [rad]
Angular frequency v [rad s21]
Bohr magneton mB 9.2742 £ 10224 J T21

Degree of circular
polarization of
light P

Electric field E [V m21]
Gyromagnetic ratio g [T21 s21]
Imaginary unit i
Intensity I [W m22]
Magnetic

displacement B
[T]

Permittivity of free
space 10

8.8542 £ 1012 V s A21 m21

Planck’s constant " 1.0546 £ 10234 J s
Refractive index n
Speed of light

in vacuum co

2.9979 £ 108 m s21

Spin polarization P
Susceptibility x

CARS coherent anti-Stokes Raman
scattering

CSRS coherent Stokes Raman
scattering

ODCESR optically detected conduc-
tion electron spin resonance

ODMR optically detected magnetic
resonance

ODNMR optically detected nuclear
magnetic resonance
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Introduction

The addition of a magnetic field to an optical study of a
semiconductor generally improves the specificity of
the experiment, but in particular affects primarily the
electrons rather than the lattice so that the magneto-
optical properties are determined to a large degree by
the electrons alone. The major interest has been in the
determination of the electronic energy band structure
of semiconductors, both in their bulk and low-
dimensional (two-, one-, and zero-dimensional) quan-
tum forms. The magneto-optical experiments fall
mainly into two categories according to whether the
effects are associated with intraband (within a single
conduction or valence band) or interband (valence to
conduction band) transitions; there are also hybrid
(i.e., higher-order) effects such as spin-flip Raman
scattering or two-photon absorption where both inter-
and intraband transitions are involved in a two-stage
process. Interband transitions occur typically in the
visible to mid-infrared (MIR) region, and intraband
transitions in the MIR to far-infrared (FIR) region.

Theoretical Background

The most common band structure involved in
semiconductor magneto-optics is the so-called
quasi-Ge model, which gives an accurate description
of group IV, and zincblende (III–V and II–VI)
semiconductors, so it is convenient to describe the
theory in terms of this model. In this model the small
terms associated with inversion asymmetry are
neglected to a first approximation. At the Brillouin
zone center (i.e., at k ¼ 0Þ the conduction band has
s-like symmetry and the triply degenerate valence
band p-like symmetry. In the presence of strong
spin–orbit coupling, part of this degeneracy is raised
resulting in the doubly degenerate (at k ¼ 0Þ heavy
and light mass valence bands and a so-called
spin–orbit split-off band. The reader should go to
the general reviews quoted under ‘Further Reading’
for the equivalent coverage of other common systems
such as the wurzite II–VI and the lead salt systems.

The dynamics of a free electron subject to an
external magnetic field have been given by a variety of
authors, but the most universally used treatment is

that of Landau. For the motion of an electron in a
semiconductor we treat first the case of a simple
parabolic energy band. For the case of the magnetic
field, B, along the z-direction, kz remains a good
quantum number, but kx and ky are subsumed into the
new magnetic orbital (Landau) quantum number, n.
The original three-dimensional energy band, E ¼

"k2=2mp; is coelesced into a series of one-dimensional
Landau sub-bands in the kz-direction (where the
motion along kz remains unchanged):

E^
n ðkzÞ ¼ ðn þ 1=2Þ "vc þ

"k2
z

2mp
½1�

The cyclotron frequency is vc ¼ eB=mp and mB is
the Bohr magneton. The resulting electron energy
eigenvalues at kz ¼ 0 in an external magnetic field
(i.e., Landau sub-band extrema) are referred to as
Landau levels, LLs. In practice each state is doubly
degenerate with spin which results in an additional
term ^gpmBB on the right-hand side, where gp is the
effective g-factor. (Note that in the presence of strong
spin–orbit coupling and small mp, there is a
corresponding gp which becomes negative and sub-
stantially different from the free-electron g-factor; the
largest value for a binary elemental compound is that
for InSb, where gp < 250:Þ The situation for a simple
parabolic conduction band near k ¼ 0 is shown in
Figure 1a,b. Intraband optical absorption associated
with direct transitions between successive Landau
sub-bands is referred to as cyclotron resonance (CR)
absorption. There are corresponding Landau sub-
bands in the valence band, and direct transitions
between valence and conduction sub-bands give rise
to the so-called interband magneto-optical (IMO)
effects.

Expressions for the density of states (DOS) in three,
two, and one dimensions in the absence of a magnetic
field are given elsewhere (‘semiconductor basics’ –
Pidgeon). In the presence of a magnetic field the
three-dimensional energy band is reduced to one-
dimensional sub-bands so that the energy dependence
of the DOS has the one-dimensional form with the
energy given by eqn [1]. Performing this substitution
and multiplying by a term for the degeneracy of the
Landau levels (LLs) gives the following expression for
the total DOS per unit volume:

gðEÞ ¼
ð2mpÞ1=2

4p2"

eB

"

X
n

�
E 2 ðn þ 1=2Þ "vc

�
21=2

½2�
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Thus, the DOS for Landau sub-bands is quite
different from the zero-field DOS, and is a series
of square-root singularities with divergences at the
energies ðn þ 1=2Þ"vc: The two cases are illustrated
schematically in Figure 1b. Since the optical
absorption strength for both interband and intra-
band transitions is proportional to the joint density
of states for the initial and final states, this result
shows the important advantage of the use of a
magnetic field in semiconductor spectroscopy
because it means that the absorption lines for CR
or IMO transitions are strongly peaked at the sub-
band extrema (i.e., at kz ¼ 0Þ: This allows accurate
measurement of LL energy differences for transitions
observed in a single experiment, and hence, by
comparison to theoretical models, leads to the best
determination of fundamental energy-band par-
ameters. The basic LL selection rule can be shown
straightforwardly from time-dependent perturbation
theory to be Dn ¼ 0; Dms ¼ 0 for IMO transitions
and Dn ¼ 1; Dms ¼ 0 for CR absorption, where ms

is the spin quantum number (i.e., ^ 1
2 ; for spin up

and spin down). The cyclotron resonance absorption
occurs only for one sense of circularly polarized
light, but the IMO effect can occur for all
polarizations. The choice then of magnetic field
direction, crystal orientation, and polarization of the
optical radiation allows extremely detailed determi-
nation of the energy band parameters for particular
crystal symmetries.

The data are often summarized in a so-called fan
diagram of the energy levels, or transition energies,
versus magnetic field. Such a plot is shown for
hypothetical conduction and valence band LLs in

Figure 2a, together with interband and CR tran-
sitions. The states are labeled by the Landau
quantum number, with selection rules Dn ¼ 0 and
Dn ¼ 1 for interband and CR absorption transitions,
respectively (or Dn ¼ 21 for CR emission). If the
energies of the transitions themselves are plotted
versus the magnetic field, then the intercept of the fan
plots at B ¼ 0 gives the zero-field energy gap. Note
that in the presence of excitonic effects (see below)
the intercept will give the energy gap plus the exciton
binding energy.

For a strictly two-dimensional system the DOS per
unit area is independent of energy: gðEÞ ¼ mp=p"2: In
the case of quasi two-dimensional confinement in the
z-direction the motion in the z-direction is quantized,
and the total energy becomes (see Semiconductor
Physics: Quantum Wells and GaAs-Based Structures):

E ¼ Ei þ
"2

2mp
ðk2

x þ k2
yÞ ½3�

Equation [3] describes a set of confinement sub-bands
(parabolas induced by geometric, as opposed to
magnetic, confinement), the bottoms of which are at
the energies Ei; where i is the sub-band index. The
energies, Ei, depend on the shape of the confining
potential. The DOS per unit area is in this case a series
of step functions of height mp=p"2: From the point of
view of magneto-optics, the main effect of the
quantum confinement is to suppress the kz motion,
so that in the presence of an external magnetic field
along the z-direction, the motion is completely
quantized. The energy eigenvalues are given by:

En;i ¼ Ei þ ðn þ 1=2Þ "vc ½4�

Figure 2 Fan plots of the conduction and valence band Landau

levels versus magnetic field for simple parabolic bands: (a) a

three-dimensional semiconductor; (b) quasi-two-dimensional

systems. Some CR and interband magneto-optical transitions

are shown by vertical arrows.

Figure 1 (a) Landau sub-bands according to eqn [1] with the

magnetic field applied in the z-direction. The dashed line shows

the parabolic conduction band for k along kz and B ¼ 0:

(b) Schematic outline of the density of states (DOS) for free

electrons in a magnetic field. It comprises the sum of identical

contributions from each Landau sub-band. The density of states

with B ¼ 0 is shown dashed.
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The total DOS becomes:

gðEÞ ¼
mpvc

p"
d
�
E 2 ðn þ 1=2Þ "vc

�
½5�

a series of delta-functions located at the energy
positions of the LLs. The DOS is obviously more
singular in two dimensions than in three dimen-
sions, and leads to substantially sharper magneto-
optical and magneto-transport effects. For confined
structures the selection rules for interband and
intersub-band transitions are identical to the bulk
case for the electromagnetic (em) radiation polarized
in the xy plane provided that the external magnetic
field is along the confinement (z-) direction. The
only difference is that the conservation of momen-
tum in the z-direction ðDkz ¼ 0Þ is replaced by a
selection rule on the sub-band index, Di ¼ 0: A fan
plot for this configuration is shown schematically in
Figure 2b. For each confinement sub-band transition
there is a set of LL transitions. When the energy
positions are plotted against B, this leads to a set of
Landau ‘fans’, each of which extrapolates to the
sum of a valence plus conduction confinement
sub-band energy at B ¼ 0: Allowed transitions are
shown for the lowest two confinement sub-bands in
Figure 2b. Again this picture may be complicated in
the presence of excitonic effects at low temperature.

Turning again to the bulk semiconductor picture,
eqns [1]–[5] apply for a single parabolic energy band
and are valid for the conduction band in the quasi-Ge
model. In actual semiconductors further compli-
cations arise. Most importantly the triply degenerate
p-like valence band (heavy hole, light hole, and split-
off band) must be treated by so-called degenerate
perturbation theory. In the quasi-Ge model the
conduction and three valence bands are treated
together as one coupled band system using the so-
called k · p method (described elsewhere by Zawdzki).
With spin this results in an 8 £ 8 matrix equation
which has to be diagonalized for the eigenvalues and
eigenvectors of the system. The spin–orbit coupling
results in so-called complex, mixed-spin valence
bands and anomalously spaced low quantum number
LLs (the so-called quantum effects). The overall
energy band scheme for InSb, near the fundamental
direct gap in the center of the Brillouin zone for
conduction and (heavy and light mass) valence bands
is shown schematically in Figure 3, for no magnetic
field and for an applied magnetic field. Each LL is
doubly degenerate with spin, the a-set representing
the so-called spin-up and the b-set the spin-down
states.

Experimental

The first serious use of magneto-optics to study
effective mass and energy band structure of semi-
conductors was in the microwave cyclotron reson-
ance (i.e., intraband) investigations of Ge and Si in the
early 1950s. Classically it can be shown that the ratio
of the radiation power absorbed, P, to power
absorbed in zero magnetic field, P0, is given by:

P

P0

¼
1 þ ðv2 þ v2

c Þt
2

½1 þ ðv2
c 2 v2Þt2�2 þ 4v2t2

½6�

where t is the collision time of the carriers. This
expression for P/P0 describes cyclotron resonance
absorption and is plotted as a function of frequency
in Figure 4 for different values of the parameter vct.
Clearly the peak absorption occurs at v ¼ vc;

namely at cyclotron resonance. Also evident is the
very important requirement for observation of a
clear resonance that vct . 1; this condition corre-
sponds physically to a travel time between collisions
of the particle of at least 1/2p of a revolution so that
the particle can interact for a sufficiently long time

Figure 3 (a) Schematic diagram of the conduction and valence

bands for InSb (symmetry labels G6 and G8 respectively) at B ¼ 0:

(b) Computed Landau levels for the conduction and valence

bands of InSb at 4 K (Eg ¼ 0:23 eV) with B ¼ 5 T along the [100]

direction, grouped according to the so-called a- and b-spin sets

(see text).
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with the electromagnetic wave to absorb energy. For
pure materials and low temperatures (where the
condition vct . 1 is achievable) this is the best
technique for obtaining the details of the electron
and hole band parameters of a semiconductor near
k ¼ 0: The most thorough and successful studies of
this type have been achieved in pure Si, Ge, and
InSb where (with the aid of optical excitation to
populate the levels shown in Figure 3) all possible
electron, light and heavy hole cyclotron resonances
have been resolved. In this way the valence band
quantum effects, described above, have been
observed in detail. The technique is equally appli-
cable in low-dimensional systems where CR of both
electrons and holes has been resolved in a large
number of n- and p-type semiconductor hetero-
structures and quantum wells.

In interband – either absorption or photolumines-
cence (PL) – spectroscopy at low temperatures, the
photo-excited electrons and holes interact and form
excitons (see Semiconductor Physics: Excitons). In
many cases the excitonic state may be described in
the so-called envelope function approximation as a

hydrogenic system, in which the electron and hole
are bound by their mutual Coulomb attraction.
The energy spectrum of such a hydrogenic exciton
is given by

En ¼
me4

2"212n2
½7�

where n is the principal quantum number ðn ¼

1;2;3;…; but note that the symbol n is also used for
the Landau quantum number above), m is the
electron–hole reduced effective mass, and 1 is the
background dielectric constant. In low-dimensional
(i.e., confined) semiconductor systems of the type
described above the degeneracy of the valence bands
at k ¼ 0 is removed, and two types of excitons are
observed; these are referred to as ‘heavy’ and ‘light’
hole excitons in the literature, where heavy and light
refer to the effective masses along the confinement
direction. These excitons can move freely (in the
remaining two unconfined directions) or be bound
to an impurity or defect. In these systems exciton
absorption may be observed involving not only the
ground-state excitons, but also excitons associated
with higher confinement sub-bands. This is shown for
the so-called asymmetric quantum well system
AlyGa12yAs/InxGa12xAs/GaAs in Figure 5a. The
data are taken both by the direct PL method (where
the exciting beam has an energy much larger than
the bandgap and the electrons and holes de-excite
instantaneously to the bottom of the bands before
recombining as exiton recombination radiation),
and so-called PL excitation spectroscopy (where
the exciting beam is a tunable laser, tuned into
resonance with the successive exciton resonances).

The interband Landau transitions can be observed
either in PL or as excitations in a magneto-absorption
or magnetoreflection experiment. Excitons are
affected differently by the application of an external
magnetic field depending whether the ratio
g ¼ "vc=2EB (where EB is the exciton binding energy
with n ¼ 1 above) is less than or greater than one. In
the so-called magnetic limit where g .. 1, the
excitonic ground state moves approximately as
1
2"vc; i.e., linearly with B. In this regime the magnetic
field energy is the dominant term in the exciton
Hamiltonian. The various states of the exciton
(ground and excited states) become associated with
the interband LL transition, and exhibit an energy
dependence that is nearly identical to the free carrier
LL transitions. The energies of the various excitonic
transitions are shifted down with respect to the
corresponding LL transitions by an amount equal to
the binding energy of the excitonic state to that LL.
Typical PL and PLE (photoluminescence excitation)

Figure 4 Ratio of the radiation power absorbed to the

power absorbed at zero magnetic field, P/P0, plotted as a function

of v/vc according to eqn [6], for different values of vct from

0.5 to 5.0.
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spectra for interband magneto-optical transitions
are shown in Figure 5b,c for a fixed applied
magnetic field in the asymmetric quantum well
system AlyGa12yAs/InxGa12xAs/GaAs.

Spin Flip Raman Scattering

In addition to the interband transitions discussed
above, Raman scattering of intersub-band transitions
between conduction or valence band LLs can also be
studied. It provides a versatile means of probing band
edge parameters of electrons and holes in semicon-
ductors since the excitation (normally a laser pump) is
not confined to the resonance frequencies under
investigation, i.e., any pumping energy below the

band edge will do. Electronic Raman scattering is
then allowed between LLs via virtual interband
transitions. In the presence of spin–orbit coupling
strong spin-flip processes via electric dipole tran-
sitions become allowed giving rise to the so-called
spin-flip Raman (SFR) cross-section. This is a single-
particle process in which electrons or holes interact-
ing with the radiation change their spin state. This
process can be made to go stimulated particularly
easily when the pump radiation is resonant with the
bandgap of the semiconductor, forming the spin-flip
Raman laser. The most important practical case
has probably been that of InSb, resonantly pumped
near 5 mm with the CO laser. In this case the small
effective mass of a narrow-gap semiconductor in the
presence of substantial spin–orbit coupling leads
to both an extremely large anomalous effective
g-factor ðgp , 250Þ – giving a large tuning range,
DE ¼ "vSF ¼ gpbB – and a strong cross-section
which is larger than that of the free electron by a
factor (m0/mp)2. Efficient cw operation is possible
with threshold powers less than 50 mW.

SFR scattering has enabled the observation of a
great variety of excitations in nonmagnetic and
dilute magnetic semiconductors, including: free
electrons and holes, electrons bound to donors
and holes bound to acceptors, scattering from
bound magnetic polarons, and scattering due to
SF transitions within the Zeeman multiplets of
paramagnetic ions. In addition to pure SF tran-
sitions, combined resonances with combinations
such as vCR ^ vSF have also been detected. The
process has also been used in a similar manner to
electron spin resonance to study coherent processes,
including Raman photon echo spectroscopy in
semiconductors.

See also

Magneto-Optics: Faraday Rotation, CARS, ODMR,
ODSR, Optical Pumping. Semiconductor Physics:
Outline of Basic Electronic Properties; Quantum Wells
and GaAs-Based Structures.
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calculated interband transition energies 1 ! 1; 2 ! 1; and 2 ! 2;
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mean that transitions with Di – 0 are allowed). In (b) and (c) the

development of the spectra into LL transitions is clearly seen,

although beyond 1.48 eV the analysis is obviously extremely

complicated by the overlap of LL transitions associated with all

three of the above sub-bands.

14 MAGNETO-OPTICS / Interband Magnetoabsorption, Cyclotron Resonance, Spin Flip Raman Scattering



Pidgeon CR (1980) Free carrier optical properties of
semiconductors. In: Balkanski M (ed.) Optical Proper-
ties of Solids. Handbook of Semiconductors,
pp. 223–328. Amsterdam, The Netherlands: North-
Holland.

Zawadzki W (1991) Intraband and interband magneto-
optical transitions in semiconductors. In: Landwehr G
and Rashba WI (eds) Landau Level Spectroscopy in
Modern Problems in Condensed Matter Sciences, 27.1,
483–512.

MATERIALS CHARACTERIZATION TECHNIQUES

Contents

x (2)

x (3)

x (2)

R C Eckardt, Cleveland Crystals, Inc.,
Highland Heights, OH, USA

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Techniques used to measure second-order suscepti-
bility xð2Þ or nonlinear optical coefficients are
described in this article, and some measured values
are quoted. These are the parameters that describe
the property of a material that is responsible for
second-harmonic generation and other three-wave
nonlinear optical interactions. These other inter-
actions include sum- and difference-frequency
generation in which two waves combine to
generate a third wave of a frequency that is the
sum or difference of the first two waves. Also
included are optical parametric generation and
optical parametric oscillation, in which a single
pump wave generates two resulting waves with
frequencies that sum to the frequency of the pump
wave. The measurement techniques involve measur-
ing the efficiency of nonlinear frequency conversion
by these processes.

The measurements require a great deal of care and
precision, and it is advisable to perform a comparison
with previous measurements and obtain correlation
with accepted standards whenever possible. A great
deal of effort continues to be expended by researchers
to establish correlations between measurements and
provide additional values that are accepted as
standards. A number of techniques have been used
for these measurements sometimes yielding results

that disagree. There are, however, values derived
from early measurements that have proven accurate.
In these measurements it is necessary to accurately
control and characterize the polarization, power,
spectral distribution, and spatial and temporal
intensity distribution of the incident radiation and
accurately measure the frequency-converted light,
which can be many orders of magnitude smaller.

The development and availability of single-longi-
tudinal-mode and nearly diffraction-limited lasers has
greatly reduced the ambiguity and simplified
increased accuracy of measurements of second-order
nonlinear optical coefficients. The improved optical
quality of nonlinear-optical crystals has also been an
important component of the increased accuracy of
measurement. Measurement techniques have also
improved, providing absolute measurements of opti-
cal intensity over wide dynamic ranges at different
wavelengths. Until the early 1990s, there was a range
of measured values for nonlinear optical coefficients
of common nonlinear materials, and numerous
definitions were in use. Caution is required when
consulting early publications on this topic, and some
of this ambiguity is carried over to present time.
Different definitions vary by factors of 2 and the
permittivity of free space, 10 ø 8:854 £ 10212 C=N �

m2: It is important that the definition of a nonlinear
optical coefficient is clear before a value is used. This
can be done through a statement of the nonlinear
electric polarization or the coupled equations for
nonlinear frequency conversion.

The standard techniques that have been used to
measure nonlinear optical coefficients are covered in
detail in publications listed in the Further Reading at
the end of this article. Brief descriptions of some of
these techniques, such as Maker-fringe and wedge,
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optical parametric fluorescence, and phase-matched
second-harmonic generation, will be presented in this
article. Each of these techniques has a unique set of
advantages and disadvantages. There was some lively
controversy over the technique that provided the
most accurate measurements and those measure-
ments that should be dismissed. Measurements
based on phase-matched second-harmonic generation
had the advantage of being most similar to practical
application of nonlinear optical frequency conver-
sion. However, the large divergence and multiple-
longitudinal-mode operation of early lasers made this
method unreliable. Even relative comparisons of
nonlinear optical coefficients between different
materials were inaccurate because highly structured
laser pulses had different conversion characteristics
due to differences in bandwidth acceptance, group
velocity walkoff, and birefringent walkoff in different
materials.

Nonlinear optical coefficients of improved accu-
racy were required for analysis of optical harmonic
conversion in the large, well-characterized laser
systems used in inertial-confinement fusion research.
The development of these systems provided a
standardization on the value of d36 ¼ 0:39 pm V21

(1 pm ¼ 10212 m) for second-harmonic generation
of neodymium laser radiation in the material
potassium dihydrogen phosphate (KH2PO4 or
KDP). The development of injection-seeded Q-
switched lasers provided single-longitudinal-mode
laser output that allowed the phase-matched
second-harmonic techniques to be extended to
provide more accurate absolute measurements and
relative comparisons on KDP and a number of
other materials. Correlation was achieved on a
larger number of relative and absolute measurements
of nonlinear optical coefficients to provide some
systematic agreement. It is not well understood why
the earlier measurements referenced to optical
parametric fluorescence produced values that were
higher by about 60%. Measurement techniques have
been further refined, and more exacting measure-
ments are leading agreement, using different
methods of measurement on an increasing number
of nonlinear optical materials.

Definitions

The definition of the nonlinear optical coefficient can
be specified in a number of ways. Examples given here
are how the coefficient relates to the nonlinear electric
polarization in a material, the coupled equations for
nonlinear frequency conversion, and expressions
describing second-harmonic generation with a mono-
chromatic plane-wave fundamental.

The second-order optical nonlinearity is reported
as both the second-order susceptibility xð2Þ and the
second-order nonlinear optical coefficient d; which
usually differ in definition by a factor of two.
These are third-rank tensors that relate products of
components of the electric field vector Ej and Ek to
the vector components of the nonlinear polarization
PNL

i : The second-order susceptibility typically is used
to express instantaneous values:

PNL
i ðtÞ ¼ 10

X
j;k

x
ð2Þ
ijk EjðtÞEkðtÞ ½1�

whereas the nonlinear optical coefficient more often is
used to relate the vector amplitudes of frequency
components of these quantities. The electric field at
the fundamental angular frequency v can be
expressed as

Ejðv; r; tÞ ¼
1

2
{EjðvÞ exp iðkv·r 2 vtÞ þ c:c:} ½2�

and the nonlinear polarization at the harmonic
frequency 2v can be expressed as

PNL
i ð2v;r;tÞ¼

1

2
{PNL

i ð2vÞexpið2kv·r22vtÞþc:c:} ½3�

The intensity is given by I¼ðnc10=2ÞlEl
2
: The

relationship between the complex amplitudes
expressed in terms on the nonlinear optical coefficient
tensor is

PNL
i ð2vÞ¼10

X
j;k

dijkð22v;v;vÞEjðvÞEkðvÞ ½4�

When waves of three different frequencies are
involved, the expression becomes

PNL
i ðv3Þ¼210

X
j;k

dijkð2v3;v2;v1ÞEjðv2ÞEkðv1Þ ½5�

Expressing the coefficient as dijkð2v3;v1;v2Þ allows
for dispersion and indicates that fields at frequencies
v1 and v2 interact to produce a nonlinear polariz-
ation at frequency v3; the sum of the first two
frequencies. The relationship between the second-
order electrical susceptibility and the second-order
nonlinear optical coefficient is

x
ð2Þ
ijk¼2dijk ½6�

The dispersion of nonlinear optical coefficients is
approximated by the use of Miller’s delta:

dijk¼
dijkð2v3;v2;v1Þ

ðn2
i ðv3Þ21Þðn2

j ðv2Þ21Þðn2
kðv1Þ21Þ

½7�
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The indices of refraction in the direction of the
electric field components EmðvnÞ are nmðvnÞ for
m¼i;j;k and n¼1;2;3: There is some theoretical
and experimental justification for treating the com-
ponents of Miller’s delta as constants. Earlier
definitions of Miller’s delta included multiplication
by 10; the permittivity of free space.

The nonlinear optical coefficient is usually
reduced to a scalar quantity, the effective nonlinear
coefficient or deff; that relates only the specific
vector components of the fields involved in the
interaction. The effective nonlinear optical coeffi-
cient will be discussed in more detail later. The
coupled equations for second-harmonic generation
using deff are

dE2vðzÞ

dz
¼ i

vdeff

n2vc
EvðzÞEvðzÞ expð2i DkzÞ ½8�

dEvðzÞ

dz
¼ i

vdeff

nvc
EvðzÞE

p
vðzÞ expði DkzÞ ½9�

Here v is the angular frequency of the funda-
mental wave; z is distance in the direction of pro-
pagation, n2v and nv are the refractive indices of the
harmonic and fundamental respectively; and c is the
speed of light in free space. The complex electric
field amplitudes of the harmonic and fundamental,
E2vðzÞ and EvðzÞ; respectively, are assumed to be
slowly varying functions of position compared with
the oscillation of the carrier waves exp iðk2v·r 2 2vtÞ
and exp iðkv·r 2 vtÞ; with k2v and kv the wave-
vectors of harmonic and fundamental; the asterisk
indicates complex conjugate. The quantity Dk
is the wavevector mismatch and is given by
Dk ¼ k2v 2 2kv: These are simplified expressions
that apply to nearly monochromatic plane waves.
Two solutions to the coupled equations are

I2vðzÞ ¼
2v2d2

effl
2I2

vð0Þ

n2vn2
vc310

sin2ðDkz=2Þ

ðDkz=2Þ2
½10�

for insignificant depletion of the fundamental
amplitude and

I2vðzÞ ¼ Ivð0Þ tanh2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2v2d2

effz
2Ivð0Þ

n2vn2
vc310

s
½11�

for the case of perfect phase matching Dk ¼ 0 and
allowing depletion of the fundamental. The quantity
I2vðzÞ is the harmonic intensity after propagating a
distance z in the nonlinear material, and Ivð0Þ is the
fundamental intensity at the input surface of the
nonlinear material where I2vð0Þ ¼ 0:

The above relationships for nonlinear polariza-
tion, the coupled equations for second-harmonic
generation, or harmonic conversion of a monochro-
matic plane wave, each determine the definition of the
second-order nonlinear optical coefficient.

Symmetry

Symmetry has an important role in the measurement
of nonlinear optical coefficients. Indeed the second-
order nonlinear optical coefficient must be identically
zero if the material has inversion symmetry. This
restricts materials to noncentrosymmetric crystals or
isotropic materials in which inversion symmetry is
removed by such techniques as application of an
electric field or polymeric materials in which align-
ment of molecules is achieved by some poling process.
The discussion here is limited to noncentrosymmetric
crystals.

The nonlinear optical coefficient is a tensor of
rank 3. Representation of the tensor in a rotated
coordinate system is described by

d0
ijk ¼

X
l;m;n

RilRjmRkndlmn ½12�

where Ril is the matrix that describes rotation of the
initial coordinate system xyz to the new coordinate
system x0y0z0: The representation of a vector rl in the
original coordinate system becomes r0i ¼

P
l Rilrl in

the new coordinate system. A required symmetry
property of the nonlinear optical tensor, that
exchange of the second two indices of a component
does not change the value of the component dijk ¼

dikj; allows the third-rank tensor to be written as a
3 by 6 matrix:0

BBB@
d11 d12 d13 d14 d15 d16

d21 d22 d23 d24 d25 d26

d31 d32 d33 d34 d35 d36

1
CCCA ½13�

with the components of the matrix related to the
tensor components by

di1 ¼ di11 di4 ¼ di23 ¼ di32

di2 ¼ di22 di5 ¼ di13 ¼ di31; i ¼ 1;2; 3

di3 ¼ di33 di6 ¼ di12 ¼ di21

½14�

A further property, tensor components with any
permutation of the indices are equal dijk ¼ dkij; called
Kleinman symmetry or Kleinman’s conjecture, is
often applied if there is no absorption at any of the
wavelengths involved. Kleinman symmetry assures
that the amount of energy depleted from the
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fundamental is equal to the amount of energy gained
by the second harmonic. This reduces the number of
independent components of the nonlinear optical
matrix to 10: d11; d12 ¼ d26; d13 ¼ d35; d14 ¼ d25 ¼

d36; d15 ¼ d31; d16 ¼ d21; d22; d23 ¼ d34; d24 ¼ d32;
and d33: Sometimes components equal, according to
Kleinman symmetry, are measured individually,
either as a check of the measurement or to check
the validity of the conjecture.

Crystal symmetry places additional constraints on
the components of the nonlinear optical matrix.
These constraints determine the components that
must be zero and determine additional relationships
between the nonzero components. Matrices for
selected crystal point groups are given in Table 1.
Effective nonlinear optical coefficients can be found
by a coordinate frame transformation in which the
rotated axes align with the direction of propagation
and the eigen polarizations. Effective nonlinear
coefficients for a few crystal point groups are given
in Table 2. More complete listings of both the reduced
matrices and effective nonlinear optical coefficients
are given elsewhere.

Measurements

Usually the symmetry of a nonlinear crystal is
determined by techniques such as X-ray diffraction
or surface morphology. Crystal symmetry determines
the nonzero components of the second-order
nonlinear optical tensor. Nonphase-matched second-
harmonic-generation techniques, such as Maker-
fringe and wedge measurements, allow selection of
polarizations and propagation directions relative to
the crystal lattice that isolates individual components
of the tensor. Phase-matched measurement tech-
niques usually require propagation in a direction for
which an effective nonlinear optical coefficient
applies and can involve more than one tensor
component. Parametric fluorescence and sum- and
difference-frequency-generation measurements are
phase-matched processes that involve three wave-
lengths. All of the measurement techniques have been
used with pulsed and continuous-wave laser output.
In all of these methods, except parametric fluor-
escence, it is necessary to accurately characterize the
incident radiation. Measurements relative to a
standard material avoid some of the concerns of
characterization of the fundamental radiation. Rela-
tive measurements are important in that they allow
correlation between different sets of measurements.
Measurement sets, that include both relative and
absolute measurements on a number of materials, are
useful in developing correlations that achieve more
accurate compilations of values.

It is desirable to have an incident beam with a
Gaussian-like transverse intensity distribution and
close to diffraction limited propagation. Gaussian
beams have advantages that they are most easily
characterized and their propagation is described with
relatively simple analytical methods. Accurate tem-
poral characterization of the incident light is also
essential. Here it is desirable to have stable single-
mode laser operation to produce narrow bandwidth
light that is well within phase-matching acceptance
bandwidths and that has temporal structure slow
enough to be easily characterized and slow enough

Table 1 Nonlinear coefficient matrices for selected crystal point

groups

Orthorhombic mm2 Hexagonal 60
BBB@

0 0 0 0 d15 0

0 0 0 d24 0 0

d31 d32 d33 0 0 0

1
CCCA

0
BBB@

0 0 0 d14 d15 0

0 0 0 d15 2d14 0

d31 d31 d33 0 0 0

1
CCCA

Tetragonal �42m Hexagonal 6mm0
BBB@

0 0 0 d14 0 0

0 0 0 0 d25 0

0 0 0 0 0 d36

1
CCCA

0
BBB@

0 0 0 0 d15 0

0 0 0 d15 0 0

d31 d31 d33 0 0 0

1
CCCA

Trigonal 3m m ’ X Cubic �43m0
BBB@

0 0 0 0 d15 2d22

2d22 d22 0 d15 0 0

d31 d31 d33 0 0 0

1
CCCA
0
BBB@

0 0 0 d14 0 0

0 0 0 0 d14 0

0 0 0 0 0 d14

1
CCCA

Table 2 Effective nonlinear optical coefficient for a few symmetries

mm2, a point group with biaxial birefringence

f ¼ 0; two waves E llY ; one wave E llXZ deff ¼ d32 sin u

f ¼ 908; two waves E llXY ; one wave E llZ deff ¼ d31 cos2fþ d32 sin2u

f ¼ 908; two waves E llX ; one wave E llYZ deff ¼ d31 sin u

Some crystal symmetry groups with uniaxial birefringence

point group two e rays and one o ray two o rays and one e ray
�42m deff ¼ d14 sin22u cos 2f deff ¼ 2d14 sin u sin 2f

3m deff ¼ d22 cos2u cos 3f deff ¼ d15 sin u2 d22 cos u sin 3f

6 and 6mm deff ¼ 0 deff ¼ d15 sin u
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that group-velocity mismatch will be of no concern.
Generating such laser output usually requires special
techniques, such as injection-seeded pulse operation
or stabilized single-frequency cw operation. Often
spatial filters are required to improve the beam
quality on the laser output. Even though these topics
are only mentioned here, the techniques are important
and demand much effort.

The analysis of measurements can also be
complicated. Consider the Maker-fringe measure-
ment technique (Figure 1). In this method a focused
fundamental beam is incident on a thin slab of
oriented nonlinear optical material for nonphase-
matched second-harmonic generation. The thickness
of the slab is large enough that the function
sinðDkz=2Þ has gone through many cycles. As the
crystal is rotated both the path length in the material
l and the wave vector mismatch Dk change, and
sin2ðDk·l=2Þ oscillates between maxima and minima
(Figure 2). The coherence length Lc ¼ p=Dk is
normally small enough that conversion remains in
the region of small depletion of the fundamental.
Knowledge of the material dispersion and birefrin-
gence, required to calculate Dk; or Lc; can be
obtained from the fringe spacing. Ideally, the
incident fundamental beam will be focused to a
spot size w0; small enough to provide measurable
harmonic conversion but large enough that the near-
field approximation, in which diffraction is not
significant, can be used for analysis of harmonic
generation. In this case integration over the incident
fundamental intensity distribution Ivðr; z ¼ 0Þ ¼ Iv;0
expð22r2=w2

0Þ yields an expression for the harmonic
power:

W2vðaÞ ¼
8v2d2

effðaÞW
2
vL2

c ðaÞ

p3w2
0n3c310

sin2

 
plðaÞ

2LcðaÞ

!

£ correction factors ½15�

where a is the angle of incidence of the fundamental
radiation, W2vðaÞ is the second harmonic power,
and Wv is the incident fundamental power. This
equation applies to cw radiation. It is necessary to
integrate over the temporal distributions for pulsed
fundamental light. The effective nonlinear coefficient
deffðaÞ; the path length in the crystal lðaÞ; and the
coherence length LcðaÞ change with the angle of
incidence a. The correction factors include Fresnel
losses at the crystal surfaces, harmonic generation at
the surfaces, multiple reflections between the sur-
faces, absorption at either fundamental or harmonic
wavelengths, and walkoff due to non-normal inci-
dence and birefringence.

The wedge technique (Figures 3 and 4) also uses
nonphase-matched second-harmonic generation. A
wedged sample is translated through a focused funda-
mental beam, and the above equation applies with the
angle a constant. The crystal length l varies with
transverse position. It is important that the wedge
angle and the fundamental beam spot size are chosen
so that the entire beam fits well within a maximum of
conversion and the beam is large enough to avoid
divergence due to diffraction. Both the Maker-fringe

Figure 1 Schematic illustration of an experimental setup to record Maker-fringe measurements.

Figure 2 The envelope and spacing of the fringes allow

determination of the second-order nonlinear optical coefficient and

the coherence length.

MATERIALS CHARACTERIZATION TECHNIQUES / x (2) 19



and wedge measurements have the advantage of
being able to isolate individual components of the
nonlinear optical tensor. Harmonic power can be low
with cw beams requiring chopped, lock-in detection
methods or even photon-counting techniques. Even
with pulsed fundamental radiation, peak harmonic
power may only be at the level of milliwatts. It is
necessary to isolate the harmonic radiation from the
fundamental radiation that could have peak power in
the range of 105 W for a Q-switch laser.

Phase-matched second harmonic generation
(Figure 5) offers a measurement technique that is
similar to practical applications. Harmonic signals
are large, thus simplifying detection. However, it is
helpful to keep conversion levels below a few percent
to allow the use of small depletion approximations in
data analysis. Good optical quality of the nonlinear
optical material and good quality and accurate
characterization of the fundamental radiation are
important in this measurement technique. The
analysis is simplified for low levels of conversion,
spectral distribution well within the phase-matching
bandwidth, no absorption or other losses, and no
significant diffraction or walkoff. If the fundamental

intensity is a pulse with distribution of Ivðr; tÞ ¼ Iv;0
expð2t2=t 2Þ expð22r2=w2

0Þ; integration yields second-
harmonic energy:

U2v ¼
ð1

21
dt
ð1

0
2pr drI2vðr; z ¼ lÞ

<
2
ffiffi
2

p
v2d2

effl
2U2

v

n3c310p
3=2tw2

0

sin2ðDkl=2Þ

ðDkl=2Þ2
½16�

where U2v is the second harmonic energy and Uv is
the fundamental energy, r is the radial coordinate, t is
time, and l is the length of the material. Harmonic
conversion can be measured as Dk and varied, either
by crystal rotation or temperature change, to confirm
that optical quality of the nonlinear material and
incident fundamental radiation are a level of tuning
that is accurately predicted by theory (Figure 6). Even
this simplified equation shows the importance of
accurate characterization of the fundamental radi-
ation and second-harmonic conversion in obtaining
values of the nonlinear optical coefficient. Conversion
efficiency is calculated more accurately with detailed
analytical techniques or numerical methods, provided
accurate and complete characterization of the funda-
mental radiation is available.

Parametric fluorescence, in principle, offers an
experimental simplification over second-harmonic
generation techniques. Parametric fluorescence
(Figure 7) is a phase-matched technique in which a
pump beam of angular frequency vp produces a
signal beam and an idler beam of angular frequencies
vs þ vi ¼ vp by the process of spontaneous para-
metric generation. It is only necessary to measure the
ratio of the generated signal power Ws and the incid-
ent pump power Wp: The signal power is given by

Ws ¼
2ðh=2pÞv4

svid
2
effnslWpV

ð2pÞ210c5ninpl›Dk=›vslvp

½17�

where h is Planck’s constant, V is the solid angle of
detection (inside the crystal), and ns; ni; and np are

Figure 3 The setup for wedge measurements is similar to that used for Maker-fringe measurements but with a wedged sample

translated in the fundamental beam to change path length.

Figure 4 The harmonic intensity cycles between a minimum

and maximum when the path is changed by one coherence length.
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the indices of refraction of the signal, idler, and pump
respectively. The absolute value of the partial
derivative of Dk ¼ kp 2 ks 2 ki; with respect to signal
frequency with the pump frequency held constant, is

l›Dk=›vslvp ¼
1

c

�����ns 2 ni þ vs

dns

dvs

2 vi

dni

dvi

����� ½18�

It is still not well understood why the carefully
performed earlier measurements by this method
produced nonlinear optical coefficient values larger
than those obtained by other techniques.

Tabulations of measurements of nonlinear optical
coefficients are included in handbooks. The Internet
posting ‘SNLO’ listed in the Further Reading is a
good source of up-to-date values. Table 3 lists some
nonlinear optical coefficients obtained from several
sources. Signs of these coefficients are not always well
determined, and they are reproduced where given and
may only indicate relative polarity. Point group

symmetry is given with some comments about axis
assignments for the mm2 point group. The funda-
mental wavelength is given for second-harmonic
measurements and twice the shortest wavelength is
given for three-wave processes. Many of the values
obtained by Shoji et al. are based on carefully
performed wedge measurements with single freq-
uency cw lasers and taking detailed account of
multiple reflections in the analysis. Their measure-
ments for congruent LiNbO3 reported agreement
between Maker-fringe and wedge measurements, and
phase-matched difference-frequency generation
measurements, and finally agreement with parametric
fluorescence. The measurements of Alford and Smith
combined optical-parametric amplification and
second-harmonic generation at a number of different
wavelengths and correlation with values previously
reported in the literature to examine the validity of
using a constant Miller’s delta, and reported best-fit
values for the second-order nonlinear coefficient.
Constant Miller’s delta provided reasonably accurate
wavelength scaling, with good agreement for most
materials in recent measurements.

The measurements of the nonlinear optical coeffi-
cients of KNbO3, listed in Table 3 are of particular
interest. These measurements were performed by the
separated-beam wedge technique (Figure 8). With
this technique, a large wedge angle is used in a
relatively long crystal and with a larger fundamental
beam than in the conventional wedge technique. The
beam is large enough that many fringes are present in
the second-harmonic at the exit surface. The fringe
structure causes focused harmonic radiation to
diffract into two clearly resolved spots. Integration
of an earlier equation, with constant fundamental
field amplitude Evð0Þ; provides a simplified
expression of the second-harmonic field E2vðz; tÞ
in terms of a free wave with propagation constant

Figure 5 A setup for a relative measurement of second-order nonlinear optical coefficient based on phase-matched second-harmonic

generation is shown.

Figure 6 Observation of a theoretically predicted phase-

matching tuning curve confirms required optical quality.
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Figure 7 Spontaneous optical parametric fluorescence requires measurement of the ratio of the power of the signal fluorescent to the

power of the pump radiation. The calibration laser is used to measure the signal transmission of the filtering system used to block the

pump radiation from reaching the photomultiplier tube (PMT).

Table 3 Selected nonlinear optical coefficients

Material Point group Nonlinear optical

coefficient (pm V21)

Wavelength Source

AgGaS2
�42m d14 ¼ d24 ¼ d36 11.2 10.6 mm a

d14 ¼ d24 ¼ d36 17.5 1064 nm a

AgGaSe2
�42m d14 ¼ d24 ¼ d36 33 10.6 mm a

BaB2O4 (BBO) 3m d22 2.3 1064 nm a– f

d16 ¼ d21 ¼ 2d22 22.3 1064 nm a

d15 ¼ d31 ¼ d24 ¼ d32 0.04 1064 nm d

d33 0.04 1064 nm d

CdS 6mm d33 32 10.6 mm a

d15 ¼ d31 ¼ d24 ¼ d32 216 10.6 mm a

d33 19.1 1064 nm e

d15 ¼ d31 10.1 1064 nm e

d24 ¼ d32 10.7 1064 nm e

CdSe 6mm d33 36 10.6 mm a

d15 ¼ d31d24 ¼ d32 218 10.6 mm a

CdTe �43m d14 ¼ d24 ¼ d36 109 1064 nm e

d14 ¼ d24 ¼ d36 168 10.6 mm c

CsLiB6O10
�42m d14 ¼ d24 ¼ d36 0.74 1064 nm f

GaAs �43m d14 ¼ d24 ¼ d36 83 10.6 mm a

170 1064 nm e

GaP �43m d14 ¼ d24 ¼ d36 37 10.6 mm a

70.6 1064 nm e

KD2PO4 (KDpP) �42m d36 0.37 1064 nm a,b

KH2PO4 (KDP) �42m d36 0.39 1064 nm a,b,e,g,h

KNbO3 mm2 d33 21.9 1064 nm h

Z ¼ ZL ¼ x ¼ l d15 13 1064 nm h

X ¼ YL ¼ z ¼ s d31 12.4 1064 nm h

Y ¼ XL ¼ 2y ¼ m d24 9.2 1064 nm h

d32 8.9 1064 nm h

KTiOAO4 (KTA) mm2 d15 ¼ d31 4.2 1064 nm e

Z ¼ ZL ¼ z ¼ m d15 2.91 2128 nm g

X ¼ YL ¼ 2y ¼ s d24 ¼ d32 2.8 1064 nm e

Y ¼ XL ¼ x ¼ l d33 16.2 1064 nm e

KTiOPO4 (KTP) mm2 d33 14.6 1064 nm e

Z ¼ ZL ¼ z ¼ m d15 3.7 1064 nm e

X ¼ YL ¼ 2y ¼ s d31 3.7 1064 nm e

Y ¼ XL ¼ x ¼ l d24 1.9 1064 nm e

d32 2.2 1064 nm e

LiB3O5 (LBO) mm2 d33 ^0.04 1064 nm a,b

Z ¼ ZL ¼ y ¼ s d15 ¼ d31 ^0.85 1064 nm a,b

X ¼ YL ¼ z ¼ m d15 1.04 1064 nm g

Y ¼ XL ¼ x ¼ l d24 ¼ d32 70:67 1064 nm a,b

LiIO3 6 d33 4.5 1064 nm a,b

d15 ¼ d31 4.4 1064 nm a,b

congruent 3m d33 227.2 1064 nm a,b

LiNbO3 d31 ¼ d15 ¼ d32 ¼ d24 24.35 1064 nm a,b

d22 ¼ 2d21 ¼ 2d16 2.1 1064 nm a,b
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k2v and a driven wave with propagation constant
2kv:

E2vðz;tÞ ¼
vdeffE

2
vð0Þ

n2vc

1

Dk
{expiðk2vz22vtÞþc:c:}

2
vdeffE

2
vð0Þ

n2vc

1

Dk
{expið2kvz22vtÞþc:c:}

½19�

The two beams with different propagation con-
stants are refracted at different angles at the wedged
exit surface. The detailed analysis must include losses
due to absorption and reflections at the surfaces and
also nonlinear effects at the surfaces. Precision again is
required in characterizing the fundamental beam and
incident and generated intensities or energies as well as

the geometry of the measurement. The large wedge
eliminates problems of multiple reflections, and it is no
longer necessary to carefully choose the beam spot size
to fit within one fringe maximum, yet be large enough
to allow use of the near field approximation. The
accuracy of this measurement is demonstrated when
the coefficients are expressed as Miller-delta
values: d24¼0:153pmV21; d32¼0:150pmV21; d15¼

0:195pmV21; and d31¼0:192pmV21: These values
satisfy Kleinman symmetry, d24¼d32 and d15¼d31;

well within the reproducibility of the measure-
ment, which was about ^3%.

The nonlinear optical coefficients of BBO d22ð1064
nmÞ ¼ 2:3 pm V21 and KDP d36ð1064 nmÞ ¼

0:39 pm V21 are gaining agreement from a number
of independent measurements. The apparent
disparity in the values for GaAs d36ð10:6 mmÞ ¼

83 pm V21 and d36ð1064 nmÞ ¼ 170 pm V21; is
resolved when the coefficients are converted to
Miller’s delta values: d36 ¼ 0:089 pm V21 and
d36 ¼ 0:086 pm V21; respectively. The same thing
can be done for GaP, for which d36ð10:6 mmÞ ¼

37 pm V21 and d36ð1064 nmÞ ¼ 70:6 pm V21 convert
to d36 ¼ 0:085 pm V21 and d36 ¼ 0:077 pm V21;

respectively. However, the older and newer values
for other materials such as CdTe and CdS do not
achieve this agreement. Other materials such as
CLBO and LBO need additional investigation to
resolve differences. The measurement of nonlinear
optical coefficients is a continuing process.

Table 3 (Continued)

Material Point group Nonlinear optical

coefficient (pm V21)

Wavelength Source

Agreement of measurements of d31 by Maker fringe and wedge SHG (4.6 pm V21) and parametric

fluorescence and parametric amplification (4.3 pm V21)

1064 nm e

5%MgO:LiNbO3 3m d33 25 1064 nm e

d31 4.4 1064 nm e

LiTaO3 3m d33 13.8 1064 nm e

d31 0.85 1064 nm e

NH4H2PO4 (ADP) �42m d14 ¼ d24 ¼ d36 0.47 1064 nm a,e

aSiO2 32 d11 0.3 1064 nm

ZnGeP2
�42m d14 ¼ d24 ¼ d36 69 10.6 mm a,b

aRoberts DA (1992) Simplified characterization of uniaxial and biaxial nonlinear optical crystals: a plea for standardization of

nomenclature and conventions. IEEE Journal of Quantum Electronics 28: 2057–2074.
bDmitriev VG (1997) Handbook of Nonlinear Optical Crystals, 2nd edn. Berlin: Springer-Verlag.
cSutherland RL (2003) Handbook of Nonlinear Optics, 2nd edn, chs 4 and 5. New York: Marcel Dekker.
dShoji I, Nakamura H, Ohdaira K, et al. (1999) Absolute measurement of second-order nonlinear-optical coefficients of b-BaB2O4 for

visible to ultraviolet second-harmonic wavelengths. Journal of the Optical Society of America B 16: 620–624.
eShoji I (1997) Absolute scale of second-order nonlinear-optical coefficients. Journal of the Optical Society of America B 14: 2268–2294.
fShoji I, Nakamura H, Ito R, et al. (2001) Absolute measurement of second-order nonlinear-optical coefficients of CsLiB6O10 for visible-

to-ultraviolet second-harmonic wavelengths. Journal of the Optical Society of America B 18: 302–307.
gAlford WJ and Smith AV (2001) Wavelength variation of the second-order nonlinear coefficients of KNbO3, KTiOPO4, KTiOAsO4,

LiNbO3, LiIO3, b-BaB2O4, KH2PO4, and LiB3O5 crystals, a test of Miller wavelength scaling. Journal of the Optical Society of America B

18: 524–533.
hPack MV, Armstrong DJ and Smith AV (2003) Measurement of the x(2) tensor of the potassium niobate crystal. Journal of the Optical

Society of America B 20: 2109–2116.

Figure 8 In the separated-beam wedge measurement tech-

nique, a fundamental beam of large transverse size generates

harmonic radiation that is separated into a free harmonic wave

and a driven harmonic wave after exiting the crystal.

MATERIALS CHARACTERIZATION TECHNIQUES / x (2) 23



Other techniques for measurement involving differ-
ent nonlinear-optical processes are possible. Para-
metric amplification was mentioned above. Generally
more complicated processes are less well suited for
measurement of fundamental properties. Integrated-
optical devices such as waveguides are even more
complex. Often nonlinearity is measured in fractional
conversion per unit of pump power to characterize
overall device performance. There are survey tech-
niques for evaluating materials such as grinding the
material to a powder, illuminating with intense laser
radiation, and looking for harmonic conversion.
A surprising amount of information, such as a rough
estimate of nonlinearity and the possibility of bire-
fringent phase matching, can be gleaned by sorting
the power and measuring the scattered harmonic
radiation. Second-harmonic reflections from surfaces
and thin film can be used in some instances. Electric
fields can be use to orient molecules in polymers
and solute molecules in solution to measure the
hyperpolarizability of individual molecules.

Reporting Frames

Standardized axis specifications avoid confusion, but
nonstandard axes can prove convenient in some
applications provided care is used. The crystal
KNbO3 has mm2 point group; it could also be m2m
or 2mm depending on the choice of axes to describe
the crystal properties. The axis assignment for the
orthorhombic class mm2; as it is used in Table 3,
follows the IEEE/ANSI Std. 176-1987: Z is the polar
axis, X is parallel to the shorter of the remaining
unit cell dimensions, and Y is chosen to complete a
right-handed coordinate frame. Polarity of the axes
can be assigned by pyroelectric properties and piezo-
electric properties of the crystal. The common
assignments of the axes in the literature are given by
XL; YL; ZL in the table. Reference to the biaxial
indices of refraction are given by the lower case x; y; z
with nx , ny , nz: Finally the axes are identified by
the unit cell dimensions s , m , l: Either a plus or
minus rotation about the Y axis will bring the crystal
into an xyz frame. However, a þ90 degree rotation
will give coefficients that are opposite in sign from a
290 degree rotation. The signs of the nonlinear
optical coefficients are often not well determined
because sign is not obtained from conversion effi-
ciency in a single crystal. However, coefficient signs
can be compared in the same crystal or between two
crystals to determine if they are the same or opposite.

The crystals KTP or KTA are used here as an
example. A 908 rotation about the Z-axis gives a new
coordinate system X0Y 0Z0 aligned with the xyz frame
determined by the indices of refraction. In the new

frame, the component of the nonlinear optical tensor,
in terms of the standard frame, are dzxx ¼ d32 and
dzyy ¼ d31: All that is needed here is to exchange d32

and d31 to change the standard frame to the one
commonly used in the literature, XL; YL; ZL: When
the largest index of refraction is not aligned with the
polar axis, as is the case for LBO and KNbO3, the
specification of tensor components can become
confusing if a standard frame is not used.

Often crystallographers and crystal manufacturers
can identify axes by surface morphology or by poling
processes of ferroelectric crystals. With other crystal
symmetries a change in the reporting frame that does
not change linear optical properties may change
the sign of some of the nonlinear optical tensor
components while leaving others unchanged. For a
crystal of 3m point group, a 1808 rotation about Z
will change the sign of d22; d21; and d16 and leave the
other coefficients unchanged. The xyz frame with
nx , ny , nz is convenient for calculations of optical
propagation, and the standard XYZ frame is unam-
biguous for reporting of tensor properties.

Conclusion

There is still a range of values for nonlinear optical
coefficients of many materials. Standardization is
evolving on more commonly used materials. Greater
precision in measurement and extension of measure-
ment techniques are providing better accuracy.
However, caution is still required when accessing
values. It is necessary to scrutinize the sources of
values to obtain the highest accuracy. Accurate
measurements need to be extended to difficult
spectral ranges of the ultraviolet and infrared. The
ambiguity of the sign of tensor components needs to
be resolved. In recent measurements, carefully exe-
cuted wedge measurements are producing more
reliable results. The separated beam wedge technique
appears to be particularly promising. Phase-matched
second-harmonic generation and other practical
applications of nonlinear optical materials will
continue to serve as techniques to verify accuracy.
Current analytical and numerical techniques provide
a method for precise modeling of nonlinear optical
processes and the need for more accurate material
characterization.

See also

Fiber and Guided Wave Optics: Nonlinear Optics.

Nonlinear Optics, Basics: x(2)-Harmonic Generation.
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Introduction

Over the past 30 years, several methods have been
used to measure and characterize optical nonline-
arities. With increasing interest in nonlinear optics
beyond the traditional harmonic generation, third-
order nonlinear processes have been shown to be
responsible for self-focusing and defocusing of optical
beams, phase conjugation, optical bistability, etc.
Third-order nonlinear processes in Kerr materials
arise from the cubic dependence of the polarization
P ¼ PL þ PNL; PNL ¼ xð3Þ..

.
E·E·E in a material on the

optical field E; through the nonlinear susceptibility
tensor xð3Þ: The cubic nonlinearity in turn results in
a nonlinear refractive index coefficient n2 defined
through:

n ¼ n0 þ n2lEv0
p l2 ½1�

where Ev0
p is the phasor part of E : E ¼ Re½Ev0

p exp �

jv0t�: The relation between xð3Þ and n2 can be
expressed as:

n2 ¼ ð3=8n0Þx
ð3Þ
1111ð2v0;v0;v0;2v0Þ ½2�

In some materials, an effective xð3Þ or an effective
n2 can be defined as well. For instance, in a second-
order nonlinear material, an effective xð3Þ is
established through cascading of xð2Þs; and in the

presence of phase mismatch between the funda-
mental and the second harmonic. In other
materials, such as liquid crystals, an effective n2

can be defined due to the nonlinear dependence of
the reorientation of the director axis on the optical
field. In photorefractive materials, the induced
nonlinearity stems from the nonlinear dependence
of the induced space charge distribution in the
material on the optical field. Some of the techniques
used to measure the third-order nonlinearity in
materials include degenerate four-wave mixing
(DFWM) or phase conjugation, interferometry,
ellipse rotation, and beam self-refraction and/or
distortion and bending.

For instance, in DFWM, two contradirectional
propagating pumps and the probe beam having the
same frequency v0 interact to give rise to the
conjugate, whose amplitude depends on the magni-
tude of the cubic nonlinearity coefficient. The
conservation of energy and momentum describes a
parametric interaction of the form v0 þ v0 2 v0 !

v0 (in frequency space) and, kprobe þ kpump1 2

kpump2 ! k conj (in k-space). The conjugate beam is
clearly distinguishable by its spatial separation from
the other interacting waves. However, alignment of
the three waves is critical to obtain a good phase
conjugate; furthermore, the sign of the nonlinearity
cannot be determined.

In the interferometric method, a laser beam is split
into two parts, one serving as the reference, and the
other being incident on the nonlinear sample. As in
the case of interferometers, if the two beams are then
recombined and introduced through a lens, an
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interference pattern forms at the focal plane of the
lens. While the information about the magnitude of
the nonlinearity can be found from the fringes and
their change when the incident power is varied,
information of the sign of the nonlinearity is still not
readily inferable.

In this article, we will concentrate on self-
refraction, particularly in light of the fact that it
results in a sensitive and at the same time simple
method called the z-scanq, requiring the propagation
of a single beam through the nonlinear sample. We
comment that self-diffraction does also cause self-
bending of an asymmetric beam due to the asym-
metric phase change induced through the cubic
nonlinearity; however, extracting the information of
the sign and magnitude of the nonlinearity can be
effectively done only if the sample is thin, implying
that there is negligible linear diffraction of the beam
as it passes through the sample. In the rest of the
article, we will therefore concentrate on the z-scan
method, since it is an elegant and simple single
(symmetrical) beam technique that yields information
on the magnitude and sign of the cubic nonlinearity,
as well as its real and imaginary parts. We will des-
cribe in detail how the z-scan can measure the real
part of the cubic nonlinearity, for both thin and thick
samples, as well as showing its application in
determining the reorientational nonlinearity of liquid
crystals and the nonlinearity of photorefractive mate-
rials, where photovoltaic effect and diffusion of charge
carriers contribute to the effective nonlinearity.

Since the mid-1990s z-scan has evolved as a
standard method for determining effective non-
linear refractive index coefficients of nonlinear
materials. The name z-scan is derived from the
fact that the nonlinear test sample is scanned along
the direction of propagation (z) of a beam about
the back focal plane of an external lens illuminated
by an incident Gaussian beam from a laser. The
far-field diffraction pattern yields information
about the nonlinearity of the test material. The z-
scan technique has been used to measure and
characterize the nonlinear refractive index coeffi-
cient and nonlinear absorption coefficient in
materials such as CS2, ZnSe, Cs atoms, multi-
photon absorption in GaN, organic dyes, thermal
nonlinearities in liquids, liquid crystals, photore-
fractive materials, etc., to name a few. z-scan
measurements have been made using non-Gaussian
incident beams, and z-scans have been performed
using both CW and pulsed laser sources.

The first extensive series of work on the z-scan
technique, including analysis and application to
the measurement of the cubic nonlinearity, was
performed by the group of Van Stryland at the

Center of Electro-Optics and Lasers (CREOL) at the
University of Central Florida. Other investigators
later performed similar measurements and charac-
terization during the study of nonlinear optical
properties of a solution of chlorophyll in acetone,
and Chinese tea.

Theory of the Thin Sample z-Scan

We will first analyze propagation of a (circularly
symmetric) Gaussian beam which is initially focused
by an external lens and is then incident on a ‘thin’ slice
of a cubically nonlinear Kerr medium. This case is
important because, as explained below, it provides a
basis for the measurement of the nonlinear refractive
index coefficient n2:

Figure 1 shows a simple ray diagram to demon-
strate what happens if the cubically nonlinear
material is thin. The propagating Gaussian beam
induces its own lens, which is positive for a material
having a positive n2; for reasons that will become
clear to the reader later on in this section. Note that if
the position of the induced lens is at the back focal
plane of the external lens, the former does not affect
the propagation of the beam behind the nonlinear
material. The situation is thus the same as the
propagation of the externally focused Gaussian
beam in a linear diffraction-limited environment.
However, if the separation between the external lens
and the sample is less than the focal length f of the
external lens, the beam in the far field is wider than
the linear diffraction-limited case. Conversely, if the
lens-sample separation is larger than f, the beam
width is smaller. This is the basis of the z-scan: for a
material with a positive n2; the scanning of a thin
nonlinear sample through the back focal plane of the
external lens, starting from a position to the left of the
focus, yields far-field profiles which are initially larger
and eventually smaller than the width in the linear
diffraction-limited case. The opposite is true for
materials with a negative n2: For very large displace-
ments of the sample from the back focal plane of the

s
fL

Observation 
plane

Induced lensL

Figure 1 Geometrical optics picture of z-scan setup for

nonlinear refractive index n2: Reproduced with permission from

Banerjee PP (2004) Nonlinear Optics: Theory, Numerical

Modeling, and Applications. New York: Marcel Dekker.
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external lens, the beam power is small enough that
nonlinear lensing is negligible, and hence the beam
widths return to the linear diffraction-limited case.
The variation of the on-axis intensity or transmit-
tance as a function of scan distance is complementary
to the variation of the width, due to conservation of
power, to be explained further below. A sketch of the
on-axis transmittance during a z-scan for a positive n2

material, is shown in Figure 2.
The simpler ray picture described above can be

augmented by using a q parameter approach to
Gaussian beam propagation. For the sake of
simplicity, we prefer to introduce the q parameter
approach here, instead of the more rigorous
Gaussian decomposition of the induced phase as
computed by Van Stryland’s group. The q of a
Gaussian beam in air is defined through the relation
1=q ¼ 1=R 2 ið2=k0w2Þ; where R and w denote the
radius of curvature and the beamwidth, respectively,
and k0 is the propagation constant in air. Assume a
Gaussian beam with a waist w0 (implying initially
planewave fronts) incident on the external lens. The
Gaussian can be described by q ¼ q0 ¼ izR0; where
zR0 ¼ k0w2

0=2 is called the Rayleigh length of the

incident Gaussian. The laws of q transformation of a
Gaussian beam are:

(i) for translation through a distance d, the q changes
to q þ d; and

(ii) for a Gaussian with q-parameter q incident on a
lens, the q immediately behind the lens, is given
by ð1=q 2 1=f Þ21:

Using these laws, the q ¼ qobs of the Gaussian at
a distance d from the nonlinearly induced lens of
the focal length find; which is located at a distance
s ¼ f þ Ds behind the external lens, can be found as:

qobs ¼
find½q0f þ ðf 2 q0Þðf þ DÞ�

findðf 2 q0Þ2 ½q0f þ ðf 2 q0Þs�
þ d ½3�

In deriving eqn [3], we have used the laws of q
transformation on the initial Gaussian beam of
q-parameter q0 passing through the external lens,
being translated a distance f þ Ds; passing through
the induced lens, and finally being translated a
distance d to the observation plane.

To determine findðDsÞ; assume a Gaussian of the
form:

lEv0
p ðx; y; zÞl ¼ EðzÞ expð2ðx2 þ y2Þ=w2ðzÞÞ ½4�

Since

n¼n0 þn2lEv0
p l2<n022n2E2ðzÞðx2 þ y2Þ=w2ðzÞ ½5�

the nonlinearly induced phase change is

Df¼k0nDz<k0½n022n2E2ðzÞðx2þ y2Þ=w2ðzÞ�Dz ½6�

so that

findðzÞ¼n0w2ðzÞ=4n2a2ðzÞDz ½7�

Note that findðzÞ is inversely proportional to n2E2ðzÞ
and Dz: The longer the sample length, the more the
nonlinear induced phase, implying a stronger lensing
(smaller find). Also, the stronger the nonlinearity
parameter n2 and/or on-axis intensity ðE2ðzÞÞ; the
stronger the focusing since the change in n is larger.

We must point out that the focal length find of the
induced lens is also a function of Ds; since it depends
on the beam intensity at the location of the nonlinear
sample. In fact, the focal length find of the nonlinearly
induced lens can be expressed in terms of the beam
power P, the beam width w at the position Ds; f (the
focal length of the external lens), the linear refractive
index n0; the nonlinear refractive index coefficient n2

defined through eqn [1] where lEv0
p l ¼ E is the optical

field in the nonlinear material of length L, assumed
‘thin’ for now. The term ‘thin’ means that the sample
length is smaller than the depth of focus of the
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Figure 2 Typical z-scan plots for positive (top) and negative

(bottom) cubic nonlinearities. The vertical axis is in arbitrary units.
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externally focused Gaussian beam. In this case, we
can assume that the beam width is a constant through
the sample, and the induced focal length is then only
directly dependent on the total thickness L of the
sample. The focal length of a nonlinearly induced
‘thin’ Kerr lens can be written as

findðDsÞ ¼
n0w2ðDsÞ

4n2lEl
2L

<
pf 4n0

k4
0w4

0h0PLn2

½8�

for small Ds; where h0 is the (linear) characteristic
impedance of the nonlinear medium. Note that in
eqn [8], the beam width w is given by

w2ðDsÞ ¼ w2
f

"
1 þ

4ðDsÞ2

k0w4
f

#
and wf ø

2f

k0w0

½9�

In eqn [9], wf denotes the waist size of the Gaussian
beam at the back focal plane of the external lens.
In deriving eqn [8], one has to use the power
conservation relation lEl2w2 ¼ ð4=pÞhP to re-express
the dependence of the induced focal length on the
field amplitude in terms of the corresponding width at
the same point.

Our final interest is to find the imaginary part of
1=qobsð¼ 22=k0w2

obsÞ; in order to ascertain the width
wobs of the Gaussian beam on the observation plane.
Simple but tedious algebra leads us to the relation:

k0w2
obs

2

¼
½ðffindd2 f 2dþ f 2findÞþ f ðfind2dÞDs�2 þz2

R0½ðfind 2dÞDsþ findd�2

zR0f 2f 2
ind

½10�

It can be shown simply that when Ds ¼ 0, and for
lfindlq f ; wobs ¼w0d=f for large d. In other words, in
the linear case, i.e., when find ¼1; as well as in the
nonlinear case when Ds ¼ 0, the far-field width of the
Gaussian beam is what is predicted by geometrical
optics. Furthermore, from eqn [10], the rate of change
of the width with Ds around Ds ¼ 0, (assuming
zR0q f ; and for large d) can be found as

dwobs

dDs
¼

22d2zR0

k0wobsf
2find

¼2
w0d

ffind

½11�

provided we invoke the relation for wobs derived
above. In eqn [11], find refers to the value of the
induced focal length (eqn [8]) with Ds ¼ 0. Equation
[11] may be written as

dwobs

dDs
¼2

k4
0w5

0PLn2

2pn0f 5
½12�

This means that in a material with a positive
(negative) n2; implying a positive (negative) induced

lens, the rate of change of the observed width with the
position of the nonlinear sample about the focal plane
of the external lens will be negative (positive), in
agreement with the results from geometrical optics.
Furthermore, the rate of change is proportional to the
angle of convergence w0=f of the externally focused
Gaussian, and to the position d of the observation
plane.

In z-scan, it is often important to relate the on-
axis transmittance in the far field to the scan
distance s for measurement purposes. Since for
power conservation, the intensity is inversely
proportional to the width of the beam in the far
field, a positive n2 would imply a positive slope as a
function of scan distance with increasing s, and a
negative slope for negative n2: The value of the slope
of the on-axis transmittance could give the infor-
mation of the n2 of the material. Note that the
z-scan graph in this case is an odd function of
the scan distance, measured about the back focal
plane of the external lens.

In practice, a detector with a finite aperture area is
placed on-axis, and the detected power monitored as
a function of scan distance. The transmitted power
through the aperture is obtained by

PT ¼
1

2

ð2p

0

ðra

0

EaE
p
a

h0

dA

¼
pw0

2

 
E2

0

2h0

! 
1 2 exp

 
2

2r2
a

w2
obs

!!

¼ P

 
1 2 exp

 
2

2r2
a

w2
obs

!!
½13�

where ra is the radius of aperture. The rate of change
of PT with Ds can be found as

dPT

dDs
¼

24r2
aP

w3
obs

exp

 
2

2r2
a

w2
obs

!
dwobs

dDs
½14�

Substituting eqn [12] into eqn [14] and using
the approximation wobs ¼ w0d=f ; eqn [14] can be
rewritten as

dPT

dDs
ø

4r2
af 2P

findd2w2
0

exp

 
2

2r2
af 2

d2w2
0

!
½15�

from which

dPT

dDs
ðDs<0Þø

4k4
0w2

0h0r2
aP2L

pf 2d2n0

exp

 
2

2r2
af 2

d2w2
0

!
n2

½16�
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When ra approaches 0;

dPT

dDs
ðDs<0Þ ¼ 4

 
k2

0w0raP

fd

!2
h0L

pn0

n2 ½17�

Therefore, n2 can be estimated as

n2¼

�
pn0

h0L

� 
d

2k2
0w0P

!2
 

f

ra

!2
dPT

dDs
½18�

Thus, if one knows the slope of the z-scan graph
around Ds < 0, the value of n2 can be found. Another
way to state this result is to say that the n2 is related
to the peak-to-valley change in the on-axis trans-
mittance DTp2v; which is proportional to dPT=dDs:

In passing, we comment that the z-scan method
can be also adapted to determine the nonlinear
absorption coefficient a2 of a material, defined
through the relation a ¼ a0 þ a2I; where a is the
total absorption coefficient and I denotes the inten-
sity. In order to achieve this, the aperture is assumed
to be completely open, in order to collect all the
light behind the nonlinear absorptive sample. For
a2 . 0; maximum absorption is experienced when
the nonlinear sample, assumed thin, is at the
back focal plane of the lens since the optical
intensity is a maximum due to the external focusing.
The z-scan graph is an even function of scan
distance, measured about the back focal plane of
the external lens.

Thick Sample z-Scan

Contrary to the thin sample case, a thick sample is
defined as one whose thickness may be comparable
to the depth of focus of the externally focused
Gaussian beam. In this case, the beamwidth changes
during propagation through the sample, so that the
induced focal length also changes with propagation.
This makes the problem substantially more involved.
Indeed, to track the far-field profile in this case, one
needs to describe the propagation of the Gaussian
beam inside the nonlinear sample using the q
parameter formalism. Since both the width and the
radius of curvature of the beam at the exit face of the
sample are required to predict the far-field behavior,
one can write a simple differential equation describ-
ing the variation of the q through the nonlinear
sample. This equation can be composed from the laws
of q-transformation described earlier, and the effects
of propagation and nonlinear lensing can be added
assuming each is small over an infinitesimal distance
of propagation, much like the numerical method
called the split step beam propagation method (BPM),

often used to analyze such problems. We will not
present details of the computation, rather show
calculation results for a typical thick sample case,
and point out differences with the thin sample
predictions for z-scan.

Figure 3 shows the beamwidth as a function of scan
distance for the case where the observation plane is at
a distance d ¼ 1 m from the exit face of a 1 cm thick.
Assume that a hypothetical sample with n0 ¼ 1; n2 ¼

^10215 m2=V2 is scanned about the back focal
plane of an external lens with focal length f ¼ 5 cm.
For comparison, the case of a linear sample is also
superposed on the same graph. Note that with the
variation of s, the far-field width initially increases,
and then decreases before starting to increase again,
for a material with a positive n2: Note that around the
point where the variations intersect the graph for the
linear case, the slope of the curves are negative and
positive for materials with positive and negative n2;

respectively. The graphs for the variation of on-axis
transmittance are opposite to the variation of the
widths, as mentioned earlier. This is also in agreement
with the results predicted from geometrical optics and
the q formalism for a thin sample, described earlier.

How do thick and thin sample z-scans differ?
Important differences are: (i) the position of the points
where the graphs for positive and negative, n2s;
intersect the graph for the linear case; and (ii) the
slope of the graphs, predicted from thin and thick
sample calculations. For instance, for the thin
sample approximation, the value of the slope around
s ¼ f is about 24 for a material with a n2 ¼ 10215

m2=V2: Recall from the previous section, the z-scan
plot for a thin sample always intersects the graph for
the linear case at the back focus of the external lens,
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Figure 3 Plot of width of the beam in the far field as a function of

the scan distance s. The light wavelength is 640 nm. Reproduced

with permission from Banerjee PP (2004) Nonlinear Optics:

Theory, Numerical Modeling, and Applications. New York: Marcel

Dekker.
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and therefore, it is easy to determine the slope of the
z-scan at this point. From the graph in the thick
sample case, it is perhaps difficult to ascertain at
exactly which point one must determine the slope.
A figure of merit would be the minimum value, which
occurs for a value of s slightly smaller than f ¼ 5 cm.
A conservative estimate yields a slope of approxima-
tely 21 for this particular example. Note, however,
that in the thick lens analysis, we have taken a
paraxial approximation to the Gaussian at every
stage of its propagation through the nonlinear
sample. Strictly speaking, this is not true, and to
alleviate this problem, Van Stryland’s group
included a correction factor with the width of the
Gaussian beam.

We would like to mention that values of n2 <
210215 m2=V2 can indeed be measured for thermal
nonlinearities in liquids. In fact, this is a typical value
that we measured for our solution of chlorophyll in
ethanol during our first experiments on z-scan. Values
of effective n2 < 10214 m2=V2 can be measured for
liquid crystals with orientational nonlinearities, and
will be described below.

Example of z-Scan: Effective Cubic Nonlinearity
of Liquid Crystals

The induced refractive index in a nematic liquid
crystal, due to reorientational nonlinearity, is a
function of position in the crystal and depends on
the intensity of the incident optical plane wave, its
angle with respect to the direction of propagation,
and on the applied voltage. Because of the fact that
the nonlinearity depends on the direction of propa-
gation of the planewave and the director axis of the
crystal, modeling Gaussian beam propagation is
rather complicated. Moreover, the director axis has
a certain distribution in the material due to the
applied voltage, and hence, the electrostatic field in
the material, as well as the optical field. This poses a
level of complexity a degree higher than that
discussed above for the simple thick sample case.
Since the induced refractive index is not a constant,
and more importantly, a function of the spatial
frequency of the optical beam (which determines
the angle between a planewave component of the
Gaussian beam spectrum and the director axis
distribution under external field), one is compelled
to analyze optical propagation using split-step BPM.
A typical set of simulated z-scan plots is shown in
Figure 4, assuming one transverse dimension for
simplicity, and the same parameters as in the
experiment described below. Actual experimental
results from a z-scan of a biased liquid crystal sample
is shown in Figure 5 for transmitted power versus

sample position in a z-scan experiment for a liquid
crystal sample for applied voltages 0.8, 1.0, 1.2, 1.8,
and 2.2 V. In this case, the focal length of the external
lens is approximately 50 mm and aperture diameter
on the observation plane is 1 mm. The scan range is
0.15 inches or approximately 4 mm. The scan step,
DZ, is varied from about 0.002 inches to about
0.01 inch, depending on the position of the sample.
This is done so as to get the maximum information
around the back focal plane of the external lens where
the measurement values are to be used to find the
slope of the z-scan graph, and hence the effective
nonlinear refractive index coefficient.

The plots of the effective n2 ¼ n2eff (simulated and
measured) are shown in Figure 6a and b, respectively.
As seen from both plots, the n2eff increases and
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reaches a maximum at V=Vo ¼ 1:4; before starting to
decrease. Simulated and experimental n2eff have
similar trends. Furthermore, there is reasonable
agreement between the calculated and measured
values of n2eff.

Discussion: Effective n2 of
Other Materials

The z-scan is a powerful tool in the measurement and
characterization of effective cubic nonlinearities of
different materials. The method is simple and easy to
set up, and can be readily automated. We provide two
other examples of z-scans below, as examples. For
instance, photorefractive materials are commonly
used for dynamic holography, in order to record
and reconstruct volume holograms. Photorefractive
materials are doped light-sensitive electro-optic
materials in which optical radiation creates mobile
charge carriers which redistribute themselves to
create an induced space-charge field. This electro-
static field in turn modulates the refractive index
which phase modulates the optical beam. A figure of
merit for the effectiveness of such a material, e.g.,
lithium niobate, for holographic storage, is the donor
to acceptor ratio in such materials. It turns out
that this ratio, along with the photovoltaic coefficient,
can be related to an effective n2 in lithium niobate.
This is also responsible in producing an elliptic beam
in the far field by starting out from a circularly
symmetric Gaussian beam focused onto the sample.

The ellipticity stems from the tensor nature of the
electro-optic coefficients. Typical simulated z-scan
plots for lithium niobate are shown in Figure 7, and
carries the signature variation of the scan in the varia-
tion of the beam ellipticity with scan distance. From
this plot, we are able to determine the effective n2 and
hence, the donor to acceptor concentration ratio.

In other photorefractive materials, such as barium
titanate, in which diffusion of charge carriers plays a
dominant effect, the induced change in the refractive
index is proportional to the gradient of the intensity,
rather than the intensity itself, as was the case in all
previous examples. In this case, as seen in Figure 8, it
can be shown that the z-scan plot for on-axis
transmittance with a small finite aperture on the
observation plane is an even function of scan
distance. This, however, should not be confused
with the open aperture z-scan that is also even, but
which yields information of the nonlinear absorption
coefficient, as described earlier. Experiments with a
new material, manganese aluminum oxide, which is
thought to have both photovoltaic and diffusive
contribution to space charge field distribution, yields
a z-scan that has both odd and even components.
Through careful analysis of the z-scan results, one is
able to determine the relative contributions of each of
these effects. Care should be taken in the interpret-
ation of the results in this case, since in an actual
experiment, the aperture size cannot be infinitely
small, and thus, an optimum aperture size must be
determined that allows for sufficient detected power,

z-scan for f = 50.2 mm,  aperture diameter = 1 mm
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Simulated n2eff  for f = 50.2mm
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but at the same time allows one to neglect any effects
of nonlinear absorption.

In summary, it is hoped that this article illuminates
readers on the history of the z-scan, its application to
thin and thick samples, its effectiveness in measure-
ment and characterization of effective third-order
optical nonlinearities for a wide class of nonlinear
materials, such as xð3Þ materials, materials with
cascaded second-order nonlinearities, liquid crystals,
photorefractives, etc., and its potential for auto-
mation, while at the same time pointing out areas
where care should be taken in the interpretation of
the measured data. With appropriate modification in
the theory, it can also be applied to characterization
of linear lenses, possibly voltage controllable lenses
and lenslet arrays, suitable for dynamic imaging in
biomedical applications.

See also

Materials for Nonlinear Optics: Liquid Crystals for NLO.
Nonlinear Optics, Basics: Four-Wave Mixing;
x(3)–Third-Harmonic Generation.
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Introduction

Liquid crystals are complex organic molecular
systems that exhibit various mesophases character-

ized by the degree of order. In this review, we
shall focus mainly on thermotropic liquid crystals
which exhibit various mesophases in the temperature
range between the crystalline and the isotropic liquid
states. In particular, we shall discuss the extraordi-
narily large optical nonlinearities of nematic liquid
crystals, as well as the electronic nonlinearities of
isotropic-phase liquid crystals. Recent studies have
shown that these materials are promising candidates
for advanced photonic applications.

Nematic liquid crystals (NLC) possess directional
ordering, i.e., when placed in thin cells with surface
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treated boundaries, the NLC molecules will self-
assemble into a birefringent crystal characterized by a
so-called director axis n̂; cf. Figure 1. For light
polarized parallel to n̂; the refractive index is ne, while
for light polarized perpendicular to n̂; the refractive
index is n0. Typically ne is ,1.7 and n0 is ,1.5. This
large birefringence Dn ¼ ne 2 n0 of NLC holds
throughout the near UV to the far infrared spectral
regime, cf. Figure 2. Perhaps the most important
characteristics of NLCs is the easy susceptibility of
the birefringent director (crystalline) axis orientation
to externally applied fields, which has led to their ever
increasing widespread use in various opto-electronics
information and image display and processing
devices. In analogy to dc and ac field effects,
the director can easily be reoriented by an optical
field, and thus cause a large optically induced index
of refraction change. By doping the NLC with
photosensitive or photo-charge producing agents,
this process of refractive index change can be
enhanced considerably. The refractive indices of
NLC are also very strongly temperature dependent.

Figure 2 Broadband birefringence of nematic liquid crystals from the near ultraviolet to far infrared.

Figure 1 Nematic liquid crystals (NLC) which exhibit directional

ordering characterized by the director axis. The lower figure

shows how the NLC molecules are aligned in a typical cell with

surfactant coated windows.
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Accordingly, a large refractive index change can also
be generated with laser absorption induced density
and order parameter changes. In the following
sections, we will broadly classify these nonlinear
optical processes originating from the collective
response of NLC to external fields as nonelectronic
nonlinearities.

On the other hand, individual NLC molecules
also respond to an optical field through the
electronic dipolar interaction. A typical electronic
energy level structure of liquid crystal molecules is
shown in Figure 3. The dipolar interaction gives rise
to the usual nonlinear polarization characterized
by the second, third and higher-order nonlinear

susceptibilities xð2Þ;xð3Þ;… etc. The complex imagin-
ary parts of these linear and nonlinear suscepti-
bilities account for the photonic absorption
processes. Most liquid crystalline molecules possess
small linear absorption in the visible region (400–
700 nm), and begin to absorb near the UV region
(,350 nm), cf. Figure 4. This absorption spectrum
translates into a (usually) large nonlinear two-
photon absorption spectrum in the visible. In some
organic molecules, the intermediate absorption
cross-section si or the excited state absorption
cross-section se is much larger than the ground
state linear absorption sg, giving rise to reverse
saturable absorption (RSA) and excited state
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Figure 4 Molecular structure and absorption spectrum of typical isotropic liquid crystal molecules.

Figure 3 Schematic depiction of the typical energy level structure of liquid crystal molecules and various linear and nonlinear optical

processes.
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absorption (ESA), respectively. As we will see
presently, these so-called electronic nonlinearities
are quite useful for optical limiting applications.

Following photo-absorption, the liquid crystal
molecules could undergo intersystem crossing,
cis-trans or other conformational changes, and form
isomers or charge transfer complexes. These pro-
cesses will contribute to the nonelectronic nonlinea-
rities such as reorientational, order parameter
changes and thermal effects.

Orientational Nonlinearities

Purely Optically Induced Orientation

Figure 5 depicts schematically various processes that
could occur in an aligned nematic film upon
irradiation by an optical field. The reorientation of
the director axis n̂ is governed by the system’s
tendency to minimize the overall free energy, which
consists of several bulk and surface interaction terms,
and the interaction energy with the applied field.
In purely dielectric nonabsorbing nematic liquid
crystals, director axis reorientation is caused by the
torque Gopt between the anisotropic nematic and the
optical electric field,

Gopt ¼

�
D1

8p

�
ðn̂zEpÞðn̂ 3 EÞ ½1�

which competes with the elastic restoring torque Gel

of the surrounding NLC molecules:

Gel ¼
ðK1sin2uþ K3cos2uÞd2u

dz2

þ
h
ðK1 2 K3Þsinu cosu

i du

dz

!2

½2�

where the K’s are the elastic constants, and D1 is the
(optical) dielectric anisotropy.

As a result of the director axis reorientation, an
optical wave propagating through the medium will
‘see’ a refractive index change. A frequently employed
method for measuring the refractive index change in
nematic liquid crystal films is the grating diffraction
setup, as shown in Figure 6a. Two polarized coherent
writing beams are overlapped on a nematic film,
which is probed by a polarized reading beam. If the
writing beams are copolarized, they impart an optical
intensity grating onto the nematic film I ¼ I0ð1 þ

cos qxÞ; where q is the grating wavevector, cf.
Figure 6b. On the other hand, if the writing beams
are orthogonally polarized, the resulting intensity is
uniform over the illuminated area, and instead a
polarization grating is created, cf. Figure 6c. The
polarization state of the light in the overlapped region
varies from circular, through elliptical to linear in
accordance to the phase difference between the two
coherent writing beams. Using a linearly polarized
probe beam, this setup allows one to distinguish
various intensity and reorientation dependent effects,
and assess their contribution to the induced refractive
index change Dn.

The magnitude of the induced reorientation angle,
and therefore the extraordinary index change,
depends on whether the interaction is transient or
steady state. In the steady state case, to the first
order of approximation, Dn is proportional to the
optical intensity I, i.e., Dn ¼ nSS

2 I: Under some
experimental conditions, one can also show that
the transient nonlinear index coefficient n2 (tp) is
given by n2 (tp) , n2

SStp/tr, where tr ¼ gd 2/Kp 2

is the orientational relaxation time constant. For
d ¼ 100 mm, g ¼ 0.1 poise and K ¼ 1026 dynes, we
have tr , 1 s. Typical observed values of n2

SS(u) are

Figure 5 Schematic depiction of various laser-induced optical processes in a nematic liquid crystal film.
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in the range of 1025–1024 cm2 W21. In the transient
case, if tp ¼ 1 ns, then n2 (tp) , 10212 cm W21

[x(3) , 2 £ 10211 esu].

Excited Dye-Dopant Induced Intermolecular
Torque

Studies of nematic liquid crystals doped with anthra-
quinone or dichroic dyes have shown that the excited
dye molecules could exert an intermolecular torque
Gmole that could be much larger in magnitude than
Gop. By considering the interaction energies between
ground and excited dyes with the surrounding LC
molecules, one can show that Gmole may be written as:

Gmole ¼ zGop ½3�

where the proportionality constant z can be much
larger than unity. The nonlinear index coefficients n2

obtained in these films are on the order of
1023 cm2 W21. The response times for the director
axis reorientation and relaxation are similar to the
optically induced reorientation process discussed in
the preceding section.

Photorefractive Effect

Another mechanism, namely, orientational photo-
refractivity, could also result in a very large optical

nonlinearity. This effect occurs in nematic liquid
crystals doped with photo-charge producing agents
such as fullerene C60 or rhodamine 6G dye, in
conjunction with a small applied dc field. For a
25 mm thick film with a dc bias voltage of ,1 V, the
observed nonlinear coefficient n2 is in the range of
1023–1022 cm2 W21. Figure 7 illustrates the orien-
tational photorefractive effect. An incident optical
field excites the doped liquid crystals to form charge
transfer complexes (CTCs). The CTCs subsequently
dissociate and create dc space charge fields through
ionic diffusion, migration and other electrodynamical
processes. The space charge fields, in combination
with the applied dc field, create a dc field induced
torque of the form:

Gdc ¼

�
D1dc

8p

�
ðn̂zEp

intÞðn̂ 3 EintÞ ½4�

Here the total internal dc field Eint contains the
applied dc field Edc and the generated dc space charge
fields Esc. This causes director axis reorientation and
refractive index change.

The space charge fields consist of one photorefrac-
tive and two anisotropy components. For an incident
optical intensity grating function of the form Iop ¼

I0ð1 þ m cos qj Þ; the photorefractive space charge

Figure 6 (a) Schematic depiction of grating formation and probe diffraction from the index grating induced in a nematic film. (b) Optical

intensity grating formed by interfering two coherent copolarized writing beams. (c) Optical polarization grating formed by interfering

two coherent crossed-polarized writing beams.

MATERIALS FOR NONLINEAR OPTICS / Liquid Crystals for NLO 37



field is given by:

Eph ¼ qn mkBT

�
s2 sd

2es

�
cos

�
qj2 p

2

�
½5a�

where kB is the Boltzmann constant, s is the illumi-
nated conductivity, sd is the dark state conductivity,
n ¼ ðDþ 2 D2Þ=ðDþ þ D2Þ;where Dþ and D2 are the
diffusion constants for the positively and negatively
charged ions, respectively; m is the optical intensity
modulation factor, q ¼ 2p/L is the magnitude of the
grating wavevector, and j is the coordinate along q.

Two other sources of space charge fields are also
at work, and they arise from the conductivity and
dielectric anisotropies of the nematic under the action
of the dc bias field Edc:

EDs ¼ Edc

 
ðs== 2 s’Þsin u cos u

s==sin 2uþ s’cos 2u

!
½5b�

ED1 ¼ Edc

 
ð1== 2 1’Þsin u cos u

1==sin 2uþ 1’cos 2u

!
½5c�

where ðs== 2 s’Þ is the low-frequency conductivity
anisotropy and ð1== 2 1’Þ the dielectric anisotropy of
the liquid crystal, and u is the reorientation angle of
the director axis.

In addition to these space charge field induced
effects, the flows of the charged ions and complexes
under the applied dc field and the generated space

charge fields also contribute significantly to reorient-
ing the director axis. For an interaction geometry
similar to Figure 5, the flow creates a shear torque
Gshear of magnitude proportional to the velocity
gradient

Gshear ¼
dvðz Þ

dz
ða2sin2u2 a3cos2uÞ ½6�

where the a’s are the viscosity coefficients, and v(z) is
the flow velocity. The combined action of the above
space charge fields and the flow effects on director
axis reorientation have been quantitatively formu-
lated and shown to describe experimental results very
well, including, in particular, the observation that
maximal diffraction is obtained for a grating con-
stant lg , 2d: Furthermore, the flow-reorientation
and adsorption of the excited dopant molecules
on the surfaces are believed to be responsible for
quasi-permanent and permanent director axis reor-
ientation in rhodamine 6G- and C60-doped nematic
films, respectively.

Supra-Nonlinear Methyl-Red Doped
NLC – Observed Phenomena

Recent studies in methyl-red doped nematic liquid
crystals (MRNLCs) have ushered in the era of supra-
nonlinearity. Unlike photorefractive nematic liquid

Figure 7 Schematic depiction of photo-induced space charge field formation in a nematic liquid crystal illuminated by a monotonic

(upper curve) or a sinusoidal (lower curve) laser intensity function.
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crystals, no external bias field is needed. The observed
n2 values could be as large as 10 cm2 W21. In
MRNLC, a large photovoltage drop across the
sample is also observed upon irradiation. The polarity
of the photovoltage is reversed if the light impinges
from the opposite cell window. The extremely non-
linear optical response of MRNLC is attributed to
nematic director axis reorientation by the optically
induced space charge fields, similar to the effect
discussed in the previous section. The unusually large
response is possibly due to several factors, including
the higher photo-charge producing abilities of methyl
red, and the large difference in the positive and
negative photo-ion diffusion constants. Another
cause of director axis reorientation is the intermole-
cular torque exerted by the photo-excited dye
molecules on the NLC. This is particularly evident
in experiments using an input polarization grating on
planar aligned samples. Because the laser excited dye
molecules are adsorbed and strongly ‘anchored’ on
the cell walls, they cause permanent realignment of
the nematic liquid crystal. This process usually occurs
upon prolonged illumination of the liquid crystal cells
with a low-power laser, and can be sped up with
higher laser power.

Trans–Cis Isomerization and Order Parameter
Change

Some nematic liquid crystals are azo-compounds, i.e.,
their molecular structures are analogous to the typical
one depicted in Figure 8. An azo-compound when
irradiated at its absorption wavelength will change
from the trans to the cis form, cf. Figure 8. Trans–cis

isomerization of these azo-nematic liquid crystals or
azo-dopants in NLC’s could also give rise to a
refractive index change through modification of the
NLC’s order parameter and/or director axis reorien-
tation. The trans species are oblong in shape, and
align parallel to the director axis. On the other hand,
the ‘bent’ structure of the cis species is incongruous to
the nematic order, and thus causes an order parameter
change, and therefore a refractive index modification.
Such refractive index changes owing to order
parameter modification are similar to thermal effects
discussed in the next section. The response [on-] time
for these trans–cis isomerization induced order-
parameter changes can be quite fast (as fast as
nanoseconds in some cases). The relaxation time
(typically in the millisecond regime) is decided by the
director axis relaxation rate as discussed earlier.

The other index-changing mechanism is the ten-
dency of the trans molecule to align with its transition
moment perpendicular to the optical polarization in
order to minimize the interaction (absorption)
energies. This in turn causes the NLC director axis
to realign through the intermolecular torque effect.
Both mechanisms are characterized by a nonlinear
index coefficient n2 on the order of 1023 cm2 W21.

Thermal and Density Effect

Laser induced temperature and density changes are
described by time-dependent coupled hydrodynamics
equations. In grating diffraction experiments, cf.
Figure 6, the problem can be simplified to a one-
dimensional one, i.e., along the grating wavevector
direction, if the grating spacing is smaller than the
nematic film thickness and the beam size. In that case,
the thermal and Brillouin (sound wave) decay time
constants are given by, respectively:

t T ¼
r0Cv

lTq2
½7a�

t B ¼
2r0

hq2
½7b�

where q ¼ 2p=lq is the grating wavevector, r0 the
unperturbed density, Cv the specific heat, lT the
thermal conductivity, and h the viscosity. The values
of these parameters depend on the director axis align-
ment relative to the optical fields, thermal diffusion
and sound propagation directions. For typical values
of h ¼ 7 £ 1022 kg m21 s21, r0 ¼ 103 kg m23,
D ¼ lT/r0, Cv , 1.6 £ 1027 m2 s21 and a grating
spacing lq ¼ 20 mm, we have t T , 50 ms, whereas
t B , 200 ns. Such a vast difference between the
relaxation times allows one to distinguish the contri-
bution from thermal and density origins.

Figure 8 Trans–cis isomerization of azo-molecules upon

optical illumination. The upper diagram depicts molecular

structural changes; the lower diagram shows the excitation

energy versus the molecular coordinate associated with these

photo-excited processes.
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In the steady state, i.e., when the laser–nematic
interaction time is much longer than tT and tB, the
nonlinear index coefficient is given by:

nSS
2 ðDTÞ ¼

�
dn

dT

�
atr

r0CV

½8�

where dn/dT is the appropriate thermal index
coefficient. The absorption constant a of liquid cry-
stals varies widely in the visible–infrared spectrum.
Near the phase transition temperature, dn//,’/dT also
changes dramatically. The magnitude of nSS

2 ðDTÞ

could therefore vary by several orders of mag-
nitude. For a ¼ 100 cm21, dn//,’/dT , 1023 K21,
and lq ¼ 20 mm, we have n2

SS(DT) , 1026 cm2 W21.
This is the typical value observed in wave mixing
experiments with infrared [CO2] or visible lasers.

In the transient regime (tp p tr,tB), the nonlinear
index coefficient is proportional to the laser
pulse duration:

n2ðtpÞ ¼ nSS
2 ðDTÞtp=tr ½9�

With tr , 0.5 £ 1024 s and tp ¼ 1 ns, n2(tp) ,
5 £ 10211 cm2 W21. Such nonlinearities have been
observed in transient dynamic grating diffraction
studies involving nanosecond laser pulses. In these
studies, it is found that the contribution from the
electrostrictive effect (movement of the nematic due to
the optical intensity gradient) to the refractive index
change can be as large as the absorptive thermal
component.

In Table 1, we give a concise summary of these
nonelectronic optical nonlinearities observed in
nematic liquid crystals.

Electronic Nonlinearities

Second and Third Order Nonlinear Susceptibilities

Electronic interaction involves the perturbation of the
electronic wavefunctions by the impinging optical
fields. The induced dipole moment of a molecule is

given by:

d ¼ a :E þ b :EE þ g :EEE þ · · · ½10�

where a, b, and g are the linear, second-order and
third-order nonlinear polarizability tensors, E is the
optical electric field and : denotes tensorial operation.
The macroscopic polarization P (dipole moment per
unit volume) is

P ¼ 10x
ð1Þ :E þ xð2Þ :EE þ xð3Þ :EEE þ · · · ½11�

where x (1), x (2), and x (3) are the linear, second and
third-order nonlinear susceptibilities, respectively.
The macroscopic parameters x are related to a, b
and g by the local field correction factors.

A well-known process associated with the second-
order nonlinear polarization is second harmonic
generation, in which two incident photons of
frequency v are converted into a photon of frequency
2v. Symmetry rules require that a material should be
non-centrosymmetric in order to exhibit second-
order nonlinear polarization. In centrosymmetric
nematic liquid crystals, an applied dc field or
discontinuity at a surface or interface, or director
orientational curvature, could provide the required
symmetry-breaking mechanism.

In ferroelectric or smectic Cp liquid crystals, the
molecules possess permanent polarization, i.e., the
centrosymmetry is broken, and it is possible to
observe second harmonic generation associated with
the second-order nonlinear polarization. Typically,
the observed nonlinear coefficients b2HG are on the
order of ,10214 mV21. In contrast to inorganic
crystals of much larger dimensions, these thin liquid
crystal films are not useful for practical devices.
Nonetheless, because of the sensitivity of second
harmonic generation to surface and interface
conditions, second harmonic generation has been
proven to be an effective spectroscopic tool.

In dc field induced second harmonic generation,
the nonlinear polarization involved is actually the

Table 1 Nonelectronic nonlinearities of nematic liquid crystals

Nonlinear processes Typical magnitude Time-scale Liquid crystal

Orientational nonlinearities

Purely optically induced n2 1024 cm2 W21 ms pure 5CB

Excited dopant assisted n2 1023 cm2 W21 ms dyed 5CB

Photorefractive 1023 cm2 W21 ms 5CB

Photorefractive þ Methyl-red doped 5CB 10 cm2 W21 ms

Trans–Cis and order parameter modification 1024 cm2 W21 ms dyed 5CB

Thermal nonlinearities

n2 1026 cm2 W21 ms E7

n2 10211 cm2 W21 ns E7

Density effect

electrostrictive n2 10211 cm2 W21 ns E7
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third-order nonlinear polarization given by
P(2v) ¼ x (3)E(0)E(v)E(v). Typically measured
values of x (3) are ,10212 esu, expressed in the
commonly used cgs units. The conversion factor
between cgs and SI unit is given by

xð3Þ½esu� ¼ 34 £ 1017xð3Þ½SI unit� ½12�

There is relatively little work done on measuring or
studying the third-order nonlinear electronic polariz-
abilities of nematic liquid crystals. Most of the
studies are centered on the molecular correlation
effects associated with the nematic–isotropic phase
transition. The typical magnitude of electronic x (3) is
10212 esu.

Nonlinear Absorption and Limiting

Two-photon absorption occurs where the molecule
is excited to a real electronic excited state by
simultaneous absorption of two photons from the
incident light. Since the absorption is proportional to
the square of the optical intensity, the incident light
will experience an increasing absorption effect,
and its transmission at high intensity will be
‘quenched’ to an almost constant level. Two-photon
absorption is usually characterized by the two-
photon absorption coefficient b, which is related to
the imaginary part of x (3). For liquid crystals, they
are on the order of 5 £ 10212–10211 mW21 (equi-
valent to 0.5–5 cm GW21 in the more commonly
used units).

Liquid crystalline materials in their (less scattering)
isotropic phase have been extensively studied in
the last few years for application in optical
limiting devices as a result of their large nonlinear
absorption constant. In the nanosecond time
regime, the RSA and ESA effects, cf. Figure 3, act to
give rise to a very large effective nonlinear absorption
coefficient b on the order of several hundreds of
cm GW21. In combination with special device
structure such as a nonlinear fiber array, it has
become possible to clamp the transmitted nano-
second laser pulse energy to below the retina damage
level (below 0.5 mJ).

In Table 2, we give a concise summary of these
electronic optical nonlinearities of nematic liquid
crystals.

Concluding Remarks

We have presented a concise review of the nonlinear
optics of liquid crystals in their nematic and
isotropic phases. Nematic liquid crystals in their
various pure and doped forms possess many
interesting nonlinear optical responses, with non-
linearities ranging over 16 orders of magnitude.
Some of the extraordinarily large nonlinearities
enable the performance of several all-optical switch-
ing and limiting, image modulation and sensing
processes at unprecedented low threshold power. In
particular, self-defocusing and optical limiting effects
with nanowatt-power lasers, and incoherent–coher-
ent image conversion at mW cm22 optical intensity
have been demonstrated. Liquid crystal films have
been used in selective attenuation of glares and
blinding laser light. Stimulated scattering that used
to be the domain of high-power lasers can now be
performed in thin nematic films with mW-power cw
laser. Readers can consult the Further Reading
section for some of these advanced photonic devices
and applications based on nonlinear optics of liquid
crystals. Current active studies by several research
groups worldwide are likely to result in even more
interesting nonlinear optical effects and useful
applications in the near future.

List of Units and Nomenclature

Absorption coefficient a [cm21]
Density r0 [kg m23]
Eleastic constant K [dynes]
Intensity (optical) I [W cm22]
Nonlinear susceptibility x(3) [esu]
Second harmonic generation

coefficient
b2HG [mV21]

Specific heat CV [m2 s21]
The nonlinear index coefficients n2 [cm2 W21]
Time constants t [s]

Table 2 Electronic optical nonlinearities of nematic liquid crystals

Nonlinear optical phenomena and nonlinearities Magnitude Time-scale (pulse duration of laser used)

Second harmonic generation (dc field induced),

x(3)
// 2.7 £ 10212 esu ns

x(3)
’ 0.55 £ 10212 esu ns

Second harmonic generation b2HG 10212 mV21 ps (ferroelectric)

Two-photon absorption, b 5 cm GW21 80 ps

Effective nonlinear absorption, beff 200 cm GW21 10 ns

Degenerate four-wave mixing

electronic x(3)(v; v, 2v, v) 10212 esu ns
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Two-photon absorption constant b [cm GW21]
Viscosity h [kg m21 s21]
Viscosity coefficient g [poise]

See also

Nonlinear Optics, Basics: Cascading; Kramers–
Krönig Relations in Nonlinear Optics; Nomenclature and
Units; Photorefraction.
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Nonlinear Medium Polarization

Macroscopic

Photons are neutral, noninteracting bosons. Inter-
action is possible only through a material medium.
Indeed, photons can be absorbed by electrons leading
to excited states. A reverse transition may go through
radiative channels, with emission of photons, usually
with a different energy than the excitation energy.
Interaction of photons with matter may also lead to
other types of excitation, such as vibronic, rotational,
libronic, etc., or just to a change in the medium
polarization. This change may be expanded in the
power series of the electric forcing field strength with
ith component given by:

PIðvsÞ ¼ P0IðvsÞ þ 10½K1x
ð1Þ
IJ ð2vs;vsÞE

vs

J

þ K2x
ð2Þ
IJKð2vs;v1;v2ÞE

v1

J Ev2

K

þ K3x
ð3Þ
IJKLð2vs;v1;v2;v3ÞE

v1

J Ev2

K Ev3

L þ · · ·�

½1�

where the expansion coefficients xðnÞ are ðn þ 1Þ rank
three-dimensional tensors, describing linear ðn ¼ 1Þ
and nonlinear ðn . 1Þ responses of the medium,
P0iðvsÞ is its permanent polarization (at frequency
vs) and the coefficients Ki ði ¼ 1;2;3;…Þ take
account of the conventions for the Fourier transform
of electric field and polarization vectors used, as well
as the degeneracy of nonlinear optical processes.
For historical reasons two conventions in quantitative
description of NLO processes are used:

Eðr; tÞ ¼ 1
2 ½EðrÞe

ivt þ c:c:� ðConvention IÞ ½2�

and

Eðr; tÞ ¼ EðrÞeivt þ c:c: ðConvention IIÞ ½3�

and similarly for the polarization field. As researchers
often use different conventions, it is important to
bear this in mind when comparing NLO properties of
materials coming from different sources. The tabu-
lated data and the formulas used here are within
convention I, with the permutation factors included
explicitly in coefficients Ki (eqn [1]). In centro-
symmetric media and in dipolar approximation,
the static polarization P0; as well as all even order
NLO susceptibilities, are equal to zero, as it follows
from time reversal symmetry.

p
On leave from POLITECHNICA University of Bucharest,

Romania.
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Relations Between Macroscopic
and Microscopic Polarizations

Microscopic Polarization

Similar expansions to eqn [1] also obey the conven-
tions on a molecular level. Similarly, as for bulk
polarization, the ith component of the molecule
dipole moment can also be expanded into the series
of the local field strength giving:

miðvsÞ ¼ m0iðvsÞ þ K1aijð2vs;vsÞE
vs

j

þ K2bijkð2vs;v1;v2ÞE
v1

j Ev2

k

þ K3gijklð2vs;v1;v2;v3ÞE
v1

j Ev2

k Ev3

l þ · · ·

¼ m0iðvsÞ þ mindðvs;v1;v2;…;vn;a;b…; z;

Ev1 ;Ev2 ;…;Evn Þ ½4�

where a is the linear molecular polarizability, b is the
first order and g is the second molecular hyperpolar-
izability. min in eqn [4] denotes the induced dipole
moment. The expansions [1] and [4] may be also
considered as the Tamm–Dancoff perturbation
development as functions of an increasing number
of interacting photons. In this case, the second term
on the right-hand sides of eqns [1] and [4] describes
the interaction of two photons, the third term that
of three photons, etc. The electric field in eqn [4] is
the effective field experienced by the molecule and is
given by

E ¼ fE ½5�

where f is the local field factor, depending on the form
of molecule. In eqns [1] and [4] Einstein’s notation
is used.

For a single crystal and for noninteracting mole-
cules there exists a straightforward relationship
between the macroscopic and microscopic quantities
given by:

x
ð2Þ
IJKð2vs;v1;v2Þ ¼

X
n

fvs
n fv1

n fv2
n Nn

£
X
ijk

aIiaJjaKkb
n
ijkð2vs;v1;v2Þ ½6�

for the second-order NLO susceptibility and

x
ð3Þ
IJKLð2vs;v1;v2;v3Þ ¼

X
n

fvs
n fv1

n fv2
n fv3

n Nn

£
X
ijkl

aIiaJjaKkaLlg
n
ijklð2vs;v1;v2;v3Þ ½7�

for the third-order NLO susceptibility, respectively.
The coefficients aIj in eqns [6] and [7] are Wigner
rotation matrix elements, Nn denoting the number
density of species ðnÞ: The subscripts ðijklÞ refer to the

molecule, and ðIJKLÞ to the laboratory reference
frames, respectively.

For disordered (or partly ordered) materials,
the macroscopic NLO susceptibility depends on
the orientation average of nonzero molecular
hyperpolarizability components:

x
ð2Þ
IJKð2vs;v1;v2Þ ¼

X
n

fvs
n fv1

n fv2
n Nn

�
X
ijk

, bn
ijkð2vs;v1;v2Þ .IJK ½8�

and similarly for xð3Þ susceptibility. The average in
eqn [8] is taken over all NLO molecule orientations
and all b tensor components. Fortunately, the number
of the nonzero b tensor components (21 for b tensor)
is limited by the molecular symmetry and in the case of
charge transfer (CT) molecules, only the component
in the charge transfer direction bxxx may be retained.
The others are usually significantly smaller and can
be neglected with respect to this one.

Second-Order Nonlinear Optical
Materials

The research on nonlinear optical materials is boosted
by the potentiality of their applications in photonics,
and particularly in optical signal processing, image
recognition, frequency conversion, and light amplifi-
cation. New fields of applications open in biology,
medicine (photodynamic therapy), material proces-
sing (optical engineering), etc. Depending on the
targeted application, the materials showing enhanced
second-, third-, and/or higher-order nonlinear optical
properties are developed and optimized. The optim-
ization is performed on both molecular and macro-
scopic levels. Indeed, the bulk nonlinear optical
response depends not only on the individual hyper-
polarizabilities but also on the way the molecules
are assembled into the bulk material. As already
mentioned, only the noncentrosymmetric materials
exhibit the second-order nonlinear optical response.

Molecules

The most promising molecules for the application
in second-order NLO devices are intramolecular
CT compounds, composed from an electron
donating (D), an electron accepting (A) part, linked
by a p conjugated backbone (Figure 1). The CT
molecules exhibit a large first-order susceptibility
b tensor component bxxx; enhanced in the charge
transfer direction x: The value of bxxx depends on
the strength of electron donating and electron
accepting groups (amount of the charge transfer)
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and on the conjugation length of the transmitter.
Table 1 shows the chemical structures of typical
electron donating and electron accepting groups.
Chemical structures of selected CT molecules
are given in Table 2, together with the values of
the bxxx tensor component, as determined by the
electric field induced second-harmonic generation
technique (EFISH).

The dependence of bxxx on the conjugation length
L of the conjugated transmitter is given by the
scaling law:

bxxx / Las ½9�

with as . 1: Usually the conjugated backbone is
composed of a number of alternate single/double (or
single/triple) bonds and in this case, the scaling law is
tested as a function of the number of double (or triple)
bonds N:

bxxx / Nab ½10�

For a number of CT oligomers with the same electron
donating and electron accepting groups, differing
only in the length of the conjugated transmitter, the
exponent ab , 2:5: The bxxx value saturates for a
larger number of double bonds (N . 4; in the case of
phenyl oligomers used as transmitter).

A number of studies are in progress on octupolar
molecules which exhibit large b hyperpolarizabilities.
However, their processing into efficient, noncentro-
symmetric bulk materials is still at its initial stage and
up to now no practical application has been
demonstrated.

Bulk Materials

In order to obtain noncentrosymmetric materials,
different approaches are used such as:

(i) single crystals growth;
(ii) epitaxy or heteroepitaxy;

(iii) Langmuir–Blodgett films;
(iv) self-assemblies;
(v) intermolecular charge transfer structures;
(vi) poled polymers; and

(vii) chiral structures.

The growth of good-quality optical single crystals
is costly and difficult, especially as the charge transfer
molecules usually exhibit a large ground state dipole
moment (Table 2). The strong dipole–dipole inter-
action usually leads to their antiparallel alignment,
and as a consequence, a centrosymmetric bulk
structure. Only a few molecules crystallize in a non-
centrosymmetric structure. One of the approaches
used consists of design and synthesis of molecules
with a negligible ground state dipole moment such
as POM (Table 3). Therefore, a lot of effort has been
put into forcing molecules to build into noncentro-
symmetric bulk materials (ii)–(vi). Owing to the fact
that most of applications are targeted in waveguiding
configuration, a significant effort has been made to
grow noncentrosymmetric thin films (ii)–(vi). While
the chiral molecules form spontaneously noncentro-
symmetric films, in other techniques, this is obtained
more easily by application of an external electric field
(poled polymers), by use of an adequate substrate
(epitaxy, pseudoepitaxy, self assembly), intramole-
cular charge transfer in ordered layered structures (v),
and interaction between molecules and molecules–
substrate (Langmuir–Blodgett films). In the last case,
three types of well-ordered structures, with control-
lable thickness are obtained: X; Y; Z (Figure 2).
Only X and Z type structures give noncentro-
symmetric thin films exhibiting second-order
NLO properties.

Poled polymers
Up to now, the best results in getting efficient
materials for second-order NLO application are
obtained with poled polymers. The materials consist
of a polymer matrix, exhibiting excellent optical
properties, functionalized with active NLO chromo-
phores (CT molecules). Four kinds of structures,
shown schematically in Figure 3, are realized:

(i) guest–host systems;
(ii) side chain polymers;
(iii) main chain polymers; and
(iv) thermally or photo-crosslinked polymers.

Table 1 Chemical structures of commonly used electron

donating and electron accepting groups

Donors Acceptors

–N(CH3)2 –NO

–NH2 –NO2

–OCH3 –CHO

–OH –CN

–CH3 –SO2CH3

–SCH3 –SO2CF3

–N(CH3)2 yC(CN)2

Figure 1 Schematic representation of a charge transfer

molecule.
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Table 2 Molecular first hyperpolarizabilities and dipole moments of selected CT molecules

Molecule Chemical structure lmax [nm] Solvent Ground state
dipole moment,
m [D ]

Product
mb [10277

Cm5 V21]

b [10240

m4 V21]
lmeas

[nm]
b0 [10240

m4 V21]

p-NA
( para-nitroaniline)

358 1,4 dioxane 5.5 1.30
0.74

71.0
40.2

1064
1907

35

MNA
(2-methyl-4-nitroaniline)

361 1,4 dioxane 7.4 1.72
0.98

69.9
39.8

1064
1907

33

NPP
(N-(4-nitrophenyl)-

(L)-prolinol)

397 acetone 7.3 4.28 176 1064 67

POM
(3-methyl-4-

nitropyridine-1-oxide)

320 from crystal
data

0 0 36 1064 21

PNP
(1-(N-prolinol)-5-

nitropyridine)

376 1,4 dioxane 7.2 2.28
1.41

95
59

1064
1907

38

MMONS
(3-Methyl-4-methoxy-40

nitrostilbene)

366 1,4 dioxane 5.2 2.14 123.9 1907 90

DR1
(4-[N-ethyl-N-(2-

hydroxyethyl)]amino-
40-nitroazobenzene
(dispersed red 1))

509
455

DMSO
1,4 dioxane

525
234.1

1356
1907

197
150

DADAB
(4-(N,N-diethylamino)-40-

tricyanovinylazo
benzene)

582 DMSO 1640 1580 648

1D ¼ (1/3) £ 10239 Cm.
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Table 3 Bulk second-order nonlinear optical properties of selected organic materials

Material Chemical structure Form Point

group

lmeas

[nm]

Refractive

index

SHG

susceptibility

x
ð2Þ
ijk (22v;v;v)

[pm V21]

Electrooptical

coefficient, r ;

[pm V21]

MNA

(2-methyl-4-nitroaniline)

Single

crystal

m 514.5

1064

2.0

x
ð2Þ
111 ¼ 500

xð2Þ122 ¼ 76

70 ^ 14

POM

(3-methyl-4-nitropyridine-1-oxide)

Single

crystal

222 514.5

600

10 600

1064

1.712

1.919

1.638

x
ð2Þ
123 ¼ 19:2

x
ð2Þ
123 ¼ x

ð2Þ
251

¼ x
ð2Þ
312

4.0

5.1

3.7

COANP

(2 cyclooctylamino-5 nitropyridine)

Single

crystal

mm2 514.5

600

10 600

1064

1.672

1.781

1.647

x
ð2Þ
322 ¼ 108

x
ð2Þ
333 ¼ 48

9.3 ^ 1.5

15.4 ^ 3.2

PNP

(2-(N-prolinol)-5-nitropyridine)

Single

crystal

2 514.5

600

10 600

1064

1.990

1.788

1.467

x
ð2Þ
211 ¼ 170

x
ð2Þ
223 ¼ 55

8.0 ^ 1.4

13.0 ^ 2.2

MNBA

(40-nitrobenzylidene-3-acetamino-

4-methoxyaniline)

Single

crystal

m 514.5

600

10 600

1064

2.024

1.585

1.652

xð2Þ111 ¼ 437

–

MMONS

(3-Methyl-4-methoxy-40-

nitrostilbene)

Single

crystal

mm2 514.5

600

10 600

1064

1.569

1.693

2.129

x
ð2Þ
333 ¼ 368a

xð2Þ223 ¼ 142a

19.3 ^ 4

39.9 ^ 7
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PMMA þ DR 1

(Poly(methyl methacrilate) þ

4-[N-ethyl-N-(2-hydroxyethyl)]

amino-40-nitroazobenzene

(Dispersed red 1))

PP/GH 1580

633

x
ð2Þ
333 ¼ 5

r33 ¼ 2.5

PMMA þ DCV

(Poly(methyl metacrilate) þ

4-dicyanovinyl-40-

[N-ethyl-(2 hydroxyethyl)]

azobenzene)

PP/SC 1580

799

x
ð2Þ
333 ¼ 42

r33 ¼ 18

PMMA þ 3RDCVXY

(Poly(methyl metacrilate) þ

4-dicyanovinyl-40

(diethylamino)

diazobenzene)

PP/SC 1064

633

x
ð2Þ
333 ¼ 840

r33 ¼ 40
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Table 3 (Continued)

Material Chemical structure Form Point

group

lmeas

[nm]

Refractive

index

SHG

susceptibility

x
ð2Þ
ijk (22v;v;v)

[pm V21]

Electrooptical

coefficient, r ;

[pm V21]

NNDN þ NAN

(N,N-diglycidyl-4-nitroaniline þ

N-(2-aminophenyl)-4-nitroaniline)

PP/CL 1064

530.9

x
ð2Þ
311 ¼ 28

r13 ¼ 6.5

DCANP LB film 632.8

1064

1.598

(TE0-mode)

x
ð2Þ
333 ¼ 19:5 ^ 2:5

FA06 LB film 1064 xð2Þ322 ¼ 20

PP, poled polymer; GH, guest host system; SC, side chain polymer; CL, cross linked polymer; LB, Langmuir–Blodgett film.
a Calibrated with KTP single crystal (x

(2)
333 ¼ 27.4 pm/V).
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The guest–host systems are just solid solutions of
NLO chromophores in an inert matrix. The concen-
tration of NLO chromophores is limited because of
already-mentioned strong dipole–dipole interaction
leading to antiparallel alignment, resulting in an
increase in propagation losses and decrease of xð2Þ

susceptibility. The polar order is obtained by applying
an external field. In order to increase the rotational
mobility of chromophores, the material is heated to
the glass transition temperature of polymer. The
interaction of dipole moments with the external field
forces them to orient in its direction. The orientation
is frozen by cooling the material (usually a thin film)
to room temperature. However, the stability induced

in this way results in a polar order that is poor. Better
stability and higher concentration of chromophores is
obtained by attaching chemically the NLO active
molecules to the polymer backbone (side-chain
polymers). However, it requires a significant effort
in chemical synthesis. The stability of induced order
depends strongly on the difference between the glass
transition and the operation temperatures. The larger
the difference, the less relaxation is observed.
Therefore, a lot of effort is going into developing
functionalized high glass transition temperature
polymers such as polyimides, polyurethanes, poly-
vinyl carbazoles, etc.

The main-chain polymers (iii) attract a relatively
weak interest. This is due, not only to the difficulties
encountered with chemical synthesis, but also with
the efficient chromophore orientation. More promis-
ing is the last class of functionalized polymers (iv).
Here the active chromophores are used to link
covalently the polymer chains through a thermal or
photo-crosslinking process. However, the poling
process is very delicate as the glass transition
temperature is increasing with the poling time, so
the time process has to be carefully monitored. Also
the cross-linking may lead to shrinkage and crackling
of thin films and as a consequence, to the increase of
propagation losses.

A special class of functionalized materials, similar
to poled polymers, represent sol–gels. Here the active
chromophores either fill the pores of sol–gel or are
chemically bonded to the matrix. The poling process
is very similar to that applied to the thermally and
photo cross-linking polymers and also has to be
carefully monitored. The main advantage of these
materials consists of excellent optical properties, and
the disadvantage on a relatively low chromophore
content, limiting the bulk xð2Þ susceptibility value.
The representative values of second-order nonlinear
optical susceptibility x

ð2Þ
ijk for different materials for

second-order NLO optics, are listed in Table 3.

Poling efficiency
The DC poling of functionalized polymers leads to
birefringent noncentrosymmetric materials with two
nonzero xð2Þ tensor components: the diagonal:

x
ð2Þ
ZZZð2v0;v1;v2Þ ¼ NFbxxxð2vs;v1;v2Þ

£ kcos3Ql ½11�

and the off-diagonal:

x
ð2Þ
XXZð2vs;v1;v2Þ ¼

1

2
NFbxxxð2vs;v1;v2Þ

£ ksin2Q cos Ql ½12�

Figure 2 Schematic representation of X, Y, Z type Langmuir–

Blodgett films. The arrows symbolize the direction of dipole

moments, which usually are tilted with respect to the normal to

film surface.

Figure 3 Schematic representation of functionalized polymers

for second-order NLO effects: guest–host systems (a), side chain

polymers (b), main chain polymers (c), photo and thermally

cross-linking polymers (d). Arrows represent the NLO

chromophores.
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where we assumed for simplicity, that only one
nonlinear species, as is usually the case. Z; in
eqns [11] and [12], is the direction of the applied
external field and Q is the angle between the electric
field and the molecule dipole moment. The efficiency
of poling is measured by the ratio:

a ¼
x
ð2Þ
ZZZð2vs;v1;v2Þ

x
ð2Þ
XXZð2vs;v1;v2Þ

½13�

It varies between 1 and 1 (perfect alignment). For
isotropic poled polymers a ¼ 3 4 6 and for nematic
liquid crystal side-chain polymers, values of a / 18
were obtained.

Usually, the second-order NLO susceptibility
is measured by the second-harmonic generation
technique ðvs ¼ 2v; v1 ¼ v2 ¼ vÞ; giving the elec-
tronic part of xð2Þ susceptibility, with ultrafast
response time as the generated harmonic wave has
to follow the fundamental one. This susceptibility is
important, not only for frequency conversion through
the second-harmonic generation, but also for sum and
difference frequency generation as well as for optical
parametric oscillation (OPO) and amplification
(OPA). Another important effect described by
xð2Þð2v;v;0Þ susceptibility is the linear electro-optic
effect (Pockels effect). It finds application in electro-
optic modulation for signal transmission. Tradition-
ally, this effect is described by the electro-optic
coefficient rijk; which is a third-rank three-dimen-
sional tensor. The variation of the medium refractive
index under the applied electric field is given by the
following formula:

Dni ¼ 2
2

n3
i

rijEj ½14�

The electro-optic coefficient is directly linked to the
xð2Þð2v;v;0Þ susceptibility:

rijk ¼ 2
2xð2Þijk ð2v;v;0Þ

ðninjÞ
2

½15�

The measured values of electro-optic coefficient for
some selected organic single crystals and thin films are
also given in Table 3.

Third-Order Nonlinear Optical
Materials

There is no symmetry restriction on molecules and
materials for third- (or higher-odd-) order nonlinear
optical effects. These materials are used in signifi-
cantly larger classes of applications than the materials
for second-order NLO effects, particularly in logic
systems, all optical switching, frequency conversion

(e.g., frequency tripling in third-harmonic gener-
ation), light amplification, optical bistability, all
optical switching, etc. In the case of organic
materials, it was shown that the conjugated quasi
1D p electron systems, such as semiconducting
polymers (Figure 4) exhibit an enhanced third-order
NLO response.

Molecules

Similarly, as in the case of second-order NLO
materials, the NLO response depends strongly on
the conjugation length. In the case of conjugated
quasi 1D molecules, such as polymers with a chemical
structure as shown in Figure 4, the g tensor
component in the conjugation direction (largest
hyperpolarizability) is strongly enhanced and
described by a scaling law:

gxxxx / Lat ½16�

where L is the conjugation length and the exponent
at . 1: The scaling law, eqn [16], can also be
presented as dependent on g on a number of p

conjugated double or triple bonds N:

gxxxx / Nag ½17�

It was extensively studied for a series of conjugated
oligomers polyenes, oligothiophenes, etc., and the
exponential coefficients are listed in Table 4, together
with the calculated values. For a larger value of
double (or triple) bonds, a saturation in xð3Þ suscep-
tibility is observed.

The molecular second hyperpolarizability
measurements are derived from solution measure-
ments. Some typical values, obtained by the third-
harmonic generation technique (THG) are listed in
Table 5. Although other NLO property determi-
nation techniques were used, the THG method
gives the fast, electronic part of molecular
hyperpolarizability.

Bulk Materials

Importance of Order

Similarly, as in the case of materials for second-order
NLO effects for practical applications the value of xð3Þ

susceptibility is important, which on the other hand
depends on the molecular second hyperpolarizability
g: Although the noncentrosymmetry is not required in
the case of third-order NLO materials, the values of
the bulk xð3Þ susceptibility depend on the order, as it
follows from eqn [7]. This is particularly clear in the
case of conjugated molecules, with enhanced gxxxx

component. In the case of parallel polarizations
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Figure 4 Chemical structures of selected conjugated quasi 1D organic polymers.

Table 4 Calculated (calc) and measured (meas) values of the scaling low exponent g/ Nag for different conjugated oligomers

Oligomers ag calc Remark agmeas Remark

Polyene oligomers 5 free electron model 2.82 CT polyenes ðv ¼ 0Þ

INDO ðv ¼ 0Þ 3.5 lv ¼ 1:907 mm

3 SCF/STO-3G 2.3 Symmetric A-A

3.27 SCF/3-21G THG 1.907 mm

3.14 N ¼ 2 3.3 Asymmetric D-A

3.67 N ¼ 6, decrease THG 1.907 mm

3.98 For N . 6 DVB-PPP 4.4 Symmetric D-D

EFISH 1.34 mm

no saturation up to N ¼ 14

3.8 neutral solitons

3.85 charged polarons

6.32 trans form

5.4 cis form

4.7

Thiophene oligomers 4.5 CNDO N , 6 4.05 DFWM in solutions

Saturation N . 6 4.54 EFISH in solid solutions N ¼ 3; 5; 6

3.4 THG 1.907 mm

MATERIALS FOR NONLINEAR OPTICS / Organic Nonlinear Materials 51



of vs;v1;v2;v3 fields, the bulk susceptibility is
given by:

xð3Þð2vs;v1;v2;v3Þ ¼ NFgxxxxð2vs;v1;v2;v3Þ

£ kcos4Fl ½18�

where F is the total field factor and F is the angle
between the polarization direction of vs;v1;v2;v3

fields and a chosen direction in the laboratory
reference frame. The value of kcos4 Fl varies between
0.2 for an isotropic distribution of polymer chains
and 1 for perfectly aligned, respectively. It gives a

factor of 5 difference in the macroscopic xð3Þ

susceptibility. Some examples of third-order NLO
susceptibilities for representative conjugated poly-
mers are given in Table 6. These were obtained by
third-harmonic generation technique which measures
the fast, electronic contribution to xð3Þ:

Two-Photon Absorbing Materials

Two-photon absorbing (TPA) materials are a special
class of third-order NLO materials exhibiting a
complex Kerr susceptibility xð3Þð2v;v;2v;vÞ: In
this case, the nonlinear refractive index, derived
from eqn [1] is complex too.

n ¼ n0 þ n2I ¼ n0 þ ðnr
2 þ k2ÞI ½19�

where I is the light intensity, nr
2 is the real part and k2

is the imaginary part (nonlinear extinction coefficient)
of the nonlinear index of refraction, respectively.
The nonlinear index of refraction is directly related to
the Kerr susceptibility xð3Þð2v;v;2v;vÞ:

n2 ¼
3xð3Þð2v;v;2v;vÞ

410cn2
0

½20�

where c is the light velocity. If xð3Þð2v;v;2v;vÞ is
complex (close to a resonance) then n2 is complex too
and the light beam propagating in such a medium in
direction z is attenuated through the two-photon
absorption process:

IðzÞ ¼ I0 e2ðaLþaTPAIÞz ½21�

Table 5 Molecular off resonance second hyperpolarizability g

for selected organic molecules

Molecule g (23v;v;v;v) 10250 m5/V2 lmeas nm

Carbon tetrachloride 5.1 1064

4.7 1907

Chloroform 3.8 1064

3.2 1907

Acetone 2.5 1064

2.6 1907

Methanol 1.16 1064

1.21 1907

Ethanol 1.8 1064

2.1 1907

Propanol 2.4 1064

2.5 1907

Water 0.46 1064

Nitrobenzene 9.2 1907

Chlorobenzene 5.8 1907

Calibrated with silica value: x(3)(23v;v;v;v) ¼ 3:9 £ 10222 m2/V2

at 1907 nm.

Table 6 Resonant and nonresonant values of cubic susceptibility x(3) for selected organic materials

Material Form lmeas nm x(3)(23v;v;v;v) 10222 m 2/V2 Remark

PDA-PTS Single crystal 1890 119 (70) £ 103 k chain, 3ph

,1400 ’ chain

2620 22.4 (14) £ 103 k chain

,280 ’ chain

PDA-TCDU Single crystal 1890 9.8 (7) £ 103 k chain

,70 ’ chain

2620 51.8 (20) £ 102 k chain

,40 ’ chain

DEANS Single crystal 1900 1.4 £ 104 k (mol. axis)

127 ’ (mol. axis)

PDA-AFA LB film (blue) 1350 7.8 (1.4) £ 103 2ph

PDA-AFA LB film (blue) 1907 11.6 (1.2) £ 103 3ph

PA Isotropic oriented 1907 78.4 (22) £ 104 3ph

2.4 £ 106 3ph

PDA-C4UC4 Oriented film 1907 2.9 £ 104 k chain, 3ph

3 £ 102 ’ chain

C60 Isotropic film 1064 11.5 (1.1) £ 103 3ph

C70 Isotropic film 1420 13 (1.4) £ 103 3ph

PPV Isotropic film 1450 1.96 £ 104 3ph

Numbers in brackets are standard deviations. Data calibrated with silica: x(3)(23v;v,v,v) ¼ 3.9 £ 10222 m2/V2; 2ph, two photon

resonance enhancement; 3ph, three photon resonance enhancement; for chemical structures see Figure 4.
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Table 7 Two photon absorption cross-sections sTPA; maximum TPA wavelength (lmax), measurement wavelength (lmeas), pulse duration and measurements technique for a series of

organic molecules

Molecule/material Chemical structure Solvent lTPA
max

[nm]

sTPA

[GM]

Pulse

duration

lmeas

[nm]

Measurement

technique

BDBAS

(Bis(di-n-butylamino)stilbene)

Toluene 600

600

310

9300

1000

210

6

110

4 ps

5 ns

5 ns

5 ns

5 ns

100 fs

600

600

700

600

698

620

NLT

TPF

Acetone 17 700 5 ns 600 NLT

Toluene 755

730

10 000

17 000

290

300

790

5 ns

5 ns

4 ps

5 ns

5 ns

700

755

700

698

730

NLT

TPF

BDPAS

(Bis(diphenylamino)stilbene)

Toluene 13 000

110

5 ns

4 ps

700

700

NLT

Trans-stilbene Toluene 514 12 5 ns 514 TPF

Toluene 730

,725

995

635

5 ns

100 fs

730

725

TPF

Toluene 730

,725

900

680

5 ns

100 fs

730

725

TPF
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Table 7 (Continued)

Molecule/material Chemical structure Solvent lTPA
max

[nm]

sTPA

[GM]

Pulse

duration

lmeas

[nm]

Measurement

technique

Toluene 775

,750

1250

1270

5 ns

100 fs

775

750

TPF

Toluene 835

810

1940

3670

5 ns

100 fs

835

810

TPF

Toluene 825

940

815

910

480

620

650

470

5 ns

100 fs

825

940

815

910

TPF

Toluene 970 1750 5 ns 970 TPF

Toluene 975

945

4400

3700

5 ns

100 fs

975

945

TPF
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Toluene ,800 450 5 ns 800 TPF

CZ-DTT-CZ

(2,6 -Bis [2-(9-ethylcarbazol-3-yl)

vinyl] thiopheno [30,20-2,3]

thiopheno [4,5-b] thiophene)

1,1,2,2-Tetra

chloro-ethane

105 000 8 ns 810 NLT

CZ-DTT-OX

(2-[2-(4-(5-(4-tert-Buthyl

phenyl-1,3,4-oxadiazol-2-yl)

phenyl) vinyl)-6-[2-(9-ethyl

carbazol-3-yl) vinyl]

thiopheno [30,20-2,3]

thiopheno [4,5-b] thiophene)

1,1,2,2-Tetra

chloro-ethane

33 500 8 ns 810 NLT

TP-DTT-TP

([4-(2-(6-(2-(4-Diphenylamino)

phenyl)vinyl) thiopheno

[20,30-4,5] thiopheno [3,2-b]

thiophen 2-yl-vinyl) phenyl]

diphenylamine)

1,1,2,2-Tetra

chloro-ethane

199 000 8 ns 810 NLT

TP-DTT-OX

([4-(2-(6-(2-(4-(5-(4-tert-

Buthylphenyl-1,3,4-

oxadiazol-2-yl)) phenyl)

vinyl) thiopheno [20,30-4,5]

thiopheno [3,2-b]

thiophen 2-yl)-vinyl) phenyl]

diphenylamine)

1,1,2,2-Tetra

chloro-ethane

119 000 8 ns 810 NLT

Biphenyl 80 Theoretical

calculus

Terphenyl 330 Theoretical

calculus
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Table 7 (Continued)

Molecule/material Chemical structure Solvent lTPA
max

[nm]

sTPA

[GM]

Pulse

duration

lmeas

[nm]

Measurement

technique

Sexiphenyl 2090 Theoretical

calculus

AF 50 Tetrahydro-furan

Benzene

11 560

19 300

8 ns 800 NLT

AF 80 Tetrahydro-furan 6840 8 ns 800 NLT

ASPT Poly hydroxyethyl

metacrylate

12 000 10 ns 1064 NLT

DEANST Tetrahydro-furan 200 46 ps 1064 KE

Rhodamine B Methanol 50 100 fs 730 TPES

DR1

(4-[N-ethyl-N-(2-hydroxyethyl)]

amino-40-nitroazobenzene

(dispersed red 1))

Tetrahydro-furan 102 42 ps 1064 KE

KE, optical Kerr effect; NLT, nonlinear transmission; TPF, two photon fluorescence; TPS, two photon excitation spectroscopy.

1 GM ¼ 10250 cm4 s/photon-molecule.
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where aL is the linear and aTPA is the two-photon
absorption coefficient, respectively. The last coeffi-
cient can be explicitly expressed by the imaginary
part of the nonlinear index of refraction:

aTPA ¼
2pk2

lv
½22�

where lv is the wavelength of the propagating
beam. On the molecular level one also defines the
two-photon absorption cross-section given by

oTPA ¼
"v

N
aTPA ½23�

where N is the number density of molecules.
The values of TPA absorption cross-sections and
two-photon absorption coefficients for selected
organic molecules and solids are listed in Tables 7
and 8, respectively.

Photorefractive Materials

The photorefractive effect consists of the gener-
ation of a refractive index grating in an NLO
material by its inhomogeneous illumination. This
is a necessary condition but not a sufficient one.
The sufficient condition consists of the possibility
of creating the space charge field, which combined
with the applied external field, leads to the
refractive index modulation through the Pockels
effect. In that case, the refractive index grating is
phase mismatch with the intensity grating, leading
to the transfer of photons from one beam to
another, as occurs in two-beam coupling experi-
ments, and thus applies to light amplification.

Although the photorefractive effect was first
observed in ferroelectric single crystals, the
researchers at IBM demonstrated, at the beginning
of 1990s, the photorefractive effect in organic
composite materials. However, the main contri-
bution in these materials comes from the
rotational mobility of nonlinear optical (NLO)
chromophores under the applied external electric
field. Thus, to exhibit a photorefractive effect, the
organic material has to possess the following
properties:

(i) charge generation and separation capacity;
(ii) charge mobility;

(iii) linear electro-optic (Pockels) effect; and
(iv) rotational mobility.

Composite Materials

The different properties satisfying the above
requirement to exhibit a photorefractive effect,
are obtained by mixing together four types of
molecules:

(i) photoconducting polymer;
(ii) highly second order nonlinear CT molecules;

(iii) photoensitizer for charge generation under illu-
mination; and

(iv) plasticizer, lowering the glass transition tem-
perature, thus increasing the rotational
mobility.

Some examples of different types of molecules used
are shown in Figure 5. Although these structures
exhibit large exponential gain coefficients G and high
diffraction efficiencies h; their main disadvantage
consists of slow, seconds-duration response times

Table 8 Two photon absorption coefficients for different molecules and extrapolated bulk values

Molecule aTPA cm/GW lmax nm lTPA nm Concentration g/l Solvent Bulk value cm/GW

DR 1 0.8 490 835 70 THF 11.4

DBANS 1.1 450 808 70 THF 15.7

DCNP 0.06 460 920 30 THF 2.3

DEANST 0.64 440 920 105 THF 6.1

DCM 0.1 480 950 11 DMSO 9.1

PDA-PTS 80 620 1064 not max of lTPA Bulk Single crystal 80

PDA-PTS 800 620 925 Bulk Single crystal 800

Poly(3-octyl

thiophene)

0.27 435 (142) 720 (94) 25 THF 9.6

Poly(3-octyl

thiophene)

regioregular

0.85 550 (170) 730 (70) 11.2 THF 76

lmax corresponds to the maximum linear and lTPA to the maximum nonlinear absorption wavelengths, respectively, DCNP:

3-(1,1-dicyanoethenyl)-1-phenyl-4,5-dihydro-1H-pyrazole, for other molecules see Figures 4 and 5 and preceding tables.
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Figure 5 Chemical structures of photoconducting polymers, CT chromophores, photosensitizers and plasticizers commonly used for

the fabrication of photorefractive polymers.
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Table 9 Photorefractive properties of selected single crystals at zero external field, composite photorefractive polymers and liquid crystals

Structure Form Thickness

mm

Composition

w%

Laser

intensity

W/cm 2

Exponential

gain G cm 21
Electric

field V/mm

Response

time s

Diffraction

efficiency %

lmeas nm

COANP: TCNQ Single crystal 0.08 100–1000

depending

on grating

period L

514.5

MNBA Single crystal 0.1 2 10–100 514.5

DMNPAA/PVK/TNF/ECZ Composite

material

105 50: 33: 16: 1 220 (p-polarized)

240 (s-polarized)

90 1 86 514.5

Doped: 5 CB/C60 Composite

material

25 95: 5 2890 0.07 0.3 514.5

Doped: 8 OCB/5

CB /PER/NI

Composite

material

37 640 0.04 0.04 514.5

SCLCP/E7/C60 Composite

material

50 49.975:

49.975: 0.05

600 0.7 3.5 632.8

PVA/E44/C60 PDLC 25 40 On: 8 s

Off: .3 days

52

PMMA/E49/ETZ/TNF PDLC 53 45: 33: 21: 1 41 22 8 675

POT/LC HPCPLC 10 965 0.6 0.011 26 514.5

POT/DR1/LC HPCPLC 10 2600 0.6 0.010 31 514.5

PVK/TNF/LC HPCPLC 10 3700 0.9 0.010 45 514.5

LC, liquid crystals; PDLC, polymer dispersed liquid crystals; HPCPLC, hybrid photoconducting polymer–liquid crystal; COANP-2-cyclooctalamino-5 nitropyridine, TCNQ, 7,7,8,8-

tetracyanoquinodimethane; MNBA40, nitrobenzylidene-3 acetamino-4-methoxyaniline; 5-CB-40, (n-octyloxy)-4-cyanobiphenyl; 8OCB-40, (n-octhyloxy)-4-cyanobiphenyl; PER, perylene; NI,

N,N0-di(n-octyl)1,4,5,8-naphtalenediimide; SCLCP, side chain liquid crystalline polymer (PMMA-4-cyanophenyl benzoate); E7, E44, E49, commercial LC mixtures (Merck, Germany); other

molecules in Figure 5 and Tables 2 and 3.
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and require large external operation electric fields
(,100 V/mm).

Photorefractive Liquid Crystals

In order to improve the performances of organic
photorefractive materials the use of nematic liquid
crystals was proposed as active media. These
materials exhibit a large rotational mobility,
requiring a relatively small electric field with
response time of milliseconds. The reorientation
of domains requires 2 4 3 orders of magnitude
electric fields as compared with the composite
materials (reorientation of individual molecules).
Several types of structures of liquid crystal based
photorefractive structures are realized, such as:

. composite materials in which the liquid crystals
mesogens are NLO chromophores;

. polymer dispersed liquid crystals (PDLCs);

. hybrid photoconducting polymers – liquid
crystals (HPCPLCs), in which the rotational
mobility is separated from the charge mobility.
Moreover the use of photoconducting polymer
allows the modulation of the electric field on the
liquid crystal layer, enhancing the effect.

The performances of different, representative,
organic photorefractive structures are listed in
Table 9.

See also

Nonlinear Optics, Basics: Photorefraction;
x (2)–Harmonic Generation. Polarization: Introduction.
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Introduction

The basic construction and imaging properties of the
optical microscope, one of the most important optical
instruments, are described. But the restrictive mean-
ing of a microscope as a device that the user looks
down to see a magnified image is far from the present
terminology that includes scanning systems (where
the image is stored in a computer), nonvisible
radiation, such as electrons or X-rays, and a variety
of different contrast mechanisms.

According to the Oxford English Dictionary a
microscope is ‘an instrument magnifying objects by
means of lenses so as to reveal details invisible to the
naked eye’. Thus, basically a microscope forms a
magnified image of an object. The first microscopes
used visible light and formed an image showing
variations in the intensity of light scattered by the
object. This intensity is in general related to the
optical properties of the object in a complicated way.

Nowadays there are many different types of
microscope. Our understanding of a microscope
must therefore be generalized in the following ways.

. The microscope may not be a conventional
imaging system using lenses or mirrors. For
example, it may be a scanning imaging system.
A confocal system is a combination of a conven-
tional and a scanning system. Another important
category of microscopes is that of probe micro-
scopes, including near-field optical microscopes.

Some probe microscopes, for example the atomic
force microscope (AFM) do not even seem at first
glance to rely on the direct use of radiation.

. The microscope may not use visible light, but other
electromagnetic radiation, or even other forms of
radiation.

. The image can be formed using a variety of different
contrast mechanisms. Some of these, such as phase
contrast, are designed to image particular optical
properties of the sample. Others image the gener-
ation of a form of radiation when the object
is stimulated by another form of radiation. In
particular, in principle, virtually any form of
spectroscopy can be the basis of building up an
image by measuring the spatial variations in the
signal.

Different Forms of Microscopes

The Conventional Microscope

In a simple microscope, an objective lens forms a real,
magnified, and inverted image of an object. In a
compound microscope, an eyepiece is added, forming
a virtual image that is viewed by eye to give real image
on the retina. The eye can be replaced by CCD
camera to record moving or still images. In early
microscopes, the objective lens and eyepiece are
mounted in the two ends of a brass tube. The
objective screws into the tube using an RMS (Royal
Microscopical Society) thread (0.800 Whitworth 36
threads per inch), until its mounting face is flush
with the end of the tube. The length of the tube is
the mechanical tube length. The distance from the
mounting face of the objective to the plane of the real
image is the optical tube length, which varied
according to different manufacturers in the range
160–210 mm. Now most objectives have infinity
tube length, so that they collimate the light from
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the object. The collimated light is brought to a focus
by an additional tube lens. An objective of correct
tube length should always be used as otherwise
spherical aberration is introduced. As the objective,
tube lens, and eyepiece are designed together as a
system, great care should be exercised when mixing
components from different manufacturers.

Abbe showed that in order to form a perfect lateral
image the objective must satisfy a different condition
called the Herschel condition. Otherwise the image of
an off-axis point will suffer from coma. An aberration-
free system satisfying the sine condition is called an
aplanatic system. A microscope produces a three-
dimensional (3D) image of a 3D object. A point of the
object closer to the lens appears further from the lens in
the image. If the lateral magnification is M; the
longitudinal magnification is approximately equal to
M2: However, it can be shown that it is impossible to
devise an instrument that can produce a perfect 3D
image of a 3D object, because to have a perfect
transverse image the system must satisfy Abbe’s sine
condition, but to have a perfect axial image the system
must satisfy the Herschel condition. These two
conditions are not mutually compatible. Actually, we
find that the longitudinal magnification is not exactly
equal to M2; and is not even constant in space.
Different depths of the object are imaged differently:
the microscope objective only produces a good image
for one plane of focus, and other planes will exhibit
spherical aberration. However, all of these problems
can be overcome by bringing the part of the object
under observation into focus, without refocusing the
eye or other detector. A 3D image can thus be
generated by scanning the object stage in the axial
direction, and recording a stack of images from
different depths in a computer. For modern objectives
of infinite tube length, focusing can be alternati-
vely achieved by piezoelectric scanning of the
objective lens.

Resolution
For an object consisting of a single bright point object
in a dark background, the image produced by a
perfect microscope, according to paraxial diffraction
theory, is the so-called Airy disk, consisting of a bright
central spot, surrounded by a series of rings. The
intensity in a meridional cross-section through the
Airy disk is the same for any aperture of objective, or
wavelength of light, but its width varies. The intensity
of the first bright ring is 1.75% of that at the peak.
The radius of the first dark ring of the Airy disk is

r0 ¼
0:61l

n sin a
½1�

where l is the wavelength, n is the refractive index of
the immersion medium, and a is the angle subtended
at the edge of the objective aperture. The radius
depends on n sin a; which is called the numerical
aperture and should be as large as possible for good
resolution. Thus, high-magnification lenses often use
an immersion fluid, usually oil with a refractive index
of 1.518 (ISO 8036/1).

The optical coordinate v is defined as

v ¼
2p

l
rn sin a ½2�

so that the dark ring of the Airy disk occurs at a value
of v of 2p £ 0:61 ¼ 3:83: Resolution is sometimes
expressed in terms of the full width at half maximum
(FWHM) of the image of a point object, which is
3.232 in optical coordinates. A full nonparaxial
theory does not give a very different figure.

Resolution of a microscope is often specified by
two-point resolution, which describes whether the
image of two points can be distinguished from that of
a single point. According to the Rayleigh criterion of
two-point resolution, two points are just resolved if
the second point is placed on the first dark ring of the
first. The separation is then 0:61l=ðn sin aÞ: A cross-
section through the image in an incoherent optical
system of two bright point objects of equal strength
and different separations is shown in Figure 1. The
intensity in the image between the points decreases as
the separation is increased. The ratio of the intensity
midway between the points to that at the points for
the Rayleigh criterion to be satisfied is then found to
be 0.735.

The concept of resolution should be distinguished
from sensitivity or precision. An object much smaller
than the resolution limit can still be detected, perhaps
weakly, in a microscope: this detection of weak
contrast depends on the sensitivity of the microscope
rather than its resolution. The size of an object can
also be measured with a precision much greater than
the resolution of the microscope.

Illumination
If the object is not self-luminous, in order to be
imaged in a microscope it must be illuminated. A
semitransparent object, such as a biological slice, is
illuminated in transmission. For observation of bulk
objects, or surfaces, we use illumination in the
reflection geometry, called epi-illumination. Either a
tungsten halogen lamp or an arc source is usually
used. In critical illumination, the source is focused on
to the object by a condenser lens. The disadvantage
of this approach is that variations in emission of
the source are imaged directly into the image.
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Cheaper microscopes avoid this problem by using a
diffuser. Better microscopes use instead the Köhler
illumination system, where the source is placed in the
front focal plane of the condenser lens. Figure 2
shows a Köhler illumination system in which the
source is imaged into the front focal plane of the
condenser lens by another, projector, lens. The system
incorporates a separate field stop and aperture stop.
In practice, the size of the field stop should be reduced
to illuminate as small a region of the object as
necessary in order to minimize stray light. An
important part of setting up a microscope to operate
properly consists in centering the aperture stop of the
condenser. This is often done using a so-called
Bertrand lens that allows imaging of the aperture stop.

Image formation
The Rayleigh criterion was originally specified for an
incoherent optical system. It is thus applicable in
fluorescence microscopy, as fluorescence is an inco-
herent process as two fluorescent point objects
fluoresce independently. But for the image of a
trans-illuminated object, the resolution depends on
the coherence of the illumination. This is controlled
by the numerical aperture of the condenser lens as
compared with that of the objective. The ratio of
these numerical apertures is called the coherence
parameter, S, so that

S ¼
nc sin ac

n sin a
½3�

For S ¼ 0 the illumination is purely coherent, while
for S !1 imaging becomes purely incoherent, thus
corresponding to the Rayleigh criterion, so S should
really be called an incoherence parameter. An
important in-between case is when S ¼ 1; when the
apertures of objective and condenser are equal. This is
termed matched, full, or complete illumination.
According to the generalized Rayleigh criterion, the
points are just resolved when the ratio of the intensity
midway between the points to that at the points is
0.735, which is called the generalized Rayleigh
criterion. We require that the distance between the
points is as small as possible when this occurs. The
generalized Rayleigh separation is the same for
incoherent illumination and for S ¼ 1; and corre-
sponds to a distance of 2v0 ¼ 3:83 in optical
coordinates. Note, however, that for other separ-
ations of the points, the ratio is different for these two
cases: it is not true, but often erroneously stated, that
S ¼ 1 corresponds to incoherent imaging. Resolution
improves as the aperture of the condenser is increased
(2v0 ¼ 5:15 in optical coordinates for coherent
illumination) reaching a maximum when S ¼ 1:46;
when resolution is 9% better than for incoherent
imaging ð2v0 ¼ 3:58Þ: This maximum in resolution is
achieved when the numerical aperture of the con-
denser is larger than that of the objective, which is not

Figure 2 Geometry of the Köhler illumination system. In practice an arrangement with a smaller number of lenses is usually used.

Figure 1 A cross-section through the image of two equal point

objects in an incoherent microscope. The separation of the points

is that for the Rayleigh criterion to be satisfied, and for changes of

^10, 20% of the Rayleigh separation.
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physically achievable if the objective has the highest
possible numerical aperture. Similarly, it is impossible
to achieve incoherent illumination with very large
objective numerical apertures.

The effect of coherence on the resolution of an
image depends on the form of the object, and on the
particular resolution criterion employed. In practice,
contrast also depends on the aperture of the
condenser. Usually, opening the condenser improves
resolution, but reduces contrast, so there will be an
optimum condenser aperture size.

Abbe theory of microscope imaging
Abbe argued that for coherent illumination of a
grating, the grating spectra can be observed in the
back focal plane of the objective. The tube lens then
forms an image from the grating components. Thus,
this is an early description of Fourier optics. The
strength of the grating components can be altered in
the back focal plane to give various optical effects,
such as phase contrast. Abbe’s theory was not properly
appreciated at the time because it was known that in
practice, resolution could be improved by using a
larger condenser aperture, which does not give
coherent illumination. There was much controversy
about the merits of Köhler versus critical illumination,
and different sizes of condenser aperture.

We now know that Köhler and critical illumination
are in principle equivalent. The aberrations of the
condenser lens are not important, so that the source
and condenser together behave simply as a partially
coherent effective source. Imaging can still be
described by Fourier optics within the framework of
partially coherent imaging theory.

Although Köhler and critical illumination are
equivalent in principle, Köhler illumination is in
practice better because of its improved illumination
uniformity.

Depth of focus
The longitudinal image of a point object is found to
be approximately invariant when expressed in terms
of an optical coordinate u; defined as

u ¼
8p

l
zn sin2 a

2
½4�

The axial resolution, and thus also the depth of focus,
varies strongly with aperture. The FWHM for
longitudinal imaging is 11.13 in optical coordinates.

Microscope objectives
Because microscope objectives often have large
apertures, aberrations will be very strong, unless the
objective is designed correctly. The basic design

principle for a high aperture lens is the aplanatic
front element (Figure 3). It is found that all rays from
a point A in a sphere of refractive index n; where A is
a distance r=n from its center, appear to come from a
point B, distance rn; without any aberration. This
principle is used by employing a front element that
has one surface of the same radius of curvature as the
sphere. The front surface is a sphere centered on A
(Figure 3b), so that the rays are not deviated on
crossing it.

A low-power achromat uses just two components
with different optical dispersion to cancel chromatic
aberration and correct for other aberrations (an
achromatic doublet). For higher powers, two separ-
ated doublets are necessary. For the highest apertures,
an aplanatic front is used. However, this can never
converge the light, but only makes it less divergent. It
is thus used together with an achromatic doublet. For
oil immersion, the interface between the oil and the
front element is not very important, so it is made
planar to simplify manufacture. In practice, it is

Figure 3 The principle of the aplanatic front: (a) an aplanatic

surface; (b) a meniscus lens that acts as an aplanatic system.
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usually made planar even for a dry lens, and the
resulting aberrations cancelled out elsewhere in the
objective. Apochromats, corrected for three colors,
use more elements, which may include two or more
stages of aplanatic front. The final objective thus
consists of a number of elements that must be
accurately aligned relative to one another. The
objective is adjusted by the manufacturer to give a
good star image (image of a point object). First a
spacer is selected to optimize spherical aberration.
Then a sleeve is adjusted to make the objective
parfocal with others. Finally a screw is used to center
the assembly to remove coma.

Conventional and Scanning Microscopes

Conventional microscope
Various different types of transmission microscope
are illustrated in Figure 4. We consider image
formation in a conventional microscope as illustrated
schematically in Figure 4a, showing a microscope
with critical illumination. A large area incoherent
source is focused by the condenser lens on to the
specimen, illuminating a comparatively large area of
the specimen, corresponding to the whole field of
view of the objective. Information from each illumi-
nated point in the specimen is simultaneously
transmitted by the objective lens to form the primary
image. The objective is responsible for forming the
image, with the condenser playing only a secondary

role in determining the resolution of the system,
through control of the coherence of the illumination.
Figure 4b shows a conventional microscope in which
the image is measured point by point by a detector.
In practice this could be achieved by using a CCD
detector.

Scanning microscope
An image can be generated by a scanning system, as
illustrated in Figure 4c. A probe of light is formed by
demagnification of a source, and is scanned over the
object in a raster. The transmitted (or reflected) light
is detected by a photodetector and thus builds up an
image. The size of the probe of light limits the
resolution of the system, that is, the smallest detail in
the object that can be seen in the image. It should be
noted that the magnification of the image is given
simply by the ratio of the distance scanned in the
image to the distance scanned by the probe. It is thus
unrelated to the demagnification of the source. The
image magnification can be altered without changing
the lens and is not in any way related to the
resolution.

It has been shown that the imaging properties of
scanning and conventional microscopes are identical
under analogous conditions, this being known as the
principle of equivalence. This property is based on the
principle of reciprocity, which is a very general
physical law that holds even with diffraction,

Figure 4 Different geometries of transmission microscope: (a) a conventional microscope; (b) a conventional microscope with a point

detector; (c) a scanning microscope; (d) a confocal microscope.
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absorption, multiple scattering, and stray light. The
principle of equivalence is generally valid except if
there are nonreciprocal magnetic or polarization
effects, or energy losses involved (such as in fluor-
escence microscopy, and with inelastic scattering in
electron microscopy).

Scanning systems exhibit a number of important
advantages over conventional systems. Broadly, these
are based on two classes of property. First, in a
scanning system the image is in the form of an
electronic signal. As a result, this is advantageous
for quantitative measurements, as well as for
image processing, including image enhancement,
image restoration, and image analysis. Second, in a
scanning system the object is illuminated by a focused
spot, which extends the range of imaging modes
available.

Confocal microscope
Finally in Figure 4d, we combine the arrangements of
Figures 4b and c to give a confocal scanning optical
microscope, in which a point source illuminates just a
small region of the object, and a confocal point
detector detects light from this illuminated region. If
the point source and detector are scanned in unison, a
two-dimensional image is generated. However, this
system now behaves very differently from the
previous ones. The confocal microscope is thus not
a special case of the general partially coherent
conventional imaging system. From the symmetry of
Figure 4d, it is clear that the two lenses play an equal
part in the imaging process. This results in an
improvement in resolution. In fact, the confocal
system behaves as a coherent imaging system, but
with a sharper effective point spread function than in
a conventional coherent microscope.

Although Figure 4 is drawn for the transmission
geometry, in practice most confocal systems operate
in the reflection or epi-illumination mode, in which
the same objective lens is used both for illumination
and detection. For a specimen placed in the focal
plane, the properties of confocal transmission and
reflection systems are identical. However, once the
object is moved from the focal plane, certain
differences arise: in particular in confocal reflection
a strong optical sectioning effect occurs that allows a
single section through a thick object to be imaged.
This is the major advantage of the confocal micro-
scope arrangement. Figure 4 also applies equally well
to fluorescence imaging. However, in this case,
because of the incoherent nature of fluorescence
emissions after excitation by coherent light, imaging
is then incoherent.

Confocal microscopes can be achieved by using
either a point detector, in practice performed by

placing a pinhole in front of a photodetector, or by
using a coherent detector. Such a coherent detector,
sensitive to the amplitude of the incident radiation, is
not directly available for light, but is available for
acoustic radiation, as in a scanning acoustic micro-
scope. For light, a confocal effect can also be achieved
by using an interferometric method to synthesize a
coherent detector. Thus, in interference microscopes
using the high aperture condenser and objective
lenses, an optical sectioning effect arises similar to
that in the confocal microscope. Another way of
producing a coherent detector is to use a single-mode
optical fiber.

Probe Microscopes

Scanning tunneling microscope
The scanning tunneling microscope was the first of the
family of probe microscopes, relying on a fundamen-
tally different principle from the usual forms of
microscope. A physical tip in the nanometer range is
brought close, also in the nanometer range, to a
conducting sample. If an electric potential is applied,
electrons can tunnel across between the sample and the
tip. By scanning the tip mechanically across the
sample, an image can be generated with a resolution
in the subnanometer range. The surface topography
can also be measured with subnanometer sensitivity.
While interference microscopy can measure surface
topography with subnanometer sensitivity, in this case
the profile is averaged over the lateral resolution of
the microscope, of the order of the wavelength in
dimensions. The scanning tunneling microscope can
image individual atoms. The signal is related to the
work function of the material. Altering the bias
voltage allows the band structure of the material to
be investigated.

Atomic force microscope
In the atomic force microscope, the force between the
surface and the tip is measured using a cantilever beam
and used to build up an image. Atomic force
microscopy can be performed in either a contact or
noncontact mode. It can be used with insulating
specimens. Optical methods, often using a position-
sensitive detector, are used to measure displacements
of the cantilever.

Near-field scanning optical microscope (NSOM)
In a near-field scanning optical microscope, a very
small tip or aperture is scanned relative to the
specimen to attain resolution greater than the
classical limit set by the wavelength of the radiation.
As Figure 5 shows, various different designs of near-
field microscope have been proposed. It is evident that
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these again form into the conventional/scanning
categories described earlier. The sample can be
illuminated using the near-field probe, as in
Figure 5a. This is called the illumination-mode
NSOM. Or the sample can be uniformly illuminated,
and a signal detected using a near-field probe as in
Figure 5b, giving a collection-mode NSOM. Or a
confocal arrangement can be used, with a near-field
probe used for both illumination and collection (c). In
this case, an uncoated tip can be used; as otherwise
the detected signal will be very small. Finally,
Figure 5d shows the photon tunneling microscope
(PTM), in which the sample is illuminated with
evanescent waves produced by total internal reflec-
tion and an uncoated tip used to probe the evanescent
field in the presence of the sample.

Different Types of Radiation

Electromagnetic Radiation

UV radiation and X-rays
The first microscopes used visible light, but, in fact,
we do not need to use visible light, but can use any
electromagnetic radiation, over a broad range of
different available wavelengths. In Figure 6 we show
the wavelength of the electromagnetic spectrum,
illustrating how the wavelength in air varies with
frequency. Instead of using visible light, shorter
wavelengths allow greater resolution to be achieved.
Ultra-violet light is commonly used to excite fluor-
escence. X-rays have also successfully been used to
image biological samples.

IR and microwave radiation
In the longer wavelength region, infra-red radiation is
used for observation of semiconductors or for
molecular spectroscopic imaging. Imaging of emitted
midinfra-red radiation can show up variations in
temperature, such as hot spots in semiconductors.
Microwaves have also been used, but resolution is
limited by the long wavelength. For this reason
microwaves (and mid-IR) have also been used for
near-field microscopy.

Other Radiation

Electron microscope
The other important class of radiation that can be
used for illumination is matter waves. The most
common of these, of course, is electrons, the
wavelength of which, as a function of acceleration
voltage, is shown in Figure 7. The bend in the curve at
very high voltages is caused by relativistic effects. The
wavelength of the electrons is very small: even for
100 V electrons, the wavelength is only 0.1 nm. But
aberrations caused by the electron lenses limit

Figure 5 Different forms of near-field microscope: (a) illumina-

tion-mode NSOM; (b) collection-mode NSOM; (c) a near-field

probe used for both illumination and collection in a confocal

arrangement; (d) photon tunneling microscope (PTM). Repro-

duced with permission from Sheppard CJR (1978) The scanning

optical microscope. The Physics Teacher 16: 648–651. q 1978

American Association of Physics Teachers.

Figure 6 The wavelength of different forms of electromagnetic

radiation and acoustic radiation. Reproduced with permission from

Sheppard CJR (2002) The generalized microscope. In: Diaspro

A (ed.) Confocal and Two-Photon Microscopy: Foundations,

Applications and Advances, pp. 1–18. New York: Wiley-Liss.

Figure 7 The wavelength of matter waves (electrons and

protons) as a function of accelerating voltage. Reproduced with

permission from Sheppard CJR (2002) The generalized micro-

scope. In: Diaspro A (ed.) Confocal and Two-Photon Microscopy:

Foundations, Applications and Advances, pp. 1–18. New York:

Wiley-Liss.
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resolution so that at present atomic resolution is only
just achievable, even with much higher voltages.

In a transmission electron microscope (TEM), a
beam of electrons is produced by an electron gun. The
specimen is illuminated via a condenser lens (or
lenses). Usually these are magnetic lenses in which a
current in a coil produces a magnetic field that focuses
the electrons. The electrons that are transmitted
through the specimen are then focused by a series of
lenses to form a final image that can be viewed
directly on a phosphor screen. An X-ray detector can
be used to characterize the elements in the specimen.
An electron-energy-loss spectrometer, together with a
detector, can measure the energy of the electrons in a
particular region of the image.

Other matter radiation
Instead of electrons, other particle beams can be used
for illumination. Figure 7 shows the wavelength of a
beam of protons, as function of the accelerating
voltage. Because of the larger mass of protons,
relativistic effects are not apparent for protons in
the curve in Figure 7. Microscope images have also
been formed using ions, and even neutral particles
such as neutrons. Neutral atom microscopes are also
under development.

Acoustic radiation
Instead of electromagnetic waves, acoustic radiation
can be used to form a scanning acoustic microscope
(SAM). Ultrasonic waves are focused into a water
immersion medium. Mechanical scanning is again
used to build up an image. Figure 6 shows the
wavelength of the acoustic wave as a function of
frequency. By using microwave frequencies, wave-
lengths, and therefore resolution, in the submicron
range, can be generated. The SAM acts as a confocal
microscope because the detector is sensitive to the
amplitude of the acoustic wave. The acoustic micro-
scope provides information on variations in the elastic
properties (viscosity and elasticity) of the sample.

Different Contrast Mechanisms

The bright field microscope detects the intensity of the
light transmitted through the object. A microscope
with a condenser aperture of appreciable size behaves
as a partially coherent system, and the image will, in
general, depend on the phase of the light coming from
the object as well as its intensity. Many objects are
weakly scattering, so the contrast of this phase
information is weak. In this case, the microscope
effectively images variations in the transmittance or
reflectance of the sample. Different designs of
microscope can be used to image various properties

of the object, thus providing new and complementary
information. Phase contrast microscopy provides but
one example of a different contrast mechanism. In
fact, in general, any physical or chemical interaction
of the illuminating radiation with the sample can
be used as the basis for a contrast mechanism.
These different contrast mechanisms can be per-
formed in either a conventional or scanning arrange-
ment, or in a confocal system.

Phase Contrast Microscopy

Phase contrast is a widely used technique in both
biological microscopy (in transmission) and materials
microscopy (in reflection). Its importance in biologi-
cal microscopy stems, firstly, from the fact that
contrast may otherwise be too weak to be visible,
but secondly because the phase variations are caused
by changes in optical thickness, related to physical
density. In reflection microscopy, phase is related to
surface height variations, but also depends on the
optical material properties of the sample.

Polarization Microscopy

The polarization state of light transmitted through or
reflected from a sample can also be changed. This
change is detected in polarization microscopy, for
example by placing the sample between crossed
polarizers. The birefringence detected can be either
material birefringence, or form birefringence (caused
by the shape of the microstructure). Polarization
microscopy is widely used in biological microscopy,
and in mineralogy.

Fluorescence Microscopy

In fluorescence microscopy, electrons excited by
illumination decay to the ground state and emit
photons of light. Autofluorescence is natural fluor-
escence of the sample. Fluorescent dyes can be used as
labels for particular biological or chemical constitu-
ents. Fluorescence microscopy is usually performed in
the epi-illumination geometry to assist rejection of
light from the source. Often it is performed in a
confocal microscope, allowing 3D localization of the
fluorescent labels.

Raman Microscopy

Raman spectroscopy can be performed on a micro-
scopic scale to produce images of presence of
particular molecular bonds. It is usually performed
in a scanning system, often of the confocal type.

This is one example of the wider class of spectro-
scopic microscopies: in principle, any form of
spectroscopy can be used as the basis for a microscope
contrast mode.
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Nonlinear Microscopy

Another class of contrast mechanisms is based on
nonlinear optical interactions. Again, any nonlinear
mechanism can be used as the basis for a contrast
mechanism. These include two- (or multiphoton)
fluorescence, second- (or higher-order) harmonic
generation, sum or difference frequency generation,
and coherent anti-Stokes Raman scattering (CARS).
Probably other nonlinear optical mechanisms will be
exploited in microscopy in the future.

Other Contrast Mechanisms

The contrast mechanisms described above, all rely on
illumination and detection of light. But in many other
modes, radiation of one form can be converted
into another. These include cathodoluminescence
microscopy (electrons to light), X-ray microanalysis
(electrons to X-rays), photo-emission microscopy
(light, usually UV, to electrons), photo-acoustic
microscopy (light to ultrasonics), photothermal
microscopy (light to thermal waves), optical or
electron beam induced current (OBIC/EBIC). Again,
in many of these, the illuminating or emitted
radiation can be focused, or a combination can be
used in a confocal arrangement.

See also

Microscopy: Confocal Microscopy; Imaging Multiple
Photon Fluorescence Microscopy; Interference

Microscopy; Nonlinear Microscopy; Phase Contrast
Microscopy.
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Introduction

It is probably fair to say that the development and
wide commercial availability of the confocal micro-
scope has been one of the most significant advances in
light microscopy in the recent past. The main reason
for the popularity of these instruments derives from
their ability to permit the structure of thick specimens
of biological tissue to be investigated in three
dimensions. It achieves this important goal by
resorting to a scanning approach together with a
novel (confocal) optical system.

The traditional wide-field conventional microscope
is a parallel processing system which images the entire
object field simultaneously, which is a severe require-
ment for the optical components. We can relax this
requirement if we no longer try to image the whole
object at once. The limit of this relaxation is to
require a good image of only one object point at a
time. The price that we have to pay is that we must
scan in order to build up an image of the entire field.

A typical arrangement of a scanning confocal
optical microscope is shown in Figure 1 where the
system is built around a host conventional microscope.
The essential components are some form of mechan-
ism for scanning the light beam (usually from a laser)
relative to the specimen and appropriate photodetec-
tors to collect the reflected or transmitted light.
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Most of the early systems were analog in nature, but it
is now universal, due to the serial nature of the image
formation, to use a computer both to drive the micro-
scope and to collect, process, and display the image.

In the beam scanning confocal configuration of
Figure 1, the scanning is typically achieved by using
vibrating galvanometer-type mirrors or acousto-optic
beam deflectors. The use of the latter gives the
possibility of TV-rate scanning, whereas vibrating
mirrors are often relatively slow when imaging
an extended region of the specimen, although
significantly higher scanning speeds are achievable
over smaller scan regions. We should note that other
approaches to scanning may be implemented, such
as specimen-scanning and lens-scanning. These
methods, although not generally available commer-
cially, do have advantages in certain specialized
applications. Since this article is necessarily limited
in length much additional material may be found in
other sources listed in the Further Reading at the end
of this article.

Image Formation in Scanning
Microscopes

We will not discuss the fine detail of the optical
properties of confocal systems. However, the essence

is shown in Figure 1 where we see that the confocal
optical system consists simply of a point source of
light which is then used to probe a single point on
the specimen. The strength of the reflected or
fluorescence radiation from the single object point
is then measured via a point, pinhole detector.
The confocal – point source and point detector –
optical system therefore merely produces an ‘image’
of a single object point and hence some form of
scanning is necessary to produce an image of an
extended region of the specimen. However, the use of
single-point illumination and single-point detection
results in novel imaging capabilities which offer
significant advantages over those possessed by con-
ventional wide-field optical microscopes. In essence,
these are enhanced lateral resolution and, perhaps
more importantly, result in a unique depth discrimi-
nation or optical sectioning property. It is this latter
property which leads to the ability to obtain three-
dimensional images of volume specimens.

The improvement in lateral resolution may at first
seem implausible. However, it can be explained
simply by the principle which states that resolution
can be increased at the expense of field of view, which
can then be increased by scanning. One way of taking
advantage of this principle is to place a very small
aperture extremely close to the object. The resolution
is now determined by the size of the aperture rather
than the radiation. In the confocal microscope we do
not use a physical aperture in the focal plane but
rather use the back-projected image of a point
detector in conjunction with the focused point source.
Figure 2 indicates the improvement in lateral resolu-
tion that may be achieved.

The confocal principle was introduced in an
attempt to obtain an image of a slice within a thick
specimen which was free from the distracting
presence of out-of-focus information from surround-
ing planes. The confocal optical systems fulfills this
requirement and its inherent optical sectioning or
depth discrimination property has become the major

Figure 1 Schematic diagram of a confocal microscope.

Figure 2 The point spread functions of the conventional and

confocal microscopes showing the improvement in lateral

resolution which may be obtained in the confocal case.

70 MICROSCOPY / Confocal Microscopy



motivation for using confocal microscopes, and is the
basis of many of the novel imaging modes of these
instruments. The origin of the depth discrimination
property may be understood easily from Figure 3,
where we show a reflection-mode confocal micro-
scope and consider the imaging of a specimen with an
undulating surface. The full lines show the optical
path when an object feature lies in the focal plane of
the lens. At a later scan position, the object surface is
supposed to be located in the plane of the vertical
dashed line. In this case, simple ray tracing shows that
the light reflected back to the detector pinhole arrives
as a defocused blur, only the central portion of which
is detected and contributes to the image. In this way
the system discriminates against features which do
not lie within the focal region of the lens. A very
simple method of both demonstrating the effect and
giving a measure of its strength is to scan a perfect
reflector axially through focus and measure the
detected signal strength. Figure 4 shows a typical
response. These responses are frequently termed the
VðzÞ; by analogy with a similar technique in scanning
acoustic microscopy. A simple paraxial theory models
this response as

IðuÞ ¼

�
sinðu=2Þ

u=2

�2

½1�

where u is a normalized axial coordinate which is
related to real axial distance, z; via

u ¼
8p

l
nz sin2ða=2Þ ½2�

where l is the wavelength and n sin a the numerical
aperture. As a measure of the strength of the
sectioning, we can choose the full width at half
intensity of the IðuÞ curves. Figure 5 shows this value
as a function of numerical aperture for the specific
case of imaging with red light from a helium neon
laser. These curves were obtained using a high
aperture theory which is more reliable than eqn [1]

Figure 3 The origin of the optical sectioning or depth discrimination property of the confocal optical system.

Figure 4 The variation in detected signal as a plane reflector

is scanned axially through focus. The measurement was

taken with a 1.3 numerical aperture objective and 633 nm

radiation.

Figure 5 The optical sectioning width as a function of numerical

aperture. The curves are for red light (0.6328 mm wavelength).

Dz is the full width at the half-intensity points of the curves of I(u)

against u:
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at the highest values of numerical aperture. We note,
of course, that these numerical values refer to
nonfluorescence imaging. The qualitative explanation
of optical sectioning, of course, carries over to
the fluorescence case but the actual value of
the optical sectioning strength is different in the
fluorescence case.

Applications of Depth Discrimination

Since this property is one of the major reasons for the
popularity of confocal microscopes, it is worthwhile,
at this point, to review briefly some of the novel
imaging techniques which have become available
with confocal microscopy.

Figure 6 illustrates the essential effect: Figure 6a
shows a conventional image of a planar microcircuit
which has deliberately been mounted with its normal
at an angle to the optic axis. We see that only one
portion of the circuit, running diagonally, is in focus.
Figure 6b shows the corresponding confocal image:
here the discrimination against detail outside the
focal plane is clear. The areas which were out of focus
in Figure 6a have been rejected. Furthermore, the
confocal image appears to be in focus throughout the
visible band, which illustrates that the sectioning
property is stronger than the depth of focus.

This suggests that if we try to image a thick
translucent specimen, we can arrange, by the choice
of our focal position, to image detail exclusively from
one specific region. In essence, we can section the
specimen optically without having to resort to
mechanical means. Figure 7 shows an idealized
schematic of the process. The portion of the
beehive-shaped object that we see is determined by
the focus position. In this way it is possible to take a
through-focus series and obtain data about the three-
dimensional structure of the specimen. If we represent
the volume image by Iðx; y; zÞ; then by focusing at a

position z ¼ z1; we obtain, ideally, the image
Iðx; y; z1Þ: This, of course, is not strictly true in prac-
tice because the optical section is not infinitely thin.

It is clear that the confocal microscope allows us to
form high-resolution images with a depth of focus
sufficiently small that all the detail which is imaged
appears in focus. This suggests immediately that we
can extend the depth of focus of the microscope by
adding together (integrating) the images taken at
different focal settings without sacrificing the lateral
resolution. Mathematically, this extended-focus
image is given by

IEFðx; yÞ ¼
ð

Iðx; y; zÞdz ½3�

As an alternative to the extended-focus method, we
can form an auto-focus image by scanning the object
axially and, instead of integrating, selecting the focus
at each picture point by recording the maximum in
the detected signal. Mathematically, this might be
written as

IAFðx; yÞ ¼ Iðx; y; zmaxÞ ½4�

where zmax corresponds to the focus setting giving the
maximum signal. The images obtained are somewhat
similar to the extended focus and, again, substantial
increases in depth of focus may be obtained. We can
go one step further and turn the microscope into a
noncontacting surface profilometer. Here we simply
display zmax:

It is clear by now that the confocal method gives us a
convenient tool for studying three-dimensional struc-
tures in general. We essentially record the image as a
series of slices and play it back in any desired fashion.
Naturally, in practice it is not as simple as this, but we
can, for example, display the data as an x 2 z image
rather than an x 2 y image. This is somewhat similar
to viewing the specimen from the side. As another

Figure 6 (a) Conventional scanning microscope image of a tilted microcircuit: the parts of the object outside the focal plane appear

blurred. (b) Confocal image of the same microcircuit: only the part of the specimen within the focal region is imaged strongly.
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example, we might choose to recombine the data as
stereo pairs by introducing a slight lateral offset to
each image slice as we add them up. If we do this twice,
with an offset to the left in one case and the right
in another, we obtain, very simply, stereo pairs.
Mathematically, we form images of the form:

ð
Iðx ^ gz; y; zÞdz ½5�

where g is a constant. In practice it may not be
necessary to introduce offsets in both directions to
obtain an adequate stereo view.

Our discussion so far on these techniques has been
by way of a simplified introduction. In particular, we
have not presented any fluorescence images. The key
point is that, in both brightfield and fluorescence
modes, the confocal principle permits the imaging
of specimens in three dimensions. The situation is, of
course, more involved than we have implied.
A thorough knowledge of the image formation
process, together with the effects of lens aberrations
and absorption, is necessary before accurate data
manipulation can take place.

In conclusion to this section it is important to
emphasize that the confocal microscope does not
produce three-dimensional images. It essentially
produces very high-quality two-dimensional images
of a (thin) slice within a thick specimen. A three-
dimensional rendering of the entire volume specimen
may then be generated by suitably combining a
number of these two-dimensional image slices from a
through focus series of images.

Fluorescence Microscopy

We now turn our attention to confocal fluorescence
microscopy, because this is the imaging mode which
is usually employed in biological applications.

Although we have introduced the confocal micro-
scope in terms of bright-field imaging the comments
we have made concerning the origin of the optical
sectioning, etc., carry over directly to the fluorescence
case although the numerical values describing the
strength of the optical sectioning are, of course,
different and we will return to this point later.

If we assume that the fluorescence in the object
destroys the coherence of the illuminating radiation
and produces an incoherent fluorescent field
proportional to the intensity of the incident radiation,
Iðv; uÞ; then we may write the effective intensity point
spread function, which describes image formation in
the incoherent confocal fluorescence microscope, as

Iðv; uÞI
�

v

b
;

u

b

�
½6�

where the optical coordinates u and v are defined
relative to the primary radiation and b ¼ l2=l1 is the
ratio of the fluorescence to the primary wavelength.
We note that v ¼ ð2p=lÞrn sin a; where r denotes the
actual radial distance.

This suggests that the imaging performance
depends on the value of b: In order to illustrate this
we show in Figure 8 the variation in detected signal
strength as perfect fluorescent sheet scans through
focus. This serves to characterize the strength of the
optical sectioning in fluorescence microscopy in the
same way that the mirror was used in the brightfield
case. We note that the half-width of these curves is

Figure 8 The detected signal as thin fluorescent sheet is

scanned axially through focus for a variety of fluorescent

wavelengths. We note that if we measure the sectioning by the

half width of these curves, the strength of the sectioning is

essentially proportional to b:

Figure 7 An idealization of the optical sectioning property

showing the ability to obtain a through-focus series of images,

which may then be used to reconstruct the original volume object

at high resolution.
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essentially proportional to b and so for optimum
sectioning the wavelength ratio should be as close to
unity as possible.

We have just discussed what we might call one-
photon fluorescence microscopy in the sense that a
fluorphore is excited by a single photon of a particular
wavelength. It then returns to the ground state and
emits a photon at the (slightly longer) fluorescence
wavelength. It is this radiation which is detected via
the confocal pinhole. Recently, however, much
interest has centered on two-photon excitation
fluorescence microscopy. This process relies on the
simultaneous absorption of two, longer wavelength
photons, following which a single fluorescence
photon is emitted. The excitation wavelength is
typically twice that used in the one-photon case.
The beauty of the two-photon approach lies in
the quadratic dependence of the fluorescence intensity
on the intensity of the illumination. This leads to
fluorescence emission which is always confined to the
region of focus. In other words the system possesses
an inherent optical sectioning property. Other
benefits of two-photon fluorescence over the single
photon case include the use of red or infra-red lasers
to excite ultra-violet dyes, confinement of photo-
bleaching to the focal region (the region of exci-
tation), and the reduced effects of scattering and
greater penetration. However, it should also be
remembered that, compared with single photon
excitation, the fluorescence yield of many fluorescent
dyes under two-photon excitation is relatively low.

In order to make a theoretical comparison between
the one- and two-photon modalities, we shall assume
that the emission wavelength lem is the same,
irrespective of the mode of excitation. Since the
wavelength required for single-photon excitation is
generally shorter than the emission wavelength, we
may write it as glem where g , 1: Since two-photon
excitation requires the simultaneous absorption of
two photons of half the energy we will assume that
the excitation wavelength may be written as 2glem

which has been shown to be a reasonable approxi-
mation for many dyes.

If we now introduce optical coordinates u and v;
normalized in terms of lem; we may now write the
effective point spread functions in the one-photon
confocal and two-photon case as

I1p-conf ¼ I
�

v

g
;

u

g

�
Iðv;uÞ ½7�

and

I2p ¼ I2
�

v

2g
;

u

2g

�
½8�

respectively. We note that although a pinhole is not
usually employed in two-photon microscopy it is
possible to include one if necessary. In this confocal
two-photon geometry the effective point spread
function becomes

I2p-conf ¼ I2
�

v

2g
;

u

2g

�
Iðv;uÞ ½9�

If we now look at eqns [7] and [8] in the g ¼ 1
limit, we find that

I1p-conf ¼ I2ðv;uÞ ½10�

and

I2p ¼ I2
�

v

2
;

u

2

�
½11�

We now see that because of the longer excitation
wavelength used in two-photon microscopy the
effective point spread function is twice as large as
that of the one-photon confocal in both the lateral
and axial directions. The situation is somewhat
improved in the confocal two-photon case but it is
worth remembering that the advantages of two-
photon excitation microscopy are accompanied by a
reduction in optical performance as compared to the
single-photon case.

From the practical point of view it is worth noting
that the two-photon approach has certain very
important advantages over one-photon excitation,
in terms of image contrast, when imaging through
scattering media apart from the greater depth of
penetration afforded by the longer wavelength
excitation. In a single-photon confocal case it is
quite possible that the desired fluorescence radiation
from the focal plane may be scattered after generation
in such a way that it is not detected through the
confocal pinhole. Since the fluorescence is generated
throughout the entire focal volume it is also possible
that undesired fluorescence radiation, which was not
generated within the focal region, may be scattered so
as to be detected through the confocal pinhole.
In either case this leads to a reduction in image
contrast. The situation is, however, completely
different in the two-photon case. Here the fluor-
escence is generated only in the focal region and not
throughout the focal volume. Furthermore since all
the fluorescence is detected via a large area detector –
no pinhole is involved – it is not so important if
further scattering events take place. This leads to
high-contrast images which are less sensitive to
scattering. This is particularly important for speci-
mens which are much more scattering at the
fluorescence ðl=2Þ wavelength than the excitation ðlÞ

wavelength.
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The Use of Structured Illumination
to Achieve Optical Sectioning

An alternative approach to obtain optical sectioning
is to use structured illumination in a conventional
microscope. This approach is attractive since the
conventional light microscope already possesses
many desirable properties: real-time image capture,
standard illumination, ease of alignment, etc. How-
ever, it does not produce optically sectioned images
in the sense usually understood in confocal
microscopy. In order to see how this deficiency
may be corrected via a simple modification of the
illumination system let us begin by looking at the
theory of image formation in a conventional
fluorescence microscope and start by asking in
what way the image changes as the microscope is
defocused. We know that in a confocal microscope
the image signal from all object features attenuates
with defocus and that this does not happen in a
conventional microscope. However, when we look
closely at the image formation process we find that it
is only the zero spatial frequency (constant) com-
ponent which does not change with defocus
(Figure 9); all other spatial frequencies actually do
attenuate with defocus to a greater or lesser extent.
Figure 10 illustrates this by showing the image of a
single spatial frequency one-dimensional bar pattern
object for increasing degrees of defocus. When the
specimen is imaged in focus, a good image of the bar
pattern is obtained. However with increasing defo-
cus the image becomes progressively poorer and
weaker until it eventually disappears leaving a
uniform gray level. This observation is the basis of
a simple way to perform optical sectioning in a
conventional microscope.

If we simply modify the illumination path of the
microscope so as to project onto the object the
image of a one-dimensional, single spatial frequency

fringe pattern, then the image we see through the
microscope will consist of a sharp image of those
parts of the object where the fringe pattern is in
focus together with an out-of-focus blurred image
of the rest of the object. In order to obtain an
optically sectioned image it is necessary to remove
the blurred out-of-focus portion as well as the fringe
pattern from the in-focus optical section. There are
many ways to do this – one of the simplest involves
simple processing of three images taken at three
different spatial positions of the fringe pattern. The
out-of-focus regions remain fairly constant between
these images and the relative spatial shift of the
fringe pattern allows the three images to be
combined in such a way as to remove the fringes.
This permits us to retrieve both an optically
sectioned image as well as a conventional image
in real time.

Since the approach involves processing three
conventional microscope images, the image for-
mation is fundamentally different from that of the
confocal microscope. However, the depth discrimi-
nation or optical sectioning strength is very similar
and this approach, which requires very minimal
modifications to the instrument, has been used to
produce high-quality three-dimensional images of
volume objects which are directly comparable to
those obtained with confocal microscopes. A sche-
matic of the optical arrangement is shown in
Figure 11a, together with experimentally obtained
axial responses in Figure 11b. It will be noted that
these responses are substantially similar to those
obtained in the true confocal case. As an example of
the kind of images which can be obtained with this
kind of microscope, we show in Figure 12 two images

Figure 9 The transfer function for a conventional fluorescence

microscope for a number of values of defocus (measured in

optical units). We notice that the response for all nonzero spatial

frequencies decays with defocus.

Figure 10 The image of a one-dimensional single spatial

frequency bar pattern for varying degrees of defocus. We note

that for sufficiently large values of defocus the bar pattern is not

imaged at all.
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of a spiracle of a head louse. The first is an auto-focus
image of greatly extended depth of field constructed
from a through-focus series of images. The second is a
conventional image taken at mid-focus. The dramatic
increase in depth of field is clear when compared with
a mid-focus conventional image. We note that these
images were taken using a standard microscope
illuminator as light source. Indeed, the system is so
light efficient that good-quality optical sections have
been obtained or transistor specimens using simply a
candle as light source!

Imaging using fluorescence light is also possible
using this technique. However, an alternative
approach that does not require a physical grid is
possible if a laser is used as the light source. In this

system the laser illumination is split into two beams
which are allowed to interfere at an angle in the
fluorescent specimen. This has the effect of directly
‘writing’ a one-dimensional fringe pattern in the
specimen. Spatial shift of the fringe pattern is
achieved by varying the phase of one of the interfering
beams. As before, three images are taken from which
both the optically sectioned image and conventional
image may be obtained. The beauty of this approach
is that no imaging optics are required at the
illuminating wavelength and system.

Summary

We have discussed the origin of the optical sectioning
property in the confocal microscope in order to
introduce the range of imaging modes which this
unique form of microscope leads to. A range of
optical architectures have also been described. By far
the most universal is that shown in Figure 1 where a
confocal module is integrated around a conventional
optical microscope. Other, more recent, real-time
implementations have also been described. A number

Figure 11 (a) Shows the optical system of the structured

illumination microscope together with experimentally obtained

axial responses in (b) which confirm the optical sectioning ability of

the instrument.

Figure 12 Two images of the region around the spiracle of a

head louse. As in the previous figure, (a) is an autofocus image

and (b) shows a mid-focus conventional image. The scale bar

depicts a length of 10 mm.
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of practical aspects of confocal microscopy have not
been discussed. This is because they are readily
available elsewhere, such as advice on the correct
choice of detector pinhole size or because they are
still the focus of active research, such as
the development of new contrast mechanisms for
achieving enhanced three-dimensional resolution
such as the stimulated emission depletion method,
STED or 4-Pi which are still under development but
offer great promise.

See also

Microscopy: Imaging Multiple Photon Fluorescence
Microscopy; Overview.
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Introduction

The field of light microscopy started with Ernst
Abbe’s introduction of the diffraction-limited objec-
tive lens in the late nineteenth century. Over the last
60 years, new imaging modalities, such as video,
fluorescence, confocal, near field, and more recently
multi-photon microscopy, have enabled the experi-
mentalist to observe a plethora of new phenomena
in the biological and physical sciences. Of these
techniques, multi-photon microscopy has emerged
not only as a valuable imaging technique but it also
forms the technology base for emerging fields of
optical memory and microfabrication.

The history of multi-photon microscopy (MPM)
began with Göppert-Mayer’s theoretical prediction of
two-photon excitation in 1931. Although the theo-
retical groundwork was established, it took another
30 years for this process to be experimentally rea-
lized when Kaiser and Garrett observed two-photon
absorption fluorescence emission from CaF2:Euþ2.

Soon after this observation was made, Singh and
Bradley witnessed higher-order multi-photon
processes in 1964.

Historically, three-dimensional imaging was first
achieved using confocal microscopy. In contrast to
MPM, photo-interaction and fluorescence emission
occurs throughout the excitation light path in
confocal microscopy. Confocal microscopy selects
the signal from the focal plane by the use of a
conjugated pinhole aperture. In order to construct 3D
images, successive planes must be imaged. As a result,
the entire sample volume is exposed to the excitation
light multiple times, and inevitably, photobleaching
and photodamage occurs throughout the imaging
volume. Furthermore, the pinhole aperture in the
emission path causes additional signal reduction in
optically thick specimens where the emission photon
is scattered. Consequently, the utility of confocal
microscopy is limited for imaging living biological
specimens. The introduction of multi-photon
microscopy, by Denk and Webb in 1990,
addressed many of these limitations. By combining
the methodology of multi-photon excitation with
scanning microscopy, MPM offered advantages such
as 3-D localized, femtoliter excitation volumes,
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reduced scattering and absorption of the infrared
excitation light by the specimen, and a large
separation between the excitation and emission
wavelengths. MPM can produce excellent three-
dimensional images with increased signal to noise
ratios.

Theoretical Basis of Multi-Photon
Microscopy

Multi-photon Excitation Selection Rules

Unlike direct ground state to excited state one-photon
transitions, multi-photon transitions depend on the
presence of virtual electronic intermediate states to
reach an excited state (see Figure 1).

Using perturbative expansion, the probability of
excitation for one-photon transitions is described by
the first-order solution, and multi-photon transitions
can be determined by including the higher order
solutions. The interaction of an electric field vector El

with a molecule’s dipole, ~r; is described by the
respective one-photon and two-photon transition
probabilities:

P1hn < kCf l~El · ~rlCil
2

P2hn <

������
X
m

kCf l~El · ~rlCmlkCml~El · ~rlCil
1l 2 1m;i

������
2 ½1�

where Ci;Cm; and Cf are the initial, intermediate,
and final transition states, ~El is the electric field
associated with the excitation light, 1l is the energy
difference between the ground state and excited
states, 1m;i is the energy difference between the
intermediate state m and the ground state, i; and the
summation is over all possible intermediate states m:

Although electronic transitions, that result from the
interaction of a strong electric field with a molecular
dipole, are affected by vibrational mode overlap
(Franck Condon factors) and anharmonic perturba-
tive effects, the presence of intermediate transition

states creates a set of general selection rules for
multi-photon absorption processes.

Molecular states have eigenfunctions with a
defined parity: ‘gerade’ describing even or symmetric
states (no change in the sign of the wavefunction
when the sign changes in the spatial coordinates) and
‘ungerade’ describing odd or antisymmetric states
(the sign of the wavefunction changes when the sign
changes in the spatial coordinates). Selection rules
arise from the physics inherent in these even and odd
eigenfunctions and the odd dipole operator that
couples transitions between ground and excited
states. In one-photon excitation, transitions are
allowed for ground state and excited state transitions
of opposite parity. In contrast, two-photon excitation
occurs between ground and excited states with the
same parity, by coupling through intermediate states
with opposite parity. In general, ground and excited
states with the same parity have a high excitation
probability for an even number of photons; ground
and excited states with different parity have a high
transition probability for excitations involving an
odd number of photons.

In the absence of major vibrational pertur-
bations, inductive effects, or solvent relaxation,
the probability of the transition depends on the
magnitude of the integral overlap between the
ground, intermediate, and excited states. As a
result, molecule absorption cross-sections for one-
photon, two-photon, three-photon, or multi-photon
excitation processes can be estimated. Choosing
fluorophores with higher multi-photon cross-sec-
tions allows more efficient excitation with lower
excitation intensity. Finally, it should be noted that
while the absorption cross-sections for one-, two-,
and multi-photon excitation of a given fluoro-
phores are different, the molecules rapidly relax to
the same vibrational level in the excited electronic
state. The excited state residence time (fluorescence
lifetime), and the fluorescence decay processes
depend only on the molecular structure and its
microenvironment. Therefore, the fluorescence
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Figure 1 Jablonski diagram of a fluorescent dye molecule in one-, two- and n-photon excitation mode.
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quantum yield and emission spectra is independent
of the initial excitation process.

Enhanced Microscope Resolution Based on
Multi-photon Excitation

The number of photons that are absorbed in a multi-
photon process is proportional to the fluorophore
concentration, Cð~r; tÞ; the molecule’s absorption
cross-section, sn; which depends on n; the number
of photons involved in the absorption process, and
the intensity of the excitation source, such that

NabsðtÞ ¼
ð

d ~rIn
0ð~r; tÞCð~r; tÞsn ½2�

When estimating NabsðtÞ; the spatial and temporal
intensity distribution of the excitation intensity are
considered independently:

I0ð~r; tÞ ¼ Sð~rÞI0ðtÞ ½3�

such that for an n-photon process, I0ðtÞ is the
temporal dependence of the excitation intensity at
the maxima of the spatial distribution and Sð~rÞ is the
unitless spatial distribution of the excitation light.
Combining eqns [2] and [3] gives

NabsðtÞ ¼
ð

d~rSnð~rÞIn
0ðtÞCð~r; tÞsn ½4�

If it is assumed that fluorophore distribution is
uniform and the system does not undergo photo-
bleaching or ground-state depletion, Cð~r; tÞ can be
considered a constant and the previous equation can
be rewritten as

NabsðtÞ ¼ CsnIn
0ðtÞ

ð
V

Snð~rÞd~r ½5�

By expanding the incident laser beam and overfilling
the back aperture of the objective lens, the paraxial
form of the normalized intensity point spread
function (PSF, h2½u; v�) determines the properties for
a diffraction-limited lens. The dimensionless radial
distance, v; from the optic axis and the distance from
the in-focus plane, u; are given by

v ¼
2p ðNAÞr

l
½6�

u ¼
2p ðNAÞ2z

n0l
½7�

where NA ¼ n0 sin u (u being the half-angle of
collection for the lens and n0 is the index of refraction
the medium) is the numerical aperture. Expressing the
spatial distribution function with the optical units, v;

u; and u gives the following equation:

Sð~rÞ ¼ h2½u; v� ¼ 2

�����
ð

J0ðvuÞe
2ð1=2Þ iuu2

u du

�����
2

½8�

where J0 is the zero-order Bessel function. If an
oil immersion objective with a NA , 1:0 is used,
the paraxial approximation accurately estimates
the spatial distribution, and the integral of Sð~rÞ
evaluates as

ð
V¼1

Snð~rÞd~r ¼ an

"
n0l

3

8p 3ðNAÞ4

#
½9�

where an ¼
Ð1

0 2p v dv
Ð1
21 du½hðu; vÞ�2n: Since this

integral cannot be solved analytically, the values of an

are determined using numerical integrations of
h2ðu; vÞ over all space. As a result, the volume integral
of the spatial distribution is always proportional to
NA24 and therefore independent of the number of
photons involved in the excitation process. For higher
NA objectives, the paraxial form of the normalized
intensity PSF may no longer be an adequate approxi-
mation. The expression for temporal part of eqn [5]
can be written as

I0ðtÞ ¼

 
pNA2

l2

!
PðtÞ ½10�

where PðtÞ is the excitation power and l is the center
wavelength of the pulsed excitation source. The
temporal dependence can be described with the time
average expression:

kIn
0ðtÞl ¼

 
pNA2

l2

!n
1

T

ðT

0
PnðtÞdt ½11�

where T is an arbitrary time interval for continuous
wave lasers and T ¼ 1=fp for a pulsed laser with a
repetition rate, fp: Since multi-photon microscopy
uses pulsed laser systems, the integral in eqn [11]
must be evaluated accordingly. For a pulsed laser with
a pulse width, t; repetition rate, fp; and averaged
power, P0; the pulse profile can be approximated as

PðtÞ ¼
P0

fpt
for 0 , t , t ½12�

PðtÞ ¼ 0 for t , t ,
1

fp

½13�

such that eqn [11] can be expressed as

kIn
0ðtÞl ¼

 
pNA2

l2

!n 
P0

fpt

!n
1

T

ðT

0
dt ½14�
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and evaluated as

kIn
0ðtÞl ¼

 
pNA2

l2

!n

ðP0Þ
n

 
1

fpt

!n21

½15�

Assuming no stimulated emission and no self-
quenching, the quantity of emitted photons collected
per unit time, FðtÞ; is

FðtÞ ¼
1

n
fhNabsðtÞ ½16�

where h and f are the fluorescence quantum
efficiency of the dye and collection efficiency of the
system, respectively. Since n photons are needed for
each individual excitation event, 1=n is a normaliza-
tion factor for Nabs which describes the total number
of photons absorbed. Rewriting this expression in
terms of the average number of absorbed photons,
kNabsðtÞl; gives the average fluorescence intensity:

kFðtÞl ¼
1

n
fhkNabsðtÞl ½17�

where kNabsðtÞl is

kNabsðtÞl ¼ CsnkI
n
0ðtÞl

ð
V

Snð~rÞd~r ½18�

such that the measured fluorescence intensity or time
averaged photon flux is expressed as

kFðtÞl ¼
1

n
fhCsnkI

n
0ðtÞl

ð
V

Snð~rÞd~r ½19�

Since the time averaged fluorescence is proportional
to kIn

0ðtÞl; eqns [9] and [15] can be substituted into
eqn [19] to give a practical expression that relates
average fluorescence to measurable laboratory quan-
tities, such as P0; tp; fp; C; sn; n; h; and f; NA, and
associated numerical constants such that

kFðtÞl ¼
1

n
fhCsn

 
pNA2

l2

!n

ðP0Þ
n

 
1

fpt

!n21

£ an

"
n0l

3

8p 3ðNAÞ4

#
½20�

As eqn [19] shows, the fluorescence intensity has an
nth order dependence on the spatial and temporal
distribution of the excitation power. Therefore,
appreciable multi-photon probability occurs only at
a region of high temporal and spatial concentration of
photons. Confocal pinholes can be eliminated making
this technique better suited for 3D biological imaging.

The higher order (.2) dependence of the fluor-
escence signal upon the excitation intensity distri-
bution results in axial confinement. Experimentally,

it can be shown that over 80% of fluorescence signal
emanates from a 1 mm thick region about the focal
point for objectives with a numerical aperture of 1.25
under two-photon excitation. This confinement is
significantly different from one-photon excitation
where a spatially uniform fluorescent sample contrib-
utes equal fluorescence intensities from each z-section
above and below the focal plane (assuming negligible
excitation attenuation). For an excitation wavelength
of 960 nm, the typical point spread function of two-
photon absorption has FWHM of 0.3 mm in the
radial direction and 0.9 mm in the axial direction. In
comparison with confocal microscopy, the localiz-
ation of the volume of excitation instead of the
volume of observation, as in confocal microscope,
allows 3D imaging with minimal photobleaching and
damaging.

Basic Imaging Applications of
Multi-Photon Microscopy

Multi-photon microscopy finds an increasingly
broad range of applications, especially in biological
and medical areas. For example, multi-photon micro-
scopy has been utilized to study the physiological
and biological states in various highly scattering
tissues such as cornea, skin, and pancreas islet. Also,
multi-photon microscopy is used in embryology to
study the development of sea urchin, Caenorhabditis
elegans, hamster, and zebra fish. Neurobiological
applications include qualifying calcium dynamics
dendritic spines, memory and structural plasticity,
hemodynamics, and plaque evolution in Alzheimer’s
disease. MPM has been applied to study pharmaco-
logical distribution in tissues and in the quantification
of transdermal drug delivery. Due to minimally
invasive capability of multi-photon microscopy,
intra-vital microscopy imaging into thick tissues of
living animals is possible leading to applications in
the study of cancer biology.

Although the advantages of MPM are less compel-
ling in studying cell cultures where the specimen is
optically thin, a number of uniquely exciting uses
have been identified. For instance, the significantly
broader two-photon absorption spectra of many
fluorophores allow convenient imaging of specimens
labeled with multiple color fluorophores. The loca-
lized excitation volume reduces photo-interaction
with fluorophores outside the excitation volume
allowing better 3D images to be obtained from
cellular systems labeled with easily photobleachable
fluorophores. The use of three and higher photon
excitation has also allowed the excitation and imaging
of important biomolecules with deep ultraviolet
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absorption. Another interesting application of multi-
photon excitation in cellular systems is based on the
ability of this method to produce localized chemical
reactions. Through the photoactivation or photolysis
of ‘caged’ molecules, their chemical structures are
altered to produce biologically active molecules,
fluorescent species, or other observable chemical
changes. Multi-photon excitation has been used to
locally uncage neurotransmitters for mapping ion
channels in neurons and to uncage calcium in
studying signal transduction events. In cellular
systems, MPM is being used to image normally
nonfluorescent biomolecules, such as serotonin in
neurons, based on multi-photon induced chemical
conversion and multi-photon excitation. Finally,
multi-photon microscopy has also found applications
in studying the conformation, aggregation, diffusion,
and transport of single molecules and proteins. Two-
photon fluorescence correlation spectroscopy and
photon counting histograms are powerful techniques
that have been applied to study protein aggregation,
conformation changes, and diffusion in vitro with
applications ranging from cell biology to high
throughput drug discovery. The large separation of
excitation and emission spectra of two-photon
excitation also allows high sensitivity detection of
fluorescence from single chromophore; however, the
higher photobleaching rate at the excitation volume
for some chromophores may lessen or even reverse
this advantage.

Advanced Multi-Photon Microscopy
Techniques

As described in the previous sections, excitation
processes involving multiple numbers of photons
offers considerable advantages for the imaging
process in fluorescent microscopy. 4Pi Confocal
Microscopy and high-speed Multifocal Multi-photon
Microscopy MMM are advanced multi-photon
microscopy techniques that capitalize on these
advantages to improve image resolution and acqui-
sition times in fluorescence imaging.

4Pi Confocal Microscopy

In contrast to near-field microscopy, far-field light
microscopes, i.e. confocal and multi-photon micro-
scopes, can create three-dimensional images of the
interior of cells. The lateral and axial resolution of
these systems is limited between 180 nm and 300 nm
and 500–1000 nm, respectively. This limitation is
dictated by the Abbe theory where resolution is
inversely proportional to the numerical aperture of
the focusing lens. When focusing with a single lens,

geometric constraints limit the numerical aperture to
about 1. 4Pi microscopy was developed to overcome
this limitation. By utilizing two opposing objective
lenses whose spherical wavefronts are coherently
combined, a greater total effective numerical aperture
is achieved. This results in a higher axial resolution,
while the lateral resolution of the 4Pi microscope
remains unchanged with respect to its confocal
counterpart.

In the setup of a 4Pi microscope, the illuminating
wavefronts emanate from a common point light
source. The path is split by a beamsplitter, guided
through two optically identical paths, and through
two opposing high NA lenses that share a common
focus. The fluorescence light is then collected through
one lens and a confocal pinhole. In the axial direction,
this arrangement yields a PSF with one main
maximum lobe that is 3–4 times sharper along the
optic axis than the PSF of a conventional confocal
microscope, and two undesired side-lobes.

These side lobes can produce artifacts in the image
and their effect needs to be suppressed for unambigu-
ous 3D imaging. Lobe suppression can be achieved in
a 4Pi system using two-photon excitation resulting in
a quadratic decrease in the ratio of the side-lobe and
the main lobe amplitudes. Using an excitation
wavelength of 800 nm and 1.4 NA oil-immersion
objectives, a FWHM along the axial direction of the
main lobe is about 145 nm and side lobes are
approximately 25–35% of the maximum lobe
intensity. These side lobes can be further mathema-
tically reduced by means of a linear filter after (or
during) image acquisition. The filter can be applied at
lobe heights below 50%, and an effective 3D PSF
consisting of a single spot with a 250 nm lateral and
145 nm axial FWHM is achieved. When combined
with nonlinear image restoration, 4Pi confocal
microscopy achieves a 3D resolution in the 100 nm
range. This resolution is similar to that obtained with
near-field optical microscopy in biological appli-
cations with an added advantage of 3D imaging of
the cell interior.

Since resolution improvement in 4Pi microscopy
can be negated by the presence of aberrations, the
usage of oil immersion lenses requires the specimen to
be fixed and mounted in glycerol to minimize
aberrations resulted from index mismatch. The
sample thickness is further limited in the range of
20–30 mm. Due to significant index mismatches
between oil and water, the imaging of live cells in
aqueous medium is extremely difficult, if not imposs-
ible. In order to circumvent this difficulty, water
immersion objective lenses are introduced into the
4Pi system. These lenses have a lower aperture
angle a ¼ 628 ðNA ¼ 1:2Þ than oil immersion lenses
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a ¼ 688 ðNA ¼ 1:4Þ and therefore are expected to
produce higher side lobes, which are reduced by 35%
with careful aberration studies such that linear
filtering is possible. Nonetheless, the use of water-
immersion lenses solves two major problems. First,
they extend the possible sample thickness to the
working distance of the objective lens (,200 mm);
second they allow the imaging of live cells in aqueous
medium. As a result, microtubule networks (see
Figure 2) and live bacteria can be imaged with a
resolution of 280 nm in lateral and 190 nm in axial
direction. The water immersion 4Pi microscope,
utilizing two-photon excitation, is capable of the
highest 3D resolution so far reported in live cell
imaging to date.

Multifocal Multi-Photon Microscopy (MMM)

Improving imaging speed is critical for applying 3D
microscopy in biological specimens. An MMM scans
an object with an array of high-aperture foci whereas
a conventional multi-photon microscope scans with a
single beam. An MMM combines nonlinear fluor-
escence excitation with parallelized 3D imaging. The
technical design consists of a densely packed micro-
lens array; each microlens transmitting a collimated
beam at a slightly different angle, overfilling the back
aperture of the objective. Consequently, from the
arrangement of the microlenses, an array of foci is
reproduced in the image plane. The foci are scanned
rapidly across the image plane to ensure full coverage
of the focal plane and real-time imaging (a stack of 50
images of 30–70 mm diameter can be acquired within
a few seconds). The foci’s movements are either

generated by rotating a microlens array that is
arranged in a Lasserie pattern or by rectilinear
scanning of a square microlens matrix.

MMM development was initiated because non-
linear optical damaging processes limit the usable
focal peak intensity to about 200 GW/cm2, which can
be reached by a tightly focused 7–15 mW femto-
second laser beam. This power consumption makes
use of only a fraction of the laser output of a typical
mode-locked titanium-sapphire laser light source.
The MMM better exploits the 1–2 W of the beam
power by dividing the power among 25–40 foci
and scanning each in parallel. With this method,
typical acquisition times are cut from ,1000 ms to
10–50 ms. MMM provides an excellent method for
real time 3D multi-photon imaging.

A fundamental problem in parallelized 3D
microscopy is that increasing density of the foci
over a certain level decreases the axial resolution.
The reduction of the distance between the foci
increases not only the speed or image brightness,
but it also increases the interference between
neighboring focal fields; especially in planes shortly
before and after the focal plane. For neighboring
foci in high NA objective lenses, interference effects
can be significant. The relatively short laser pulses
that are commonly used in multi-photon excitation
provide a means to reduce this interference by
using time multiplexing. Experimentally, the fem-
toseconds pulses of the Ti:sapphire laser, going
through each lenslet, can be scheduled to arrive at
the focal plane at different times by a mask of
glass in front of each microlens, varying the optical
path lengths of these beams. The different arrival

Figure 2 (a) Two-photon confocal and (c) 4Pi confocal point deconvolved images of an immunolabelled microtubule network in fixed

NIH3T3 cells. The 3D rendered images in (a) and (c) were generated out of a large XZ-image-stack, partly shown in (b) and (d).

As indicated in the XZ-images, the axial resolution is 820 nm and 190 nm for the two-photon confocal and the two-photon 4Pi confocal

images, respectively. The images were taken with water immersion lenses (NA ¼ 1:2). Reproduced from Bahlmann K, Jakobs S, et al.

(2001) 4Pi-confocal microscopy of live cells. Ultramicroscopy 87(3): 155–164, with permission from Elsevier.

82 MICROSCOPY / Imaging Multiple Photon Fluorescence Microscopy



time eliminates interference effects. The resolution
of the parallelized system remains unchanged as
compared with the conventional one foci system.
In conclusion, the MMM enables increased image
acquisition speed by a factor of the number of foci
in the optical plane without compromising image
resolution.

Advanced Multi-Photon Microscopy
Applications

As described by the previous section, MPM techno-
logy is undergoing rapidly development with
improved resolution and increased instrument
throughput. Recently, MPM has also found appli-
cations in exciting new areas of optical memory and
microfabrication.

Multi-Photon 3D Optical Memory

Researchers in the field of optical memory are
challenged to develop instrumentation that records
three-dimensional, high density, robust bitwise infor-
mation in low-cost and readily available storage
materials. Initially, early optical memory techniques
relied on higher energy pulsed recording beams and
red shifted reading beams. Aided by the development
of the Ti:sapphire laser and high numerical aperture
objectives that can confine laser light to a volume
of the order, l3; the power of the focused femto-
second pulses at the focal point can reach over
1018 W/cm2 with electrical field strengths reaching
2.7 £ 1010 V/cm. These fields are substantial enough
to locally change the optical properties of selected
materials. Thus, multi-photon processes were inter-
twined with the field of optical memory. Recent
experiments showed that with properly chosen
materials and instrumentation, high density, three-
dimensional data storage was possible.

Optical memory is based on photochromic
material whose optical properties are changed upon
irradiation such that initial and final chemical states
have different absorption spectra or indices of
refraction. In 1989, Parthenopoulos and Rentzepis
first showed that 3D information could be stored in a
polymer film doped with photochromic molecules.
Although the recorded information is lost when the
photo-excited compound spontaneously reverts back
to the original nonfluorescent compound, Dvornikov
and Rentzepis later improved the material such that
the stored information was stably recorded at room
temperature.

For photochromic materials, the recording and
reading mechanisms often required multiple laser
sources and complex optical setups. Kawata et al.
addressed these issues with the development of an

alternative optical method that used photorefractive
crystals as the storage media, a Ti:sapphire as the
recording device, and a phase-contrast microscope
configuration for data readout of bits separated by
20 mm. Using this method, Kawata avoided the
complication of different recording and read-out
laser sources, thereby simplifying the instrumenta-
tion. However, in photorefractive material, poor
refractive index matching, between the storage
medium and the objective, results in aberration and
degrades storage densities. Recent advances in
objective lens design have attempted to address
these limitations. Kawata and Kawata describe
many of these optical memory devices in a recent
review. A recent publication by Olson et al. describes
a method for multi-photon data storage in molecular
glasses and highly cross-linked polymers. These
materials prove to be highly efficient and robust for
long-term data storage.

Although the field of optical memory has made great
progress since 1989, further advances are required
before this field becomes a widely adopted technology.
For example, simpler recording and reading tech-
niques are required to insure a cost-effective and
reliable data storage technology. Consequently,
further progress in the production of compact ultrafast
lasers and high-speed scanning instrumentation will
be needed before broader acceptance of optical
memory storage devices.

Multi-Photon 3D Microfabrication

Another promising emerging application of
multi-photon excitation is 3D microfabrication. 3D
microfabrication processes can be performed with
two-photon absorption. Maruo et al. and Sun et al.
provide examples of microfabricated structures
generated with femtosecond pulses to induce
photopolymerization. Much like the optical memory
techniques, this methodology relies on photo-
initiators with large two-photon cross-sections to
initiate polymerization of surrounding monomer or
polymer molecules. Kawata et al. and Sun et al.
showed that two-photon photopolymerization
could be used successfully to create intricate three-
dimensional microstructures. These systems offer
lower polymerization thresholds, higher polymeriz-
ation rates, and wider dynamic write ranges such
that rapid fabrication and low-power writing
are possible. Recently, Cumpston et al. described
a class of p-conjugated compounds with large
two-photon cross-sections, which can be effectively
used for two-photon polymerization initiators
in three-dimensional optical data storage and
microfabrication processes.
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As with most of these processes, the techniques
have proven to be successful, but the mechanisms
behind the multi-photon initiated chemical processes
are not completely understood. With further work to
optimize the reaction parameters, it is possible
to design experiments that will allow new materials
to be synthesized or patterned based on processes
such as dielectric breakdown, microexplosions,
optical damage, and pyrolytic effects.

Conclusion

Relying on femtoliter excitation volumes and large
separations between excitation and emission wave-
lengths, multi-photon microscopy has emerged as
a powerful technology that allows for increased
resolution and enhanced signal-to-noise ratios. It
has also enabled scientists to avoid complications
in imaging biological systems due to decreased
sample photodamage and in some instances,
photobleaching of fluorophores. Advancements in
multi-photon imaging applications, such as 4Pi Con-
focal microscopy and multifoci multi-photon
microscopy, have further enhanced the resolution of
imaging technology and improved the speed of data
acquistion respectively. Furthermore, the application
of multi-photon technology in the fields of micro-
fabrication and optical memory promises to address
some of the difficulties involved in designing three-
dimensional high-density storage devices and micro-
fabricated components. Overall, multi-photon
microscopy provides the scientific community with
an invaluable tool in the study and design of biological
and physical systems.

See also

Microscopy: Confocal Microscopy; Imaging Multiple

Photon Fluorescence Microscopy; Overview.
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Introduction

Interference microscopy is a powerful noncontact
metrology technique for reflection and transmission
characterization of samples. The field can be divided
roughly into two main categories, polarization-
splitting interferometers and amplitude-splitting
interferometers. In both cases, the light incident on
a test sample is first divided into two beams and later
recombined to form an interference pattern. This
interference pattern is analyzed by one of a variety of
methods to determine the difference in the optical

paths the two beams traversed. This optical path
difference may be used to quantify surface shape,
refractive index variations, or thickness variations of
the sample to a very high accuracy. This article
describes the background of the two categories of
interference microscopy, specifics of their implemen-
tations for different types of measurements, current
state of the technologies, and examples of different
measurements performed using these techniques.

Background

Interference fringes were first observed in a micro-
scope by Robert Hooke in 1665. In the late 1800s,
several practical versions of interference microscopes
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entered use to examine transparent specimens,
though none gained widespread commercial success.
Then in the 1950s, differential interference contrast
(DIC) microscopy was invented to increase image
contrast when examining semi-transparent samples
under a microscope, particularly biological speci-
mens. As this technique does not require staining of
samples, and avoids the halo effect common in phase
contrast microscopy (see Microscopy: Phase Contrast
Microscopy), such systems became widely used in a
variety of biological applications. In the early 1960s,
Krug, Rienitz and Shulz published a comprehensive
book to summarize all of the various interference
microscope designs that had been produced thus far,
showing the large depth and breath of research to
that point.

With the advent of affordable computers and CCD
cameras in the 1970s and 1980s, various commercial
systems were developed using a variety of interfero-
metric configurations to quantify the measured
interference patterns from small samples. Due to
their noncontact nature and ability to provide area
measurements, as opposed to the two-dimensional
traces produced by contact stylus techniques, such
systems gained rapid acceptance in a variety of
industries. Performance has steadily improved such

that vertical resolution is sub-nm and accuracy on the
nm-level is readily achievable. Lateral resolution is
limited only by the optics of the microscope, with
high numerical aperture objectives achieving resol-
ution below 0.5 mm. Today, commercial systems are
used in such measurements as index variations of
biological samples, roughness of paper, microfluid
channel volume, MEMS properties, hard drive head
dimensions, drug coating thickness, and machine part
characterization.

Polarization-Division Interference
Microscopes

While the concepts behind polarization division
interference microscopes have been known for well
over a century, they did not gain widespread use until
after Georges Nomarski invented the DIC micro-
scope, also referred to as a polarization interference
contrast microscope, in 1955. A schematic of a
transmission-based and reflection-based Nomarski
setup is shown in Figure 1, where the displacement of
the beams has been greatly exaggerated for clarity.

The illumination in Nomarski systems is generally
from an unpolarized broadband source, such as a

Figure 1 (a) Schematic of transmission-based Nomarski interferometer and (b) reflection-based Nomarski interferometer.
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tungsten–halogen bulb. A polarizer in the illumina-
tion path is then used to set the polarization state of
the light incident on a modified Wollaston prism pair.
The modified Wollaston prism consists of two
birefringent wedge prisms which divide the beam in
two parts, each with orthogonal polarization states.
The two beams travel in slightly different directions
from one another. The condenser lens brings the light
to illuminate the sample, with each of the two
orthogonally polarized beams slightly sheared from
one another. This shear is typically much less than the
resolution limit of the microscope objective, typically
from tens of nanometers to several hundred nano-
meters, such that only one image is seen by the
observer. After passing through or reflecting from the
sample and the imaging microscope objective, a
Wollaston prism pair is used to recombine the two
polarized beams. Finally, an analyzer is used to bring
both beams to a common polarization state, allowing
interference between the two beams.

As the system is very sensitive to the position and
optical properties of the prisms, different Wollaston
prism pairs are used for each objective, usually
rotating into the path automatically on a turret as
the objectives are changed. In a reflection system, this
prism also recombines the displaced beams after they
reflect from the test piece; a transmission system will
usually have only one Wollaston prism pair after the
sample that can handle all objectives, instead of
requiring a different recombining prism for each
objective.

The observed interference pattern is an image of the
gradient in the sample in the direction of shear
created by the Wollaston prism pairs. In order to fully
characterize the surface, the sample or optics must be
rotated to capture shear images in both orthogonal
directions. Essentially the technique acts as a high-
pass filter, emphasizing edges and lines on the test
piece.

With a white-light source, dispersion effects will
cause one side of a feature to appear brighter or in a
specific color range whereas the other side appears
darker or in different colors. This gradient effect
confers a pseudo three-dimensional appearance to the

specimen. The images are quite colorful, with
different colors shearing differently; by adjusting the
Nomarski prisms along the optical axis, one can vary
the retardation between the two beams, producing
more or less contrast or color variation in the
observed images.

The Nomarski system has several appealing qual-
ities for surface and index characterization over other
interferometric and polarization-based techniques.
First, it is a common-path interferometer; with the
exception of the slight shear, both beams pass through
exactly the same optics. This means that these
interferometers are mostly insensitive to vibration,
as both interfering beams will be affected in the same
manner. In addition, the common path nature of the
system reduces the quality requirements on the optics,
improving measurement quality and reducing overall
system cost. In addition, Nomarski techniques do not
suffer the halos associated with phase contrast
imaging techniques (see Microscopy: Phase Contrast
Microscopy) and provide better out of focus rejection
and higher light levels since they can use the entire
aperture of the microscope objective.

For reflection-based systems, the observed fringes
relate to the surface slope along the direction of
shear; for transmission systems, index of refraction
gradients or thickness variations are observed,
producing much higher contrast images of biological
samples than conventional bright-field techniques.
The good out-of-focus rejection mentioned earlier
makes possible more accurate optical sectioning of
samples, where each vertical layer of the specimen is
in focus while all others are out of focus. These
features, combined with the fact that high contrast
images can be obtained without chemical staining,
have made these systems widely used in biology. In
addition, the high sensitivity to slope has made DIC
systems commonly used in semiconductor inspection
applications and other precision surface characteriz-
ation and defect inspection applications, where
automatic image processing is combined with the
highly sensitive measurements to quantify both sur-
face and subsurface defects. For instance, Figure 2
shows a bright-field image of a laser diode facet as

Figure 2 Bright field (left) and Nomarski (right) images of laser diode facet defects. Courtesy of Royce Instruments, Inc., Napa, CA.
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well as a Nomarski image, with the facet defects
greatly emphasized by the Nomarski optics.

Initial systems using differential interference con-
trast were strictly qualitative, with the user manually
rotating the incoming polarization to produce the
best contrast for a given sample and visually
evaluating the resulting image. As mentioned above,
visual inspection of biological specimens and defect
review remain primary applications of these devices,
though quantitative. By translating the Wollaston
prisms laterally or rotating the analyzer in the system,
one can phase shift the interference pattern. Storing
multiple phase shifted images on a computer, one can
obtain quantitative data about the shear using
standard phase shifting interferometry equations. In
addition to phase shifting through translation of the
prism, quantitative data may be performed through
analysis of the colors of the observed fringes or
through geometric phase shifting techniques.
More details on these methods can be found in the
articles on Interferometry: Phase Measurement
Interferometry; and Interferometry: White Light
Interferometry.

Once quantitative information about the shear
between the beams is obtained, the resulting data may
be integrated to get back the original surface or index
profile. Performing this operation on data with shear
in two orthogonal directions allows the complete
surface profile to be obtained. Unfortunately, since
Nomarski setups are typically employed as add-on
modules to standard microscope platforms rather
than custom-designed metrology instrumentation,
such quantitative phase shifting capability has not
been widely commercialized; only a few custom or
laboratory systems are in use when compared with
white-light optical profilers described below. How-
ever, many research groups report nm-level surface
characterization, and have developed a variety of
techniques to accurately quantify thickness and index
changes. The primary limitation of the quantitative
techniques comes from the depth of focus of the
microscope objective, which limits the vertical
heights, thickness range, and index gradients that
can be measured in a single measurement. Phase
shifting at multiple vertical locations can be per-
formed, but unless greatly increases the complexity of
the measurement and reconstruction algorithms.

Amplitude-Division Interference
Microscopes

White Light Optical Profilers

Probably the most common amplitude divi-
sion interferometric microscopes are white-light

interferometers, also often called optical profilers.
These systems consist of three main elements: the base
microscope, with illuminator and imaging optics; an
interferometric element to divide and recombine the
wavefront, and a scanning mechanism by which the
optical path between the test and reference beams
may be varied in a known manner. As the name
implies, these systems typically employ spectrally
broad sources, generally from a tungsten–halogen
bulb. Unlike Nomarski interferometers, white light
interferometers are used only in reflection-mode, as
their noncommon-path nature and low-coherence
source preclude interference from thick samples
measured in transmission.

Figure 3 shows a schematic of a typical white light
interferometer. Light from the illuminator arm,
typically in a Kohler configuration, is coupled into
the system with a first beamsplitter and passes
through a second beamsplitter which is typically
inside the microscope objective. This beamsplitter
divides the beam into two parts, one of which travels
to the sample and reflects from it, while the other
reflects from a very high-quality reference surface.
The reflected light is then recombined by the same
beamsplitter and the resulting interfering light is
imaged onto a camera. The static interferogram thus
produced is usually by changing the optical path
difference between the test and reference beams
through translation of the objective with respect to
the sample. The resulting signal is analyzed by one of
a variety of methods as described below.

White light interferometers generally have two
distinct modes of operation. In the first mode,
generally referred to as phase shifting mode, a filter

Figure 3 Schematic of white light optical profiler showing the

illuminator, and translating interferometric objective.
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is used to produce quasi-monochromatic light for the
measurement process. This produces a large number
of high-contrast interference fringes that obey the
classical interference formula:

Iiðx; yÞ ¼ Itðx; yÞ þ Irðx; yÞ

þ2
ffiffiffiffiffi
ItIr

p
ðcosðfðx; yÞ þ aiÞ ½1�

In the above Iiðx; yÞ is the irradiance observed at any
one point of the image, Itðx; yÞ and Irðx; yÞ are the
irradiances of the test and object beams, fðx; yÞ is the
optical path difference between the two beams, and ai

is a phase offset introduced by the interferometric
instrument. By varying ai in a known manner and
collecting at least three irradiance patterns, any of the
three unknowns in the above equation can be
determined; specifically, the optical path difference
may be solved for every point. Assuming measure-
ments are in a medium of known and constant
refractive index, such that the only contributions to
the OPD are height variations rather than index
variations, surface height at each point is simply:

Hðx; yÞ ¼
l

4p
fðx; yÞ ½2�

Phase shifting techniques produce sub-nm repeat-
ability and very high accuracy, but suffer from a 2p
phase ambiguity from the calculation of phase from
irradiance data. Thus, this technique cannot handle
surfaces with point-to-point steps greater than one
quarter of the wavelength of the light used. Calibra-
tion methods and further information may be found
in the article on Interferometry: Phase Measurement
Interferometry.

In order to extend interference microscopy to cover
large steps, steep slopes, and vertical ranges greater
than the depth-of-focus of the microscope objectives,
a second technique of fringe analysis may be
employed, that of coherence sensing. In this method
an incoherent light source is used, such as a tungsten–
halogen bulb. Due to the wide spectral range of the
source, as interference patterns from different wave-
lengths add in the observation plane, the observed
interference fringes will rapidly wash out for nonzero
optical path difference between the two beams. See the
article on Interferometry: White Light Interferometry,
for further details and illustrations of this effect.

With the localization of fringes only at the point of
zero optical path, the instrument scans the inter-
ference objective over the desired range and then
calculates the position at which maximum fringe
contrast occurs for each point. Calculating this
position across all points within the field creates a
height map of the surface; the interference fringes
serve as a tool for depth discrimination in much the
same way that the pinhole in a confocal microscope
does (see Microscopy: Confocal Microscopy),
another technique finding wide use in surface profil-
ing. No phase unwrapping is required, with each
pixel height calculated independently of all others,
avoiding ambiguities associated with phase shifting
methods. The vertical range is limited only by the
scan range of the measurement and the working
distance of the microscope objectives; current com-
mercial instruments can achieve vertical ranges of
over 8 mm. Figure 4 shows the fringes one would
observe at a given scan location during measurement
of a test piece with three steps. As the OPD between
the test and reference arms varies, the fringes will

Figure 4 Localized fringes (left) of a 3-tiered surface structure (right). As the OPD is varied, the fringes will scan through the field, with

the point of maximum contrast corresponding to the relative surface height of each pixel.
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translate across the steps, and the surface plot at the
right can be generated by calculating the scanner
location of the peak contrast condition for each pixel.

There are a variety of methods for calculating the
position of maximum fringe contrast using the
coherence-sensing method. These include center-of-
mass calculations of the peak fringe position, various
frequency-space techniques and correlation of the
measured fringe pattern with a theoretical pattern.
Calibration of these systems generally involves
repeated measurement of a known step height
standard and varying the scanner motion until the
step height is accurately calculated, though some
systems employ separate distance-measuring inter-
ferometers to perform on-the-fly calibration for each
scan. Generally speaking, coherence sensing tech-
niques have repeatability in the range of a few nm, as
opposed to the sub-nm repeatability of phase shifting
techniques. This reduced sensitivity is the trade-off for
avoiding the height and slope limitations of phase-
shifting techniques. More details can again be found
in the article on Interferometry: White Light Inter-
ferometry.

Recent advances in computing power have
enabled an additional method of calculating surface
height by combining coherence sensing with phase
shifting. Coherence sensing methods are used to
determine the point of best fringe contrast, and uses
this information combined with the phase calcu-
lations to overcome ambiguities caused by large
steps or steep slopes. Thus, one can obtain the sub-
nm repeatability of phase-shifting methods without
limitations on the vertical range or slope of the
sample to be measured.

New fringe analysis techniques are extending the
utility of these systems even further. Strobed sources
are now available which effectively freeze the periodic
motion for the instrument; this allows dynamic
properties of samples to be measured, from surface
deformation under motion to resonance frequency
and switching time calculations. By analyzing the
multiple interference patterns generated by transpar-
ent films deposited on a surface, film thickness,
homogeneity, and differences between substrate and
film surface properties may be determined.

Interferometric Microscope Objectives

One of the most critical elements in white light
interferometers is the interferometric objective which
splits and recombines the wavefront to form an
interference pattern. Three primary interferometric
configurations are used to divide and recombine the
wavefront: Michelson, Mirau, and Linnik. Each of
the three types of objectives is described below.

For low-magnification objectives, typically 5X or
below, a Michelson interferometer configuration is
typically used. A schematic of such an objective is
shown in Figure 4. The illuminating beam passes
through the objective and is divided by a beamsplitter
placed just underneath the objective. A portion of the
light travels to the test sample and the rest to a high-
quality reference surface. The light reflected from
each beam path is recombined by the beamsplitter
and propagates to the observation plane. Note that
it is important that the distance between the
beamsplitter and reference surface match the distance
between the beamsplitter and focus position of the
sample. If the reference surface is defocused,
fringe contrast will be reduced, aberrations
increased, and overall system accuracy and repeat-
ability will suffer.

This objective configuration has several advantages.
First, one can add a Michelson housing to almost any
standard objective with sufficient working distance for
the beamsplitter, making these objectives easy to
produce and relatively inexpensive. Second, the
reference surface can be easily changed by the user to
closely match the reflectivity of the test piece, ensuring
maximum fringe contrast in the interfered beam (see
Interferometry: Phase Measurement Interferometry).
Third, provided there is distance between the beams-
plitter and reference, one can insert a dispersion-
compensating plate into the reference arm to allow
measurement of parts beneath a cover glass or other
dispersive medium; without such compensation,
fringe contrast is generally insufficient for accurate
measurements for transmissive media beyond a few
hundred micrometers thickness.

As one moves towards higher magnifications,
however, the working distance of the objective is
typically insufficient to accommodate a large
beamsplitter and still leave a reasonable distance
between the objective and sample. In addition, a large
cube beamsplitter will generally introduce unaccep-
tably high aberrations in these higher numerical
aperture objectives. For this reason, objectives from
10X magnification to 50X magnification are typically
of the Mirau configuration, shown schematically in
Figure 5.

Mirau objectives contain two additional plates
compared to a standard bright-field objective: one
is coated and acts as a beamsplitter, splitting the
incident beam, while a second holds a small,
high-quality reference surface and acts as a
compensating plate so that optical paths in both
arms of the interferometer are balanced (Figure 6).
Such objectives are more expensive than Michelson
designs, but maintain long working distances even
at higher magnifications. Thermal stability becomes
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very important, as depth of focus is much reduced
over lower-magnification objectives and the path
from beamsplitter to reference still must be the
same as from beamsplitter to in-focus test object,
and most Mirau designs are therefore thermally
compensated.

As one moves to even higher magnifications and
numerical apertures, such as 75X or 100X, the
microscope objectives do not have sufficient working
distance to allow for any reasonable beamsplitter
after the objective unless the numerical aperture is
greatly reduced. To maintain high numerical aperture
and high lateral resolution, a Linnik configuration
must be used. A schematic of this configuration is
shown in Figure 5. In this configuration, two separate
microscope objectives are used after a beamsplitter,
with one beam again reflecting from a high-quality
reference and the other from the sample.

A Linnik objective is generally the most difficult to
use and expensive interferometric configuration

(Figure 7). High numerical aperture typically limits
working distance to a few hundred micrometers. In
addition, depth of focus is very small, and thus these
objectives must often actively adjust the reference
mirror position to maintain focus over long periods of
time and environmental conditions. Also, the dis-
persion and aberrations in the two objectives must be
closely matched to ensure good fringe contrast, as
there are many noncommon-path optical elements in
this design; typically many objectives must be
evaluated to find two that suitably match, another
contributor to cost. However, these objectives do
have the highest lateral resolution, and with an NA of
up to 0.95, can measure the steepest slopes due to a
large collection angle.

Applications

White-light interferometers are noncontact, and thus
will not damage samples under test. They provide
true three-dimensional surface characterization with
nm-level accuracy and repeatability, and can be
employed in production and laboratory environ-
ments. The various interferometric objectives allow
for lateral resolutions and ranges to meet most
needs; fields of view may even be stitched together to
create surface maps whose extent is limited only by
the range of the translation stage employed. In
addition, each scan is typically quite fast, from under
one second in phase-shifting mode to vertical scan
rates of up to 100 mm/sec in coherence-sensing
mode, with no sample preparation time. While the
systems must be properly calibrated, vibration
minimized, contrast maximized, and potential error
sources such as dispersion and phase change on
reflection effects must be managed, they remain one
of the most accurate surface characterization tools
available.

All of the above factors have enabled the use
of white light interferometers in a variety of
fields. The semiconductor and data storage industries

Figure 5 Schematic of a Michelson interference objective used

for low-magnification applications.

Figure 6 Schematic of a Mirau interference objective used for

medium-magnification applications.

Figure 7 Schematic of a Linnik interference objective used for

high-magnification applications.
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perform critical dimension and surface characteriz-
ation of various components using these systems,
some of which are configured for full wafer-handling
capabilities. Systems are also used to measure
precision machine parts, optics, and medical instru-
mentation and implants. The high sensitivity of the
coherence sensing techniques allows surfaces with
less than 0.1% reflectivity to be measured, so that
characterization of paper, abrasives, and even differ-
ent foods has been measured with these instruments.
With the addition of the advanced technologies
mentioned above, these systems are also now doing
dynamic measurements of MEMS and thermal
response characterization of precision surfaces, and
also are measuring thicknesses of adhesives, drug
coatings, photoresist, and a variety of other semi-
transparent layers in various applications. Figure 8
shows several surface measurements, including
human skin, MEMS microgears, a binary optic, and
1 Euro coin.

Laser-based Interference
Microscopes

Another, less common type of amplitude-division
interference microscope has recently been commer-
cialized, primarily for use in examining micro-optics.
These laser-based systems employ a Tywman–Green

interferometric configuration combined with a micro-
scope, and are generally called micro-LUPI (laser
unequal path interferometer) systems. A schematic of
a micro-LUPI interferometer is shown in Figure 9. A
beamsplitter divides the incident laser beam, half of
which travels to a generally flat reference surface,
while the other half typically travels through a

Figure 8 Surface plots from a white light optical profiler. (a) Human skin sample, (b) MEMS microgears, (c) binary optic, and (d) 1 Euro

coin. Pictures courtesy of Veeco Instruments.

Figure 9 Schematic of a micro-LUPI interferometer operating in

reflection mode.
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microscope objective that acts as a diverger lens and is
incident on the test sample.

Due to the long-coherence length of the laser
source, the two optical paths do not have to be
equal in order to observe interference fringes, and
samples may be measured either in reflection or
transmission, depending on the desired test result.
Collimated, diverging or converging illumination
may be brought incident on the sample, depending
on the optics in the test beam and their placement.
The diverger elements are noncommon-path optics,
and reduce the ultimate accuracy of the system to
approximately lambda/10, similar to laser-based
Fizeau interferometers.

Micro-LUPI-based systems have several advan-
tages for testing small optics over other interference
microscopes. First, the ability to measure both
transmission and reflection properties of the optics,
as well as different incident illumination schemes,
means they can test the optics in their use configur-
ation rather than inferring optical properties based
solely on surface measurements. They can determine
imaging properties, inhomogeneities and thickness
variations in addition to characterizing the surfaces
under test. Also, the curved test wavefront better
matches spherical test surfaces, minimizing the
number of observed fringes and making testing of
small aspheres easier. Lastly, these systems can have
curved reference surfaces as well as flat, and with the
proper configuration aberrations in measurements
due to the interferometric microscope can be
minimized, ensuring high-quality measurements of
the optic under test.

These systems have only phase-shifting measure-
ment capability, as the coherence length of the
source is too long for white-light interferometric
techniques. Transmission tests necessitate a more
complex part handling structure, with both the
test piece and reflective return optic needing

adjustment for tip/tilt and vertical and lateral
translation. Therefore, such systems are more costly
and not as versatile as a white light optical profiler,
but do provide a valuable capability to the micro-
optics community.

See also

Coherence: Coherence and Imaging. Imaging: Interfero-
metric Imaging. Interferometry: Overview; Phase
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Introduction

Nonlinear microscopy has become an important tool
for the investigation of biological applications where
high resolution and three-dimensional imaging are

essential for understanding the underlying biological
function. Two-photon excitation fluorescence (TPEF)
microscopy has opened the way to nonlinear tech-
niques and is now widely available. As this new
technology enables noninvasive study of biological
specimens with high resolution, the number of
applications in biology and medicine is still increas-
ing. By exploiting autofluorescence of cells or tissues
components, or by coupling with genetically modified
fluorescent indicators or small extrinsic probes, high
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contrast and localization can be obtained. Different
detection techniques (fluorescence lifetime imaging
(FLIM), fluorescence correlation spectroscope (FCS),
intensity, and spectral imaging) permits the analyze of
several fluorescence properties and so obtains comp-
lementary informations.

The successful development of two-photon
techniques has generated substantial interest in the
scientific imaging community in further developing
and exploiting optical nonlinearities for generating
new image contrast. All these new developments have
strongly benefited from the major advances in ultrafast
lasers which have become more compact and reliable.
Second- and third-harmonic generation (SHG, THG)
as well as coherent anti-Stokes Raman scattering
microscopy (CARS) have thus benefited from the fact
that it is now easier to generate ultrashort pulses at
almost any desired wavelengths. Association of these
new nonlinear techniques in the same instrument
(TPEF-SHG/TPEF-CARS, TPEF/THG) is commonly
encountered and provides a powerful instrumental
tool for probing biological samples.

Basic Principles of Two-Photon
Microscopy (TPM)

Two photon microscopy is preferred over single
photon method in many biological applications due
to several intrinsic advantages which arise from
having a nonlinear intensity depend absorption. In
general, the nonlinear polarization for a material can
be expressed as

P ¼ xð1ÞE1 þ xð2ÞE2 þ xð3ÞE3 þ · · · ½1�

where P is induced polarization, xðnÞ is the nth
order nonlinear susceptibility, and E the electric
field vector of the incident light. The first term
describes normal absorption and reflection of light;
the second term describes SHG, hyper-Rayleigh
scattering, sum and difference frequency generation,
and the third terms covers multiphoton absorption,
third-harmonic generation and stimulated Raman
processes.

In 1931 Maria Goppert Mayer predicted that
photons of lesser energy can together cause an
excitation ‘usually’ produced by the absorption of a
single photon of higher energy, in a process call
multiphoton excitation. The hypothesis could not be
confirmed until the invention of pulsed ruby lasers,
in the 1970s, and was first applied to microscopy with
the work of Denk et al. Two-photon microscopy
used the simplest version of her theory: two photons
of equal energy (from the same laser) can excite a

molecule, and the excitation is similar to that
obtained with a single photon possessing twice the
energy (Figure 1). Thus, the molecule can emit a
fluorescent photon just as if it was excited with
a single higher energy photon (Figures 1 and 2).
Of course, the absorption of the two photons must
occurs nearly simultaneously (,10216 s), resulting in
a quadratic dependence on the light intensity rather
than the linear dependence of conventional one
photon fluorescence.

Figure 2 Localization of excitation under two photon excitation

(left) compared to one photon excitation (right).

Figure 1 Jablonski diagram for one and two-photon excitation.
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The nonlinear optical absorption property of two-
photon excitation, limits the fluorochrome excitation
to the point of focus. This localized excitation volume
results in greatly improved axial resolution and image
contrast compared with conventional microscopy,
but also significantly decreases sample photobleach-
ing and photodamage by reducing the region of
photointeraction (Figure 2).

Another major advantage of TPEF is its ability to
image deeper inside biological samples, owing to
the reduced scattering and absorption of near
infrared wavelength compared to UV and visible
light. Near infrared light (700–1000 nm) is located
within the ‘therapeutic optical window’ where the
absorption of the main cells and tissue components
is low.

TPEF also permits a high rejection of residual
excitation light: in standard one-photon microscopy,
the excitation wavelength can be spectrally close
to the fluorescence emission band. Filters used to
eliminate the leakage of excitation light into the
detection channel often cuts off a part of the
fluorescence emission. For TPEF excitation and
emission band are well separated, and highly
efficient filters can remove the residual excitation
light without compromising the microscope
sensitivity.

Under two-photon excitation, the fluorescence
photon flux depends on the square of incident
photon flux:

F / s2PCI2 ½2�

where s2P is the two-photon cross-section (cm4 s)
with 10250 cm4 s, called a Goppert–Mayer (GM), C
the fluorophore concentration, and I2 the incident
photon flux. The two-photon cross-section is a
quantitative measure of the probability of two-
photon absorption and as a second-order process is
low. As it is difficult to directly measure two-photon
cross-sections, we usually use the cross-section of two
photon-induced fluorescence (sTPEF) as the product
of two photon absorption cross-section (s2P) with the
fluorescence quantum yield fFsTPEF ¼ s2Pf F.

Intrinsic fluorophore, such as nicotinamide
adenine dinucleotide (NADH), have low cross-
sections (,1024 GM), usual fluorescent dye in
biology ranging between 1 and 300 GM and quan-
tum dots approaching 50 000 GM. As the probability
of two-photon absorption is quiet low, high incident
photon flux needs to be delivered to the sample to
generate efficient absorption:

I / E
1

Dtv2
½3�

I depends on the energy per impulsion E (mean
power/pulse frequency), the pulse duration Dt, and
the beam waist v. The expression of I clearly
demonstrates that by using ultrashort pulses and by
reducing the beam waist, one can maximize the
incident flux. Currently the most commonly used
laser source for multiphoton microscopy is the
femtosecond titanium-sapphire (Ti:Sa) system.
These pulsed femtosecond lasers deliver a 100 fs
pulse train at a repetition rate of ,80 MHz with a
tuning range from 700 to 1000 nm. The beam waist
depends on the objective numerical aperture. If we
consider a Gaussian beam profile, with radial and
axial parameters of sr and sz respectively and for a
high numerical aperture NA . 0.8:

V ¼

�
p

2

�3= 2

s 2
rsz ½4�

with sr < 0:52l=sin a and sz < 0:76l =ð1 2 cos aÞ.
where l is the excitation wavelength, a is the one-half
of the objective angular aperture (NA ¼ n sin a; n
index of the immersion medium). So for a wavelength
of 780 nm and an objective working with water
immersion with a numerical aperture of 0.9, the
excitation volume can be described as an obloidal
shape with a radial axis of typically 500 nm and an
axial axis of 1.90 mm. It corresponds to an excitation
volume of <1 fL ou 1 mm3. Higher resolution can be
achieved using an immersion oil objective (NA ¼ 1.3)
at the cost of a higher cost and a shorter working
distance.

Typical powers used to generate two-photon
excitation without damaging the sample are between
1 and 10 mW for the mean incident power. For a laser
beam of 1 mW, at a rate of 76 MHz with 100 fs pulse
duration, and with an objective leading to a surface in
the focal plane of 1 mm2, the peak power is
0.13 £ 109 W/cm2 at the focal plane of the sample.
Of course each samples has its own limits regarding
incident intensity, and the key to use TPEF safely is
always to reduce the excitation intensity in order to
avoid photodamage.

Fluorescent Probes

Biological systems often possess endogenous fluor-
escent molecules that can be imaged, revealing
important sample characteristics without the need
of labeling (Figure 3a,b). Cells or tissues can be
imaged through their autofluorescent, with the
emission of several components, NADH, flavins,
collagen fibers, etc. Pharmacology studies also exploit
the natural autofluorescence of aromatic drugs, to
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localize drug inside cells and study their reactivity
without any labeling.

However, for some specific applications where the
autofluorescence is too low, or if one needs to
specifically identify different cells components
(Figure 3g), or follow protein mobility, the samples
need to be labeled your with extrinsic fluorophores.
Extrinsic fluorophores are organic molecules, first
developed for one-photon excitation, and are used
under two-photon excitation with more or less
efficiency as OPE and TPEF have different quantum
mechanical selection rules, and the TPE spectrum is
not always scaled to the half of OPE spectrum.
Current works are focused on the development of
specific markers for TPE or SHG to enhance contrast
and also reduce incident laser power.

Two new generations of marker have been
developed: the development of the green fluorescent
protein (GFP) and its mutant introduces a con-
venient method for monitoring gene expression in
cells and tissues; quantum dots are the latest focus in
fluorescence labeling. They are promising reporters
as their size (1–100 nm) induces a specific narrow
emission spectrum in the visible. Absorption can
occur over a wide range of short wavelengths
because of the existence of multiple electronic states.
Time-domain measurement has been performed with
CdSe quantum dots which shows multiexponential
decay with fluorescence lifetime of 3.4 ns, 16.1 ns,
and 35.6 ns, much longer than autofluorescence
lifetimes, hence providing greater sensitivity than
intensity-based measurement. However, like GFPs,
quantum dots display blinking behavior.

Two-photon Applications

Two-photon excitation has become the technique of
choice for fluorescence microscopy and is applied to a
variety of imaging tasks on samples ranging from
single molecules to thick tissues. Owing to the high
NIR penetration depth, biopsies and living tissue can
be noninvasively investigated by morphological and
functional fluorescence imaging of endogenous

(Figure 3b) or exogenous fluorophores to depths of
more than 300 mm. In genomics, multiphoton multi-
colour fluorescence in situ hybridization (FISH) are
used to label various specific regions of DNA, and
identified different genes and chromosome regions. In
pharmacology, a higher penetration and localization
of photodynamic therapy is observed, detection of
low drug concentration inside cells facilitates the
reactivity comprehension (Figure 3b,c). Neurobiolo-
gists investigate calcium dynamics inside brain slices
and live animals, or follow neurotransmitter diffu-
sion. Of course, these are only a few examples among
the increasing number of applications, and some of
them are illustrated in Figure 3.

Two-photon Instrumentation

Two-photon microscopes are now commercially
available, however a large number of groups have
built their own from separate components or by
modifying an existing confocal microscope. Home-
made microscopes present a higher configuration
flexibility for excitation/detection at a much lower
price.

Femtosecond, picosecond, and continuous wave
(CW) laser sources have been used for TPM. By
using a cw laser sources such as ArKr and NdYag,
the average power increases by ,200-fold to
achieve the same excitation rate obtained with a
femtosecond laser, which is not highly desirable for
biological samples. So as previously shown, the
TPE efficiency is higher with shorter pulses, so Ti:
Sa femtosecond lasers are most commonly used.

One of the drawbacks of TPM is that it is a
laser scanning technique. To reconstruct an image
you need either to move the sample or the laser
beam. Most commonly x–y mirrors driven by a
galvanometer scanner are used to scan the laser at
the focal plane of the sample. Lenses are used to
expand the beam to overfill the objective back
aperture and so obtain a diffraction limited focal
volume. The excitation light enters the modified
inverted epi-fluorescence microscope (Figure 4).

Figure 3 Applications showing various capabilities of TPEF: (a) Hela cells in transmitted image and corresponding autofluorescence

image (b) under TPE (780 nm). (c) After adding 40 mM of an anti-HIV drug on similar cells, intrinsic fluorescence of the drug allows us to

find its preferable localization inside the cytoplasm.
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A dichroic mirror transmits the excitation light and
reflects fluorescence. High numerical aperture
objectives are used to provide a high resolution
but also maximize fluorescence collection. They are
usually mounted on piezo-electric translators to
provide a fast Z-scan. The fluorescence is collected
by the same objective, reflected by the dichroic to
the detector. A filter is placed in front of the
detector to remove any residual excitation light.
Typical detectors used are the photomultiplier tube
(PMT), microchannel plate-PMT (MCP-PMT),
avalanche photodiode or charge-coupled device
(CCD) cameras. PMTs are the most commonly
implemented because they are robust, low-cost,
have large, active areas, and good sensitivity.

As TPE is intrinsically confined to the focal volume,
two-photon microscopy unlike confocal microscopy,
does not need emission pinholes and descanning
optics to achieve axial depth discrimination Some
authors have, however, added a pinhole to enhance
resolution but at the cost of important sign al loss.
Concerning the design of the detection pathway,
depending on the size of the sample scanned, the
objective magnification and the detector area, one
may need to use a lens to collect the fluorescence onto
the detector.

Fluorescence Detection

Contrast in fluorescence imaging can be provided
through several complementary parameters such as
steady-state intensity, spectral dependence (at absorp-
tion and emission), or fluorescence lifetime.

Intensity Imaging

Intensity images are obtained by summing all the
incoming photons during an acquisition time (typi-
cally ,1 to 10 ms) which strongly depends on the

fluorescence quantum yield of the sample. The whole
samples intensity image is obtain by scanning the
beam on the focal plane with the X–Y scanner,
leading to an acquisition time of 25 s for a
50 £ 50 mm image (1 mm step).

Spectral Imaging

Spectral imaging can be a powerful way to
discriminate different molecules, and to identify
cellular components or perform co-localization of
different proteins. It can be performed by either
using an interference filter in front of the detector
to extract the contribution in a specific band, or
more precisely with a spectrometer. However,
autofluorescent spectral bands are usually broad
and sometimes it is difficult to separate the different
emissions. Extrinsic trackers are thus used to labels
specifically, for example, the nucleus, the plasma
membrane, and mitochondria, and each tracker
usually emits in a specific and well-known spectral
band, allowing to easily discriminate and localize
the different cellular components. Quantum dots
offer narrow emission spectra and allow high
spatial resolution, and with the rapid development
of their functionalization, they should lead to rapid
progress in intracellular imaging.

Fluorescence Lifetime Imaging (FLIM)

Imaging of fluorescence lifetimes is a useful contrast-
enhancing method that provides information related
to the microenvironment with spatial resolution. The
fluorescence lifetime t corresponds to the average
time a fluorophore stays in its excited state is given
by t ¼ 1=ðkf þ knrÞ with kf the radiative decay and
knr the nonradiative decay rate.

The radiative decay rate is a characteristic property
of a molecule and therefore may be used to
contrast different chemical species or fluorophores.

Figure 4 Schematic of a typical two-photon microscope.
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The nonradiative decay rate is a function of the local
environment of an excited molecule, and so fluor-
escence lifetime measurements can provide infor-
mation about environmental changes (e.g., pH, pO2,
[Ca2þ]). Furthermore, different cellular probes or
tissue components with similar emission spectra but
different lifetimes can be distinguished. Another
advantage of lifetime measurement is that as a
relative measurement of the fluorescence intensity, it
does not depend on a non-uniform intensity exci-
tation of the sample, and also does not depend on
molecular concentration, allowing one to detect very
low quantity of molecules.

Following a delta excitation, the fluorescence
intensity de-excitation is given byIðtÞ ¼ I0 eð2t=tÞ;

with I0 the initial amplitude. Fluorescence lifetime
measurement has been demonstrated either in fre-
quency or time-domains. Time-resolved measure-
ments in the frequency domain are based on the
determination of demodulation M and phase shift Dw
and require modulated light sources (modulation
frequency v ¼ 2pf ).

The excitation source IEðtÞ and induced fluor-
escence IFðtÞ can be written as:

IEðtÞ ¼ IE0 þ IEv cosðvt þ wEÞ

IFðtÞ ¼ IF0 þ IFv cosðvt þ wFÞ
½5�

In the case of fluorescence with mono-exponential
decay, the lifetime t can deduced from the relations
(Figure 5):

M ¼
IFv=IF0

IEv=IE0

: vt ¼ tanðDwÞ ¼

ffiffiffiffiffiffiffiffiffiffiffi
1

M2
2 1

s
½6�

In order to translate the phase and demodulation
information from the 80 MHz frequency to a lower
kHz frequency, a modulated gain GðtÞ at the frequency
v0 can be applied to the detector (heterodyne
detection):

GðtÞ ¼ G0 þ Gv 0 cosðv0t þ wGÞ ½7�

The detector response SðtÞ is thus proportional to the
fluorescence intensity:

SðtÞ ¼ G0IF0 þ
Gv0IFv

2

1ffiffiffiffiffiffiffiffiffiffiffiffi
1 þ ðvtÞ2

p
£ cos½ðv2 v0Þt þ wG 2 wE þ Dw� ½8�

In the time-domain, the single point detection system
is called time-correlated single-photon counting
(TCSPC). The principle of the TSCPC system is
shown in Figure 6. For each excitation pulse a trigger
signal is sent to a time-to-amplitude converter (TAC)
within which a capacitor starts charging linearly
with time. Upon arrival of each fluorescence photon
on the detector a second trigger pulse stops the
capacitor charging. The charge is proportional to the
delay between the excitation pulse and the fluor-
escence photon. By repeating the measurement over
many thousands of excitation pulse, a histogram of
photon arrival can be build up. As each photon must
be record individually, the incident power is reduce
to avoid the detection of only photons from the
beginning of the decay (pile-up) which would lead to
shorter lifetimes. To match detector dead-time and
TAC counting rate, the TAC is oftenly used in
reverse mode: the fluorescence photon starts the TAC
and the following pulse stops it.

Figure 6 Schematic of time correlated single photon counting system.

Figure 5 Time course of excitation and emission light in

frequency domain fluorescence lifetime measurements

techniques.
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Typical detectors used are the photomultiplier tube
(PMT), microchannel plate-PMT (MCP-PMT), and
avalanche photodiode.

Typical instrumental response of our MCP-PMT is
represented in Figure 7 (black curve) leading to a
resolution of 30 ps. Depending on the fluorescence
quantum yield of the sample, in order to have a good
signal to noise ration, acquisition time is ranging
between 1 and 30 s per point. Fluorescence decay of
rhodamine B with a lifetime t , 1:7 ns is also
presented in Figure 7.

For both detection approaches, single point lifetime
measurements can be extended to lifetime imaging by
synchronizing the sample scanning and the lifetime
detection. However, due to the long time acquisition
needed, images are only limited to small interesting
areas rather than the whole sample. We will see in the
recent development section below, new ways to
overcome this issue.

Fluorescence Correlation Spectroscopy (FCS)

FCS experiments are performed by recording fluor-
escence intensity fluctuations (i.e., fluorescence bursts
(Figure 8)) from the small focal volume (,1 fl).
Applications include diffusion, chemical reactions,
molecule concentration, or hydrodynamic flow–FCS
under TPE benefits from all the advantages of TPE
versus OPE.

Various experimental parameters can be extracted
through temporal analysis of fluorescence intensity
fluctuations by calculating the autocorrelation or
cross-correlation of the fluorescence signal defined as:

gðtÞ ¼
kIFðtÞIFðt þ tÞl

kI2
FðtÞl

¼

Ð
IFðtÞIFðt þ tÞdtÐ

I2
FðtÞdt

½9�

where IF is the time-dependent fluorescence signal. By
considering that the fluorescence intensity fluctuates
around a mean value:

IFðtÞ ¼ kIFlþ dIFðtÞ ½10�

the autocorrelation function can be written as:

gðtÞ ¼ 1 þ
kdIFðtÞdIFðt þ tÞl

kI2
Fl

½11�

FCS have been extensively used to extract diffusion
coefficient of small fluorescent latex bead in solution,
showing the influence of the bead radius or solvent
properties. Figure 9 clearly exhibits the influence of
the viscosity of the solvent on the diffusion of
microspheres. Single molecule detection has also
been reached. FCS as also been extended to biological
applications where the low background associated
with TPE and the reduced autofluorescence is critical.
Diffusion of microbeads inside cells cytoplasm

Figure 7 Typical instrumental response of MCP-PMT (black

curve), and fluorescence decay curve of rhodamine B (grey curve)

with t , 1:7 ns.

Figure 8 Fluorescence intensity raw data along the time. Bursts

are observed when molecules cross the focal volume.

Figure 9 Correlation function observed for microspheres placed

in different viscous solution.
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or bacterial biofilms have been successfully
demonstrated.

Recent Developments in Two-Photon Microscopy

Towards video microscopy
All the nonlinear microscopies share an important
limitation: the image build up pixel-by-pixel by
scanning across the sample, leading to long-time
acquisition. Depending on the sample’s emission
and the area studied, scanning rates between 0.5 Hz
and 30 Hz can be reached for intensity images.
To speed up this acquisition time, a first approach is
based on a line excitation, in combination with
widefield CCD detection. This provides real-time
image acquisition rates at the expense of a reduced
axial resolution (5 mm instead of 1 mm). A more ideal
way of spreading the available excitation power over
the sample and speed up image buildup, is the
simultaneous use of several well separated foci, each
of them generating a diffraction limited spot. In
combination with whole field detector, as with a CCD
camera, image acquisition rates can be strongly
enhanced without compromising resolution. The
spacing between the foci must be carefully chosen in
order to avoid out-of-focus interference. By introdu-
cing time-delay between the different foci, larger than
the pulse duration, each foci of a microlens array can
be position very closed without loss of resolution. An
alternative way has been proposed; a special beams-
plitter has been developed to create multiple beams
with a higher efficiency, furthermore this setup
inherently induced time-delay between each foci.
Time-domain has been demonstrated in both
approach, and FLIM maps on cells imaging have
been obtained in only few second with 200 ps time
resolution.

Sharpen the focal point
Nonlinear microscopy facilitates 3D-imaging but the
resolution is still limited to 180 nm in the focal plane
and 500–800 nm along the optical axis. According to
the diffraction theory, the resolution of a focusing
light microscope is related to the size of its focal
point. In the mid-1990s, new concepts appeared to
break this diffraction theory and sharpen the focal
volume. In 4-pi microscopy the sample is placed
between two large NA objective lenses in a single axis
at their common focus. Coherent interference of
beams passing through the two lenses generate a
point spread function whose central maximum is 3–4
times narrower than in the normal confocal case, but
which also has side lobes. This last issue can be
overcome using two-photon excitation. A two-
photon 4-pi microscopy can thus result in a resolution

of ,100 nm in all directions, and has been demon-
strated successfully on filamentous actin and immu-
nofluorescently labeled microtubules. However, a
4-pi microscopy requires the sample to be thin and
mounted between two coverslips, unless one of the
lenses is a dipping lens. Recent development on
sample chambers allows one to overcome this issue,
and results in live mammalian cells have been shown.
A compact 4-pi commercial version has recently been
proposed (Leica), achieving a seven-fold-improved
axial resolution (80 nm) compared to the classical
two-photon microscope.

Another technique, also developed by Professor
Hell’s group, is called stimulated emission depletion
(STED) microscopy. The fluorophore in the fluor-
escent state S1 is stimulated to the ground state S0
with a doughnut-shaped beam. The depletion of the
S1 saturates with increased ISTED intensity, and
therefore establishes a nonlinear relationship between
the fluorescence and the intensity applied to the
STED. The saturation of S1 depletion is the essential
element for breaking the diffraction limit as it
confines fluorescence to the center. Spot size is not
limited, but in practise depends on the quality and the
saturation factor limited depletion. Using STED
microscopy with wavelengths of 750–800 nm leads
to a lateral resolution of up to 28 nm on single
molecules experiments.

STED microscope has been successfully com-
bined to 4-pi microscopy, and lateral resolution of
30–40 nm has been demonstrated.

Others Nonlinear Imaging
Techniques

The success of two-photon microscopy has opened
the way for other nonlinear microscopy. As opposite
to multiphoton fluorescence absorption techniques
where the induced signal is incoherent fluorescence,
the signal generated by harmonic generation and
stimulated Raman scattering is coherent with specific
directional and polarization properties, as such
fluorescence and harmonic images are derived from
fundamentally different contrast mechanisms. How-
ever, both techniques share many features like
intrinsic three-dimensionality, reduce photobleaching
or deep sectioning, and require essentially identical
equipment, allowing one to combine these two
techniques as discussed further below.

Second-Harmonic Generation Microscopy

SHG is a second-order nonlinear optical process that
can only arise from a medium lacking a center of
symmetry, for example, an anisotropic crystal or at an

MICROSCOPY / Nonlinear Microscopy 99



interface of a membrane. SHG can be used to image
tissue, muscles, cells membranes, or protein array,
and has been recently reported to enhance membrane
potential by using voltage sensitive dye.

SHG does not arise from an absorptive process, as
the intense laser field induces a nonlinear, second-
order, polarization in the assembly of molecules,
resulting in the production of a coherent wave at
exactly twice the incident frequency (half the
wavelength). As represented in Figure 10, for an
excitation at 800 nm, the SHG is observed at 400 nm
and depending on the fluorescence properties of the
molecule, a broadband fluorescent spectra is emitted
in the visible.

Contrary to TPEF, where the emission properties
depend only on the molecular properties and are
independent of the laser source, the spectral and
temporal characteristics of SHG are derived from the
laser source. The SHG is temporally synchronous
with the excitation pulse and its bandwidth is 1=

ffiffi
2

p
of

the laser’s bandwidth. As SHG is an instantaneous
process, the signal is only generated during the
duration of the laser pulse (Figure 11), in contrary
to TPEF where de-excitation of the molecules can
occur over several nanoseconds after the pulse
excitation.

A major difference between SHG and TPEF is that
SHG requires a noncentrosymmetric environment to
produce a signal. By examining the second term of
eqn [1] P ¼ xð2ÞE2 where the polarization and electric
field are vector quantities and xð2Þ is a tensor, this
condition is only satisfied for a birefringent crystal, an
order array, or an interface. For example, the induced
polarization from molecules in a dye cuvette (centro-
symmetric sample) would be equal and opposite in all
directions, leading to a vector sum zero. The SHG
propagation is essentially in the forward direction,
and the emission pattern is confined to twin lobes in
the case of surface generation, or a cone in the case of
volume generation. The off-axis of the two lobes
critically depend on the tight focus of the driving field.

The total radiated SHG power can be derived by
integrating the radiation profile from all the emission
directions: PSHG ¼ 1

2 u2N2s2I2
0 with s2 / lx2l

2
; I0 the

driving field intensity at the focal center, N the
effective number of radiative molecules, and
u2 < ð0:1l=w0Þ

2.
A schematic of a typical SHG/TPEF microscope is

shown in Figure 12. The excitation source is a mode
locked Ti:Sa laser which delivers ,120 fs at 76 MHz.
The laser light is focused into the sample with a water
immersion microscope objective (Olympus, LUM-
planFl 60x) and the resultant SHG is collected in a
forward direction, while TPEF is collected in the
backward direction.

Figure 13 illustrates SHG and TPEF images of
Di-6-ASPBS molecules under 880 nm excitation.

Figure 10 Wavelength domain for two-photon induced fluor-

escence and second-harmonic generation: excitation meets

the same criteria and Ti: Sa are typically used in the range

700–1000 nm. For a typical excitation at 800 nm, fluorescence

will be observed over ,450 nm, and SHG, at exactly 400 nm.

Figure 12 Schematic of SHG setup combined with TPEF

extracted from (DM dichroic mirror, MO microscope objective NA

0.9 water immersion, C condenser, F colored glass filter, BP

bandpass filter, PMT photomultiplier tube). Reproduced with

permission from Moreaux L, Sandre O, Blanchard-Desce M and

Mertz J (2000) Membrane imaging by simultaneous second-

harmonic generation and two-photon microscopy. Optics Letters

25: 320–322, q 2000 Optical Society of America.

Figure 11 Typical time-response for two-photon induced

fluorescence and SHG. SHG signal is an instantaneous process

whereas fluorescence emission can occur several nanoseconds

after the pulse excitation.
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The total acquisition time for the images was 1.5 s for
an excitation power less than 1 mW. The adhesion
area where the membranes are fused exhibits a
centrosymmetric molecular distribution wherein
TPEF is allowed, but not SHG. The corresponding
forward-detected emission spectra of SHG (left peak)
and TPEF (right peak) is shown in Figure 13c.

Third-Harmonic Generation (THG)

Third harmonic generation takes advantage of the
discontinuity of third-order nonlinear susceptibility
xð3Þ at material interfaces. At the focus point of an
input laser beam with wavelength l, this disconti-
nuity gives rise to a new wave in the forward direction
at the third-harmonic, l=3: This signal can be
analyzed in the transmission mode either with a
single pixel detector or with a CCD camera. As with
the other nonlinear techniques, THG offers a high
3D sectioning capability. Since all materials have
nonvanishing third-order susceptibilities, THG
microscopy can utilized as a general-purpose
microscopy technique, with no need for fluorescence
labeling or staining. Experimental setup for THG are
very closed to SHG microscope. The need for efficient
THG in the sample, together with low average laser

power to avoid heating, dictates a laser source that
operates with femtosecond pulses. The lasers that are
often used THG microscopy are a synchronously
pumped OPO at the wavelength of 1500 nm, a low
repetition-rate OPA at 1200 nm and a Cr:Forsterite
laser at 1240 nm. All these lasers are in the infrared
above 1200 nm, thus generating THG signals in the
visible range. These visible signals are compatible
with the collection optics. A infrared laser undergoes
low scattering, however absorption in water strongly
increases.

THG have been demonstrated from subcellular
to millimeter-size organisms with imaging of nerve
cells, chloroplasts of a leaf, or Ca2þ intracellular
dynamics.

Coherent Anti-Raman Stokes (CARS)

Chemical imaging by use of inherent molecular
vibration signals avoids the photobleaching problem
and perturbations to cell function induced by
fluorophore labeling. Confocal Raman microscopy
can provide 3D spatial resolution but it requires high
average power due to small cross-section of Raman
scattering, or long-time exposure which is not
desirable in studying dynamic living system.

Figure 13 (a) SHG and (b) TPEF of two adhering vesicles labeled with Di-6-ASPBS (equatorial slice) excited at 880 nm. (c) The

forward-detectedSHGspectra (left peak)and thebackwardbroadbandfluorescence spectra (right peak).TheStokesshift in fluorescence

leads to an important spectral separation between the two peaks. An expanded view of the SHG peak is presented in the inset.

Reproduced with permission from Moreaux L, Sandre O, Blanchard-Desce M and Mertz J (2000) Membrane imaging by simultaneous

second-harmonic generation and two-photon microscopy. Optics Letters 25: 320–322, q 2000 Optical Society of America.
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The above difficulties can be circumvented by multi-
photon vibrational microscopy based on coherent
anti-stokes Raman scattering (CARS). CARS is a
four-wave mixing process in which a pump field
EpðvpÞ; a Stokes field ES (vS), and a probe field
Ep0 (vp0). Interact with a sample and generate an anti-
Stokes field EAS, at the frequency vAS ¼ vp 2 vS þ

vp0 : In practise, the pump and the probe fields derive
from the same laser vp ¼ vp0 and vAS ¼ 2vp 2 vS:

The energy diagram of CARS is shown on Figure 14.
The CARS intensity is the square modulus of the

induced polarization, P3 ¼ xð3ÞE2
pEs; with xð3Þ the

third-order susceptibility.
The application of the CARS process to

microscopy opens up a new method for chemical
imaging. In CARS microscopy, the signal is also
dependent on the square of the pump field intensity,
so the temporally and spatially overlapped pump and
Stokes laser pulses tightly focused into a sample,
generate a signal of a small excitation volume
(,1 mm3). As with all other nonlinear imaging
techniques, the image is obtained by raster scanning
the sample or the laser beams. The vibrational
contrast in CARS microscopy arises from signal
enhancement when vp 2 vs is tuned to Raman-active
vibrational frequency V. CARS signal generation
needs to fulfill the phase-matching condition,
l , lc ¼ p=lDkl ¼ p=lkas 2 ð2kp 2 ksÞl, where kp; ks;

and kas are wavevectors of the pump, Stoke and
CARS fields, respectively, and Dk is the wavevector
mismatch.

CARS presents several advantages similar to TPEF:
high 3D sectioning capabilities, a low scattering and
absorption of the excitation beams. CARS signal is
higher in frequency than one-photon fluorescence, so
it can be detected in the presence of a strong
fluorescent background. Vibrational contrast is
intrinsic to biological samples. Fluorescent probes
are not necessary and photobleaching is thus circum-
vented. The coherent signal accumulation in the
CARS process produces a strong and directional

signal, making CARS microscopy much more sensi-
tive than the conventional Raman microscopy.
Consequently, CARS microscopy requires only a
moderate average power tolerable by biological
samples and has a high data acquisition speed.
However, CARS microscopy is not without short-
comings. First, the intrinsically weak induced non-
linear polarizability requires sophisticated laser
excitation sources with high peak power and moder-
ate average power, and with low jitter. Second, unlike
fluorescence imaging, CARS measurement is not
background free, and the nonresonant signal limits
the image contrast.

The typical setup is very similar equipment
compared to TPEF and SHG. The main difference
arise from the excitation, two laser beams, the pump,
and Stokes laser beams overlapping (in space and
time) and are tightly focused into the sample using a
high NA objective. The CARS signal can be detected
in the forward (F-CARS) and the epi-detection
(E-CARS). Unlike fluorescence emission and spon-
taneous Raman scattering, the radiation pattern of
CARS is dependent on both the size and shape of a
scatterer. The two detection geometry are thus
complementary, the forward detection is suitable for
imaging objects of a size comparable to or larger than
the excitation wavelength.

For smaller objects, the F-CARS contrast is limited
by the large nonresonant background from the
solvent. Epi-detected CARS (E-CARS) microscopy
provides a sensitive means of imaging objects having
an axial length much smaller than the excitation
wavelength because it avoids the large background
from the solvent.

On the application side, CARS microscopy has
been used for mapping the distribution, orientation,
and diffusion of specific molecules in dynamic
samples, for imaging lipids, proteins, and chromo-
somes in unstained live cells, and for monitoring
cellular processes. CARS is a very promising tech-
nique to image small molecules such as lipids,
hormones, and drug molecules, for which fluor-
escence labeling is prone to alter their function in
cells and tissues. As for SHG, CARS microscopy is
often combined with TPEF in order to obtain
simultaneously the complementary contrasts.

Conclusion

Since its introduction more than a decade ago, two-
photon fluorescence microscopy has quickly become
a standard tool in biophotonic with applications
ranging from the study of single molecules to thick
tissue imaging. TPEF has opened the way to new
coherent nonlinear imaging techniques such as SHG,

Figure 14 Energy diagram for Coherent anti-Raman

spectroscopy (CARS).
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THG, or CARS which all shared a high spatial
resolution. Based on different contrasts these different
approaches are often combined for a more complete
diagnosis. With developments of new low cost,
compact, and reliable lasers with tuning wavelength
covering the spectra of a wide range of endogenous or
extrinsic markers, nonlinear imaging will continue its
successful implementation outside physics labs.
Development of endoscopy systems in which ultrafast
pulse duration is preserved, will open a new range of
in vivo studies. Nonlinear imaging still has more to
offer and will definitely be a powerful tool for
biomedical applications.

See also

Microscopy: Overview. Nonlinear Optics, Basics:
x(2)–Harmonic Generation; x(3)–Third-Harmonic Gener-
ation. Nonlinear Sources: Harmonic Generation in
Gases. Spectroscopy: Second Harmonic Spectroscopy.
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Introduction

Many biological specimens behave as phase objects,
that is, they alter the phase of the light transmitted
through them, rather than its intensity. Similarly,
reflection from a surface with height variations alters
the phase of the reflected light. Observation of phase
objects requires special imaging techniques. These
include defocusing, dark field, Zernike phase con-
trast, Schlieren imaging, Hoffmann modulation con-
trast, differential phase contrast, interference
microscopy, shearing interferometry, Nomarski
differential interference microscopy, and digital
phase retrieval. The imaging performance of these

different methods are most easily appreciated and
compared by consideration of the transfer function
approach. In particular, we can consider weakly
scattering objects and slowly varying phase objects as
special cases.

When a thin unstained biological specimen is
illuminated, in general the transmitted light suffers
changes in amplitude, phase, and polarization. The
change in polarization is related to the birefringence
of the sample, which is neglected in the following.
Thus the object (complex) amplitude transmittance
can be written:

tðx; yÞ ¼ aðx; yÞeifðx;yÞ ½1�

where aðx; yÞ is real and represents the modulus (also
called amplitude) of the light wave on exiting from
the sample, and fðx; yÞ, also real, represents the
phase. In a perfect microscope, we observe the
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intensity of the transmitted light, so the image is given
by

Iðx; yÞ ¼ laðx; yÞeifðx;yÞl2 ¼ a2ðx; yÞ ½2�

Thus the phase information is invisible in the image.
A perfect microscope does not image phase
variations in the object, but results in an image
that depends on the amplitude of the transmittance,
called amplitude contrast. Usually the change in
modulus is also small, so that the image will exhibit
weak contrast, which may not be discernable.
In order to render the phase variations visible it is
necessary to modify the microscope in one of a
number of different ways.

This conclusion is also relevant in incident light
microscopy of surface structures. Then phase changes
result from variations in surface height, and can be
made visible by phase contrast microscopy. Quanti-
tative measurement of the phase allows quantitative
measurement of the surface profile. But care must be
taken to avoid errors caused by phase change on
reflection from a conducting material, or from effects
of the numerical aperture of the optical system. In
transmission microscopy quantitative phase measure-
ment can be useful too, for example giving the
concentration of a solute.

Some of these phase contrast methods are easily
understood using the simple imaging model described
above. Others are more easily appreciated by
considering imaging in terms of Fourier optics,
equivalent to Abbe’s theory of microscope imaging.
We introduce the angular spectrum of the object
amplitude transmittance:

Tðm; nÞ ¼
ð1

21

ð1

21
tðx; yÞ exp½2i2p ðmx þ nyÞ�dx dy

½3�

where m;n are spatial frequencies in the x; y
directions. We can write for the object amplitude
transmittance:

tðx; yÞ ¼ ebðx;yÞ ½4�

where bðx; yÞ is in general complex. For a weak object
we have

tðx; yÞ < 1 þ bðx; yÞ ½5�

and the spectrum is

Tðm;nÞ ¼ dðmÞdðnÞ þ Bðm;nÞ ½6�

where d is a Dirac delta function and lBl ,, 1: The
problem with imaging of phase arises because a
change in the imaginary part of b produces only a
small change in the modulus of t.

For a coherent imaging system, with coherent
transfer function cðm;nÞ, the image intensity is

Iðx; yÞ ¼

�����
ð1

21

ð1

21
cðm;nÞTðm;nÞ

� exp

�
i2p

M
ðmx þ nyÞ

�
dm dn

�����
2

½7�

where M is the magnification. The coherent transfer
function cðm;nÞ, is equal to the scaled pupil function
Pðlfm;lfnÞ, where f is the focal length of the
objective. Substituting eqn [6] into eqn [7] and
dropping terms of second order we obtain:

Iðx; yÞ ¼ lcð0;0Þl2 þ 2R

(
cpð0;0Þ

ð1

21

ð1

21

� cðm; nÞBðm; nÞ exp

�
i2p

M
ðmx þ nyÞ

�
dm dn

)
½8�

Normalizing the transfer function to unity at the
origin:

Iðx; yÞ ¼ 1 þ 2R

(ð1

21

ð1

21
cðm;nÞBðm;nÞ

� exp

�
i2p

M
ðmx þ nyÞ

�
dm dn

)
½9�

For an axially symmetric aberration-free system,
the coherent transfer function is real and even, so that
a pure phase object is not imaged (only the Hermitian
component of B is imaged). Many phase contrast
methods in principle rely on appropriate modification
of the coherent transfer function, either by making it
complex or asymmetric.

However, this theory is an approximation as
microscope systems are in practice partially coherent.
For a partially coherent system the image intensity is

Iðx;yÞ¼
ð1

21

ð1

21

ð1

21

ð1

21
Cðm;n;p;qÞTðm;nÞ

�Tpðp;qÞexp

�
i2p

M

�
ðm2pÞxþðn2qÞy

	

dmdn ½10�

where Cðm;n;p;qÞ is the partially coherent transfer
function, sometimes called the transmission cross-
coefficient, which can be calculated as an integral
over the objective and condenser pupils. The partially
coherent transfer function is nonzero over a finite
region of m;n;p;q space, thus limiting the resolution
of the system. Then eqn [8] for a weak object
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becomes, normalizing so that Cð0;0;0;0Þ¼1:

Iðx;yÞ¼1þ2R

(ð1

21

ð1

21
Cðm;n;0;0ÞBðm;nÞ

� exp

�
i2p

M
ðmxþnyÞ

�
dmdn

)
½11�

where Cðm;n;0;0Þ is called the weak object transfer
function.

For the image of a general object that is not
necessarily weak, eqn [10] is often difficult to
interpret. We can gain much insight into the imaging
process by considering another special form of object,
this time a slowly varying object:

tðx; yÞ ¼ aðx; yÞ exp

$
i

 
x
›f

›x
þ y

›f

›y

!%
½12�

where a and f are assumed slowly varying. Thus, the
object spectrum, assumed now as slowly spatially
varying, is

Tðm;nÞ < ad

�
m 2

1

2p

›f

›x

�
d

 
n 2

1

2p

›f

›y

!
½13�

Substituting in eqn [10], we then find:

Iðx; yÞ ¼ a2ðx; yÞCðm;n;m;nÞ

m ¼
1

2p

›f

›x
; n ¼

1

2p

›f

›y

½14�

in which C is called the phase gradient transfer
function, and is real. For an ordinary bright field
system, C is an even function. Thus a phase gradient
results in a change in image intensity, but for an
axially symmetric system the sign of the change is
independent of the sign of the phase change.

Defocused Imaging

Historically, the oldest method of phase contrast is
simply to defocus the object. The transfer function is
then complex, and phase detail is imaged. If the
system is aberration-free, the contrast of the phase
information reverses on the opposite side of focus.
The strength of the contrast increases with defocus,
until eventually artifacts are introduced when the
imaginary part of the transfer function becomes
negative. If the relative condenser aperture is too
large, contrast is reduced.

Assume a pure weak phase object:

tðx; yÞ ¼ 1 þ id cosð2pnxÞ ½15�

so that

Tðm;nÞ ¼

�
dðmÞ þ i

d

2
dðm 2 nÞ þ i

d

2
dðm þ nÞ

�
dðnÞ

½16�

Then:

Iðx; yÞ ¼ 1 2 dCiðn;0; 0;0Þ cos

�
2pnx

M

�
½17�

where Ci is the imaginary part of C: Thus the phase
information is imaged by the imaginary part of the
weak object transfer function.

Dark Field Microscopy

Dark field microscopy can be used to visualize weak
amplitude and phase information. The constant
background in eqn [5] is eliminated, so we obtain
an image of b. Note that eqns [8] and [11] are no
longer valid because we cannot neglect the second-
order term. For a coherent system, the background
can be eliminated by use of a central stop to intercept
the nondiffracted light. For a partially coherent
microscope, an annular condenser aperture (larger
in diameter than the objective pupil) is used (Figure 1).
In both cases, in practice a range of low spatial
frequencies are eliminated, resulting in the appear-
ance of halo artifacts.

For the pure weak phase object of eqn [12], the
image in a coherent microscope is

Iðx; yÞ ¼
1

2
d2c2ðn;0Þ

�
1 þ cos

�
4pnx

M

��
½18�

Condenser

Objective

Object

Aperture stop

Annular mask

Figure 1 Schematic diagram of dark field microscopy.
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so that the spatial frequency is double that in the
original object. For the partially coherent microscope,
we have

Iðx; yÞ ¼
1

2
d2

�
Cðn; n;0;0Þ

þ Cðn;2n; 0;0Þ cos

�
4pnx

M

��
½19�

in which the two terms represent difference and sum
frequency components. However, it can be shown
that for the annular dark field system the transfer
function for sum frequencies is zero, so the image
intensity is a constant. The system images only
difference frequencies of pairs of spatial frequencies,
and not sum frequencies.

For a slowly varying phase object, zero intensity
results from a region of constant phase, but the
intensity rises quickly for small values of phase
gradient, thus giving strong contrast. For larger
phase gradients, the intensity falls off slowly.

Zernike Phase Contrast

The Zernike phase contrast method is similar to dark
field except that the direct (nondiffracted) light has its
relative phase changed by 908, rather being elimi-
nated. In practice this is achieved using an annular
condenser aperture and an objective with a phase ring
(Figure 2). The phase change can be ^908, giving
positive or negative phase contrast. The phase ring is
usually only partially transmitting, which has the
effect of enhancing the sensitivity. From eqns [8]
or [11], imaging of a weak object is linear in phase.
The halo artifact is present, as in dark field

microscopy. Weak amplitude information is imaged
as in dark field microscopy.

For the weak phase object eqn [12], we then have

Iðx; yÞ ¼ 1 ^
2d

g
Cðn;0;0;0Þ cos

�
2pnx

M

�
½20�

for positive or negative phase contrast, respectively,
where g is the amplitude transmittance of the phase
ring. The response of the weak object transfer
function is improved as a result of the annular
condenser aperture.

Schlieren Imaging, Hoffman
Modulation Contrast, and Differential
Phase Contrast (DPC)

In Schlieren imaging with coherent illumination, a
half plane mask (a Foucault knife edge) is inserted to
eliminate say the negative spatial frequencies in x.
Taking now cð0;0Þ ¼ 1=2, eqn [8] becomes, after
normalization:

Iðx; yÞ ¼ 1 þ 4R

(ð1

21

ð1

0
cðm;nÞBðm;nÞ

� exp

�
i2p

M
ðmx þ nyÞ

�
dm dn

)
½21�

For the weak phase object eqn [15], we then have:

Iðx; yÞ ¼ 1 2 dcðnÞ sin

�
2pnx

M

�
½22�

The image exhibits a variation in phase quadrature to
the original phase variation, that is, it is related to the
x-derivative of the phase. The effect occurs because
the coherent transfer function contains an odd (but
real) part.

For a partially coherent microscope a similar effect
can be achieved simply by offsetting the illumination
system, but now the transfer function is no longer
single-sided. It can be resolved into odd and even
parts that result in differential phase contrast and
amplitude contrast, respectively. The amplitude con-
trast component merely contributes to the back-
ground for a phase-only object, and can be removed
simply by contrast enhancement of a digital image.
The offset can be introduced in practice by inserting a
half-plane mask into the condenser aperture stop.
Imaging of a slowly varying object can be explained
by eqn [14], in which the transfer function is not
symmetrical. The image shows a pseudo-three-
dimensional bas relief effect. A commercial
implementation of an asymmetric transfer function
is Hoffman modulation contrast, which uses offset

Condenser

Objective

Object

Phase ring

Annular mask

Figure 2 Schematic diagram of Zernike phase contrast

microscopy.
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illumination together with an amplitude mask in the
objective pupil (Figure 3). Advantages of Hoffman
contrast are that it uses standard bright-field objec-
tives and avoids problems from birefringent
specimens.

A similar method can be used in scanning laser
microscopy. In a scanning microscope the effect of
the illumination and detection systems are inter-
changed. Thus DPC can be achieved in a scanning
laser microscope by offsetting the detector. In
practice this is conveniently done by using a split
detector (Figure 4), a detector divided into two
semicircular elements. If the signal of one half is
subtracted from that of the other, the amplitude
contrast component cancels out, so that pure
differential phase contrast results. For weak phase

gradients, the intensity varies linearly with phase
gradient, again showing the bas relief effect. It is thus
bi-directional, and the difference signal can become
negative. A constant value is, therefore, usually added
to it before display. The sum of the two detector
elements results in a conventional bright-field image.
From eqn [14], both difference and sum signals are
proportional to a2ðx; yÞ, so that if the ratio of these
two signals is extracted, an image of the phase
gradient in the x direction results. The response to
either weak phase gradients or fine detail can
be enhanced by modifications using annular split
detectors. Use of a quadrant detector allows the phase
gradients in the x and y directions to be imaged. DPC
microscopy has been demonstrated to be sensitive
enough to observe monomolecular films and atomic
surface steps.

Interference Microscopy

Interference microscopy allows quantitative measure-
ment of the object phase by interference of the object
beam with a reference beam. In the transmission
geometry, a Mach–Zehnder interferometer is used,
which is effectively two parallel microscopes, each
with matched condenser and objective lenses. In the
reflection geometry we can use a Michelson, a Mirau,
or a Linnik interferometer. The Michelson interfe-
rometer has an inclined beamsplitter and the refer-
ence mirror situated between the objective and object,
and hence can be used only with low numerical
aperture objectives. The Linnik interferometer has
matched objectives in the object and reference beam
paths. There is no limit to the numerical aperture that
can be used, but it is not a common-path inter-
ferometer and is hence sensitive to vibrations and
air currents. Probably the most practicable system for
interference microscopy in the reflection geometry is
based on the Mirau interferometer that uses a
beamsplitter with its normal parallel to the optic
axis. Until recently, interference microscopes used a
small condenser aperture giving nearly coherent
illumination. The image consists of three com-
ponents: an object beam term (noninterference
image) a reference beam term, and the interference
term. The phase (and amplitude) of the object
beam can be extracted using phase stepping or
heterodyning techniques. The measured phase is
wrapped, and requires unwrapping to obtain the
absolute phase.

If the condenser aperture is opened up, the
behavior is modified. The interference term is

Condenser

Objective

Object

Modulator plate

Slit mask

Figure 3 Schematic diagram of Hoffmann modulation contrast

microscopy.
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Figure 4 Schematic diagram of differential phase contrast

(DPC) microscopy.
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given by

Iintðx; yÞ ¼ 2R

(
rp
ðð

cintðm;nÞTðm;nÞ

� exp

�
i2pðmx þ nyÞ

M

�
dm dn

)
½23�

where cintðm; nÞ is the coherent transfer function for
interference imaging, given by a convolution integral
of the object path objective pupil with the product of
the reference pupil and the source. The first thing to
note is that for a high numerical aperture, the
spacing of the interference fringes is increased by
20–40%, and depends on defocus, tilt, and central
obscuration. Thus accurate measurement of phase
requires careful calibration. The objective pupil
exhibits a phase variation when defocused that
reduces the modulus of the coherent transfer
function, resulting in the fringes being modulated
by an envelope the width of which becomes smaller
as the aperture becomes larger. The envelope is
similar to that of the optical sectioning effect in
confocal microscopy. This envelope allows the zero-
order fringe to be identified, although simulations
have suggested that fringe hopping could occur at
phase jumps as a result of diffraction effects.

Multiple Beam Interferometry

The topography of a surface can be investigated by
using a Fizeau interferometer formed by bringing a
coated optical flat near to the surface. Then if the
surface and flat have high reflectivity, multiple beam
interference occurs and the width of the bright
fringes can be much reduced. The system can be used
with a tilted flat, to give fringes that are substantially
straight, or with an almost parallel flat, so that the
entire field of view is occupied by a single fringe. In
the latter case, the sensitivity can be in the
subnanometer range. Multiple beam interference
also enhances the contrast of weak amplitude
information.

Shearing Interferometry

In conventional interferometry, the object beam is
arranged to interfere with a constant reference beam.
In shearing interferometry, on the other hand, it
interferes with a shifted version of itself.

Lateral Shearing Interferometry

An approach that is suitable for quantitative optical
path measurements is to use an interferometer that
shears the microscope image. The Interphako system
uses a Mach–Zehnder interferometer that can

measure optical path differences as low as ,3 nm in
either the reflection or transmission geometry.
The interferometer allows the shear distance to
be varied.

Differential Interference Microscopy (DIC)

The most common form of shearing interferometry is
differential interference microscopy, usually associ-
ated with the name of Nomarski. DIC microscopy
can be performed in either the transmission or the
reflection geometry. A plane polarized illumination
beam is split into two orthogonally polarized beams
traveling at slightly differing angles by a Wollaston
prism in the front focal plane of the condenser lens
(Figure 5). The beams are thus sheared laterally in the
object plane. The light from the sample travels
through the objective and a second Wollaston
prism, which recombines the two beams into one.
In the reflection geometry, a single lens and Wollaston
prism are used. An analyzer set at 458 allows the two
beams to interfere. The shear is arranged to be
smaller than the width of the point spread function.
Different prisms are supplied for use with different
magnification objectives. The system results in

Wollaston prism

Wollaston prism

Polarizer

Condenser

Objective

Object

Analyzer

Figure 5 Nomarski differential interference contrast (DIC)

microscopy.
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differential phase contrast, but there are differences as
compared with the DPC microscope described above.

There are two different implementations of DIC in
use. In one implementation, the illumination polar-
izer and analyzer are crossed. The relative phase
difference between the two beams (the bias retar-
dation) is adjusted by moving the Wollaston prism
laterally. It is claimed that rotation of the analyzer can
be useful when observing mixed phase/amplitude
objects. In the second arrangement (the Sénarmont
compensator) the position of the Wollaston prism
is fixed, and the analyzer rotated to change the
relative phase.

A recent variation of DIC uses circularly polarized
illumination. The Wollaston prism still produces two
plane polarized components, but with an additional
phase difference of p =2: The advantage of using
circular polarization is that the prism can then be
rotated to change the direction of shear.

If the shear is 2D, and the phase difference is
p2 2f0 (i.e., if f0 ¼ 0 then the two beams are in
anti-phase), then the effective object spectrum is:

Teffðm;nÞ ¼ 22 sinð2pmD2 f0ÞTðm; nÞ ½24�

Thus the effective transfer function can be written:

Ceffðm;n;p;qÞ ¼ 4 sinð2pmD2 f0Þ sinð2p pD2 f0Þ

� Cðm;n; p;qÞ

¼ 2
�
cos½2p ðm 2 pÞD�

2 cos 2f0 cos½2p ðm þ pÞD�

2 sin 2f0 sin½2p ðm þ pÞD�
�

£ Cðm;n; p;qÞ ½25�

It is the final term of the three in braces that, because
it is an odd function, results in differential phase
contrast. We can now examine imaging of special
forms of object. For a weak object, putting p ¼ 0 as in
eqn [11]:

Ceffðm;n; 0;0Þ ¼ 2
�
ð1 2 cos 2f0Þ cos½2pmD�

2 sin 2f0 sin½2pmD�
�
Cðm;n; 0; 0Þ

½26�

The first term in braces corresponds to an amplitude
contrast background component because it is real and
even. The second term results in DPC, because it is
real and odd. For zero bias retardation, dark-field
imaging results. As the bias retardation is increased
from zero, the strength of both the amplitude contrast
and the DPC components increase, but that of the
DPC component increases more rapidly. For visual
observation we require good contrast, and hence we
choose a small value of bias retardation, just large
enough so that the background is large enough to

avoid artifacts in the DPC image. In digital
microscopy, contrast is not so important as it can
be enhanced digitally, and hence we can increase f0

to a value of p=4, which maximizes the strength of the
DPC component. Further increase in bias retardation
decreases the DPC signal, until for p=2 pure
amplitude contrast results. The actual form of the
weak object transfer function depends on the magni-
tude of the shear. The condition m0D ¼ 1=4, where m0

is the cut-off in spatial frequency, gives optimum
performance for the imaging of weak objects.

The phase gradient transfer function is:

Ceffðm;n;m;nÞ¼4sin2ð2pmD2f0ÞCðm;n;m;nÞ ½27�

For the bright-field microscope the phase gradient
transfer function falls off symmetrically from its value
at zero phase gradient. The effect of the pre-
multiplying factor in eqn [27] is to increase the fall-
off for positive phase gradients and reduce it for
negative ones. A bas-relief effect occurs, with high-
lighting for negative phase gradients for some values
of the parameters. Increasing the value of the shear
increases the highlighting effect, but, unlike in DPC,
the behavior is not anti-symmetric.

Because interference is dependent on the wave-
length of the light, useful and beautiful effects can
be seen with DIC microscopy using white light.
Usually it is regarded as a qualitative, rather than a
quantitative, imaging method. However, as from
eqn [14], the intensity can be written:

Iðx; yÞ ¼ 2a2ðx; yÞ½12 cosð2pmD2f0Þ�Cðm;n;m;nÞ

½28�

By recording images at different bias retardations,
conventional phase stepping methods can be used to
extract the phase gradient 2pm ¼ ›f=›x:

Axial Shearing Interferometry

Instead of shearing in the transverse direction, a shear
in the axial direction can be used. In the reflection
geometry, the complex amplitude from the point of
observation is compared with the average over a
defocused spot. This method has proved to be
extremely sensitive, and can detect height changes
smaller than 0.1 nm.

Phase Retrieval

Digital Phase Retrieval

The phase of a single two-dimensional (2D) measure-
ment of intensity can be retrieved by an iterative
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procedure, if constraints such as nonnegativity and
band-limitedness can be assumed. If the modulus of
both an object and its Fourier transform are known,
then the phases can also be recovered. In this case, the
two 2D real data sets have information content
sufficient to reconstruct the 2D complex object. This
approach has been extended to the case of measure-
ment of two defocused images, using the method of
phase diversity.

Imaging Using the Transport of Intensity Equation

The transport equation of intensity can be used to
recover the phase of a partially coherent wavefield
directly (i.e., noniteratively) from two 2D intensity
measurements. If the wavefield is represented in
terms of its intensity I and phase f in a plane, the
transport equation can be written in the paraxial
approximation and in the absence of phase
singularities:

2k
›I

›z
¼ 7T · ½I7Tf� ½29�

where 7T is a 2D operator acting in the plane. This
expression can be inverted to give f quantitatively, if I
and ›I=›z are known. However, it gives the phase of the
image field, rather than the phase of the object, so that
obtaining quantitative values for a strong object may
be difficult. The transport of intensity method is valid
with partially coherent illumination: if the relative
condenser aperture is too great then contrast becomes
weak. Further, an effect similar to the variation in
fringe spacing with aperture in interference
microscopy is introduced because oblique illuminat-
ing rays traverse the sample at an angle to the axis. In
practice, a series of three images are usually taken at
different focus positions. Then, from the quantitative
phase data, various different contrast mechanisms
such as DIC, Zernike phase contrast, and so on, can be
simulated.

Surface Profiling Methods:
Triangulation and Coherence
Domain Methods

Although strictly they are not phase imaging
methods, other surface profiling methods can be
used to measure optical path. These could also be
adapted to measure optical path in transmission. It is
important also to be aware of these methods, as they
could affect measurements made using other phase
contrast techniques.

Apart from the phase measurement techniques
described above, surface profiling methods fall into

one of two categories: triangulation and coherence
domain methods. An example of a technique that
relies on triangulation is confocal microscopy. Con-
focal microscopy exhibits an optical sectioning effect
similar to that described for interference microscopy.
The effect is stronger for higher numerical aperture.
As a reflector is scanned through focus the intensity
goes through a maximum. By locating the position of
the maximum, the local surface height can be
obtained. In a similar way, in a confocal transmission
system, introduction of an object with some optical
thickness has the effect of altering the axial position
of the confocal pinhole, with a resultant drop in
intensity. This effect can be used to image the optical
thickness of the sample.

Coherence domain methods rely on the finite
coherence length of the light. In an interferometer,
this results in an envelope that multiplies that arising
from the nonzero relative condenser aperture.
Measurement of the peak of the envelope allows
local surface height to be measured. Unlike the
confocal approach, the width of this coherence
envelope is independent of the numerical aperture
of the system.

In reflection, both the confocal and the coherence
domain methods have the advantage over direct
phase imaging techniques that they allow measure-
ment of surface height changes without errors caused
by the phase change on reflection from a conducting
medium.

See also

Interferometry: Phase Measurement Interferometry.
Microscopy: Interference Microscopy. Phase Control:
Phase Conjugation and Image Correction.
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Acousto-optics deals with the interaction of light
waves with sound waves and has given rise to a
large number of devices related to various laser
systems for display, information handling, optical
signal processing, and numerous other applications
requiring the spatial or temporal modulation of
coherent light. The basic principles and phenomena
controlling these interactions were largely under-
stood by the mid-1930s, but had little practical
significance because very high acoustic power levels
were required to attain good optical efficiency and
there were few good sources of well-collimated
monochromatic light. During the period from 1960
to the present, several key technologies were
developing rapidly, at the same time that many
applications of the laser were being suggested
which require high-speed, high-resolution scanning
methods. These new technologies gave rise to high-
efficiency, wideband acoustic transducers capable of
operation to several gigahertz, high-power wide-
band solid-state amplifiers to drive such transdu-
cers, and the development of a number of new,
synthetic acousto-optic crystals with low-drive-
power requirements and low acoustic losses at
high frequencies. This combination of properties
makes acousto-optics feasible for many systems,
and for several is the method of choice to satisfy

demanding requirements. This chapter will sum-
marize the basic features of acousto-optic inter-
actions and the operating principles of the most
common acousto-optic devices.

The Photo-Elastic Effect

The change induced in the refractive index of a
transparent material by the pressure change pro-
duced by an acoustic disturbance is the underlying
mechanism of all acousto-optic interactions. An
acoustic wave produces periodic regions of com-
pression and rarefaction in the material, which
modulates the density. The Lorentz–Lorenz
relation relates the refractive index to the density,
for the simplest case of an ideal gas

ðn2 2 1Þ

ðn2 þ 2Þ
/ r ½1�

where n is the refractive index and r is the density.
This relation is followed to a good approximation
for most simple solid materials as well. The
elastooptic coefficient is

r dn

dr
¼

ðn2 2 1Þ
�
ðn2 þ 2Þ

6n
¼ p ½2�

The fundamental quantity given by eqn [2], also
known as the photo-elastic constant p, is related to
the pressure applied by

p ¼
1

b

 
dn

dp

!
½3�

where P is the applied pressure and b is the
compressibility of the material. The photo-elastic
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constant of an ideal material with refractive index
of 1.5 is 0.59. The photo-elastic constants of a
wide variety of materials lie in the range from about
0.1 to 0.6.

The relation in eqn [3] follows from the usual
definition of the photo-elastic constant:

Dð1=1Þ ¼ Dð1=n2Þ ¼ pe ½4�

where 1 is the dielectric constant, 1 ¼ n2; and e is the
acoustic strain amplitude. The induced change in
refractive index, Dn, is

Dn ¼ 2n3pe ½5�

Strain amplitudes typically lie in the range of 1028 to
1025, with Dn in the range of about 1028 to 1025 (for
n ¼ 1:5). Devices based upon such a small change in
refractive index are capable of generating large effects
because these devices are configured in a way that can
produce large phase changes at optical wavelengths.

The more complete relation defining the photo-
elastic interaction is more complex than the simple
scalar eqn [5] in which the photoelastic constant is
independent of the directional properties of the
material. In fact, even for an isotropic material such
as glass, longitudinal acoustic waves and transverse
(shear) acoustic waves cause the photoelastic inter-
action to assume different parameters. A tensor
relation between the dielectric properties, the elastic
strain, and the photo-elastic coefficient describes the
interaction, particularly for anisotropic materials.
The tensor equation is

Dð1=n2Þ ¼
X
kl

pijkl ekl ¼ Dð1=1Þij ½6�

where ð1=1Þij is a component of the optical index
ellipsoid, ekl are the Cartesian strain components, and
pijkl are the components of the photo-elastic tensor.
The crystal symmetry of the photoelastic material
places limits on the possible configurations of
interaction geometry.

Diffraction by Acoustic Waves

For typical acousto-optic devices the acoustic wave
acts as a diffraction grating, made up of periodic
changes in optical phase, moving at sound velocity.
These features determine the properties of acousto-
optic diffraction. Using a quantum-based model,
the light and sound may be thought of as particles,
photons and phonons, undergoing collisions in which
energy and momentum are conserved. Either of these
descriptions may be used to obtain all the important

diffraction effects, but some are more easily under-
stood on the basis of one or the other. A description of
both is given here. Consider Figure 1 in which the light
wave, offrequencyv and wavelengthl; is incident into
the material with an acoustic wave of frequency f and
wavelength L: If the refractive index of the medium is
n þ Dn in the presence of the acoustic wave, the phase
of the optical wave will be changed by an amount

Df ¼ 2pðL=lÞDn ½7�

where L is the length of the interaction region. Some
typical values of Df can be obtained by assuming
L ¼ 2:5 cm and l ¼ 0:5 mm, with Dn reaching a peak
value of 1025. This yields a phase change of p rad,
which is, of course, quite large. It is large because L=l;
the number of optical wavelengths, is 50 000, so that
a very small Dn can still produce a sizable Df. If
the electric field incident on the delay line is
represented by

E ¼ E0 eivt ½8�

then the field of the phase-modulated emerging light
will be

E ¼ E0 eð ivtþDfÞ ¼ eivt e2p iðL=lÞsinðftÞ ½9�

where f is the acoustic frequency.
A detailed derivation of the resulting temporal and

spatial distribution of the light field is mathematically
complex, but, analogy with radio-wave modulation
can be used to arrive at the resultant fields. The
spectrum of a phase-modulated carrier of frequency v

consists of components separated by multiples of the
modulation frequency f, as shown in Figure 2.
Sidebands are produced about the carrier frequency,
such that the frequency of the mth sideband is

light wave, w

n – ∆n

n + ∆n

rarefaction

compression

acoustic wave, f

Transducer

RF signal

diffracted
wave

L

Λ /2

Figure 1 Interaction of light waves with acoustic waves.
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vþ mf ; where m may be positive or negative. The
amplitude of each of the sidebands is proportional to
the Bessel function of order equal to the sideband
number, and whose argument is the modulation index
Df. The odd-numbered negative orders are 1808 out
of phase with the even-numbered ones, a feature that
may be useful for certain signal processing appli-
cations. The light emerging from the delay line is
composed of a number of light waves whose
frequencies have been shifted by mf from the
frequency v of the incident light. The relative
amplitudes will be determined by the peak change
in the refractive index. The two extremes of the
diffraction process are simplified in the ‘thin grating’
and the ‘thick grating’ models. The ratio of the
interaction length, L, to the acoustic wavelength, L,
will determine the character of the diffraction
process. The plane wave approximation in which
the acoustic energy propagates as a plane wave is
valid when this ratio is very large. However, when this
ratio is small, the acoustic propagation can be
described in terms of a sum of plane waves, the
angular spectrum of which increases as the ratio
decreases. In this phenomenological model the partial
wave which is propagating at an angle l=L to the
forward direction may diffract the light second time
into an angle 2u ¼ 2l=L; and the frequency of this
light will once again be up-shifted, for a total
frequency shift of 2f : If the spectrum of acoustic
waves contains sufficient power of still higher orders,
then this rediffraction process can be repeated, so that
light will be multiply diffracted m times into higher-
order angles, mu ¼ ml=L each with a frequency shift
mf : A similar argument holds for the negative orders,
so that a complete set of diffracted light beams will
appear as shown in Figure 3, where the deflection
angle corresponding to the mth order is given by
sin um ¼ ml=L and the frequency of the light

deflected into the mth order is vm ¼ vþ mf : The
intensity of the carrier wave, or zero order, will be
zero when the modulation index Df is equal to 2.4.
The first order will be a maximum for Df ¼ 1:8;
corresponding to the maximum of the first-order
Bessel function B1; and decreasing for larger modu-
lation indices. These phenomena were described by
Debye and Sears and so are often referred to as
Debye–Sears diffraction. An extensive theoretical
analysis of the effect was given by Raman and Nath
and is alternatively referred to as Raman–Nath
diffraction. As the interaction length is increased
the Raman–Nath diffraction gradually weakens.
The weakening begins around an interaction length
L , L2=4l: This value of L is expressed in the
Q parameter

Q ¼ 4Ll=L2 ½10�

which is known as the Raman–Nath parameter.
A different regime of diffraction takes effect for values
of the interaction length Q q 1:

The phenomena in this regime can be more easily
understood in terms of the quantum description of
the light and sound waves as collisions between
photons and phonons. In this model, the dynamics
of the collisions of the light and sound are governed
by the laws of conservation of energy and momen-
tum. The momentum vectors magnitudes of the light
and sound, k and K; are given by the well-known
expressions

jkj ¼ 2pn=l and jKj ¼ 2p=L ½11�

where the acoustic wavelength, L, is related to the
acoustic velocity, V, by L ¼ V=f :

Conservation of momentum is expressed by the
vector relation

ki þ K ¼ kd ½12�
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Figure 2 Spectrum of a phase-modulated wave of carrier

frequency v0; and modulation index Df.
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Figure 3 Diffraction of light in the Raman–Nath limit.

MODULATORS / Acousto-Optics 113



the diagram for which is shown in Figure 3, where ki;

and kd represent the momentum of the incident
photon and the diffracted photon, respectively. In this
notation

ki ¼ 2pni=l; ½13a�

and

kd ¼ 2pnd=l ½13b�

If the material is anisotropic (birefringent), ni and nd

may be different.
Conservation of energy requires that

hvd ¼ hvi þ hf ½14�

in which h is Planck’s constant. Since vi lies in the
optical frequency range, ,1013 Hz, and f lies in the
RF or microwave range, 106–109 Hz, then vd , vi.
This results, for isotropic materials, in the magnitudes
of ki and kd being equal and resulting in the isosceles
momentum triangle of Figure 4. The angles of
incidence and diffraction (with respect to the planar
acoustic wavefronts), called the Bragg angles, are
equal for this case, and are

uB ¼ ð1=2Þl=L ½15�

A schematic diagram for this process is shown in
Figure 5. The interaction will be large only if the
light is well-collimated, and incident at this angle.
Unlike the Debye–Sears regime, there is only a single
diffracted beam. The energy of the phonon may either
be added to that of the incident photon, increasing its
frequency to vd ¼ vi þ f ; or the reverse, resulting in
vd ¼ vi 2 f : The sense of the momentum vectors
determines which of these occurs. The Debye–Sears

effect and Bragg diffraction are not different phenom-
ena, but are the limits of the same mechanism. The
Raman–Nath parameter Q determines which is
the appropriate limit for a given set of values l; L;

and L:

Anisotropic Bragg Diffraction

In optically anisotropic materials, acousto-optic
Bragg diffraction can occur between an ordinary
and extraordinary optical beam, and vice versa. This
is generally referred to as birefringent diffraction, and
it offers additional design capabilities compared to
the isotropic case, such as enhancing the angular
aperture, and extending the aperture–bandwidth
product.

The theory of diffraction of light so far described
has assumed that the optical medium is isotropic.
A number of important acousto-optic devices make
use of the properties of birefringent materials. It is
different from diffraction in isotropic media in that
the magnitude of the momentum vector of the light
will in general be different for different light
polarization directions. Thus, the vector diagram
representing conservation of momentum will no
longer be the simple isosceles triangle of Figure 4.
The momentum vector for ordinary polarized light
will, in general, be different from the momentum
vector for light that is extraordinary polarized. To
understand the effect of anisotropy on diffraction,
it is necessary to mention another phenomenon
which occurs when light interacts with shear
acoustic waves, i.e., waves in which the displace-
ment of matter is perpendicular to the direction of
propagation of the acoustic wave. A shear acoustic
wave may cause the direction of polarization of
the diffracted light to be rotated by 908. The
underlying reason for this is that the shear

kd

ki

qB

qB

K

Figure 4 Momentum diagram for diffraction of light.

incident light beam
diffracted light beam

qB qB

acoustic wave, f
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Figure 5 Acousto-optic diffraction cell.
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disturbance induces a birefringence which causes
the plane of polarization to be rotated. The
acousto-optic tunable filter (AOTF) is a particularly
interesting birefringent device. It was first devel-
oped for the case of collinear optical and acoustic
beams, and was used for wavelength selection in a
dye laser.

Diffraction Efficiency

The acoustic power required to diffract light will be
determined by the geometric parameters as well as
by the properties of the medium. A simplified
calculation leads to results that are useful.
Referring to the spectrum of a phase-modulated
wave shown in Figure 2, we can see that the ratio
of the intensity in the first order to that in the zero
order is

I1=I0 ¼ B1ðDfÞ=B0ðDfÞ
� �2

½16�

By analogy this same result comes about for acousto-
optically diffracted light. The acoustic power flow is
given by

Pa ¼
1

2
cVe2 ½17�

where c is the elastic stiffness constant. The elastic
stiffness constant is related to the bulk modulus b,
the density r; and acoustic velocity v through the
expression

c ¼
1

b
¼ rV2 ½18�

and the acoustic power density is

Pa ¼
1

2
rV3e2 ½19�

The optical phase modulation of the medium result-
ing from the change in refractive index, Dn, is

Df ¼ 2p ðL=lÞDn ½20�

Using eqn [5] for Dn, the phase modulation is related
to the acoustic power density by

Df ¼ 2pðL=lÞ n3p ð2Pa=rV3Þ1=2 ½21�

The diffraction efficiency can now be calculated by
using this value for the optical phase change in
eqn [16]. The first- and second-order Bessel func-
tions can be approximated for small modulation

index by

B0ðDfÞ , cosðDfÞ , 1 2 ðDfÞ2; and

B1ðDfÞ , sinðDfÞ , Df
½22�

The small signal approximation to the diffraction
efficiency is then

I1=I0 , ðDfÞ2 ¼ p 2L2
=2l2

� �
n6p2

=rV3
� �

Pa ½23�

The expression n6p2=rV3 is known as the figure of
merit of the material, and is designated as M2; it is
comprised entirely of intrinsic material properties.

Acousto-optic Materials

Acousto-optic device technology has matured to the
point that performance is chiefly limited by material
parameters, particularly the figure of merit and
acoustic attenuation. Nature has arranged that
materials with high figures of merit usually have
high attenuation and vice versa. The widely used
acousto-optic materials are fused quartz, tellurium
dioxide, and lithium niobate. Development work on
new infrared materials has been reported recently. A
list of commonly used acousto-optic materials is
given in Table 1. For materials with a low figure of
merit, a higher drive power can be used to obtain the
required efficiency.

Experience has indicated that the upper limit for
very small devices (active area ,0.1 mm2) is a drive
power density of 100–500 mW/mm2, provided there
is proper heat sinking to transfer the heat energy.
For larger devices, sizes greater than ,1 cm2, the
limit is closer to a few W/cm2. At the high drive power
levels, the acoustic attenuation may cause significant
optical distortion.

AO Devices

Resolution, bandwidth, and speed are the important
characteristics of acousto-optic scanners, shared by
all types of scanning devices. Depending upon the
application, only one, or all, of these characteristics
may have to be optimized. Consider the acousto-optic
scanner in Figure 6 with a collimated incident beam
of width D, diffracted to an angle uB at its RF
bandcenter, and whose bandwidth is Df. If the
diffracted beam is focused onto a plane by a lens, or
lens combination, at the scanner, the diffraction
spread of the optical beam will be

Dx ¼ FDf , F 2 l=D ½24�
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where F is the focal length of the lens. The light
intensity will be distributed in the focal plane with a
sinc2 distribution by aperture diffraction. The number
of resolvable spots, N, will be the angular scan range
divided by the angular diffraction spread,

N ¼
Du

Df
½25�

where Du is the range of the angular scan.
Differentiating the Bragg angle formula yields

Du ¼ ðl=V cos u0ÞDf ½26�

and

N ¼ Df ðD=V cos u0Þ ¼ Dft ½27�

where u0 is the Bragg angle at band center, and t is
the time that it takes the acoustic wave to cross
the optical aperture. The resulting expression is the
time–bandwidth product of the acousto-optic
scanner, a concept applied to a variety of electronic
devices as a measure of information handling
capacity. The time–bandwidth product of an
acousto-optic Bragg cell is equivalent to the
number of bits of information which may be
instantaneously processed by the system. In order
to maximize the number of resolution elements, it
is desirable to have as large a bandwidth as
possible (i.e., large frequency range) and also as

large an aperture delay time as possible. There are
two factors limiting the bandwidth of an acousto-
optic device: the bandwidth of the transducer
structure (discussed later), and acoustic absorption
in the delay medium. The acoustic absorption
increases with increasing frequency; for high-purity
single crystals the increase generally goes with the
square of the frequency. For glassy materials, on
the other hand, the attenuation will increase more
slowly with frequency, often approaching a linear
function. The maximum frequency is generally
taken as that for which the attenuation of the
acoustic wave across the optical aperture is equal to

Table 1 Selected acousto-optic materials

Material Transmission range

(mm) mission

Acoustic mode &

propagation direction

v

(cm/s £ 105)

Acoustic attenuation

(dB/cm GHz2)c
n M2

(s3/g £ 10218)

Visible–near-infrared (VIS-NIR)

LiNb03 0.04–4.5 L[100]a 6.57 0.15 2.20 7.0

S[001]b 3.59 2.6 2.29 2.92

TiO2, 0.45–6 L[001] 10.3 0.55 2.58 1.52

a-SiO2; 0.12–4.5 L[001] 6.32 2.1 1.54 1.48

L[100] 5.72 3.0 1.55 2.38

TeO2. 0.35–5 L[001] 4.20 15 2.26 34.5

S[110] 0.616 90 2.26 793

Far IR

Ge 2–20 L[111] 5.50 30 4.00 840

T13AsS4 (TAS) 0.6–12 L[001] 2.5 29 2.63 510

GaAs 1–11 L[110] 5.15 30 3.37 104

ZnTe 0.55–20 L[110] 3.37 130 2.77 18

GaP 0.6–10 L[110] 6.32 60 3.31 30

T13PSe4 0.85–9 L[100] 2.0 150 2.9 2069

Te 5–20 L[100] 2.2 60 4.8 4400

CdS 0.5–11 L[100] 4.17 90 2.44 12

GaP 0.6–10 L[110] 6.32 60 3.31 30

ZnS 0.4–12 L[001] 5.82 27 2.35 3.4

S[001] 2.63 130 2.35 8.4

aLongitudinal acoustic waves propagating along the [100] crystallographic direction.
bShear acoustic waves propagating along the [001] crystallographic direction.
cAttenuation constant at 1 GHz; the frequency dependence of the attenuation for most crystals is quadratic.
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Figure 6 Acousto-optic scanner.
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3 dB. A reasonable approximation of the maximum
attainable bandwidth is

Df ¼ 0:7fmax ½28�

Birefringent Scanners

The birefringent scanner is a significant use for
anisotropic Bragg diffraction. There are a number of
advantages with the birefringent scanner over the
anisotropic scanner, such as a larger angular scan
range along with lower frequencies. There are also
disadvantages, such as lower speed due to generally
lower shear wave velocities, and the particular
application will dictate whether an isotropic or
birefringent scanner is better. Scanners represent a
fairly important aspect of acousto-optic devices due
to the widespread commercial use of laser
beam deflectors for displays and laser printers. For
applications where the required speed is beyond that
of mechanical scanners, the acousto-optic scanner
is an ideal candidate. However, unlike mirrors,
acousto-optic deflectors are wavelength sensitive, and
can only be used with single-wavelength laser beams.

The birefringent scanner can be described with the
wavevector diagram, as shown in Figure 7 for a
positive uniaxial crystal where the extraordinary
index of refraction is larger than the ordinary. The
acoustic wavevector is tangent to the diffracted
surface, which produces the largest scan angle for a
given acoustic bandwidth. This is also the degenerate
case, where only a single diffracted beam results,
whereas two beams at two different acoustic
frequencies will generally result from arbitrary input
and acoustic propagation directions. The azimuthal

acceptance angles (angles normal to the plane of
incidence) of the acoustic and optical wavevectors
can be different, although propagation and polariz-
ation directions must be selected that will produce
high efficiency.

For the positive uniaxial case, the acoustic and
diffracted wavevectors will be perpendicular at the
design point, which allows the center frequency to be
calculated from geometry as

f0 ¼ ðV=lÞðn2
i 2 n2

0Þ
1=2 ½29�

where ni is the index of refraction at the incidence
angle. Due to the typically low velocity of shear waves,
this frequency can be much lower than an isotropic
scanner, and the incidence angle can also be chosen to
adjust the frequency. It is also possible to use the
optical activity of certain materials such as TeO2,
along with circularly polarized light to further reduce
the acoustic frequency. It is important to maintain as
low a frequency as possible due to acoustic attenu-
ation, which is especially high with the soft materials
typically used for birefringent applications.

The bandwidth over which the scanner can
efficiently operate is fairly large due to having the
acoustic and diffracted wavevectors perpendicular,
and is approximately Df ¼ 2f0; assuming an octave of
bandwidth for the isotropic scanner. This will
produce a larger scan angle than an isotropic scanner,
and more spots of resolution. The number of
resolution spots is determined through diffraction
by the aperture size and diffraction, along with the
scan angle. Since a larger aperture requires a longer
time for the acoustic waves to propagate across the
aperture, the response time t to access the scanner
will increase, and the product of t and f is related to
the number of spots by eqn [27]. The advantage of the
birefringent scanner is that it can operate at a lower
frequency f0 with better performance. However, since
other factors such as acoustic attenuation are
important in designing a scanner, for some appli-
cations it might be better to operate an isotropic
scanner at a higher frequency.

AOTFs

With anisotropic Bragg diffraction, the magnitude of
the diffracted wavevector kd will differ from the
incident wavevector ki, which cannot occur for the
isotropic case. This is illustrated in Figure 8 for an
AOTF utilizing a negative uniaxial crystal where an
extraordinary input wave propagating at an incident
angle ui relative to the crystal axis is diffracted into an
ordinary output wave at an angle ud. This occurs
through an acoustic wave propagating at an angle ua

Optic axis

ki

kd

K

2pne /l0
2pn0 /l0

qd

q i

Figure 7 Wavevector diagram for birefringent scanner using a

positive uniaxial crystal.
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with wavevector Ka, where all the wavevectors lie in a
plane through the optic axis of the crystal. This
diagram is identical to the index ellipsoid for the
crystal, scaled by 2p=l; where l is the vacuum
wavelength. The acoustic wavevector is shown as
adding to the incident wavevector, which increases the
frequency of the optical wave by the acoustic
frequency. It can also be represented in the reverse
direction,whichwouldreduce theoptical frequencyby
the same amount.

An AOTF spectrally filters the optical input, and
maintains its spectral purity over a large angular
aperture. These conditions are maximized when the
power flow or ray directions of the input and output
beams are collinear. This produces a parallel-tangents
condition, where lines drawn tangent to the
wavevector surfaces and connecting the input and
diffracted wavevectors are parallel. For beams at 908
to the optical axis, it is referred to as the collinear
case, whereas all other parallel-tangents conditions
are noncollinear. The diffracted beam is rotated by
908 during anisotropic Bragg interaction, so that
crossed polarizers can be used to separate the input
and diffracted beams. For the collinear case polariz-
ation separation must be used, whereas angular
separation can also be used for the noncollinear case.

The AOTF design equations can be derived
from the geometrical conditions imposed by the
wavevector matching condition

kd ¼ ki þ K ½30�

along with decomposing the acoustic wave into its
Fourier components which result from the finite
interaction length produced by the transducer. These
components allow for phase matching over a range of
input angles, and they also allow for a spectral spread
of the interaction. The full width half maximum
(FWHM) resolution is given by

Dl ¼
1:8l2

bL sin 2ui

½31�

where l is the vacuum wavelength, b is the dispersion
term (essentially 2pDn; where the birefringence Dn is
the difference between the ordinary index n0 and
extraordinary index ne of refraction), L is the
interaction length of the input beam defined geome-
trically by the acoustic beam, and ui refers to the angle
of the central or cardinal ray of the input beam, and
the AOTF is designed around this angle. It is therefore
a sensitive function of the incidence design angle,
with the highest resolution occurring for the collinear
case. The resolution is also narrower for larger
birefringence.

The geometry of a noncollinear AOTF is shown
schematically in Figure 9. The acoustic waves
propagate in the correct direction and are generated
by a transducer of length Lt, which is related
geometrically to the interaction length. These waves
are generally absorbed at the other side of the AOTF
to prevent interfering reflections, and the sides may
also be wedged to eliminate reflections into the
interaction region. The optical beam enters the
AOTF at the correct angle to the crystal optic axis,
and either diffracts or passes through as the zero
order. The input beam will have an angular spread,
producing an acceptance angle that is a function of
the interaction length, wavelength, and crystal
parameters, and the external solid angular aperture

2pne/l0

2pn0/l0

Optic axis

ki

kd

K

qd

qa

qi

Figure 8 Wavevector diagram for an AOTF using a negative

uniaxial crystal.

Optic axis

Absorber

Diffracted

Zero order

Transducer
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Figure 9 Noncollinear AOTF orientation of optical and acoustic

beams.
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is roughly given by

DV ¼
pn2l

DnL
½32�

where n refers to the diffracted beam index of
refraction, which can be either n0 or ne depending
upon the design. The resolution and solid angle are
therefore related through the transducer length, and
the product of the resolving power times the solid
angle is given by

ðl=DlÞðDVÞ ¼ 2pn2 sin2ui

�
lFuFwl

1=2
½33�

where

Fu ¼ 2 cos2ui 2 sin2ui ½34a�

Fw ¼ 2 cos2ui þ sin2ui ½34b�

are form factors for the polar and azimuthal
components of the optical field. Since all the
wavectors lie in a plane containing the optic axis,
the azimuthal components of the incident, diffracted,
and acoustic wavevectors must always be identical
under the parallel-tangents condition.

The product (l/Dl)(DV) forms a figure of merit for
spectrometers, and for the collinear case, the product
is identical to a Fabry–Perot etalon having an index
of n, and at other angles it is more complicated due to
the angular dependence. The angular field is also
symmetrical for the collinear AOTF, but nowhere else
other than along the optic axis, where the resolving
power becomes zero.

The great advantage of the AOTF designed under
the parallel-tangents condition is the large angular
aperture compared to the general case. Under this
condition, the dependence of the angular aperture on
resolving power is second order rather than first
order, and the angular aperture can be tens of degrees
for a typical resolution, which is useful for imaging
applications. At the special angle of 54.78, the second-
order dependence is also zero, and the aperture can be
extremely large relative to the resolving power,
although this requires a high-resolution device with
a corresponding narrow field, since the condition
would soon be violated at larger field angles.

The efficiency of the AOTF under phase matching
is given by

h ¼ sin2½p2M2PaL
2�ð2l2Þ�1=2 ½35�

which depends on ui and various material properties.
Since the interaction is anisotropic, M2 must be taken
as a tensor quantity, in which both the polarization
and propagation directions of the acoustic and optical

waves must be accounted for. For acoustic waves, the
polarization direction is the particle motion, which is
perpendicular to the propagation direction for shear
waves. In general, M2 is much larger for a specific
configuration of a particular material, and AOTFs are
designed around this condition. The range of useful
design angles is also usually limited since M2 is
generally a sensitive function of ui. The angular
dependence on M2 is important in designing an
efficient device since it can be near zero at specific
design angles for some materials, such as with TeO2

for the collinear case.
The AOTF must be designed to optimize perform-

ance. The resolution is generally given as a system
requirement, and the design angle along with the
transducer length must be adjusted to optimize
the throughput, or total optical power through the
AOTF. This requires maximizing the efficiency,
angular aperture, and aperture dimension. The
maximum crystal size that can be grown ultimately
limits these parameters, both in the interaction length
and in the aperture size.

AOTFs have been used for a wide range of spectral
filtering applications for spectroscopy and laser
applications. Both collinear and noncollinear devices
have electronically tuned a variety of lasers, including
dye, semiconductor, and Ti:sapphire lasers. The
AOTF is placed within the laser cavity, which requires
high transmission on the laser line, with enough
resolution to separate nearby laser transitions.
A related application is the multiplexing of optical
communications systems, where the AOTF is used to
separate the various laser diode wavelengths. Perhaps
the most widely used application is spectroscopy, and
single-point detection systems have been used for a
variety of biological and chemical applications in the
visible and infrared. These techniques have been
extended to spectral imaging, again in the visible and
the infrared. Due to a variety of AOTF aberrations
the image quality will be somewhat degraded.
Since the AOTF is electronically tunable, it can be
rapidly modulated both in amplitude and wave-
length, which allows for modulation spectroscopy to
detect small signals in a large background. By
applying multiple frequencies, the AOTF has also
been used as a rejection filter, in which all wave-
lengths other than that selected are allowed to pass.

Modulators

Acousto-optic modulators are used to vary and
control laser beam intensity. A Bragg configuration
gives a single first-order output beam, where intensity
is directly linked to the power of RF control signal.
The rise time of the modulator is the time required for
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the acoustic wave to traverse the laser beam. For
minimum rise time the laser beam will be focused
down, forming a beam waist as it passes through the
modulator.

A Bragg configuration gives a single first-order
output beam, the intensity of which is controlled by
the RF signal power, and diffaction angle controlled
by the drive frequency. Two deflectors can be used in
series and at right angles to each other to give full
two-dimensional scanning.

One requirement in the design of acousto-optic
modulators is that the diffracted beam and undif-
fracted beam must be well separated. For an adequate
extinction ratio, the Bragg angle should be at least as
large as the divergence of the optical beam. This
condition puts a minimum value on the center
frequency. Equating the Bragg angle

uB ¼
lf0

2nV
½36�

and the diffraction angle of the Gaussian beam

du0 ¼
4l

pðndÞ
½37�

where d is the beam diameter at the minimum, it
follows that the lower limit of the acoustic frequency
is given by

f0 ¼
8

pt
½38�

We may combine these expressions to determine a
limit of modulator bandwidth of acousto-optic
modulators, with the result

Df ,
1

4
fm ½39�

i.e., the modulation bandwidth is approximately
equal to 25% of the midband acoustic frequency,
fm. In view of the present status of transducer
technology, the modulation bandwidth of acousto-
optic modulators is limited to several hundred MHz.

A frequency shifter uses the shift inherent in the
acousto-optic interaction to up- or down-shift a
laser’s frequency. Two kinds of shifters can be
distinguished: the fixed frequency shifter, and the
variable frequency shifter. The frequency shift is equal

to the signal frequency applied to the transducer.
Various device configurations can be used to shift the
laser beam, such as multiple travels inside the shifter to
double or triple the frequency shift, or a combination
of two frequency shifters in series. Acousto-optic
frequency shifters can be used, for example, in optical
heterodyning and interferometry, or in laser Doppler
velocimetry for particle velocity analysis.

Q-Switches

A Q-switch is a special modulator which introduces
high repetition rate losses inside a laser cavity
(typically 1 to 100 KHz). They are designed for
minimum insertion loss and to be able to withstand
very high laser powers. In normal use an RF signal is
applied to diffract a portion of the laser cavity flux out
of the cavity. This increases the cavity losses and
prevents oscillation. When the RF signal is switched
off, the cavity losses decrease rapidly and an intense
laser pulse evolves. A diagram of a typical acousto-
optic Q-switched laser cavity is shown in Figure 10.
Q-switches are the preferred method of intracavity
modulation where high speed, high stability, and
modest cost are important design factors.

List of Units and Nomenclature

b dispersion constant –
c elastic stiffness dynes cm22

D;d optical beam diameters cm
e elastic strain –
f acoustic frequency hertz
F optical focal length cm
Ff;Fu angular form factors –
k optical momentum

wavevector
cm21

K acoustic momentum
wavevector

cm21

M2 acousto-optic figure of merit sec3 gram21

n refractive index
p photo-elastic constant –
P pressure dynes cm22

Pa acoustic power watts cm22

V acoustic velocity cm sec21

b compressibility cm2 dyne21

h diffraction efficiency –
1 dielectric constant –
v optical frequency hertz
V solid angle steradians
r density grams cm23

u Bragg angles radians
t acoustic wave travel time sec

laser
medium

diffracted
beam

beam: signal off

mirror mirror
Acousto-optic
modulator

acoustic
drive

Figure 10 An acousto-optic Q-switch in a laser cavity.
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See also

Modulators: Acousto-Optics. Optical Amplifiers:
Raman, Brillouin and Parametric Amplifiers. Scattering:
Raman Scattering. Spectroscopy: Raman Spectroscopy.
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The electro-optic (EO) effect can be described as any
one of a number of phenomena that occur when an
electromagnetic wave in the optical spectrum
(e.g., characterized by wavelengths in the range 200
to 2000 nm) interacts with an electric field, or with
matter under the influence of an electric field. Two of
the most important electro-optic phenomena are the
Kerr effect (discovered by John Kerr in 1875) and the
Pockels effect (discovered by Friedrich Pockels in
1893), in which birefringence is induced or modified
in a liquid (the Kerr effect) or a solid (the Pockels
effect). Birefringence is the difference in refractive
indices for light of orthogonal line polarizations, one
of which is parallel to the induced optical axis. The
Kerr effect involves creation of birefringence in a
liquid that is otherwise not birefringent. The degree of
birefringence is quadratically proportional to the
applied electric field strength. Hence, the Kerr effect is
frequently referred to as the quadratic electro-optic
effect while the Pockels effect involves a linear
dependence on the applied electric field and is
referred to as the linear electro-optic effect. In
considering practical applications of the electro-
optic effect, a commonly encountered term is that of
‘electro-optic modulator’, which can be described as a
device wherein a signal control element is used to
modulate a beam of light. The control element is
typically an electric field with frequency components
in the zero (DC) to hundreds of gigahertz

ð1 GHz ¼ 109 HzÞ range (or even tens of terahertz
ð1 THz ¼ 1012 HzÞ: The modulation may be imposed
on the phase, frequency, amplitude, or direction of
the modulated optical beam.

Electro-optic effects are one class of second-order
nonlinear optical phenomena. Other important
second-order nonlinear optical phenomena include
sum (e.g., second-harmonic) and difference frequency
generation. Such phenomena derive from the second-
order term in the power series expansion of macro-
scopic (material) polarization, P, in terms of applied
electric fields:

Pi ¼ x
ð1Þ
ij Ej þ x

ð2Þ
ijk EjEk þ x

ð3Þ
ijklEjEkEl þ · · · ½1�

where x
ð1Þ
ij ; x

ð2Þ
ijk ; and x

ð3Þ
ijkl are the linear, second-, and

third-order optical susceptibilities, respectively.
Second-harmonic generation (SHG) or frequency
doubling ð2vÞ effects, where a beam at twice the
frequency of the input beam is generated, can be seen
by substituting a sinusoidal field, Ev cosðvt 2 kzÞ; for
Ej and Ek: After using a well-known trigonometric
identity, the equation for macroscopic polarization
becomes (through second-order and dropping the
subscript i):

P ¼ xð1ÞEv cosðvt 2 kzÞ þ ð1=2Þxð2ÞE2
v

� ½1 þ cosð2vt 2 2kzÞ� þ · · · ½2�

The electro-optic effect can be appreciated by
considering interaction of the medium with an optical
field Ev cosðvt 2 kzÞ and a low-frequency field E0:

Note that although we have used the symbol zero to
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denote the frequency of the low-frequency electrical
field, actual frequencies can extend to hundreds of
gigahertz or even tens of terahertz. Again substituting
(and now keeping terms to third order), the equation
for polarization can be written as:

P¼xð1ÞEv cosðvt2kzÞþ2xð2ÞE0Ev cosðvt2kzÞ

þ3xð3ÞE2
0Ev cosðvt2kzÞþð3=4Þxð3ÞE3

v cosðvt2kzÞ

¼xeffEv cosðvt2kzÞ ½3�

The equation for the nonlinear index of refraction, n;
can be expressed as

n2 ¼1þ4pxeff

¼1þ4p
�
xð1Þ þ2xð2ÞE0þ3xð3ÞE2

0þð3=4Þxð3ÞE2
v

�
½4�

Denoting the linear index of refraction as n0; the
above equation can be rewritten as

n22n2
0 ¼8pxð2ÞE0þ12pxð3ÞE2

0þ3pxð3ÞE2
v ½5�

which in turn leads to

n¼n0þð4p=n0Þx
ð2ÞE0þð6p=n0Þx

ð3ÞE2
0

þð3p=2n0Þx
ð3ÞE2

v ½6�

The definition of light intensity in cgs units is
E2
v¼ð8p=cn0ÞIðvÞ; which when substituted into the

above equation gives

n¼n0þð4p=n0Þx
ð2ÞE0þð6p=n0Þx

ð3ÞE2
0

þð12p=cn2
0Þx

ð3ÞIðvÞ ½7�

The index of refraction can now be written as

nðvÞ¼n0ðvÞþn1ðvÞE0þn2ð0ÞE
2
0þn3ðvÞIðvÞ ½8�

where the terms n1ðvÞ; n2ð0Þ; n3ðvÞ correspond to the
linear electro-optic effect, the quadratic electro-optic
effect, and the optical Kerr effect, respectively.
The above equation can also be expressed as

n¼n02 ð1=2Þn3rE02 ð1=2Þn3sE2
02 ··· ½9�

where r and s are the linear and quadratic electro-
optic coefficients, respectively.

Unfortunately, a great deal of confusion exists
concerning the use of the terms electro-optic effect
and electro-optic modulator. First of all, the terms
‘electro-optic’ and ‘opto-electronic’ are frequently
confused and used interchangeably. Opto-electronic

devices function as electrical-to-optical or optical-to-
electrical signal transducers. Examples of commonly
used opto-electronic devices include light-emitting
diodes (LEDs), photodiodes (PDs), injection laser
diodes (ILDs), and integrated optical circuit (IOC)
elements. An electro-optic device can also function as
an electrical-to-optical signal transducer (e.g., a
Mach–Zehnder interferometer or a birefringent
modulator employing polarizers at the input and the
output); however, the mode of operation is entirely
different for electro-optic and opto-electronic devices.
For example, with LEDs or modulated lasers, the
applied electric field produces modulation of trans-
mission of light by altering the excited state popu-
lation of the light emitting (lasing) state of the
material. With electro-optic materials, no actual
excited state population is generated. Electro-optic
devices typically operate in regions of the optical
spectrum removed from resonant transitions,
i.e., regions of relatively high transparency.
The applied electric field acts only to perturb the
charge distribution of the material (the spatial
positions of the electrons and nuclei). The altered
charge distribution interacts with the optical beam
transmitting the material with the result that the
speed of light in the material (i.e., the index of
refraction or birefringence) is altered. The response
times of opto-electronic and electro-optic phenomena
(and hence bandwidths of devices exploiting these
phenomena) are quite different. In the former case,
response will be limited by the lifetime of the relevant
(emitting) excited state while in the latter case,
response will be defined by the relaxation time of
the material (e.g., reorientation time of a liquid or
lattice relaxation time of a solid) following removal
of the perturbing electric field.

An even greater confusion can arise due to the
jargon used in particular technologies, such as
telecommunications. A telecommunications engineer
frequently refers to ‘electro-optic switching’ when
describing opto-electronic transduction of an optical
signal to an electrical signal, followed by re-routing in
the electrical domain, and finally opto-electronic
transduction of the electrical signal back to the
optical domain. Electro-optic switching (in the sense
used in this article) involves quite a different operation
and would be described by that same telecommu-
nications engineer as ‘all-optical switching’ – a term
reserved by physicists for the optical Kerr effect
(control of one light beam by another light beam).

A second point of confusion involves distinguishing
between the terms ‘electro-optic’ and ‘electro-absorp-
tive’ modulation. Again, the terms are frequently used
interchangeably. However, they involve quite diffe-
rent physical mechanisms. An electro-absorptive
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modulator is, like a modulated laser or LED, a
‘resonant’ device. In a device such as a gallium
arsenide (GaAs) or indium phosphide (InP) quantum
dot electro-absorptive modulator, the position and
width of an optical absorption (resonant transition)
are defined by the physical dimensions of the
quantum dot. Application of an electric field shifts
the spectral wavelength of the quantum dot absorp-
tion. This phenomenon can be used to dramatically
change optical transmission through (or equivalently,
absorption by) the material by choosing the wave-
length of the propagating beam of light to be near the
resonant absorption. With the electric field off, the
material is reasonably transparent but becomes
strongly absorbing when the electric field is applied,
shifting the resonant absorption to the wavelength of
the propagating beam. Obviously, the voltage
required to achieve a desired change in optical
transmission will depend on control of quantum dot
dimensions in fabrication, which has been and
continues to be a topic of research focus for electro-
absorptive materials. Likewise, control of insertion
losses of such devices is a concern as the wavelength
used for the transmissive state of the device must be
sufficiently close to the optical resonance to achieve
the desired attenuation with application of a modest
control voltage. Another issue to be faced with
electro-absorptive devices is that of ‘chirp’ (optical
signal distortion arising from the fact that both
absorption and index of refraction – the imaginary
and real parts of the optical susceptibility – change
with application of the electric control field). On the
positive side, electro-absorptive modulators are
‘polarization-insensitive’ modulators and are thus
conveniently used with multimode (as well as single
mode) optical transmission.

Further confusion exists because widely different
types of materials can be used in electro-optic and
electro-absorptive devices. As these materials are
frequently competing for the same applications
(signal transduction, optical switching, etc.), the
advantages and disadvantages of different materials
are often compared without maintaining the con-
text that quite different phenomena are involved.
Even restricting our discussion to electro-optic
materials, we note that materials can range from
organic liquid crystalline materials (nematic, sme-
tic, ferroelectric, etc.) to organic electro-optic
materials (both crystalline and ‘macromolecular’)
to inorganic crystalline materials (lithium niobate,
LiNbO3; barium titanate, BaTiO3; barium borate,
BBO; potassium dihydrogen phosphate, KDP;
lithium tantalate, LiTaO3; zinc telluride, ZnTe,
etc.). The response times of these materials to
transient application of an applied electric field

will be quite different, reflecting the different
types of lattice motion involved. With liquid
crystalline materials, particularly nematic materials,
considerable molecular reorientation is involved
and due to the mass that must be moved, response
times are quite slow although the index change will
be relatively large. With use of liquid crystalline
materials, device bandwidths will typically be
limited to tens of megahertz (MHz) or less. In
contrast, conjugated p-electron organic materials
typically exhibit response times of tens to hundreds
of femtoseconds, which translates to potential
device bandwidths of tens of terahertz (actual
device bandwidths may be less due to factors
other than material response). For conjugated p-
electron organics, the response time is the phase
relaxation time of the p-electron system. Because
only a slight change in bond length alternation of
the conjugated p-electron system occurs with
application of an applied electric field and because
strong electron–phonon coupling and resonance
stabilization of the p-electron system act to reduce
the barrier to lattice relaxation, the response times
of p-electron organic materials are among the
fastest observed in nature. With crystalline inor-
ganic materials, the ionic constituents move to new
locations with application of an electric field with
the exact movement determined by the field
strength, the charge on the ions, and the restoring
force. Unequal restoring forces along the three
mutually orthogonal (perpendicular) axes of the
crystal lead to anisotropy in the optical properties
of the material. The applied electric field will
induce a change in the anisotropy (the principal
refractive indices). The symmetry of the electro-
optic tensor will be closely related to the symmetry
of the piezoelectric tensor. The linear electro-optic
effect requires that the crystal exhibit noncentro-
symmetric (acentric or ferroelectric) symmetry. A
centrosymmetric crystal possesses a center of
symmetry defined by identical particles existing in
the lattice at vectors r and 2r, where r is a
position vector measured from an arbitrary origin.
A centrosymmetric crystal, like an isotropic liquid
or gas, can exhibit a quadratic electro-optic effect.

For the sake of completeness, it can also be noted
that index of refraction changes can be induced by
acoustic waves (acousto-optic modulation) and by
heating (thermo-optic modulation). Also, elasto-optic
and photo-elastic effects can produce index of
refraction changes.

To keep this article to a manageable length,
discussion is limited to solid-state electro-
optic materials. Design principles being used to
produce new organic electro-optic materials will be
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illustrated. Since inorganic materials exist as crystals,
limited chemical modification of such materials
is possible, although processing techniques for
fabricating thin films of such crystalline materials
have been developed in a number of cases. For
organic macromolecular materials, development of
new materials is an on-going activity. Several
representative devices being fabricated, using elec-
tro-optic materials, will be discussed. Four of the
most commonly encountered types of EO devices
include: (i) stripline devices; (ii) prism, cascaded
prism, and superprism devices; (iii) resonated devices,
such as ring microresonator and photonic bandgap
devices, and (iv) waveplates. Of course, devices such
as stripline devices can be configured in a variety of
ways to produce polarization-sensitive and polariz-
ation-insensitive electrical-to-optical signal transdu-
cers, optical switches either using simple 1 £ 2 or
2 £ 2 switch architectures or multimode interference
(MMI) switches, optical gyroscopes, photonically
controlled phased array radar systems, spectrum
analyzers, optical digital signal processors, analog-
to-digital (A/D) and digital-to-analog (D/A) signal
converters, electromagnetic (radiofrequency to milli-
meter wave) signal generators, voltage sensors,
etc. Prism-type devices are typically used for
spatial light modulation or laser beam deflection.
Ring microresonator devices afford a rich array of
applications ranging from active wavelength division
multiplexing (WDM) to active optical interconnect
reconfiguration, to voltage-controlled wavelength
tuning of laser outputs.

Basic Relationships

The effect of the applied field is to deform the index of
refraction ellipsoid, which can be represented as
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The electro-optic tensor reduces considerably for
specific materials reflecting the symmetry of the
particular material. For inorganic crystalline
materials, the electro-optic tensor can be reasonably
complex (containing many nonzero elements). It is
also helpful to note that for crystalline inorganic
materials, the electric-field-induced change in crystal
shape leads to strain and the orientation of the
indicatrix is altered, leading to an additional
contribution to the change in index coefficients:

Dð1=n2Þi ¼
X
k

pikSk þ
X

j

rijEj ½13�

where Sk is a component of the strain and pik is the
elasto-optic tensor. At high frequencies, the inertia of
the crystal prevents macroscopic straining so that the
first term of the above equation vanishes. At low
frequencies, elasto-optic effects cannot be ignored.
Because the deformation leading to strain is generally
caused by the inverse piezoelectric effect, it is linearly
related to the applied electric field (the same
dependence as the linear electro-optic effect).
This can lead to a frequency dependence of the
‘effective’ electro-optic coefficient for crystalline
materials.

A brief comment on the photo-elastic effect (the
change in index coefficients produced directly by
applied stress) is warranted. This effect has the form:

Dð1=n2Þi ¼
X

l

pils1 ½14�

where sl are the components of the stress and pil are
the piezo-optical coefficients. Note that this effect is
independent of the applied electric field.

For axially symmetric ‘charge-transfer type’
organic chromophores prepared by deposition or
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electric field poling, only two unique tensor elements,
r33 and r13; survive:

~r ¼

0
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0 0 0

1
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The electro-optic effect for organic macromolecular
materials derives from molecules with conjugated
p-electrons confined within molecules (chromo-
phores). The electro-optic tensor elements can be
related to molecular first hyperpolarizability, b;

and the chromophore number density, N
(molecules/cm3), by

r33 ¼ 22Nf ð0Þbkcos3 ul
�
n0e4

r13 ¼ 2Nf ð0Þbksin2 u cos ul=n2
0on2

0e
½16�

The expressions in brackets are ‘order parameters’
describing the degree of noncentrosymmetric order.
kcos3 ul ¼ 1 corresponds to all ‘dipolar’ (charge
transfer type) molecules pointing in the same
direction (perfect noncentrosymmetric or ferroelec-
tric order) while kcos3 ul ¼ 0 corresponds to
complete disorder and no electro-optic effect. The
reason that three angles appear in the order
parameter is that an angle is required to represent
the principal symmetry axis for the chromophore,
the principal symmetry axis of the optical field,
and the principal symmetry axis of the electric
control field. Thus, averaging (denoted by brackets)
must be carried out over each of these three angles.
The tensor element r33 corresponds to the electric
control field applied along the principal axis of the
ordered chromophores and the principal axis of the
optical field vector, transverse magnetic (TM)
polarized light. The tensor element r13 corresponds
to the control electric field applied along the
principal axis of the optical field, transverse electric
(TE) polarized light, and orthogonal to the
principal chromophore axis. The notation r33 is
contracted notation for r333: The factor f ð0Þ takes
into account the dielectric nature of the medium
into which the chromophores (molecules with large
first hyperpolarizability) are embedded.

For organic electro-optic materials, elasto-optic
effects do not appear to make significant contri-
butions. Moreover, electro-optic activity can be
systematically improved by improving b and by

optimizing the product of chromophore number
density and order parameter. Due to the presence of
intermolecular electrostatic interactions, W; among
chromophores, order parameters and number density
are not independent, e.g., for materials that are
prepared by electric field poling the order parameter
relevant to the principal component of the electro-
optic tensor can be expressed approximately as

kcos3 ul ¼ L3

�
mf ð0ÞEp=kT

��
1 2 L1ðW=kTÞ2

�
½17�

where L3; and L1 are Langevin functions, m is the
chromophore dipole moment, Ep is the strength of the
electric poling field, k is the Boltzmann constant, and T
is the Kelvin poling temperature. W is a quadratic
function of chromophore number density, N:

The above equation indicates that a maximum will
be observed in the graph of r33 versus N:

Materials

With inorganic and organic crystalline materials, very
little can be done to optimize electro-optic activity
other than discovering new EO crystalline materials
or employing isotopic (e.g., deuterium for hydrogen)
or ion substitution with existing materials.

As with organic liquid crystalline materials, the
electro-optic activity of macromolecular organic
second-order nonlinear materials can be system-
atically improved by molecular modification.
As shown in Figure 1, quantum mechanical
calculations can provide useful guidance as to
which structural modifications will lead to
improvements in molecular (first) hyperpolarizabil-
ity and ultimately electro-optic activity. The mol-
ecular hyperpolarizability (long wavelength limit)
can be increased by a factor of two by simple
variation of the acceptor structure. The calculated
values of wavelengths for the interband charge
transfer transitions are 390 nm, 403 nm, and
430 nm. Since dipole moments do not change
significantly with structure, intermolecular electro-
static interactions should be similar for these three
chromophores and the improvement in b should
translate to an improvement in electro-optic
activity. This theoretical prediction has been
experimentally verified. This is just one example
of use of quantum mechanics to guide the
improvement of electro-optic activity for organic
materials. This figure also illustrates the typical
structure of an organic electro-optic chromophore,
which consists of an electron donor region (an
amine donor in the example shown), a connective
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conjugated p-electron bridge, and an electron
deficient electron acceptor region. The theoretically
predicted (by density functional theory, DFT,
calculations) variation of molecular first hyperpo-
larizability with molecular structure has been
verified for the structures shown. However, the
critical point is that electro-optic activity of organic
materials (currently exhibiting a maximum value of
182 pm/V at 1.3 microns wavelength) is likely to be
improved for some time to come. This value is to
be compared to a value of 32 pm/V for lithium
niobate. Another factor influencing the value of
macroscopic electro-optic activity realized for
electrically poled organic materials is the effect
of intermolecular electrostatic interactions on

optimization of Nkcos3 ul: Statistical mechanical
calculations can provide guidance as to how this is
achieved (see Figure 2 where the role of chromo-
phore shape is illustrated). Approximating the
chromophore shape by a rigid prolate ellipsoid
with embedded dipole moment yields nearly
quantitative reproduction of the experimental
data. If the p-electron structure (dipole moment)
is left unchanged but the shape of the chromophore
is altered to a spherical shape, a significant
improvement in electro-optic activity is predicted.
The shape effect arises because there are two
components to the electronic dipole–dipole inter-
molecular electrostatic potential function describing
the many body interaction of chromophores.
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Figure 2 Two theoretical (statistical mechanical) simulations of the variation of electro-optic activity with chromophore number density

are shown and compared with experimentally observed results for the CLD chromophore (structure shown) dissolved in an amorphous

polycarbonate host polymer.
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Figure 1 Density functional calculations (DFT) of molecular first hyperpolarizability (b) and dipole moment (m) for three chromophore

structures.

126 MODULATORS / Electro-Optics



One component favors centrosymmetric ordering
while the second component favors noncentrosym-
metric ordering. Their relative weighting in defin-
ing macroscopic order depends on chromophore
shape. Theoretical calculations have also shown
that embedding chromophores in nanoscopic
macromolecular objects (such as dendrimers and
dendronized polymers) can dramatically enhance
electro-optic activity. This type of engineering can
also be used to control auxiliary properties such as
optical loss and stability. The exceptional proces-
sability of organic electro-optic materials has
permitted conformal and flexible devices to be
fabricated and has permitted electro-optic circuitry
to be integrated vertically on top of semiconductor
VLSI (very large-scale integration) electronics.
Mach–Zehnder modulators, with 3 dB operational
bandwidths of 200 GHz, have been fabricated from
organic electro-optic materials as have Mach–
Zehnder devices with operational drive voltages
of less than one volt. The major advantage that
crystalline inorganic materials possess, relative to

macromolecular organic EO materials, is superior
thermal and photostability. A comparison of
lithium niobate and the best organic EO materials,
is given in Table 1. Cost is a significant factor if
electro-optic materials are to compete with modu-
lated lasers and other opto-electronic devices for
applications in communications, computing, trans-
portation, and defense. Currently, manufacturing
costs for both crystalline and macromolecular
materials are very high (several thousand
dollars per modulator). Recently, it has been
demonstrated that organic macromolecular
materials can be used with soft lithography
techniques to mass-produce electro-optic circuitry.
This could conceivably dramatically reduce manu-
facturing costs. Also, the fact that organic macro-
molecular materials can be directly integrated with
silicon photonics and VLSI semiconductor elec-
tronics, may influence future commercial utilization
of electro-optic materials, which is currently
dominated by lithium niobate.

Devices

Representative simple device structures are shown in
Figure 3. For a simple stripline phase (birefringence)
modulator (Figure 3, upper left), the phase retar-
dation produced by application of an electric field is
given by

Df ¼ 2pDnL=l ¼ pn3rEL=l ¼ pn3rVL=ld ½18�

where L is the electrode length (the distance over
which the electrical and optical fields co-propagate),

Table 1 Comparison of electro-optic performance for inorganic

and organic EO materials at 1.3 microns wavelength

Parameter LiNbO3 NLO polymer

Effective EO coefficient, reff; pm/V 32 182

Index of refraction (n) 2.2 1.6–1.7

Dielectric permittivity (1) 30 3

Material Figure of Merit, n3(reff)=1 10 270

Bandwidth £ length product, GHz cm 7 .100

VpL; V cm 5 1.5

Optical loss, dB/cm 0.2 0.2–1.0

Processing temperature (8C) 1000 ,200

Multiple layers possible No Yes

Optical phase modulator
Optical Mach–Zehnder
amplitude modulator

Optical amplitude modulator
with complementary outputs

Optical micro-resonator modulator

Vmod(t)Vmod(t)

Vmod(t)

Vmod(t)

E(t)=E0eif(V(t)) E(t)=E0sin(V(t)/Vp)

Figure 3 Schematic representation of simple electro-optic device structures are shown: Upper left (birefringent modulator), upper

right (Mach–Zehnder interferometer), lower left (1 £ 2 optical switch), lower right (ring microresonator).
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l is the optical wavelength, V ¼ E=d is the electric
field felt by the material, and d is the electrode
spacing. Electro-optic device performance is fre-
quently characterized by the voltage, Vp; required
to produce a phase shift of p radians. For a TM
polarized light propagating through a birefringent
modulator:

Vp ¼ ld
��

n3
0er33LG

�
½19�

where G characterizes the overlap of the optical and
electrical waves.

A simple Mach–Zehnder interferometer (electro-
to-optical signal transducer) is shown in the upper
right of Figure 3. When such a device is constructed
from electrically poled organic electro-optic chromo-
phores and a voltage is applied to one arm, a
retardation of light propagating in that arm will be
effected. This, in turn, will result in a change in the
constructive/destructive interference of the beams at
the output of the device. The consequence of applying
an electrical signal to one arm of a Mach–Zehnder
interferometer is that the applied voltage is trans-
duced onto the optical output beam as an amplitude
modulation of that beam. The voltage required to
achieve full wave modulation for an optical beam of
TM polarization is

Vp ¼ ld
��

n3
0er33LG

�
½20�

Amplitude modulation can also be achieved using a
birefringent modulator by placing polarizers at the
input and output of the device. If an input
polarizer is used to launch TM and TE modes,
the birefringent modulator functions to produce a
rotation of light, which is turned into an amplitude
modulation by inserting a polarizer at the output.
For such a device, Vp depends upon the difference
in r33 and r13: Note that for poled organic
chromophores, r33 < 3r13; ðVpÞBRM < 1:5ðVpÞMZM:

For the above devices, it is clear that Vp will
depend on the length over which the electrical and
optical fields co-propagate in phase. For low
electrical field frequencies, L will be the electrode
length. The electrode spacing d; that can be used,
will depend on the index of refraction difference
between the core (electro-optic material) and a
cladding material used to prevent the optical field
experiencing the metal electrodes (an event that
would dramatically increase propagation loss). For
poled organic macromolecular materials and stan-
dard commercial claddings, d is typically in the
order of 10 microns. Electrode lengths usually
range from 1 to 3 cm. Two factors limit bandwidth
in stripline devices: (i) velocity mismatch between
the electrical and optical waves (which relates to

the difference between n2
0 and 1; where 1 is the

dielectric permittivity of the material – see
Table 1); and (ii) microwave and millimeter wave
loss in the metal electrodes. For organic electro-
optic materials, the latter defines operational 3 dB
bandwidth of devices.

Optical routing switches (see Figure 3, lower left)
are more complicated to understand and typically
require somewhat larger Vp voltages to effect a
switching operation (e.g., ðVpÞsimple2£2crossbar <
1:7ðVpÞMZMÞ:

Two conditions must be satisfied for light to be
coupled into a ring microresonator device (see
Figure 3, lower right): (i) the circumference of the
ring must be a multiple of the wavelength of light,
and (ii) the velocity of light in the ring must equal
the velocity of light at the input. If a ring
microresonator is fabricated from an electro-optic
material, then an applied electrical voltage can be
used to control coupling of light into and out of
the ring microresonator. The same electrode struc-
ture, that is used to achieve voltage-controlled
wavelength selective filtering, can also be used to
transduce electrical information onto the optical
beam while it is in the ring resonator. The quality
ðQÞ factor of a ring microresonator defines both
the wavelength selectivity and the bandwidth of the
device. Ring microresonator devices also have the
advantage of permitting a long interaction length
to be achieved in a very compact device structure.
The dimensions (radii) of ring microresonator
structures are defined by bending loss and thus
by the difference between core and cladding
materials. Typical radii can range from hundreds
of nanometers to hundreds of microns. With ring
microresonators, a reduction in drive voltage
requirements can be achieved by trading off
bandwidth. Another price paid in the use of ring
microresonator device structures is that of bending
loss, which is not present in the other device
structure shown. Ring microresonators can be used
for active wavelength division multiplexing
(WDM), voltage-controlled optical signal routing,
and wavelength tuning of optical sources.

The interaction length of a prism optical beam
deflector can be increased by cascading prisms
together. For such a device structure, the angle of
deflection becomes

u ¼ n3
0r33ðV=dÞðL=hÞ ½21�

where h is the height of an individual prism and L is
the length of the prism array. For currently available
electro-optic materials only small deflection angles
(a few degrees or less) can be achieved with practical
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voltage levels. Superprism structures may permit
large deflection angles to be achieved but such
devices have yet to be demonstrated in a convincing
manner.

See also

Interferometry: Overview. Modulators: Acousto-Optics.
Optical Communication Systems: Wavelength Division
Multiplexing.
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Introduction

Since earliest times, light has been used for communi-
cation purposes. In order to convey information, a
physical variable of light, such as the optical intensity
or field amplitude, must be modulated to encode a
signal onto the optical carrier, and it must be
demodulated or decoded after transmission. Laser
sources provide the capability of extremely high
modulation speeds, which result in high information-
carrying capacity in optical communication systems.
After transmission, semiconductor photodetectors
demodulate the optical signals to recover the original
information (see Optical Communication Systems:
Basic Concepts).

The modulation of optical signals can be classified
into two types: field modulation and intensity

modulation, which is illustrated in Figure 1. In field
modulation, the physical variable that is modulated is
the frequency, phase, or amplitude of the optical field.
These three techniques are sometimes referred to as
frequency shift keying (FSK), phase shift keying (PSK)
and amplitude shift keying (ASK). Figure 1b shows an
example of frequency modulation of light. Field
modulation requires keeping track of the phase of
the carrier, which imposes strict requirements on the
optical coherence (see Coherent Lightwave Systems).
Because the optical carrier is at an extremely high
frequency of around 2 £ 1014 Hz at fiber-optic
communication wavelengths of 1.5 mm, the required
optical coherence is very difficult to realize, and
moreover the receiver requires complex optical
heterodyne methods to detect the phase of the
optical field.

In intensity modulation, the physical variable that
is modulated is the optical power. Figure 1c shows
that it is the envelope of the light power that contains
the information. The optical field oscillations at
1014–1016 Hz in this case are not related to the
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modulation and demodulation process, and only the
optical power variation is important. This is a key
advantage, and as a result intensity modulation
systems are prevalent for optical communications.
Here, we discuss how varying the injected current in a
semiconductor laser or light emitting diode, or by
operating the source with constant output and
introducing an external modulator, can realize
modulation of the optical power of the source. The
process by which the optical power variations can be
detected at the receiver with semiconductor photo-
diodes are also discussed, including detection noise
characteristics and means of enhancing the respon-
sivity by introducing internal gain mechanisms or
wavelength selectivity. The speed capabilities of
optical modulation and demodulation in semicon-
ductor lasers and photodetectors are discussed, based
on the rate equations for carrier and photon
dynamics.

The Modulation of Semiconductor
Lasers

Townes, Basov and Prokhorov, who shared the Nobel
Prize in 1964, developed the principle of lasers.
Semiconductor lasers emit light through a stimulated
emission mechanism. The required optical gain for

the lasing action is obtained by injecting a forward
bias current into a heavily doped p-n junction,
thereby injecting carriers into the active junction
layer and creating a population inversion. Here we
limit our discussion to the optical modulation
characteristics of the laser in response to changes in
the injection current.

Figure 2 shows the typical light-current character-
istics of semiconductor lasers. For drive currents
above the threshold value Ith, the emitted optical
power is predominantly by stimulated emission and it
increases linearly with the drive current up to
moderate currents. The differential responsivity of
the laser, defined by the ratio of optical power
increase to electric current increase above threshold,
is typically around 0.5 mW/mA. At high current
levels, the light output deviates from a proportional
dependence on the current because of saturation
effects and the differential responsivity decreases.

The dynamic response of the semiconductor laser
to modulation of the injection drive current is
governed by the rate equations for the carrier density
and the photon density in the active junction region.
Figure 3 shows the active layer under consideration
(see Lasers: Edge Emitters). The electron concen-
tration in the active layer is denoted N and the photon
concentration in the active layer is denoted S. The
dynamic behavior of the electron concentration and
photon density is governed by the following rate
equations:

›NðxÞ

›t
¼

IðxÞ

qna

þ Dn
›2NðxÞ

›x2

2
NðxÞ

tns
2 GðxÞ·SðxÞ ½1�

Figure 1 Types of modulation of optical signals. (a) unmodu-

lated optical field; (b) frequency-modulated field; (c) intensity or

envelope modulation of the optical power.

Figure 2 Light-current properties and the dynamic modulation

characteristics of semiconductor lasers.
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›SðxÞ

›t
¼ G·b

NðxÞ

tns
þ G·GðxÞ·SðxÞ2

SðxÞ

tp
½2�

where I is the injected current, q is the electronic
charge, na is the volume of the active layer, Dn is the
diffusion constant, tns is the carrier lifetime, G is
the confinement factor (defined as the fraction of the
optical power in the active region), b is the fraction of
the spontaneous emission power coupled into the
lasing mode, tp is the cavity or photon lifetime, and

GðxÞ ¼ g½NðxÞ2 Nt� ½3�

where G is the net rate of stimulated emission, and
Nt is the electron concentration at transparency.

Equations [1] and [2] are statements of the
fundamental continuity equations for electrons and
photons in the active layer. Hence, eqn [1] expresses
the fact that the rate of increase of electron
concentration in the active layer is given by the rate
of increase of electron concentration due to injected
current, the rate of increase of electron concentration
due to diffusion current, the rate of decrease of
electron concentration due to spontaneous recombi-
nation, and the rate of decrease in electron concen-
tration due to stimulated photon emission. Equation
[2] expresses the fact that the rate of increase of

photon density in the active layer is given by the rate
of increase in photon density due to spontaneous
emission coupled into the lasing mode, the rate of
increase of photon density due to stimulated emission
coupled into the active layer, and the rate of decrease
of photon density due to cavity loss mechanisms.

The actual electron and photon distribution varies
across the active layer. However, for simplicity, it
is convenient to use average values of N and S; and
the simplified rate equations in terms of position
independent variables are given by:

dN

dt
¼

Ii

qna

2
N

tns

2 Gð1 2 1SÞS ½4�

dS

dt
¼ G·b

N

tns

þ G·Gð1 2 1SÞS 2
S

tp

½5�

where the scaling factor ð1 2 1SÞ accounts for gain
saturation arising from several phenomena such as
spatial hole burning, spectral hole burning, carrier
heating and two-photon absorption, and 1 is a
nonlinear gain parameter.

The modulation response of the laser is obtained by
solving the rate eqns [4] and [5] for a time dependent
input current of the form

IðtÞ ¼ Ib þ ImxðtÞ ½6�

where Ib is the steady-state bias current, Im is the
modulation current amplitude and xðtÞ represents the
normalized shape of the modulation waveform.

The small-signal modulation bandwidth of the
laser is obtained by considering the response to small
amplitude sinusoidal current modulation at fre-
quency v; so that xðtÞ ¼ sinðvtÞ; around a steady-
state bias current above lasing threshold. Under the
small signal condition, the rate equations can be
linearized and combined to result in a second order
differential equation. The solution for the photon
output exhibits a damped resonant type response.
Hence the modulation response displays some peak-
ing at the relaxation oscillation resonance frequency
vr; and is flat for frequencies much lower than vr. The
resonance frequency vr /

p
So; where So is the photon

density at the laser bias level, so the bandwidth can be
increased by biasing the laser further above its
threshold current. Semiconductor laser bandwidth
to 30 GHz has been observed; however, it is often
limited to around 10 GHz due to electrical parasitics
in the current drive circuit and interface.

The large-signal modulation response of the laser is
obtained by solving the differential eqns [4] and [5].
The response of the carrier-photon coupled system to

Figure 3 Semiconductor laser. (a) intrinsic device; (b) active

region with injected current I; electron concentration N ; and

photon concentration S.
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a step change of drive current has the potential for
damped oscillation. This is caused by a resonant type
of behavior in which, for example, an increase in
photon density causes a depletion in population
inversion which leads to a decrease in photon density
enabling the carrier density to recover, thus producing
a time lag between cause and effect resulting in
damped oscillations before settling to the steady state
value. These dynamic characteristics are illustrated in
Figure 2. For a step modulation of the laser drive
current, the optical output response exhibits a delay
time, a risetime, an overshoot, and damped oscil-
lations. The risetime of the laser output is typically in
the range of 100–300 ps. The turn-on time of the
laser and the overshoot are improved by ensuring that
the minimum drive current does not fall below
threshold. The damped oscillations in the optical
output occur at the relaxation oscillation frequency
of the laser.

These laser pulse waveform imperfections cause
deteriorations in the eye diagram of the laser
transmitter that is modulated by very high speed
digital bit streams (see Optical Communication
Systems: Lightwave Transmitters). Figure 4 shows
the eye diagram for the optical output of a
semiconductor laser directly modulated by a 5 Gbit/s
pseudo-random bit stream of length 21521. The
output waveform imperfections cause a partial
closure of the eye, which ultimately limits the
modulation speed that can be obtained by directly
modulating the laser drive current. Although the
semiconductor laser optical output does not exactly

replicate the applied electrical drive waveform, the
deviations are small enough so that these lasers can be
used for data transmission up to around 10 Gbit/s.

Another inherent consequence of direct modu-
lation of semiconductor lasers is the production of
laser frequency chirp. This arises from the fact that
modulation induced changes in the carrier density in
the active region of the laser cavity cause a change in
the refractive index of the active layer, which results
in a chirping in the output wavelength during
modulation. Hence amplitude modulation of semi-
conductor lasers is fundamentally accompanied by
phase modulation from the basic physical mechanism
of carrier induced changes in the refractive index. The
resulting transient changes in the output wavelength
of the laser causes a chirping phenomenon as it is
being modulated. The order of chirp magnitude is
about 0.1–1 GHz/mA of drive current change.
During digital pulse modulation, the laser wavelength
shifts to the blue side near the leading edge and
towards the red side near the trailing edge of the
pulse. Chirp results in a broadening of the laser
linewidth. This wavelength change effect in combi-
nation with the dispersion characteristics of optical
fiber (see Fiber and Guided Wave Optics: Dispersion;
Light Propagation) causes an important limitation to
the transmission capacity of fiber optic communi-
cation systems. The chirp in semiconductor lasers
can be reduced, but not entirely eliminated, by using
modulation-doped strained multiquantum-well
lasers, which reduce the linewidth enhancement
factor.

Figure 4 Eye diagram for the optical output of a semiconductor laser directly modulated by a 5 Gbit/s pseudo-random bit stream.
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The Modulation of Light Emitting
Diodes

The light emitting diode (LED) generates light
through spontaneous emission. A semiconductor
p-n junction is pumped with a forward current, so
that electrons are provided in the upper energy state
that can recombine radiatively to produce incoherent
light by a spontaneous emission mechanism. The rate
of photon generation is directly proportional to
the carrier injection rate, and hence the modulating
drive current.

Figure 5 shows the typical light-current properties
and the modulation characteristics of a LED. The
responsivity of the LED, defined as the ratio of the
emitted optical power to the injected current, is
typically in the range of 10 to 50 mW/mA. The optical
output power generated is linearly related to the
injection (drive) current up to moderate currents, and
is given by

P ¼ h · hn ·
I

q
½7�

where h is the emission quantum efficiency (defined as
the ratio of the radiative recombination rate to the
total recombination rate), h is Planck’s constant, n is
the optical frequency, I is the injected current, and q is
the electronic charge. For larger currents, the light
output deviates from a proportional dependence on
the current because of saturation effects and the
responsivity decreases.

The modulation response of the LED is governed
by the rate equation for the carrier density N

dN

dt
¼

I

qva
2

N

tc
½8�

where I is the injected current, q is the electronic
charge, na is the volume of the active region, and tc is
the carrier lifetime. Equation [8] expresses the fact
that the rate of increase of carrier concentration is
given by the rate of increase of carriers through
current injection and the rate of carrier loss through
radiative and nonradiative recombination. The small
signal response arising from this first order differen-
tial equation, exhibits a simple single pole response
and the resulting modulation bandwidth of the LED
is given by

B ¼ 1=ð2ptcÞ ½9�

The pulse modulation response of the LED is shown
in Figure 5. The output modulated optical waveform
is not square but exhibits risetimes and falltimes
determined by the carrier lifetime tc. This sets a limit
to the maximum modulation rate that the LED can
achieve. The bandwidth can be increased by decreas-
ing the radiative lifetime, which can be controlled to a
limited extent by the choice of doping level. Typical
lifetimes for InGaAsP LEDs are in the range of
1–5 ns, which corresponds to attainable modulation
data rates of several hundred Mbit/s.

The External Modulation of Lasers

Modulation of lasers realized by changing the
injection current, as described above, is classed as
direct modulation. This is the simplest method of
modulation; however, it is limited by several physical
phenomena. These include bandwidth limitations
due to carrier dynamics in the laser active region,
waveform limitations due to relaxation oscillations
and overshoot effects, and chirping which causes
transmission limitations in optical fibers arising from
dispersion effects.

A superior modulation technique, classed as
external modulation, operates the laser with continu-
ous wave (CW) output and impresses the modulation
by means of a device external to the laser. Although
more complex, this approach has many modulation
performance advantages. Because the laser is oper-
ated CW, this technique removes chirping effects and
also enables higher power lasers to be used. More-
over, it is capable of much higher modulation
bandwidths, larger on–off extinction ratios, and
superior modulation spectral purity.

Electro-optic Modulation of Light

The linear electro-optic effect in materials was first
described by Friedrich Pockels in 1893. The Pockels
effect is the change in refractive index of the material

Figure 5 Light-current properties and the modulation charac-

teristics of light emitting diodes.
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resulting from the application of an electric field, and
is given by

nðEÞ ¼ n 2
1

2
rn3E ½10�

where n is the refractive index, E is the applied
electric field, and r is the electro-optic coefficient.
Typical values of r lie in the range 10212 to 10210 m/V,
and the most common electro-optic materials used
include LiNbO3, GaAs, InP, InGaAsP, and syn-
thetic polymers such as polymethylmethacrylate
(see Modulators: Electro-optics).

If light traverses an optical waveguide of length L;
to which an electric field E is applied, it undergoes a
phase shift given by

Df ¼ 2
p r n3EL

l
½11�

The electric field can be produced by applying a
voltage V across the waveguide of width d; hence
E ¼ V=d: It is therefore possible to modulate the
phase of the light by varying the voltage V that is
applied to the material through which the light
passes. The voltage required to produce a phase
shift of p is given by

Vp ¼
ld

n3rL
½12�

The parameter Vp; known as the half-wave voltage, is
an important characteristic that expresses the applied
voltage required to give a phase shift of p.

Intensity modulation of light can be obtained
by placing the phase modulator in one arm of an
optical interferometer. The structure, known as a
Mach-Zehnder modulator, is shown in Figure 6a. The
optical output is the phasor sum of two lightwaves
that travel through the two arms, resulting in
constructive or destructive interference depending
on the optical phase difference. The electric field is
applied to the optical waveguide in a direction
perpendicular to the direction of light propagation
using the metal electrodes, see Figure 6a. Hence the
refractive index of the waveguide and thus the phase
of the light can be modulated by varying the
voltage V. When no voltage is applied, the optical
fields in the two arms of the interferometer experience
identical phase shifts, and hence interfere construc-
tively at the output. When a voltage is applied, the
waveguide index changes, and the light in that arm
experiences a phase shift with respect to the light in
the other arm. This destroys the constructive nature
of the interference at the output, and reduces the
transmitted light emitted at the output. The extreme

case is when the phase difference between the two
arms equals p; which causes complete destructive
interference resulting in no light transmission.

The modulation transfer function is given by

Pout ¼
1

2
Pin½1 þ cosðDfÞ� ½13�

where Df is the phase difference encountered by light
as it travels through the two arms. In terms of the
applied voltage, the optical power transmitted
through the modulator is given by

Pout ¼
1

2
Pin

"
1 þ cos

 
p

V

Vp

!#
½14�

This transfer characteristic is shown in Figure 6b. The
modulator may be operated as an analog optical
modulator by operating in the nearly linear region
around point Q. Alternately, it may be operated as a
digital modulator by operating between points A and
B; thus switching the light on and off as V is switched
between 0 and Vp.

Improved efficiency of modulation, and hence
a reduction in the value of Vp (typically a few volts)
can be obtained by placing a second electrode on the
other arm of the interferometer, and using a push-
pull configuration to drive the interferometer.
Hence the phase modulators in both arms are
driven with modulating voltages of opposite
polarities so the phase is advanced in one arm and
is retarded in the other arm. This produces a net
phase difference, which is double that produced in
either arm.

Figure 6 Mach-Zehnder electro-optic intensity modulator.

(a) Structure; (b) transfer function and modulation characteristics.
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The Pockels effect is an extremely fast physical
mechanism, hence in principle external modulation is
capable of achieving extremely high speeds. In
practice, the modulation speed of an electro-optic
modulator is limited by the capacitive effects at the
electrodes and by the transit time of the light through
the material. If the electric field varies significantly
within the time it takes for light to transit through the
waveguide, then the travelling optical wave will be
subjected to different electric fields as it traverses the
waveguide, and this results in a transit time limitation
to the modulation bandwidth. A technique to avoid
this limitation is to apply the voltage at one end of the
waveguide and to design the electrodes to form a
transmission line. By this means it is possible to make
the velocity of the electrical wave match that of the
optical wave to essentially eliminate the transit
time effects. These external modulators have
demonstrated speeds well in excess of 100 GHz.

Electro-absorption Modulation of
Light

Electro-absorption external modulators are based on
the principle of semiconductor bandgap decrease
that occurs upon application of an electric field (the
Franz-Keldysh and Stark effect). With no applied
voltage, the semiconductor waveguide is transparent
to light having a photon energy smaller than the
bandgap, and such wavelengths are transmitted with
very little attenuation. When a voltage is applied,
the bandgap of the semiconductor decreases and the
material absorbs the light once the photon energy
exceeds the bandgap energy, and this produces optical
attenuation. Hence by applying a modulation voltage
to the semiconductor waveguide, the absorption
property of the waveguide and hence the output
light intensity can be modulated.

Improved modulation efficiency, and hence a
reduction in the voltage required to decrease the
bandgap energy, is obtained by using multiquantum-
well semiconductor structures, which exhibit
enhanced electro-absorption effects arising from the
quantum confined Stark effect. The conventional
technique of applying a transverse field across a
multiquantum-well is to apply a reverse voltage
across it. Modulator drive voltages of a few volts
can be obtained. The on/off extinction ratio of
modulation depends on the value of the field-
dependent absorption coefficient at the operating
voltage, and typical on/off extinction ratios are
10–15 dB.

The modulation bandwidth is determined by
intrinsic factors related to carrier dynamics, such as

exciton formation and dissociation times and the time
taken to remove electrons and holes from the wells by
thermionic emission and tunelling. It is also deter-
mined by extrinsic factors related to the capacitance
of the junction diode. These modulators can have
bandwidths of around 50 GHz. They also enable low
chirp modulation to be obtained. The optical power
handling capability of electro-absorption modulators
is lower than for electro-optic modulators. However,
a principal advantage of the electro-absorption
modulator is that the semiconductor waveguide can
be fabricated onto one substrate with the semicon-
ductor laser, enabling the realization of monolithic
integration on the same chip.

The Demodulation of Optical Signals

The process of demodulation converts the modulated
intensity of an optical wave into an electrical signal to
recover the information content. Semiconductor
photodetectors are based on the principle of absorp-
tion of photons to generate mobile electron-hole
pairs, and the transport of these mobile carriers via an
applied electric field to create a flow of current.

Demodulation using PIN Photodiodes

The PIN photodiode comprises a P-doped/intrinsic/
N-doped semiconductor structure. An applied reverse
voltage bias creates a depletion region with a high
electric field in the intrinsic layer. When the intrinsic
layer is illuminated with light, photons are absorbed
and electron-hole pairs are created, which are swept
by the built-in electric field. The resulting flow of
current is proportional to the incident optical power.

The quantum efficiency of the photodetector is
defined as the ratio of electron generation rate to the
photon incidence rate, and is given by

h ¼
hn

q
·
Ip

P
½15�

where Ip is the photocurrent, P is the incident optical
power, n is the optical frequency, h is Planck’s
constant and q is the electron charge. If the width of
the absorbing intrinsic region is large enough to
capture all the light, quantum efficiency values
approaching 100% can be achieved.

The current-voltage characteristics of the photo-
diode under optical illumination are shown in
Figure 7a. The dark current Id; which is the current
generated in the photodetector in the absence of light
originates from thermally generated electron-hole
pairs, and is typically extremely small (,5 nA).
Figure 7b shows the transfer characteristic of the
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photodetector. The current is linearly proportional to
the optical power up to moderate power levels, when
saturation mechanisms occur. The responsivity of the
photodiode R, defined as the ratio of the generated
electric current to the incident optical power, is
given by

R ¼
hq

hn
½16�

The responsivity is an important parameter, and
provides a measure of the photodetection efficiency of
the device for demodulating optical signals. Typical
responsivity values for PIN photodiodes are around
1 A/W.

The bandwidth B of demodulation of the photo-
detector is determined by the speed with which it
responds to variations in the incident optical power.
This is limited by the transit time ttr and the RC time
constant tRC and is given by

B ¼
2p

ttr þ tRC

½17�

The transit time limitation arises because of the time
it takes for the generated carriers to traverse the
absorption region and be collected. To maximize the
bandwidth, the transit time needs to be reduced,
which can be achieved by decreasing the width of the
absorption region. However, this requires a trade-off
with the responsivity, which drops because a smaller
fraction of the light can be absorbed under these
conditions. The capacitance C and the resistance R of
the photodetector and its circuitry form the RC time
constant. To maximize the bandwidth, the photo-
diode capacitance needs to be reduced by decreasing

the area of the photodiode. The demodulation
bandwidth of PIN photodiodes can exceed 100 GHz.

Photodetection shot noise is a fundamental noise
mechanism that introduces noise in the demodulation
process of optical signals. This leads to fluctuations in
the photocurrent, even for a constant incident optical
power, because the photocurrent actually consists of a
stream of electrons that are generated at random
times. The photodiode current generated by a
constant incident optical power is given by

IðtÞ ¼ Iavg þ ishotðtÞ ½18�

where Iavg is the average photocurrent generated, and
ishotðtÞ is the current fluctuation due to shot noise and
which is described by a stationary random process
with Poisson statistics. The mean-square noise
current is given by

, i2shotðtÞ .¼ 2qIavgDf ½19�

where Df is the effective noise bandwidth of the
receiver. The shot noise degrades the signal to noise
ratio of the demodulated signal, and causes a
fundamental limit to the sensitivity of the PIN
photodetection.

Demodulation using Avalanche
Photodiodes

Demodulation using avalanche photodiodes detec-
tors (APD) has the advantage of significantly
increased responsivity. This is achieved by providing
an internal current gain mechanism within the device.
The APD operates by generating more than one
electron-hole pair per absorbed photon. This is
achieved by strongly reverse biasing the diode to
create a large junction electric field, so photoelectrons
accelerate and acquire enough energy to produce new
carriers by the process of impact ionization. These
devices incorporate a modification to the PIN
structure, by including an additional doped layer
known as the multiplication layer, which under
reverse bias provides a region of very high electric
field that can produce avalanche breakdown. Hence a
single primary electron generated through absorption
of a photon, generates many secondary electrons and
holes in the avalanche multiplication layer, and all
these secondary carriers contribute to the photo-
current. As a result of this current gain mechanism,
the responsivity of the APD is increased by a
multiplication factor M; and is given by

RADP ¼
Mhq

hn
½20�

Figure 7 Semiconductor photodiode. (a) Current-light charac-

teristics under optical illumination; (b) transfer function and

demodulation photocurrent versus incident optical power.
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where M can range between 5–50 depending on the
bias voltage.

The bandwidth of the APD depends on the
multiplication factor M. This is because the avalanche
process takes additional time. The frequency response
can be written

MðvÞ ¼
M0

½1 þ ðvteM0Þ
2�

1
2

½21�

where M0 is the low frequency gain and te is the
effective transit time that depends on the ionization
coefficient. The intrinsic APD bandwidth (assuming
no RC limitations) is approximately given by

BAPD ¼
1

2pteM0

½22�

Hence the bandwidth decreases as the multiplication
factor increases, and there exists a trade-off between
the bandwidth and the responsivity. The demodula-
tion characteristics of the avalanche photodiode can
be expressed by means of a gain-bandwidth product
BAPD·M0; and this can exceed 150 GHz.

Photodetection noise in APDs has an additional
contribution because the avalanche gain itself is a
random variable. Hence the secondary electron-hole
pairs are generated at random times and this adds a
noise component to the basic shot noise associated
with the generation of primary electro-hole pairs.
The total shot noise is given by

, i2shot;APDðtÞ .¼ 2qM2FðMÞIavgDf ½23�

where Iavg ¼ RP; and F is the excess noise factor
expressed by

F ¼
, M2 .

, M .2
½24�

and is approximately given by F < Mx; where
0:2 , x , 1: Hence the excess noise increases with
the multiplication ratio, so there exists an optimum
avalanche photodiode gain that maximizes the signal
to noise ratio of the demodulated signal. Despite the
fact that additional noise is introduced, because of the
higher responsivity, APDs can provide higher sensi-
tivity in demodulating optical signals than PIN
photodiodes.

Demodulation using Metal-
Semiconductor-Metal (MSM)
Photodiodes

Demodulation using MSM photodiodes enables
extremely high bandwidths to be achieved.

The MSM photodiode comprises two reverse-biased
metal-to-semiconductor Schottky contacts formed on
a semiconductor layer that prevents flow of electrons
from metal to semiconductor. Photons incident
between the contacts create electron-hole pairs that
are collected by the electric field to generate a
photocurrent proportional to the incident optical
power. The metal contacts are usually fabricated on
the same side of the semiconductor to create a planar
structure, which is suitable for monolithic inte-
gration. However, a drawback of the MSM device is
that the electrodes block some of the light from
reaching the absorption region, which results in a
reduced responsivity.

The bandwidth of demodulation of the MSM
photodiode is determined by the transit time of the
photogenerated carriers and the RC time constant.
Since the electrode spacing can be around 1 mm, the
transit time is extremely small. Moreover, since in the
planar structure the parasitic capacitance is inher-
ently low, the RC time constant is also extremely
small. This results in demodulation bandwidths of up
to 300 GHz.

Wavelength Selective Demodulation

A technique to obtain both wavelength selective
demodulation and high-speed, high-responsivity
demodulation involves the use of microcavity res-
onant photodetectors. This is useful for very high-
speed detection in wavelength multiplexed systems.

The microcavity photodiode comprises a Fabry-
Perot cavity placed around the photodetector absorp-
tion region, to enhance the responsivity. The mirrors
are typically formed using Bragg reflectors or
dielectric mirrors implemented in the semiconductor.
A resonance is built up in the cavity at the
wavelengths of incoming light for which the round-
trip phase shift is 2p; which corresponds to
constructive interference. Hence at the resonant
wavelength, the incoming light is reflected at the
two mirrors and permits the absorbing layer to be
reused many times by effectively recirculating the
optical signal, thus enhancing the absorption and the
responsivity. However, the transit length can remain
extremely small, because the photogenerated carriers
only have to traverse the thickness of the absorption
region to be collected. This solves the problem of the
fundamental responsivity-bandwidth trade-off in
normal photodetectors, in which increasing the
absorption layer width to increase responsivity
increases the transit time thus reducing the band-
width. Microcavity resonant photodiodes enable
the simultaneous achievement of large bandwidth
and high responsivity possible. Also, the resonant
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behavior leads to wavelength selectivity, which
can be used to advantage in some wavelength
division multiplexed WDM applications (see Optical
Communication Systems: Wavelength Division
Multiplexing). This approach can provide demodu-
lation of optical signals with quantum efficiencies
close to 100% and with bandwidths in excess of
100 GHz.

Optical Receivers – Preamplification
and Clock Recovery

The front end of an optical receiver comprises the
photodiode and a preamplifier to amplify the
electrical signal for further processing. In order to
obtain a high demodulation bandwidth, it is import-
ant to minimize the photodetector capacitance and to
minimize the input resistance of the preamplifier that
acts as the load resistance. However, because the
thermal noise current is inversely proportional to the
load resistance, minimizing the load resistance causes
excessive noise and degraded demodulation sensi-
tivity. An alternative approach is to use a high-
impedance preamplifier. This reduces the noise at the
price of a lower bandwidth. Thus there is a trade-off
between the bandwidth and sensitivity. The trans-
impedance front-end, in which the load resistor is
connected as a feedback resistor around an inverting
amplifier, is often used as an optimum compromise
that combines high sensitivity together with large
bandwidth. This enables the use of a large resistance,
which minimizes noise, but at the same time the effect
of negative feedback reduces the input impedance by
a factor equal to the amplifier gain, thus increasing
the bandwidth.

In digital optical transmission systems the data
recovery section of the optical receiver comprises a
clock recovery circuit and a decision circuit. Accurate
timing (clock) information about the bit slot, in order
to synchronize the decision process, is obtained

from the amplified front-end waveform using a
timing extraction circuit (see All-Optical Signal
Regeneration). Typical clock recovery circuits
comprise a high-Q resonant circuit which rings at
the bit rate frequency or a phase locked loop. This
enables precise data time sampling in the following
decision circuit within the bit intervals of the original
pulse train.

See also

All-Optical Signal Regeneration. Fiber and Guided
Wave Optics: Dispersion; Light Propagation. Lasers:
Edge Emitters. Modulators: Electro-Optics. Optical
Communication Systems: Basic Concepts; Lightwave
Transmitters; Wavelength Division Multiplexing.
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Introduction

The pioneering experiments by Hanbury-Brown and
Twiss, and the subsequent development of the
quantum theory of electromagnetic radiation by
Glauber and Sudarshan, raised the interest in
the question of photon statistics. It followed from
their theories that states of the electromagnetic field
which can only exist in a quantum treatment. These
nonclassical states show up in photon statistics
through the phenomenon of antibunching. Later,
further nonclassical states of the radiation field were
found in the so-called squeezed fields, which are fields
with phase-sensitive quantum fluctuations being at
certain phase angles smaller than those of a perfect
classical coherent field. In order to achieve squeezing
of laser radiation, various forms of nonlinear optical
interactions can be used.

Classical Versus Quantum Waves

In classical electrodynamics, a monochromatic wave
(e.g., an extended light beam) is often described using
the complex representation:

Eðr; tÞ ¼ E2ðr; tÞ þ Eþðr; tÞ

¼
1

2
½1ðr; tÞe2 ivt þ 1pðr; tÞeivt� ½1�

In classical theory, this complex description is
merely a tool for the simplification of some calcu-
lations. However, there is some physical significance
when using the quantum description, where 1 and 1p

lead to the lowering and raising operators of the field.
The above field can also be represented in the

following way:

Eðr; tÞ ¼
1þ 1p

2
cosvt þ

12 1p

2
sinvt ½2�

with real coefficients 11 ¼ ð1þ 1pÞ=2 and 12 ¼

ð12 1pÞ=2i: This description gives the state of the
field in a two-dimensional phase diagram where the
sin-component is plotted versus the cos-component.
In this plot, the wave above is represented by one
point giving phase and amplitude of the field. These
phase diagrams will play an important role in
characterizing the nonclassical fields in a quantum
phase diagram, as discussed below.

The properties of a field are described by the first-
and second-order correlation functions. The first-
order correlation function is given by

Gð1Þðr1; t1; r2; t2Þ ¼ k1pðr1; t1Þ1ðr2; t2Þl ½3�

It is obtained by multiplying the electric field
amplitudes at two spacetime points and taking the
ensemble average. For r1 ¼ r2 and t1 ¼ t2; Gð1Þ is
proportional to the intensity at this point and is,
therefore, called the first-order in intensity. The first-
order correlation function is connected to the spec-
trum IðvÞ of the field through its Fourier transform.

The second-order correlation function is necessary
to characterize the radiation field completely. It
describes the intensity fluctuations, being the classical
equivalent to photon statistics, and is given in the
general form:

Gð2Þðr1; t1; r2; t2; r3; t3; r4; t4Þ

¼ k1pðr1; t1Þ1
pðr2; t2Þ1ðr3; t3Þ1ðr4; t4Þl ½4�

If Gð2Þ is considered for two spacetime points
r1 ¼ r2; the connection to intensity fluctuations
becomes obvious:

Gð2Þ
I ðtÞ ¼ 4kIðt1ÞIðt2Þl ¼ k1pðt1Þ1ðt1Þ1

pðt2Þ1ðt2Þl ½5�

The subscript I indicates that we have to deal
with intensity correlations; t stands for t2 2 t1:



In connection with the Hanbury-Brown, Twiss
experiment, in general, the normalized intensity
correlation is given by

gð2ÞI ðtÞ ¼ kIðtÞIðt þ tÞl
�
kIðtÞl2 ½6�

IðtÞ stands for the intensity which is given by the
mean value kIðtÞl plus fluctuations DIðtÞ for which the
mean value is zero. The mean value of the squared
intensity is then kI2l ¼ kIl2 þ kDI2l: It follows for the
normalized intensity correlation function:

gð2ÞI ðtÞ ¼ kIðtÞIðt þ tÞl
�
kIðtÞl2

¼

8<
: 1 þ kDI2l

�
kIl2 for t ¼ 0

1 for t!1

9=
; ½7�

For t!1; the intensities are not correlated and
gð2ÞI ðtÞ becomes 1. Otherwise kDI2l

�
kIl2 $ 0; this

means that gð2ÞI ðtÞ is always equal to or larger than 1,
and gð2ÞI ðtÞ smaller than 1 is not possible classically.
The photon correlation is usually measured by the
classical Hanbury-Brown, Twiss setup shown in
Figure 1.

The maximum of gð2ÞI ðtÞ at t ¼ 0 is called intensity
bunching and was first observed by Hanbury-Brown
and Twiss. The decrease of gð2ÞI ðtÞ as a function of t
is a measure of the coherence length of the light
source.

When the experiment in Figure 1 is considered in
the photon picture there is a principal difference
compared to the classical intensity. In the classical
case, the intensity on the two detectors is the same if
the beamsplitter is dividing the light beam in equal
portions. Both detectors, therefore, measure the same
fluctuations. In the quantum picture, however, a
photon can only be detected in one of the two
detectors; this leads to the result that values for gð2ÞI ðtÞ

smaller than 1 can be found. The effect of photon
bunching was initially thought to be an inherent
property of light owing to the boson nature of
photons. Therefore, it came as a big surprise when
Glauber showed theoretically that for the quantized

radiation field gð2ÞI ðtÞ; ,1 is possible. This effect,
known as photon antibunching, and its experimental
observation constitutes an unambiguous proof of the
quantum nature of light.

In the quantum description of the electromagnetic
field, the electric field amplitudes 1 and 1p are
replaced by â and âþ; the photon annihilation and
creation operators.

In this case, the electric field operator is written as

Ê /
â þ âþ

2
cosvt

â 2 âþ

2i
sinvt ½8�

In analogy, the operators â1 ¼ ðâ þ âþÞ=2 and â2 ¼

ðâ 2 âþÞ=2i; can be defined describing the amplitude
of the cosine and sine parts of the wave. â1 and â2 do
not commute ½â1; â2� ¼ ði=2Þ1; therefore, the expec-
tation values of the two operators â1 and â2 underlie
an uncertainty relation given by

kDâ2
1l ¼ kâ2

2l2 kDâil
2 $ 1=16 ½9�

with kDâ2
i l ¼ kâ2

i l2 kDâil
2
: In the corresponding

phase diagram, the expectation values for â1 and â2

are represented by a shaded area defined by the
uncertainty (Figure 2). The state of the radiation field,
where both phase and amplitude fluctuations are
symmetrically minimized, kDâ2

1l ¼ kDâ2
2l ¼ 1

4 ; best
approximates the classical wave with well-defined
phase and amplitude. The state with symmetrical
minimum uncertainty is the coherent state describing
laser radiation. It is an eigenstate of â with a photon
number fluctuation given by a Poissonian distribution
with kDn2l ¼ knl:

There are other minimum uncertainty states,
however, with unsymmetrical uncertainty regions

Figure 1 Experimental setup for the Hanbury-Brown, Twiss

experiment.

Figure 2 Phase diagram of the quantum mechanical field

amplitudes kâ1l and kâ2l for coherent radiation.
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with the uncertainty squeezed into mainly one
component. These states, which are called squeezed
states, are defined by kDâ2

1l , 0:25 or kDâ2l , 0:25:
Squeezed state may also refer to a state which is not a
minimum uncertainty state but where, nevertheless,
the mean square fluctuation in one of the two
components is less than 0.25.

A classical electromagnetic field consists of waves
with well-defined amplitude and phase. This is not the
case in a quantum treatment: fluctuations are
associated with both conjugate variables. The case
of a coherent state that most nearly describes a
classical electromagnetic field has an equal amount of
uncertainty in the two variables (when normalized to
the field of a single photon). Equivalently, the field
can be described in two conjugate quadrature
components and the uncertainties in the two con-
jugate variables satisfy an uncertainty relation.
The coherent state represents a minimum uncertainty
state with equal uncertainties in the two quadrature
components. This case is usually called the shot-noise
limit; it is represented in Figure 2 as a phase diagram.

In a quantum treatment of radiation, it is also
possible to generate states that are not present in the
classical limit. They can show fluctuations reduced
below the classical limit in one of the quadrature
components, while the canonically conjugate quad-
rature component must display enhanced fluctu-
ations in order to fulfill the uncertainty relation.
Those states are called ‘squeezed states.’ An electro-
magnetic field with fluctuations below the standard
quantum limit in one of the quadrature components
has, in principle, many attractive applications, for
example, in optical communication, in precision and
sensitive measurements such as gravitational wave
detection, or in noise-free amplification. Therefore,
there has been great interest in generating squeezed
radiation. Optical measurements have three charac-
teristics that enable them to reach the quantum noise
level more readily than in other fields of physics: (i)
optical signals are naturally immune to external
sources of noise; (ii) thermal noise at room
temperature is negligible in the optical domain; and
(iii) the outstanding equalities of the optical sources
and detectors allow a very-low-level instrumental
noise.

Squeezed states with reduced photon number
fluctuations (sub-Poissonian photon statistics) corre-
spond to a light beam in which the photons arrive
more equally spaced than in a coherent beam for
which gð2ÞI ð0Þ ¼ 1: Therefore, sub-Poissonian number
fluctuations correspond to photon antibunching. This
shows that photon antibunching and squeezing are
related. The state with the largest possible antibunch-
ing is the number state, represented by a circle in the

phase diagram. It has large fluctuations in both
components a1 and a2 and, therefore, is not a
squeezed state. Thus, it is obvious that antibunching
does not imply squeezing. On the other hand, weak
squeezing of a coherent state may result in anti-
bunching. If the state is squeezed harder the a1

component will be better defined. The amplitude
fluctuations, however, will start increasing and there
will be a transition from antibunching to bunching.

The quantum calculation of the normalized
second-order correlation function leads to the
following result:

gð2ÞI ð0Þ ¼ 1 þ ðkDn2l2 knl
�
knl2Þ ½10�

A pure number state of the radiation field with
kDn2l ¼ 0; leads to gð2ÞI ð0Þ , 1; as discussed above.
For a coherent state, kDn2l ¼ knl yielding gð2ÞI ð0Þ ¼ 1;
corresponding to the classical calculations.

It can be concluded that although antibunching and
squeezing are related and nonclassical phenomena,
one does not imply the other. Thus, the detection
schemes necessary to determine the existence of one
or the other are quite different. Antibunching or sub-
Poissonian statistics can be detected via intensity
correlations. Squeezing, on the other hand, is a
property of either ka1l or ka2l; and phase sensitive
homo- or heterodyne detection is needed.

Nonclassical states of the radiation field are very
sensitive to linear attenuation. Coherent and thermal
light fields are the only ones that do not change their
photon statistics when attenuated. This is different
for nonclassical light. The change depends on the
particular case and has to be carefully evaluated.

The first observation of squeezing was achieved in
1985, in an experiment of parametric generation
involving four-wave mixing in sodium vapor.

Nonclassical Light from
a Single Atom

Resonance fluorescence of atoms is a basic process in
radiation–atom interactions, and has therefore
always generated considerable interest. The methods
of experimental investigation have changed continu-
ously due to the availability of new experimental
tools. A considerable step forward occurred when
tunable and narrowband dye laser radiation became
available. These laser sources are sufficiently intense
to easily saturate an atomic transition. In addition,
the lasers provide highly monochromatic light
with coherence times much longer than typical
natural lifetimes of excited atomic states. Excitation
spectra with laser light using well-collimated atomic
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beams lead to a width, being practically the natural
width of the resonance transition, therefore it
became possible to investigate the frequency spec-
trum of the fluorescence radiation with high resol-
ution and to also study the photon statistics of the
fluorescent light.

Previous experiments to investigate antibunching
in resonance fluorescence have been performed by
means of laser-excited collimated atomic beams.
The initial results obtained in 1977 showed for the
second-order correlation function gð2ÞðtÞ; a positive
slope characteristic of photon antibunching, but
g2ð0Þ was larger than g2ðtÞ for t !1: This was due
to number fluctuations in the atomic beam and to
the finite interaction time of the atoms. In 1978, the
analysis of the experiment was refined and in 1982,
another experiment with a longer interaction time
was performed. In the latter experiment, the photon
correlation was also measured for very low laser
intensities. The ideal experiment to study the
photon statistics in resonance fluorescence is the
investigation of a trapped ion since, in such an
experiment, the fluctuations of the atomic number
are excluded.

The fluorescence of a single ion should also display
the following property. The probability distribution
of the photon number recorded in a finite time
interval t is narrower than Poissonian, which means,
that the variance is smaller than the mean value of the
photon number. This is because the single ion can
only emit a single photon. Antibunching and sub-
Poissonian statistics are often associated. They are,
nevertheless, distinct properties and need not necess-
arily be simultaneously observed, as is the case in the
experiment described here. Although there is evidence
of antibunching in the atomic-beam experiments, the
photon counts are not sub-Poissonian as a result of
fluctuations in the number of atoms. In further
experiments this effect was excluded by use of a
special trigger scheme for the single-atom event. In
the setup with a trapped ion these precautions are not
necessary since there are no fluctuations in the atomic
number. Figure 3 shows the photon correlation of a
single trapped ion. The measurements are performed
using the 32S1=2 –32P3=2 transition of the 24Mgþ-ion at
a wavelength of 280 nm. The laser is tuned slightly
below resonance in order to Doppler-cool the secular
motion of the ion.

The investigation of the photon correlation
employed the ordinary Hanbury-Brown and Twiss
setup with two photomultipliers and a beamsplitter
(Figure 1). The time delay t between the photo-
multiplier signals was converted by a time-to-
amplitude converter into a voltage amplitude
proportional to the time delay. A delay line of 100 ns

in the stop channel allowed for the measurement of
gð2ÞðtÞ for both positive and negative t in order to
check the symmetry of the measured signal. The
output of the time-to-amplitude converter was
accumulated by a multichannel analyzer in pulse
height analyzing mode. Three typical measurements,
each at small values of the laser intensity but with
different detunings, are shown in Figure 3. The solid
curve is a theoretical fit to the measurements.
For small time delays (,20 ns), the nonclassical
antibunching effect is observed, superimposed
with Rabi oscillations being damped out with a
time constant corresponding to the lifetime of the
excited state.

Recently it also became possible to combine a
trapped ion with a cavity. In this way the emission of
a photon in the cavity mode can be achieved. This
leads to a directed emission of the photon being more
efficient than the fluorescence occurring in the entire
4p geometry. In this way, a deterministic single
photon source is obtained.

Figure 3 Antibunching signals of a single 24Mgþ-ion for

different laser intensities (decreasing from (a) to (c)). At larger

intensities (a) and (b) the Rabi oscillations owing to a strong

coherent coupling between ground and excited state are

observed.
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Survey on the Experiments
on Squeezing

In order to produce squeezed light from nonlinear
optical phenomena, a variety of methods has been
used, depending on the type of nonlinearity and the
number of interacting modes involved. The choice of
optical nonlinearity reduces to either three-wave or
four-wave mixing, leading to quadratic or cubic
nonlinear response functions, respectively. Each of
these methods has advantages and disadvantages.
Three-wave mixing requires a pump field at twice
the frequency of the field-mode being squeezed.
However, it has the advantage as any sidebands
induced on the pump, owing to phase noise, have a
large frequency offset from the squeezed fields.
The other method, the much simpler four-wave
mixing, does not require any frequency-doubling
step. This was, therefore, the first method used to
obtain squeezing with quadrature noise below the
vacuum level.

Most of the early experiments on squeezing were
performed with one or two cavity modes with the
squeezed modes being transferred to propagating
external modes via beamsplitters for measurement.
This narrowband procedure is followed in more
recent experiments commonly used for three-wave
(parametric) squeezing. Also squeezing in waveguides
was achieved leading to a relatively simple and
broadband implementation of squeezing, with,
mostly a four-wave mixing with short pulses or
solitons being performed.

The main limiting factors that remain include
control over the driving laser phase and intensity
noise, absorption in the dielectric material and
associated devices, and phase fluctuations caused
both by low-frequency technical noise in com-
ponents, and by intrinsic material properties of
phonon interactions and refractive index fluctuations.
It appears not impossible to reach squeezing levels of
10 dB or more below shot noise, over bandwidths of
up to 1 THz. At this level of noise reduction, the main
problem is the issue of improving detector technology
to allow such low noise levels to be investigated.

Squeezing in Lasers

The quantum noise properties of the laser were
studied intensively after its invention in the early
1960s. The conclusion of these studies is that the laser
output approaches quite closely the noise properties
of a coherent state, provided the laser is operated well
above threshold. That is, the spectral variance of the
photon number and phase fluctuations at high
enough Fourier frequencies will be at the Poissonian

or quantum noise limit (also referred to as the shot
noise level). On the other hand, the phase of the laser
is unconstrained and drifts as a function of time,
so-called laser phase diffusion. As a result, the phase
fluctuations show excess noise at low frequencies.

In the early 1980s, it was realized that if the
pumping mechanism for the laser could be made sub-
Poissonian then amplitude squeezing could be
obtained at low frequency. A few years later it was
shown that sub-Poissonian pumping could be realized
in semi-conductor lasers by regularizing the pump
current. An experimental demonstration of amplitude
squeezing from semi-conductor lasers was soon
achieved. Although still requiring rather specialized
lasers, many groups now routinely obtain squeezing
from semi-conductor lasers.

There are a number of disadvantages to semi-
conductor lasers, including their poor beam quality
and short coherence length. As a result, interest in
other possible squeezing mechanisms continues. It
has been found that intrinsic dynamical effects can
also lead to amplitude squeezing in the laser output.

Laser squeezing is of a different character to that
produced by more ‘traditional squeezers.’ For
example, in parametric amplification, the de-ampli-
fication of phase fluctuations is accompanied by an
equal and opposite amplification of amplitude
fluctuations which preserves the uncertainty relation-
ship between them. However, in laser squeezing the
reduction in amplitude fluctuations is not linked to
any increase in phase fluctuations. Thus, in laser
squeezing we take advantage of the fact that the laser
output is not in a minimum uncertainty state to
suppress amplitude noise. This means that laser
squeezing is always amplitude or intensity squeezing.

Application of Nonclassical Light

The applications of nonclassical light are numerous.
The single photon sources discussed above have their
main applications in quantum communication with
single photons where they may be used to establish
secure signal transmission. There is also a decisive
advance in the field of quantum information expected
from the combination of local atomic quantum
processing with photonic transmission of quantum
states. Conceptually, new possibilities would arise to
enhance quantum computational capabilities. For
example, separate local quantum processors of
moderate size could be linked in a quantum network,
with quantum information being exchanged by
means of photons.

Although a large number of phenomena have been
predicted in which the quantum nature of the
squeezed vacuum plays an essential role in modifying
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atomic properties, only the linear dependence of the
two-photon absorption rate of a three-level ladder
atom has been confirmed experimentally but classical
sources show a quadratic dependence. In 1998 an
important series of experiments was reported which
investigated the interaction of a beam of Cs atoms
with squeezed light in the Fabry–Perot cavity
environment. The principal phenomena examined
were the modification of the transmission spectrum
of a weak, tunable probe beam due to the presence
of the squeezed light, and the variation of the
transmission modulation with the phase of the
squeezed vacuum relative to that of an applied,
saturating, coherent field.

There have been many proposed practical appli-
cations of squeezed light, and some experiments have
already demonstrated its potential in precision
measurements and improvement of spectroscopic
sensitivity. Squeezed light may be used in optical
communications to enhance signal-to-noise ratio,
gravitational wave detection, and quantum non-
demolition measurements.

The wider applications of squeezed light are
numerous. An idea of the range and variety of
applications is provided by the following selection:
the protective measurement of a single squeezed
harmonic oscillator state, coherent nonlinear spec-
troscopy using number squeezed light, the improve-
ment of quantum nondemolition measurements using
a squeezed meter input, sub-shot-noise Doppler
anemometry with amplitude squeezed light, noiseless
transfer of nonclassical light through bistable sys-
tems, generation of few photon states from squeezed
atoms, and spin squeezing in a collection of atoms
illuminated with squeezed light.

Einstein–Podolsky–Rosen (EPR)
Correlations and Entanglement
of Photons

In 1986, a quantum nondemolition experiment
confirming the quantum correlation of the quad-
rature phase amplitudes of two spatially separated
fields, was reported. In 1987, two-mode squeezing
with two spatially separated detectors was experi-
mentally demonstrated using parametric oscillation.
With the experimental realization of such two-
mode squeezing and quantum nondemolition
measurements, the possibility of testing for con-
tinuous variable EPR-type correlations became
apparent. In these proposals, the conjugate
‘position’ and ‘momentum’ observables would be
the two orthogonal quadrature phase amplitudes of
the field. The high efficiency of detectors used in the

quadrature phase amplitude squeezing experiments
was an important issue in this connection. Experi-
mental tests of EPR correlations at the time were
based on Bohm’s version of the EPR paradox, and
in fact, focused on Bell’s extension of this work.
These tests involved measurements performed on
individual photon pairs, and used very inefficient
detectors.

A specific proposal and a criterion to demonstrate
the continuous variable EPR correlations for real
experiments by way of a realization of the 1935 EPR
paradox, was put forward in 1989. This proposal
employed the two-mode squeezed state as the EPR
source. The first experimental achievement, using the
parametric oscillator, of the 1989 EPR criterion, for
efficient measurements with continuous variable out-
comes, was reported in 1992.

The EPR fields have proved significant in enabling
the experimental realization of continuous variable
quantum teleportation, and may have application
also to quantum cryptography. Again, because of the
efficient nature of the measurement of field quad-
rature phase amplitudes, and the intrinsic macro-
scopic nature of the correlated fields, continuous
variable teleportation and cryptography may provide
large advantages over protocols using a finite number
state basis, where signals of individual photons are
sent. At the moment, several groups are working in
this promising direction.

Conclusions

In this contribution the generation of nonclassical
light was reviewed. The generation of nonclassical
light became possible after stable and reliable laser
sources were available. There are many sources of
nonclassical light available now. It is clear that we
will see many new applications in the future.
Especially in connection with optical communi-
cation, rather interesting improvements can be
expected.

See also

Coherent Lightwave Systems. Photonic Crystals:
Electromagnetic Theory. Quantum Optics: Atomic
Coherence Effects.
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Introduction

It is now possible to produce, with compact lasers,
intensities so large that the relativistic character of the

electrons dominates laser–matter interactions. This is
a fundamentally new regime in optics where optics,
confined to the study of eV characteristic phenomena,
are now addressing phenomena with characteristic
energies vastly greater in the MeV–GeV (TeV in the
near future) range. With relativistic optics, the field
of nonlinear optics found a number of novel
applications, including fast ignition of inertially
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compressed fusion target, bright sources of energetic
electrons, protons, ions, positrons, pions, etc., but
also nuclear physics, high energy physics, astro-
physics, and general relativity.

Relative optics has been one of the most active
fields of optics and it is impossible to describe all the
applications here. So, this new regime will be
illustrated with few examples of the key relativistic
mechanisms – reminiscent of conventional nonlinear
optics, such as relativistic harmonics, relativistic
optical rectification (wake-field acceleration), and
relativistic self-focusing in refraction and reflection.
We finally show that relativistic optics offers a new
and efficient gateway to attosecond physics and
nonlinear quantum electrodynamics (QED).

Optics is the study of how electrons respond to
light. All material optical properties are the
consequence of how light interacts with electrons
in materials. Because, in the visible regime the
photon energy is of the order of 1 eV, optics deals
with phenomena with eV characteristic energy.
Light is a wave composed of coupled electric and
magnetic fields oscillating in synchrony at high
frequencies. The electric and magnetic field oscil-
late perpendicular to each other, and perpendicular
to the direction of propagation, k. Because of the
electric field E, electrons under the action of the
Lorentz force, F ¼ eE, moves a distance x ¼ a1E
transversally to the propagation direction. In
classical optics, the oscillation amplitude x is
small compared to the wavelength, and the
electrons oscillate and radiate at the laser freq-
uency. The radiated field amplitude and phase
depend on how the electron is bound to the atom
of the material. The invention of the laser in 1960
gave access to much larger intensities and electro-
magnetic fields. The laser field became strong
enough that the electron displacement, x, in this
field could no longer be considered as strictly
proportional to the laser field. This departure
from linearity is addressed by the addition of
new terms in the Taylor series expansion of the
displacement:

x ¼ a1E þ a2E2 þ a3E3 þ · · · ½1�

These additional terms are responsible for all the
effects that form the field of nonlinear optics. Note
here that the field is still not strong enough to
ionize an electron from its parent atom and is
therefore below the field that could irreversibly
damage the material. Thus, the typical intensity
must be kept to a value of less than ,1014 W/cm2,
where the quiver energy EQ starts to challenge the

ionization energy of a few eV, depending on the
material:

EQ ¼

*
e2E2

4mv2

+
½2�

The bracket denotes the time average over one
cycle and v is the laser angular frequency. Above
this limit, the material response is dominated by
multiphoton ionization or tunneling, as shown in
Figure 1. During the ionization event, high harmo-
nics are produced. Note here again that because the
electron is still bound to its nucleus during the
emission, we can consider the process of high
harmonic generation as bound-electron nonlinear
optics. As the intensity increases from 1014 to
1018 W/cm2 (Figure 1), we are entering the
regime of relativistic intensity or relativistic
nonlinear optics. This is a regime that was predicted
and discussed in the 1960s but that could
be accessed only after the technique of chirped
pulse amplification (CPA) was demonstrated,
followed by significant progress in the areas of
short pulse generation and pulse focusing.

Relativistic Optics

In classical optics one always assumes that during a
laser oscillation period the electron mass m0 stays
constant. It is a reasonable assumption since the
quiver velocity v of the electron is small compared to
the speed of light c. As the intensity is increased a
point is reached where the electron quiver velocity
approaches the speed of light. This has several
implications; first, the mass of the electron changes
to become

m ¼ gm0 ½3�

where g is the Lorentz factor given by

g ¼

 
1 2

v2

c2

!
21

½4�

Second, because v is close to c, the magnetic force
component needs to be added and the Lorentz force
becomes:

~F ¼ e~E þ
~v

c
£ ~B ½5�

Until recently, in classical optics and laser physics, the
v £ B component was totally ignored. However, in
the relativistic regime, this component is as large as
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the electric one. It pushes the electron forward and is
the tenet of the relativistic regime.

At this point, it is convenient to introduce the
normalized vector potential:

a0 ¼
elE

m0c2
½6�

which represents the energy gain by the electron over
one period (l) normalized to the electron rest mass
energy. At a0 ¼ 1, corresponding to 1018 W/cm2 for
1 mm wavelength light, the laser–matter interaction
is strongly dominated by the relativistic character of
the electrons. At these intensities, the motion of the
electrons becomes relativistic and the trajectory of
the electron dramatically changes. Figure 2 depicts
the difference between the two regimes. It can be
shown that independently of the intensity regime, the
electron transverse motion is always proportional
to a0, while the longitudinal motion is always
proportional to a2

0. This means that for classical

Figure 2 A comparison between classical optics and relativistic

optics. The transverse electron displacement scales as a0 and the

longitudinal scales as a2
0 . (a) In classical optics a0 , 1 the

transverse electron displacement is proportional to a0. It is larger

than the longitudinal proportional to a2
0. (b) In relativistic optics it is

the opposite, a0 . 1 the transverse displacement becomes

smaller than a2
0 .

Figure 1 Laser intensity versus years. Note the very steep slope in intensities that occurs during the 1960s. This period corresponds

to the discovery of most nonlinear optics effects. Since 1985 after the CPA invention followed by the successive laser short pulse

improvements, we are experiencing a similar increase in intensity opening a new regime in optics at 1018 W/cm2 dominated by the

relativistic character of the electrons.
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optics or even bound-electron nonlinear optics with
a0 varying from 10210 to 1024, the longitudinal
motion is ,10210 to 1024 smaller than the transverse
motion. Of course, the situation reverses completely
for a0 . 1, where the longitudinal motion becomes
larger than the transverse motion. The departure of
the electron motion from the linear regime, due to its
relativistic character, gives rise to a new kind of
nonlinear optical effects that constitutes the field of
relativistic nonlinear optics. This area has become
one of the most active in laser physics. In many cases,
there are strong similarities between conventional
and relativistic optics, and it is the purpose of this
article to illustrate the field of relativistic optics by
using some of the effects well established in bound
electron nonlinear optics.

Considering the rapid progress in laser intensities
that the field experienced in the 1960s, as indicated
in Figure 1, scientists expected to observe the
manifestation of relativistic effects in the 1970s.
Formidable intensities on the order of 1018 W/cm2

for 1 mm wavelength light were necessary, however,
and could not be readily obtained. Such intensity
levels could only be produced in the early 1980s with
large-scale sources such as the Helios laser at Los
Alamos National Laboratory (LANL) (Figure 3a).
Work in relativistic optics virtually could not be
conducted in university research laboratories, but
rather only in government laboratories. The first
relativistic harmonics produced by the critical sur-
face nonlinear motion were observed in 1980 with a
kJ-pulse-energy laser at mHz repetition rates (one
shot/20 m).

The advent of CPA (Figure 4) revolutionized the
field of relativistic optics, placing it within reach of
more researchers through enormous reductions in
laser size and cost. Further advances in the ultrashort-
pulse duration of lasers and in laser focusing made
relativistic optics more accessible, especially to
universities. Relativistic intensities can be achieved
with mJ energy levels at kHz repetition rates by
university-size lasers (Figure 3b) instead of with large,
kJ, sub-Hz-repetition-rate government-type lasers.
Figures 3a and b illustrate the revolution in the
relativistic laser evolution representing the Helios
(LANL) system. Figure 3b depicts the relativistic l3

laser target chamber. The l3 laser reaches its
relativistic intensity (1018 W/cm2) with pulse energy
only on the order of 1 mJ and pulse duration on the
order of 10 fs, i.e., a few light periods. Its energy is
concentrated on a single wavelength spot size using
an f#1 paraboloid corrected by a deformable mirror.
Note that all the energy is contained in a focal volume
of a few l3, hence its name.

Some Examples of Relativistic Nonlinear Optics

We will illustrate the field of relativistic optics by
comparing relativistic effects with some well-known
nonlinear effects.

(a) Relativistic optical rectification (laser wake-field
acceleration of electrons and ions)
One well-known bound-electron optical effect com-
ing from the second-order term in eqn [1] is optical
rectification. This effect, which takes place in
noncentrosymmetric crystals, gives rise to a DC
field transverse to the propagation direction. In the
relativistic regime, a similar effect known as wake-
field acceleration will also contribute to rectification
of the optical field. We have seen that in vacuum,
electrons are strongly pushed forward by v £ B force.
In a plasma, the electromagnetic wave will also push

Figure 3 Two relativistic lasers. (a) Helios at LANL, was

the first relativistic laser with a0 , 1 at mHz repetition rate.

(b) The l3 at the University of Michigan has an a0 , 1 at kHz

repetition rate.
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forward the electrons, dragging the much heavier
positive ions behind, as shown in Figures 5a and b.
The charge separation that ensues will produce a
strong electrostatic field that can be of the order of
the transverse light electric field, which is huge.
Unlike in classical optical rectification, in the
relativistic regime the effect can be very efficient.
Of the order of 10% or more of the transverse field
may be rectified. For an intensity of 1018 W/cm2, the
electric field can be on the order of 1012 V/m (CERN
on one meter), or 105 times larger than the field that
can be obtained by more conventional technology. In
addition, the rectified field is flipped along the
longitudinal direction. Note also that since the field
is created within a plasma, the medium cannot be
broken down further and can support these extre-
mely high fields. This effect had to wait for the
relativistic-intensity lasers to become a reality before
being demonstrated. Today energies up to 200 MeV
have been demonstrated by using a 50 TW laser
focused on a gas jet. Because the electrons drag the
ions, a beam of ions is also observed concomitant
with the electron beam. The generation of protons
with energy up to 56 MeV has been reported by
LLNL.

(b) Relativistic harmonic generation
Harmonic generation in the relativistic regime can be
produced in two ways, as a result of the laser plasma
interaction with electron density ne, either below or

above the critical density nc. The first is for ne , nc

and corresponds to an underdense plasma where light
can propagate. Harmonics generation was predicted
in the late 1960s. Even-order harmonics are observed
with linear and circular polarizations. This is the
signature of relativistic effects since even-harmonics
cannot occur in conventional nonlinear optics in
centrosymmetric media.

Figure 4 The concept of CPA is the key technique to get relativistic intensity. An initial short pulse is first stretched out (chirped) by a

factor ,104, for instance by a pair of diffraction gratings. The stretched pulse intensity becomes lowered by the same factor of ,104.

The stretched pulse intensity can then be amplified to a level 104 times higher. Once the laser energy has been extracted from the

amplifier the stretched pulse is recompressed by the same factor (,104) to its initial value. This way the laser intensity has been boosted

to 104 times the peak intensity that the amplifier could have withstood.

Figure 5 Relativistic rectification in plasma. (a) The high

intensity pulse before entering the plasma. (b) Illustrate the v £ B

pushing first the plasma electrons. The electrons then drag the

heavy ions behind them like a horse pulling a cart. The longitudinal

electrostatic field that is generated is almost as large as the

transverse laser field.
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Harmonic generation can also be produced in
over-critical plasmas, where n . nc. In this case,
the light cannot propagate and be reflected. The
strong v £ B oscillatory force applied to the critical
surface will produce a self-modulated reflected
beam. This effect was first observed using the
Helios laser. The idea of the moving-mirror model
was first put forward in the early 1980s. Gener-
ation of frequencies up to the 70th harmonic has
been demonstrated so this method could provide
an efficient way to produce high harmonics. This
technique has the advantage over conventional high
harmonic generation in that it is capable of
accommodating a pulse of large energy, since one
can focus the beam over a small area, limited only
by the laser wavelength, without fear of disrupting
the plasma.

(c) Relativistic self-focusing in refraction
In bound-electron nonlinear optics, the third-order
term in eqn [1] is responsible for self-focusing. A
similar effect also exists in relativistic optics; it is
described in Figure 6a. In the relativistic regime, the
electron driven by the laser field changes its mass. In
turn, this mass change will modify the index of
refraction according to:

n2 ¼ 1 2

�
vp

v

�2

½7�

where the plasma frequency is given by

v2
p ¼

e2

m
ne ½8�

where ne is the plasma electron density, and m is the
intensity-dependent mass according to eqn [1].

For v . vp , the index of refraction is positive and
the pulse can propagate in the plasma. For the higher-
beam-intensity part of the beam, i.e., on the beam
axis, the plasma frequency will be less than the
frequencies corresponding to the pulse wing. This will
cause a modification of the laser wavefront and the
beam to self-focus.

(d) Relativistic self-focusing in reflection and isolated
attosecond pulse generation
For v , vp , (eqn [7]) is negative and the pulse
cannot propagate and so is reflected at the critical
surface. However, the large light pressure will push
the plasma critical-density surface at twice the laser
frequency, making it cancel out the beam spatial
intensity profile. In the relativistic l3 regime, the
laser is focused at one wavelength. If the light is

linearly polarized, the electron density will be
collectively moved back and forth along the critical
surface. This time-dependent deformation of the
critical surface will produce a deflection of each
electromagnetic half-cycle in a specific direction
(Figure 7), providing a simple means for generating
isolated attosecond pulses efficiently. The relativistic
motion of the critical surface compresses (relativis-
tic Doppler) the incident femtosecond pulse to the
attosecond regime. To understand this compression,
recall that the incident pulse travels opposite to the
mirror motion formed by the critical surface (for a
fraction of the cycle). As we have seen in this
regime the critical surface moves also at close to the
speed of light, v. Since the reflected light must also
travel at c, it has no choice but to be compressed,
producing an electromagnetic accumulation along
the critical surface. The compression factor will

Figure 6 Relativistic self-focusing. (a) Relativistic self-focusing

in refraction. Here the index of refraction is modified by the

change in the electron mass. The electron mass change will in

turn modify the plasma frequency across the beam and

consequently the index of refraction. (b) Relativistic self-focusing

in reflection showing the deformation of the critical surface by the

light pressure from a strongly focused beam. The light is

reflected in a series of ultrashort pulses in the attosecond

domain.

150 NONLINEAR OPTICS AT THE CRITICAL FIELD LIMIT



depend on the critical surface velocity and is
dependent on the plasma stiffness, i.e., the plasma
density. Low-density plasmas are softer than high-
density ones; here, nc is the plasma critical density.
The compressed pulse duration has been deter-
mined by a particles-in-cell (PIC) simulation to be
given by t ¼ 600=a0. From the PIC simulation, it
can be determined that the compressed pulse
optimum duration is obtained for ne ¼ a0nc=2.
This technique is an interesting alternative to the
one based on high-harmonic generation due to
bound electrons, which has been recently demon-
strated. The advantage of the relativistic optics
approach is that it can be scaled up to large
energies, from the mJ to the several-joule level, in
contrast with demonstrated attosecond schemes
that can only compress mJ pulse energies with an
efficiency of 1026. For a0 ,100, corresponding to
incident intensities of ,1022 W/cm2, a 10-as pulse
can be produced by relativistic compression and
deflection.

(e) Nonlinear QED on a table top
Looking at Figure 1, we see that there is a regime
around 1029 W/cm2 where it becomes possible to

produce electron–positron pairs. The condition to
fulfill this is given by

Eslce ¼ 2m0c2 ½9�

Here lc ¼ h=m0c is the Compton wavelength, Es the
Schwinger field, and h the Planck constant.
This expression states that for pair creation the
work of the laser field over a Compton wavelength
must be equal to the electron–positron rest-mass
energy. This field Es, also known as the critical field,
Es ,1016 V/cm, corresponds to a laser intensity of
1029 W/cm2.

An alternative way to depict the process of
electron–positron generation from vacuum is by
considering the vacuum as a dielectric medium
with a gap EG ¼ 2m0c2. The field to produce an
electron–positron pair is the one necessary to bend
the bands so that an electron can tunnel from the
Dirac sea into the vacuum states (Figure 8). The
probability for such an event is given by

W / exp

�
2
pEs

E

�
½10�

Today, the intensity necessary to reach pair
creation is more than six orders of magnitude higher

Figure 7 Compressed and deflected attosecond pulses. The combination of relativistic deflection and compression leads to 200 as

isolated pulses.
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than what we could produce, ,1022 W/cm2. To
bridge this enormous gap the electric field has
been enhanced by colliding a short and intense
pulse with a Stanford Linear Accelerator Center
(SLAC) super-relativistic, 50 GeV electron beam.
The Lorentz factor is g ¼ 105, and the laser field
of 21010 V/cm (corresponding to an intensity of
1018 W/cm2) can be enhanced by 105 to reach the
critical field.

The progress in relativistic compression described
above could make possible the generation of
electron–positron pairs directly from the laser.
We are on the verge of having a tabletop laser
that could produce an intensity close to
1023 W/cm2, corresponding to a0 . 100. From the
scaling law described previously, we should get
t , 6, where the wavelength of such a compressed
pulse would also be reduced by ,100. The focal
volume would then be reduced by six orders of
magnitude. If we assume an efficiency of 1021, an
intensity close to the critical intensity of 1029 W/cm
could be reached with a tabletop laser and boil
vacuum.

Conclusion

Today, laser intensities are such that during light–
matter interaction, the electron motion is dominated
by relativistic effects responsible for a new type of
nonlinear optics called relativistic nonlinear optics.
Relativistic nonlinear optics is characterized by
extreme field gradients (TV/m) and light pressure in
the Gbar regime. Relativistic nonlinear optics offers
an attractive and novel way for efficient attosecond
pulse generation with intensities near the critical
(Schwinger) field, opening optics to vast new
horizons.

See also

Relativistic Nonlinear Optics.
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Introduction

Phase matching is important in any process that
coherently transfers energy from one optical mode to
another over a long interaction length. We will start
by illustrating the principle, by imagining that the
original mode is a single transverse mode of a
waveguide, and that microscopic scattering centers
distributed uniformly throughout the waveguide
weakly scatter light into a second mode with
orthogonal polarization. Then suppose that the
scattering process preserves phase so the phase of
the wavelet scattered at each point into mode two is
the same as that of the original wave in mode one.
Such a process is shown in Figure 1 where the
propagation constant of the initially excited mode is
k1 and the propagation constant of the second mode
is k2: At each z location the light scattered into the
second mode has the phase f ¼ k1z; and after
propagating to the end of the waveguide ðz ¼ LÞ

with the phase velocity characteristic of the second
mode, it has the phase fz ¼ ½k1z þ k2ðL 2 zÞ� ¼
½k2L þ zðk1 2 k2Þ�: Coherently summing the fields
scattered at all of the z positions, gives the net output
field in the second mode. Figure 2 shows how this
field can be constructed graphically. The rotation
angle of each phasor represents its phase, fz; while
the length of each phasor represents the magnitude of
the field contribution from the corresponding z
segment. It is apparent that the energy transfer is
maximized if the contributions from all z positions
have the same phase, in which case the phasors form a
straight line, and the power in the second mode is
proportional to L2:This corresponds to ðk1 2 k2 ¼ 0Þ:
When this condition is met the waves in the two

Figure 1 An input wave with propagation constant k1 in a

waveguide mode is weakly scattered into a second waveguide

mode with propagation constant k2: The phase mismatch is

Dk ; k2 2 k1.

Figure 2 Phasor diagram showing the net output field

contributions from segments 1–11. The net field at the output

end, Enet; is the vector sum of the phasors. The phasors are

complex quantities whose angles represent their relative phases

according to En ¼ Eo exp(ifn) where fn ¼ fo 2 Dk(zn 2 z1).
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modes have equal phase velocities, and the process is
phase matched.

The quantity ðk2 2 k1Þ is called Dk; the phase
mismatch. If Dk – 0 the phasors curl to form a
section of a circle, reducing the net field in mode two.
If all the phasors have the same length, as they would
if the wave in mode one is undepleted, the size of the
mode two field at position z is

EðzÞ ¼ Kz
sinðDkz=2Þ

Dkz=2
¼ Kz sinc

�
Dkz

2

�
½1�

where K is a constant describing the scattering
strength. The corresponding power in mode two is
plotted in Figure 3 for various values of Dk: When
Dk ¼ 0 the power grows quadratically with z, but
for Dk – 0 it is proportional to sin2ðDkz=2Þ=Dk2:

If we plot the normalized output power in mode two
ðz ¼ LÞ versus Dk; we have the curve shown in
Figure 4 which is sinc2ðDkL=2Þ:

When Dk ¼ 2p=L the phasors form a complete
circle so the power in mode two first grows with z but
then shrinks back to zero at z ¼ L: For a given value
of Dk the length for which the phasors form a
complete circle is known as the coherence length,
Lcoh ¼ 2p=Dk:

Reducing the z increments to infinitesimals, we can
write the output field for mode two in integral form:

Enet ¼
ðL

0
SðzÞe2iDkz dz ½2�

This shows that when Dk is independent of z; the
output field is the Fourier transform of a source term,

SðzÞ; transformed into Dk space. Where SðzÞ has a
constant value from z ¼ 0 to z ¼ L and is zero outside
that range, the Fourier transform has the form given
by eqn [1], with z ¼ L:

The L2 sinc2ðDkL=2Þ form for the output power
is ubiquitous in functions that describe the
efficiency of nonlinear optical interactions, as well
as acousto-optic and electro-optic modulation of
light waves. However, it should be kept in mind that
L2 sinc2ðDkL=2Þ holds only when SðzÞ is independent
of z: If the scattering is strong enough to alter the
phase or amplitude of the driving wave, or if the
coupling strength varies with z for any other reason,
SðzÞ is not independent of z and the L2 sinc2ðDkL=2Þ
dependence is modified.

Our simple example relied on scattering in a
waveguide, with a source term that was linear in
the field in mode one. In practice, most optical
devices that couple light between modes, rely on
nonlinear interactions among multiple optical fields,
or between an optical field and an acoustic or an rf
electric wave. These nonlinear interactions produce
a polarization wave in a suitable material at a sum
or difference frequency. Each point of this polariz-
ation radiates a wavelet in all directions. These
wavelets interfere constructively only in directions
that are nearly phase matched. Examples include
traveling wave acousto-optic filters, in which an
acoustic wave traveling parallel to an input light
beam of one polarization in a birefringent material,
couples light into the orthogonal polarization via
the elasto-optic effect. Traveling wave electro-optic
modulators are similar but rely on the linear
electro-optic effect for the coupling. Optical freq-
uency mixing uses the nonlinearity of various

Figure 3 Plot of power in second mode versus z for different

values of Dk. For Dk ¼ 0 the power is proportional to z2: For

Dk ¼ 2p/L the phasors form a closed circle so the net field is zero

at z ¼ L : For Dk ¼ 4p/L the phasors trace two complete

overlapped circles so again the field is zero at the z ¼ L =2 and

at z ¼ L :

Figure 4 The plotted function indicates the relative irradiance of

the output field, lE l2; versus the phase mismatchDk. The full width

at half maximum is Dk ¼ 1:77p=L¼ 5:57=L.
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materials to mix multiple optical waves, creating
polarization waves at sum and difference frequen-
cies. A wide variety of such nonlinear interactions
is discussed in textbooks on nonlinear optics,
electro-optics, and acousto-optics. In all of these
cases the phase velocity mismatch of interest is
that between an induced polarization wave and
a radiated mode, and the phase mismatch is
Dk ¼ kradiation 2 kpolarization:

To find SðzÞ and Dk for these nonlinear mixing
processes, we must construct the polarization wave.
We consider only monochromatic plane waves here,
considering beams with spatial or temporal structure
in a later section. The electric field of a monochro-
matic plane optical wave propagating in direction ro

can be described by

E ¼ Eo cosðvot 2 ko·ro þ foÞ

¼ 1
2 ½E e2iðvot2ko·roÞ þ Ep eiðvot2ko·roÞ� ½3�

The complex notation is a convenience that simplifies
algebraic book-keeping. Similarly, an acoustic field
propagating in direction ra can be written:

A ¼ Ao cosðvat 2 ka·ra þ faÞ

¼ 1
2 ½A e2iðvat2ka·raÞ þ Ap eiðvat2ka·raÞ� ½4�

In a suitable material the polarization induced by the
product of the optical and acoustic waves has a term
of the form:

P ¼ sEA ½5�

P has components at both the sum and difference
frequency. The sum frequency component is:

Pvoþva
¼

1

4
s½EA e2iðvoþvaÞtþiðkoþkaÞ·r þ cc� ½6�

where ‘cc’ indicates the complex conjugate of the first
term. The component at the difference frequency is

Pvo2va
¼

1

4
s½EAp e2iðvo2vaÞtþiðko2kaÞ·r þ cc� ½7�

An important point is that the k vector of the sum-
frequency polarization is ðko þ kaÞ: Phase matching
requires that the radiated sum-frequency wave has
the same propagation vector. The radiated difference
frequency wave must have the propagation vector
ðko 2 kaÞ to be phase matched. Phase matching for
these two cases is shown in Figure 5. Note the
general rule that if the frequency of a wave appears

as þv in the induced polarization, the associated k
vector contribution to the polarization wave is þk;
while if it appears as 2v; the k vector contribution
is 2k: For example, the acoustic wave in Pvoþva

is
associated with þka contribution to the polarization
wave, while in Pvo2va

it is associated with a 2ka

contribution.
Using the definition of k:

k ¼
2p

l
k̂ ¼

v

v
k̂ ½8�

where v is the phase velocity, we can write Dk as

Dk ¼ koþa 2 ko 2 ka

¼

�
voþa

voþa

k̂oþa 2
vo

vo

k̂o 2
va

va

k̂a

�
½9�

Clearly, if all of the waves had equal phase velocities,
phase matching would be achieved for collinear
interactions, where all of the propagation vectors
are parallel, because the frequencies inside the
parentheses sum to zero. This is seldom the case as
for example, the phase velocity of an acoustic wave is
much less than that of an optical wave, making an
acoustic wave’s k-vector disproportionately long
compared with that of an optical wave. On the
other hand, an rf wave usually has a disproportio-
nately short k-vector compared with an optical wave.
Even when all of the waves are optical, dispersion of
the refractive index usually makes the k-vector of the
bluer waves disproportionately long compared with
those of the red waves. A wide variety of methods are
used separately or in combinations to compensate for
these effects in order to achieve phase matching and
these are discussed below.

Figure 5 An optical wave with propagation vector ko and an

acoustic wave with propagation vector ka produce a polarization

wave at the sum frequency with the propagation vector koþa (top

diagram), and a polarization wave at the difference frequency with

the propagation vector ko2a (bottom diagram).
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Phase Matching Techniques

Noncollinear Phase Matching

If one of the low frequency waves in a three wave
mixing process, such as the acousto-optic interaction
discussed above, has a lower phase velocity than the
bluest wave, then noncollinear phase matching may
be possible. Acousto-optic deflectors are often phase
matched with a noncollinear geometry, such as that
shown in Figure 6. An input optical wave of
frequency vo reflects from a traveling acoustic wave
with frequency va in an optically isotropic material to
produce an output optical wave of frequency vo þ va:

The Bragg condition for efficient reflection is

sin u ¼
ka

2ko

½10�

which may be seen from the figure to be the same as
the phase matching condition, assuming kout and kin

have the same magnitude, which is a good approxi-
mation for typical acoustic frequencies less than a
few GHz.

Stimulated Brillouin scattering is another example
of noncollinear mixing of acoustic and optical waves.
One possible geometry has the input optical and
acoustic waves traveling in opposite directions to
create a reflected optical wave at the sum frequency.
The phase matching condition is then

kacoustic < 2koptical ½11�

which implies

vacoustic ¼
2nvoptical

c
vacoustic ½12�

The acoustic frequency that phase matches such
counter propagating Brillouin scattering is usually a
few GHz in liquids and solids.

If noncollinear phase matching in an isotropic
material is not possible, as is usually the case for
electro-optic modulation and for all-optical sum and
difference frequency mixing, it is sometimes possible
to use the properties of nonisotropic media to adjust

the phase velocity of one or more of the waves. There
are several possibilities, such as natural birefringence,
form birefringence, photonic band edge tuning, wave
guide modal propagation, and various forms of quasi
phase matching. Each is briefly described below.

Birefringent Phase Matching

Natural birefringence
Naturally birefringent crystals can be categorized as
either uniaxial or biaxial. In either case, light
propagating along any direction (except along an
optical axis) has two orthogonal eigen polarizations
with different refractive indices. In uniaxial crystals,
one of these indices is independent of the propagation
direction and is called the ordinary index, no: The
refractive index for the other polarization, known as
the extraordinary polarization, is given by

1

n2
e ðuÞ

¼
sin2 u

n2
e

þ
cos2 u

n2
o

½13�

where u specifies the propagation direction measured
from the z, or optical, axis, and ne and no are the
refractive indices for light polarized parallel and
perpendicular to z. The two eigen polarizations are
aligned with the lines of constant or latitude (o-wave)
or constant longitude (e-wave). The variation of the
two refractive indices with propagation angle u is
shown in Figure 7 for a negative uniaxial crystal
which is characterized by ne , no; and for a positive
uniaxial crystal, characterized by ne . no:

The acousto-optic tunable filter relies on natural
birefringence to achieve a phase match. An optical
and an acoustic wave propagate normal to the optical
axis of a uniaxial crystal. If the crystal is negative
uniaxial, with an input optical polarization of ‘e’, and
an output optical polarization of ‘o’, the k vector
of the acoustic wave must make up the difference

Figure 6 Phase matching in an acousto-optic deflector.

Figure 7 The circle and ellipse represent the two refractive

indices for a negative uniaxial crystal (left diagram) and a positive

uniaxial crystal (right diagram) for different propagation directions

specified by the angles (u;f) with f fixed. These curves are

independent of the azimuthal angle f; so in three dimensions the

ordinary refractive index, no; forms a sphere in both cases, while

the extraordinary index, ne ; forms a prolate ellipsoid for a negative

uniaxial crystal, or an oblate ellipsoid for a positive uniaxial crystal.
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ko 2 ke: This may be expressed as

ka ¼
va

va

¼
ðvþ vaÞno

c
2

vne

c
½14�

or, ignoring the difference between v and vþ va; the
optical frequency that is phase matched is

v ¼
vac

vaDn
½15�

where va is the phase velocity of the acoustic wave,
and Dn ¼ no 2 ne: The phase matched optical fre-
quency is seen to be tunable with va: A typical
acoustic frequency for a visible filter is a few hundred
MHz. The phase matching bandwidth set by the
sinc2ðDkL=2Þ function can be quite narrow, with a
subnanometer optical bandpass in a crystal a few
cm long.

Natural birefringence is also widely used to phase
match all-optical sum and difference frequency mix-
ing. To counter normal optical dispersion, the bluest
wave is polarized in the direction associated with the
smaller refractive index, while at least one of the two
redder waves has the opposite polarization. By
adjusting the propagation angle, u; the refractive
index of the extraordinary waves can be adjusted
until exact phase matching is achieved. If the two
redder waves both have the high index polarization
the process is sometimes called type I, whereas if they
have opposite polarizations it is called type II.

Figure 8 illustrates type I phase matched second
harmonic generation in a negative uniaxial crystal.
The fundamental wave with frequency v is

o-polarized, while the second harmonic wave at
frequency 2v is e-polarized. The circle drawn in
dashes represents the line swept out by the polariz-
ation wave vector 2kv as the propagation direction u

is swept, while the ellipse represents the loci of k2v for
the same angle. Collinear phase matching is achieved
at the point of intersection of the two curves. This sets
the angle upm: For angles greater than upm; dispersion
is over-compensated and Dk , 0 so noncollinear
phase matching is possible. All f angles have
equivalent propagation properties, so the loci of
phase matched propagation directions form a cone at
u ¼ upm: Usually the propagation angle f is chosen to
maximize the nonlinear response of the crystal.

Biaxial crystals share with uniaxial crystals the
property of two orthogonal eigen polarizations
with different refractive indices, but the angular
dependence of the indices is more complex. The two
indices associated with propagation along direction
ðu;fÞ can be found by solving

sin2 u cos2 f

1=n2 21=n2
x

þ
sin2 u sin2 f

1=n2 21=n2
y

þ
cos2 f

1=n2 21=n2
z

¼ 0 ½16�

for the two possible values of n. Here nx; ny; and nz

are the refractive indices for light polarized along the
respective principal axes, where the convention is
nx , ny , nz: There are two optical axes lying in the
x–z plane at an angle determined by the values of nx;

ny; and nz: The phase matching loci are no longer lines
of constant latitude as they were for uniaxial crystals,
but instead are curves that encircle either the optical
axes or one of the principal axes. Figure 9 shows an

Figure 8 Collinear phase matching of second harmonic

generation in a negative uniaxial crystal. The second harmonic

light is e-polarized with a refractive index indicated by the solid line

while the fundamental light is o-polarized as indicated by the

dashed line. The crossing point of the two refractive indices

determines the phase matching angle upm:

Figure 9 Calculated loci of propagation directions that achieve

birefringent phase matching for type I collinear second harmonic

generation of different wavelengths in the crystal CsB3O5. The

fundamental wavelengths are 2,700 nm (dotted curve looping

around the x axis), 3,000 nm (dashed curve looping around the y

axis), 1,000 nm (solid curve looping around the optical axis ‘oa’),

and 800 nm (chained curve looping around the z axis). For clarity

only a single octant of the sphere of propagation directions is

shown. The loci in the other octants of the sphere are formed by

reflections in the three principal planes.
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example of each type of phase matching curve
associated with second harmonic generation of
different wavelengths in the crystal CsB3O5.

Note that because these curves always intersect at
least one of the principal planes, if phase matching in
biaxial crystals is possible at all, it is also possible in a
principal plane. Biaxial crystals are usually phase
matched in a principal plane, but phase matching
outside the principal planes can in some cases
maximize the nonlinear response, minimize the
temperature sensitivity, or adjust the relative group
velocities.

Form birefringence
Some materials, such as GaAs, have a strong nonlinear
optical response but are not birefringent, so optical
frequency mixing cannot be phase matched using
natural birefringence. However, form birefringence
can be engineered by layered growth, and it can be
used to phase match. If many alternating layers of two
materials with different refractive indices are stacked
together with a layer thickness comparable to the
wavelength of light, the material is birefringent for
light propagating parallel to the layers. Light polarized
with its E field parallel to the layers will have a higher
refractive index than light polarized with its field
perpendicular to the layers. The strength of bire-
fringence, ðnk 2 n’Þ; can be engineered by varying the
relative thicknesses and refractive indices of the two
layered materials. This has been demonstrated in
GaAs/AlAs waveguide structures in which the AlAs
layers were oxidized to form Al2O3, which has a
refractive index of 1.6, compared with an index of 3.4
for GaAs. The resulting large birefringence was used to
phase match infrared difference frequency mixing.

Photonic Lattice Phase Matching

The propagation constant of a light wave can be
controlled by tuning its frequency near the bandgap
of a Bragg structure. The Bragg structure can be a
stack of layers with alternating refractive index. If the
stack consists of layers of thickness and refractive
index l1; n1 and l2; n2; the Bragg condition at normal
incidence is

f1 þ f2 ¼
vBragg

c
ðn1l1 þ n2l2Þ ¼ mp ½17�

where m is an integer. Frequencies near vBragg are
strongly reflected. The width of the reflective band of
a structure with many layers is proportional to the
refractive index contrast, ðn1 2 n2Þ

�
ðn1 þ n2Þ: At

certain frequencies, on both sides of the bandgap,
the reflectivity vanishes. The first transmission
peak on the red side of the bandgap has an

effective refractive index that is greater than the
average ðn1 þ n2Þ

�
2; while the first peak on the blue

side has an effective index less than the average. This
effect can be used to adjust the effective value of Dk in
the structure. As a bonus, operating on one of the
transmission peaks near the bandgap enhances the
optical field in the material, increasing the strength of
the nonlinear interaction.

It is also possible to use a Bragg structure in
reflection mode. Tuning to the red side of the band
center increases the effective refractive index of the
reflected wave, while tuning to the blue side decreases
it. The internal fields are not enhanced in this case and
the interaction length may be quite short.

Quasi-Phase Matching (QPM)

Quasi-phase matching uses spatial modulation of the
polarization source with a modulation period of
Lmod ¼ 2p=Dk to boost the efficiency of the mixing
process even though Dk – 0: We can consider the
periodic modulation as another interacting wave that
is included in the creation of the polarization wave.
The modulation wave has v ¼ 0 and is stationary
with period Lmod: Because the modulation is usually a
square wave rather than sinusoidal, it is made up of
multiple sinusoidal waves with periods Lmod=m; all of
which can participate in generating a polarization
wave. Like traveling waves, the stationary modu-
lation waves can be oriented in any direction, and any
Fourier component of the modulation wave with
wave vector Lm ¼ 2pm=Lmod can participate in
(quasi) phase matching, as shown in Figure 10.

Usually the spatial modulation is achieved by
periodically reversing the sign of the nonlinear
coupling coefficient. Figure 11 shows the associated
phasor diagram for perfect first-order QPM. The net
fields from the first two modulation periods are
labeled E1 and E2: If the sign of the nonlinearity in the
first half of the modulation period were not reversed
in the second half, the phasors would form a complete
circle resulting in a null net field. All following
periods would also produce null net fields. However,
if the sign is reversed midway through the first period,
the phasors from the second half are sign reversed and
the net field is E1 as shown. The magnitude of E1 is
smaller than for a truly phase matched segment by the

Figure 10 Quasi-phase matching vector diagram for sum

frequency mixing. The mth Fourier component of the grating

vector is indicated by Lm.
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ratio of the diameter of the circle to its circumference,
or by 2=p: Coherence lengths in crystals are typically
5–50 mm so crystals that are several mm long have a
large number of periods, in which case the net
phasors E1;E2;… can themselves be considered
elementary phasors that form the net field for the
full crystal. For example, if the modulation period
Lmod is not exactly equal to 2p=Dk; QPM is imperfect
and phasors E1;E2;… curl up to give a net field of
sincðDk0L=2Þ where Dk0 ¼ Dk 2 2p=Lmod: For all
practical purposes, a QPM crystal containing many
modulation periods performs the same as a phase
matched crystal with its nonlinear coupling reduced
by 2=p:

Referring to eqn [2], we note that periodic
modulation of the source term SðzÞ produces peaks
in the phase matching curves at Dk ¼ m2p=Lmod

where m is an integer. If SðzÞ is a square wave of
alternating sign over 0 , z , L; its Fourier transform
is the convolution of sincðDkL=2Þ with a picket fence
function with spikes at Dk ¼ m2p=Lmod: If Lmod p L;
the crystal contains many periods of the square wave
and the spikes are separated by many times the width
of the sincðDkL=2Þ function. This results in well
separated sinc functions centered at Dk ¼ 2pm=Lmod;

and any process with a coherence length of Lmod=m
will be quasi-phase matched. That is, one of the
Fourier peaks in Dk space will be centered on the
corresponding value of Dk:

The magnitudes of the QPM peaks are maximized
if the modulation of SðzÞ is a sign reversal, as
described above. If the positive and negative segments
have unequal lengths, we can define the duty cycle as
D ¼ lþ

�
ðlþ þ l2Þ: The heights of the pickets in the

picket fence are then

hm ¼
2

mp
sinðpmDÞ ½18�

The largest magnitude peak is for m ¼ 1 and D ¼ 0:5
in which case h1 ¼ 2=p:

Unlike birefringent phase matching, QPM can, in
principle, phase match any set of polarizations for the
interacting waves. This makes it possible to use a
polarization set that maximizes the nonlinear
response of the crystal.

Ferroelectric poling
There are various ways to achieve QPM. By far the
most popular and versatile is by ferroelectric poling.
Ferroelectric crystals have an internal electric field
that can be reversed by the application of a
sufficiently strong external poling field. Reversing
the internal field also reverses the sign of the
nonlinearity for some light polarizations but does
not alter the refractive indices. Crystals of LiNbO3

and KTiOPO4, with thickness up to 1 mm, can be
poled with periods as short as 5 mm. This is sufficient
to quasi-phase match frequency mixing of visible or
near infrared light. Figure 12 shows an example of
the orientation of the internal fields of patterned
ferroelectric domains.

It is possible to pole a crystal aperiodically so that
multiple mixing processes are quasi-phase matched
simultaneously. To design the poling pattern for such
a device, the Fourier transform of an initial trial
pattern can be calculated and compared with the
target spectrum in Dk space. Iterative algorithms can
be used to modify the poling pattern, zeroing in on the
target spectrum.

Ferroelectric poling can also form two-dimensional
poling patterns, corresponding to a two-dimensional
set of Fourier components in Dk space. It can also
produce chirped gratings which have a broad phase
matching peak. Chirped gratings can be used to
simultaneously frequency convert and tailor the
temporal shapes of the output pulse when the input
pulses are frequency chirped. Poling can also yield
fanned poling patterns so the poling period and thus
the phase matching wavelength can be shifted by
translating the grating.

Figure 11 Phasor diagram for a quasi-phase matched

interaction in a material with alternating signs of the nonlinear

coefficient. The contributions from four segments, each of length

Lcoh=2 are shown. The net field from the first QPM period is labeled

E1; and that from the second period is E2: The dashed line shows

the path the phasors would trace if the nonlinear coefficient were

not sign reversed in the even numbered segments.

Figure 12 Diagram of a poled ferroelectric crystal. The four

crystal segments represent four ferroelectric domains with internal

crystal field directions indicated by the arrows. Reversal of the

internal field is accompanied by reversal of the nonlinear

coefficient, so this is a quasi-phase matched structure with

alternating signs of deff:
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Wafer stacking and patterned crystal growth
Another method of quasi-phase matching relies on
stacks of thin plates oriented so the sign of the
nonlinearity reverses in adjacent plates. Each plate
has a thickness of mLcoh=2 where m is an odd integer.
If all the plates are identically prepared crystals, it is
often possible to reverse the sign of their nonlinearity
by reorienting them. It is sometimes possible to
optically contact the plates or even to diffusion bond
them, avoiding reflective losses at the interfaces. This
technique is conducive to large aperture QPM
crystals. However, the plates are thin so fabrication
is a challenge.

Quasi-phase matched crystals of GaAs have also
been epitaxially grown on patterned substrates.
The patterning serves as a template for growth of
zones with alternating crystal orientation and sign of
the nonlinear coefficient.

Total internal reflection
Total internal reflection in a thin slab has also been
exploited for QPM (Figure 13). Two effects
contribute to the source modulation, one is the
rephasing of the waves on total internal reflection;
the other is the change in nonlinearity that may
accompany the change in propagation direction.
Usually plates much thicker than one coherence
length are used, so the quasi-phase matching is of
high order ðm q 1Þ:

Wave Guide Modal Phase Matching

In waveguides the size and shape of the guide
influence the transverse field distributions and the
propagation constants for the transverse modes.
Generally the higher order transverse modes have
higher phase velocities than the lower order modes.
This can be used to counteract index dispersion in
three wave mixing if the bluest wave propagates in a
higher order mode than the redder waves. A problem
frequently encountered in using this effect is that the
transverse modes are orthogonal, or nearly so.
Because the nonlinear response is proportional to

the overlap integral

deff /
ðð

A
dðx;yÞE1ðx;yÞE2ðx;yÞE3ðx;yÞdx dy ½19�

where the E’s are the transverse field distributions of
the three waves, the nonlinear response is often quite
small. If the local nonlinearity dðx;yÞ can be
engineered to maximize the integral, this problem
can be alleviated. This may be thought of as
transverse quasi-phase matching.

Waveguides can also be designed for Cerenkov
phase matching where the phase velocity of the
radiated wave is less than that of the polarization
wave. Figure 14 shows an example. The emission
angle is

cos u ¼
2kv

k2v

¼
v2v

vv
½20�

where the v’s are phase velocities. The transverse
momentum L must be supplied by the waveguide.
In other words, the source harmonic polarization
must have a transverse Fourier component with
spatial frequency L: This is another example of
transverse quasi-phase matching.

Another application of waveguide phase matching
is in traveling wave electro-optic modulation, where
the rf wave travels along an rf waveguide parallel
to the light path. For maximum modulation band-
width, the phase velocity of the rf wave should equal
that of the light wave over the desired modulation
bandwidth. Because the phase velocity of the rf wave
in the bulk medium is usually faster than that of the
light wave, the rf guide must be designed for a slow
phase velocity.

Compensated Phase Matching (CPM)

Compensated phase matching is somewhat like QPM
in that multiple crystal segments are used, but it
differs by requiring that sequential crystal segments
have DkL’s of equal magnitude but opposite sign.
Ideally the nonlinearity would be the same in all
segments. Figure 15 shows the phasor diagram for
one such arrangement, in this case with unequal
nonlinearity in alternating segments. CPM is realized

Figure 13 Diagram of quasi-phase matching based on total

internal reflection. Relative phases acquired by the waves upon

total internal reflection, combined with the path lengths and

possible changes in the value of deff for alternating legs, can be

combined to achieve quasi-phase matching.

Figure 14 Cerenkov phase matched second harmonic gener-

ation. The phase velocity of the fundamental wave in the

waveguide is greater than the phase velocity of the harmonic

wave in the cladding.
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in walkoff compensated geometries where a sequence
of crystals is arranged so Dk ¼ 0 in each for a
particular monochromatic plane wave. In the case of
spatial walkoff compensation the walkoff direction in
alternating crystals is reversed so the walkoff is
exactly compensated in pairs of adjacent crystals.
Tilting the input beams by a small amount changes
the values of the Dk’s in such a way that CPM is
achieved. In the case of temporal walkoff compen-
sation, temporal walkoff is reversed in alternating
crystals, in which case tuning the input frequency
leads to CPM. The advantage of CPM is that the
acceptance bands, which will be discussed in the
next section, are those of the individual crystal
segments which are larger than those of a single
crystal of equivalent length without walkoff
compensation.

Spatial and Temporal Effects

Acceptance Bands

Our discussion to this point has been based on
monochromatic plane waves. Real beams have spatial
and temporal structure which means they can be
decomposed into sets of monochromatic plane waves
with tilted propagation directions relative to the
nominal direction, and with detuned frequencies
relative to the nominal frequency. As we showed
above for monochromatic plane waves, there is a
range of angles and frequencies, called the acceptance
bands, over which DkL , 2p: If the interacting
beams’ angular spectra and frequency spectra lie
within these bands, the process is well phase matched
for all angular and frequency components, and
efficiency is maximized. This statement is equivalent
to saying that if the spatial walkoff due to beam tilts
and birefringence, and the temporal walkoff due to
differing group velocities are small enough that the
interacting beams stay well overlapped in space and
time, the efficiency of energy transfer to the output
channel does not suffer. Consider, for example,
second harmonic generation of short pulses. The
frequency acceptance bandwidth for the fundamental

wave, Dv1, is found using

dðDkÞ

dv1

Dv1 ¼

 
2dk2

dv2

2
2dk1

dv1

!
Dv1 ¼

2p

L
½21�

Using the usual definition of the group velocity:

vg ¼
dv

dk
½22�

this can be written

Dv1 ¼
p

Lð1=vg2 2 1=vg1Þ
¼

p

t2 2 t1

¼
p

Dt
½23�

where t1 and t2 are the passage times through a
crystal of length L for the fundamental and
harmonic pulses, and Dt ¼ ðt2 2 t1Þ is the temporal
walkoff between the two. This shows that the
acceptance bandwidth is approximately equal to the
transform bandwidth of a pulse whose duration is
equal to the temporal walkoff Dt: Input pulses
shorter than Dt will not convert efficiently because
the fundamental and harmonic pulses do not remain
overlapped as they propagate through the crystal.
In the frequency domain it is said that pulses
shorter than the Dt have spectral widths larger than
the acceptance bandwidth, meaning they are not
well phase matched across their full spectra, and
hence do not convert efficiently. Parallel arguments
apply to spatial walkoff and angular acceptance
bandwidths. Beams that do not remain spatially
overlapped through the crystal do not convert
efficiently. Equivalently, if the angular spectra of
the beams exceed the acceptance angle, efficiency
suffers.

Sometimes these notions are described in terms of
an effective interaction length or an effective crystal
length. For short pulses the effective interaction
length is that for which temporal walkoff is equal to
the pulse duration. Equivalently it is the length for
which the acceptance bandwidth is equal to the
spectral width of the pulse. Crystals shorter than this
will have mixing efficiencies nearly equal to that
expected for a phase matched process, while longer
crystals have efficiencies that fall short of this
expectation.

Focused beams
Focused Gaussian beams are a particularly important
class of spatially structured beams. In passing through
a focus, a lowest order Gaussian beam acquires a
phase shift relative to an unfocused beam. The phase
velocity near the focus is higher for the focused beam,
leading to a phase shift of p through the focus.
For second harmonic generation the phase shift of the
second harmonic polarization is twice this, or 2p:

Figure 15 Phasor diagram for four segments of a device

with compensated phase matching device. The magnitude of

DkL is equal in each segment but the sign of Dk alternates.

The length of the En field from segment n is proportional to

sinc(DkL /2) so the net field SEn must also be proportional to

this function.
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A second harmonic wave also acquires a phase shift
of p; but this leaves a p phase shift between the
harmonic polarization source wave and a freely
propagating harmonic wave. The phasors represent-
ing harmonic radiation from symmetrically located
points well before and well after the focus will
therefore be 1808 out of phase. Point pairs closer to
the focus will have less severe cancelation, but it is not
surprising that the maximum efficiency is achieved,
not at Dk ¼ 0; but for a slightly negative value Dk:
The phase matching function sincðDkL=2Þ is shifted
and distorted for focused beams. Its exact shape
depends on the nature of the mixing process. For
example, the phase matching peak is different for
third harmonic generation and second harmonic
generation, and it is different for mixing with small
birefringence and mixing with large birefringence.

Phase Conjugation

Degenerate four-wave mixing
Some wave mixing processes are automatically phase
matched. One example is phase conjugation by
degenerate four wave mixing. This process creates a
polarization wave that is the time reversed image of
one of the input waves. Figure 16 compares the
reflection from a conventional mirror with that from
a phase conjugate mirror.

The mixing process shown in Figure 17 is one that
can act as a phase conjugate mirror. Waves f and b are
strong pump waves that are phase conjugates of one
another. In their presence a weak signal field at the
same frequency produces a polarization given by

P ¼ sEf EbEp
s e2ivtþiðkf2kb2ksÞ·r ½24�

The two pump propagation vectors cancel one
another leaving

P ¼ sEf EbðE
p
s e2ivt2iks·rÞ ½25�

The quantity in parentheses is the phase conjugate of
the signal wave, so the polarization wave exactly
phase matches a radiated conjugate wave.

Brillouin scattering
Other possibilities for automatic phase matching are
processes that involve a stimulated wave in the
nonlinear medium such as an acoustic wave (Brillouin
scattering) or waves of coherent molecular vibration
or rotation (Raman scattering). Phase conjugation,
based on Brillouin scattering, is widely used to reduce
phase distortions acquired on passing through an
amplifier, for example. A single beam of light is
focused into a material that has a high polarizability.
Example media include high pressure gases Xe and
SF6, liquids acetone and freon, and fused silica. The
conjugation process is not as simple to describe as it
was in the case of four wave mixing because many
acoustic waves can be generated. The key is that the
phase conjugate wave has the highest gain under
certain conditions and can dominate the Brillouin
scattering process, so the reflected wave is nearly a
phase conjugate of the incoming wave.

See also

Modulators: Acousto-Optics; Electro-Optics. Nonlinear
Optics, Basics: Cascading; Four-Wave Mixing; Nonlinear
Optical Phase Conjugation; x(3)–Third-Harmonic Gener-
ation. Nonlinear Sources: Harmonic Generation in Gases.
Optical Parametric Devices: Overview. Optical Para-
metric Devices: Optical Parametric Oscillators (Pulsed).

Figure 16 Comparison of a normal and a phase conjugate

mirror. The wavy lines represent the phases of the incident and

reflected waves.

Figure 17 Phase conjugation via degenerate four wave mixing

near a one photon resonance. Two counter propagating pump

waves with fields Ef and Eb interact with a signal beam, Es ;

to produce a polarization wave Pc where the frequencies obey

vf 2 vs þ vb ¼ vc (upper left), implying the k-vector of the

polarization wave is given by kc ¼ kf 2 ks þ kb (upper right).

The lower diagram shows the grating induced by waves f and s

that scatters wave b into the direction of c:
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Phase Control: Phase Conjugation and Image Correction.
Photonic Crystals: Nonlinear Optics in Photonic Crystal
Fibers. Scattering: Raman Scattering.
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Introduction

Ultrashort pulses have a great potential in several
areas of research and application, such as measure-
ments of ultrafast physical processes, infrared time-
resolved spectroscopy, and sampling systems, but
they are also invaluable for communications. With
increasing demands being put on the performance of
optical fiber communications, the emphasis now is on
producing a source of ultrashort optical pulses that
can be used in high-bit rate and long-distance optical
communication systems.

Several optical pulse compression techniques are
described in the literature. These techniques utilize
dispersion, possibly from gratings or prisms, simul-
taneously to compensate for chirp and achieve pulse
compression. In fact, when a chirped optical pulse
propagates in a linear dispersive medium, it acquires a
dispersion-induced chirp. If the initial chirp is in the
opposite direction to that imposed by the group-
velocity dispersion (GVD), the two tend to cancel
each other, resulting in the compression of the optical
pulse.

Early work on optical pulse compression did not
make use of any nonlinear optical effects. Only during
the 1980s, when the use of single-mode silica fibers as
nonlinear media became widespread, the self-phase
modulation (SPM) effect was used to achieve pulse
compression. It has led, in 1987, to the production of
optical pulses as short as 6 fs in the 620 nm
wavelength region. Such advances were possible,

only after having understood the evolution of optical
pulses in silica fibers.

We can consider two main categories of pulse
compressors which make use of nonlinear effects in
optical fibers: grating-fiber and soliton-effect com-
pressors. In a grating-fiber compressor, the input
pulse is propagated in the normal-dispersion regime
of the fiber, which imposes a nearly linear, positive
chirp on the pulse through a combination of SPM and
GVD. The output pulse is then sent through a grating
pair where it experiences anomalous GVD and gets
compressed. In the case of a soliton-effect compressor,
the fiber itself acts as a compressor without the need
of an external grating pair. The input pulse propa-
gates in the anomalous-GVD regime of the fiber and
is compressed through an interplay between SPM and
GVD. This compression mechanism is related to a
fundamental property of the higher-order solitons.
These solitons follow a periodic evolution pattern
such that they go through an initial narrowing phase
at the beginning of each period. If the fiber length is
suitably chosen, the input pulses can be compressed
by a factor that depends on the soliton order.

Grating-Fiber Compressors

The grating-fiber compressor is generally used at
wavelengths l , 1:3 mm: At these wavelengths,
optical pulses acquire a positive chirp across its entire
width during their passage through conventional
silica fibers. A schematic of a grating-fiber compres-
sor in the double pass configuration is shown in
Figure 1. After the propagation in the fiber, the optical
pulse is sent through a grating pair, which provides
the anomalous (or negative) GVD required to get the
pulse compression.
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Different frequency components of an optical pulse
incident at one grating are diffracted at slightly
different angles. As a consequence, they experience
different time delays during their passage through the
grating pair, the blue-shifted components arriving
earlier than the red-shifted ones. In the case of an
optical pulse with a positive chirp, the blue-shifted
components occur near the trailing edge of the pulse
and the passage through the grating pair provides its
compression.

A limitation of the grating pair is that the spectral
components of the pulse are dispersed not only
temporally but also spatially. As a consequence, the
optical beam becomes deformed, which is undesir-
able. This problem can be avoided simply by using a
mirror to reflect the pulse back through the grating
pair. Mirror M1 , in Figure 1, performs this function.
Reversing the direction of propagation not only
allows the beam to recover its original cross-section,
but also doubles the amount of GVD, thereby
reducing the grating separation by a factor of 2.
The mirror M2 in Figure 1 is used to deflect the
compressed pulse out of the compressor.

The phase shift acquired by the spectral component
of the pulse at the frequency v passing through the
grating pair can be written in the form:

fg ¼ f0 þ f1ðv2 v0Þ þ
1

2
f2ðv2 v0Þ

2

þ
1

6
f3ðv2 v0Þ

3 þ · · · ½1�

where v0 is the pulse center frequency, f0 is a
constant, f1 is a constant delay, and f2 and f3 are
parameters that take into account the GVD effects
associated with the grating pairs. These parameters
depend on the grating period (line spacing), as well as
on the orientation and separation of the two gratings.
In most cases of practical interest, the spectral width
of the pulse satisfies the condition Dvp v0 and the

cubic and higher-order terms in eqn [1] can be
neglected.

To achieve optimum performance from a grating-
fiber compressor, it is necessary to optimize the fiber
length, as well as the grating separation. Concerning
the first aspect, the effects of both GVD and SPM
during the propagation of the pulse inside the fiber
must be considered. SPM alone determines a linear
chirp only over the central part of an optical pulse.
Since the grating pair compresses only this region,
while a significant amount of energy remains in the
wings, the compressed pulse is not of high quality in
this case. The effect of GVD turns out to be important,
since it broadens and reshapes the pulse, which
develops a nearly linear chirp across its entire width.
In these circumstances, the grating pair can compress
most of the pulse energy into a narrow pulse.

The balanced effects of both GVD and SPM explain
the existence of an optimum fiber length, zopt, for
maximum pulse compression. In fact, when the fiber
length is less than zopt, the SPM-induced chirp has not
yet been linearized. On the other hand, when it is
longer than zopt, the SPM effects become negligible
due to the GVD-induced pulse broadening.

If the input pulse is unchirped and presents a
hyperbolic secant shape, the optimum fiber length for
maximum pulse compression is well approximated by

zopt < ð6LDLNLÞ
1=2 ½2�

where

LD ¼
T2

0

lb2l
½3�

and

LNL ¼
1

gP0

½4�

are length scales associated with the GVD and the
SMP effects, respectively. In eqns [3] and [4], T0 is the
input pulsewidth, b2 is the fiber GVD parameter, g is
the nonlinearity parameter of the fiber, and P0 is the
peak power of the input pulse.

If the input pulse presents a negative chirp, this
must be compensated for by the positive chirp
provided by the fiber. As a result, the optimum fiber
length increases. The opposite occurs in the case of an
input pulse with a positive chirp.

The optimum compression factor, Fopt, in the case
of a grating-pair compressor, is given by

Fopt ¼
TFWHM

Tcomp

< 0:625

 
LD

LNL

!1=2

½5�

Input
pulse

Optical
fiber

Compressed
pulse

M2

M1

Grating
pair

Figure 1 Schematic representation of a grating-fiber compres-

sor in the double-pass configuration. (Reproduced with per-

mission from Agarwal GP (2001) Applications of Nonlinear Fiber

Optics. San Diego: Academic Press.)
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where TFWHM is the full width at half maximum
(FWHM) of the input pulse (TFWHM < 1:76T0 for a
hyperbolic secant pulse) and Tcomp is the FWHM of
the compressed pulse. Equations [2] and [5] provide
a good estimate even for pulse shapes other than
a hyperbolic secant as long as LD

LNL
. 100:

The previous results were obtained neglecting the
higher-order nonlinear and dispersive effects, which is
acceptable for pulsewidths T0 . 0:1 ps: However,
when shorter pulses are used at the input, their
spectral width Dv is large enough that the cubic term
in the expansion [1] must be taken into account. In
this case, the compression factor turns out to be
smaller than that given by eqn [5].

The third-order dispersion (TOD) of the grating
pair, resulting from cubic term in eqn [1], has been
compensated for in one experiment using a combi-
nation of gratings and prisms. Performing such
compensation, a reduction of the pulsewidth to
about 6 fs has been achieved. Such a pulse at
620 nm consists of only three optical cycles.

Even though the compression factor Fc /
ffiffiffiffi
P0

p
, the

peak power of the input pulse must be kept below the
Raman threshold to avoid the loss of pulse energy
through the stimulated Raman scattering (SRS)
process. If this condition is not then satisfied, besides
the energy loss problem, the Raman pulse can interact
with the input pulse through cross-phase modulation
and deform the linear nature of the frequency chirp.
As a result, the compression factor is reduced from
the predictions of eqn [5].

Fiber Bragg Gratings

A uniform fiber Bragg grating (FBG) reflects light
whose wavelength is within the stop-band centered at
the Bragg wavelength. The GVD is anomalous on the
high-frequency side of the stop-band and becomes
normal on the low-frequency side. Near the stop-
band edges, the grating exhibits large GVD. Since a
FBG acts as a dispersive delay line, it can be used in
place of the bulk-grating pair in a grating-fiber
compressor, providing a compact all-fiber device. In
fact, a typical 1 cm long fiber grating may provide as
much dispersion as a bulk-grating pair with more
than one meter spacing. However, the grating induced
TOD can affect significantly the quality of the pulses
when the optical frequency falls close to the edges of
the stop-band.

The compression factor as well as the pulse quality
can be significantly improved by using a FBG in
which the grating optical period changes along its
length – the so-called chirped fiber grating. In this
case, different frequency components of the pulse are

reflected from different regions of the grating. Such a
device has been used since the mid-1990s to
compensate for dispersion-induced broadening of
pulses in fiber-optic communication systems, and
compression factors above 100 have been achieved.
In practice, the only disadvantage of a chirped fiber
grating is that the compressed pulse is reflected rather
than transmitted.

Soliton-Effect Compressors

Optical pulses at wavelengths exceeding 1.3 mm
generally experience both SPM and anomalous
GVD during their propagation in silica fibers. Such
a fiber can act as a compressor by itself without the
need of an external grating pair. In the case of a
fundamental or first-order soliton, the effects of SPM
cancel the effects of anomalous GVD perfectly, and
the soliton propagates whilst preserving its hyper-
bolic secant shape in a lossless optical fiber. A higher-
order soliton, on the other hand, changes its shape
periodically as it propagates in a fiber. Such a soliton
always experiences an initial pulse narrowing phase
before recovering its original hyperbolic secant
profile at integral multiples of the soliton period z0;

and this behavior is exploited to achieve pulse
compression. Optimum compression is achieved
when the higher-order soliton leaves the fiber just as
it attains its narrowest width.

The evolution of a soliton of order N inside an
optical fiber is governed by the nonlinear Schrödinger
equation (NLSE), which can be written in the
following form:

i
›q

›j
þ

1

2

›2q

›t 2
þ N2lql2q ¼ 0 ½6�

where q is the normalized amplitude, j ¼ z=LD,
t ¼ T=T0, and the parameter N is the soliton order,
given by

N2 ¼
LD

LNL

¼
gP0T2

0

lb2l
½7�

The soliton period, z0, is given by

z0 ¼
p

2
LD ¼

pT2
0

2lb2l
½8�

In writing eqn [6], the fiber losses were neglected,
since fiber lengths employed in practice are relatively
small. Even though higher-order solitons follow an
exact periodic evolution only for integer values of N,
eqn [6] can be used to describe pulse evolution for
arbitrary values of N.
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In practice, soliton effect compression is carried out
by initially amplifying optical pulses up to the power
level required for the formation of higher-order
solitons. The peak optical power of the initial pulse
required for the formation of the Nth-order soliton is
given by

PN ¼ 3:11
lb2lN2

gT2
FWHM

½9�

These Nth-order solitons are then passed through the
appropriate length of optical fiber to achieve a highly
compressed pulse. The optimum fiber length, zopt,
and the optimum pulse compression factor, Fopt, of a
soliton-effect compressor can be estimated from the
following empirical relations:

zopt < z0

�
0:32

N
þ

1:1

N2

�
½10�

Fopt < 4:1N ½11�

These relations are accurate to within a few percent
for N . 10:

Compression factors as large as 500 have been
attained using soliton-effect compressors. In fact,
considering the same input pulse, the soliton-effect
compressor provides a pulse compression that is
larger with a fiber that is shorter than a grating-fiber
compressor. However, the pulse quality is poorer,
since the compressed pulse carries only a fraction of
the input energy, while the remaining energy appears
in the form of a broad pedestal. From a practical
point of view, the pedestal is deleterious since it
causes the compressed pulse to be unstable, making it
unsuitable for some applications. Despite this,
soliton-effect compressed pulses can still be useful
because there are some techniques that can eliminate
the pedestal.

One difficulty faced, when using the soliton-effect
compressor, is that pulses with high peak power are
required for the formation of high-order solitons in
conventional fibers. As suggested by eqn [9], the use
of dispersion-shifted fibers (DSFs) with small values
of b2 at the operating wavelength can reduce the peak
power required for soliton generation by an order of
magnitude. However, because the soliton period z0 is
inversely proportional to lb2l (see eqn [8]), eqn [10],
indicates that longer lengths of DSFs will be required
for solitons to achieve optimum compression. As a
result, the total fiber loss experienced by those
solitons will be larger and the loss-induced pulse
broadening will have a significant impact on the
compressor global performance.

Another problem introduced by the use of DSFs
in soliton-effect compressors is the TOD, which

generally degrades the quality of the compressed
pulse. In the case of soliton-effect compressors using
conventional optical fibers, the effects of TOD
become significant only when the widths of the
compressed pulse become very short (p1 ps). In
DSFs, however, the relative importance of TOD is
increased and those effects become more pronounced
because the GVD parameter, b2; is small. In this case,
TOD is detrimental in the compression, even of pulses
with widths of a few picoseconds, resulting in serious
degradation of the optimum compression factor Fopt:

The result given by eqn [11] for the optimum
compression factor holds only for the case of an ideal
soliton-effect compressor, when high-order nonlinear
and dispersive effects, such as intrapulse Raman
scattering (IRS), TOD and self-steepening, are neg-
lected. However, these effects cannot be neglected for
the highly compressed pulses because of their
subpicosecond widths and high intensities.

For not-too-short optical pulses (widths .50 fs)
propagating not too close to the zero-dispersion
wavelength of the fiber, the dominant higher-order
effect is IRS, which manifests as a shift of the pulse
spectrum toward the red side – the so-called soliton
self-frequency shift. As a consequence, the group
velocity is reduced and there is a delay of the optical
pulse. This delay affects substantially the interplay
between GVD and SPM that is responsible for pulse
compression.

Interestingly, the IRS effect can be used to improve
the quality of the compressed pulse, by removing the
pedestal mentioned above. In fact, as a consequence
of the change in the group velocity induced by the IRS
effect, the sharp narrow spike corresponding to the
compressed pulse travels more slowly than the
pedestal and separates from it. Moreover, the pedestal
can be removed by spectral filtering and a red-shifted,
pedestal-free, and highly compressed pulse is then
produced.

Compression of Fundamental
Solitons

As described in the last section, the propagation of
higher-order solitons provide a rapid compression
method, but it suffers from the existence of residual
pedestals. Some techniques can help to reduce or even
eliminate those pedestals, but energy is always wasted
in this process.

A less rapid technique that provides better pulse
quality is adiabatic amplification of fundamental or
first-order solitons, which are of primary importance
in the domain of optical communications. Solitons
have fixed area, so the increased energy from
amplification is accommodated by an increase in
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power and a decrease in width. To avoid distortion,
the amplification per soliton period cannot be too
great.

The same effect as adiabatic amplification can be
achieved using an optical fiber with dispersion that
decreases along the length of the fiber. In fact, for
optical solitons, a small variation in the dispersion
has a similar perturbative effect as an amplification or
loss: such a variation perturbs the equilibrium
between the dispersion and nonlinearity in such a
way that when, for example, the dispersion decreases,
the soliton pulse is compressed. It can be seen from
eqn [7] that if the value of lb2l decreases along the
fiber and to keep the soliton order N (N ¼ 1 for the
fundamental soliton), the pulsewidth must indeed
decrease as lb2l

1=2
: Hence, the use of fibers with

variable dispersion is viewed as a passive and effective
method to control optical solitons in soliton com-
munication systems. Dispersion-decreasing fibers
(DDFs), in particular, have been recognized to be
very useful for high-quality, stable, polarization-
insensitive, adiabatic soliton pulse compression and
soliton train generation. These fibers can be made by
tapering the core diameter of a single-mode fiber
during the drawing process, and hence changing
the waveguide contribution to the second-order
dispersion.

In a DDF of certain length, the dispersion is
monotonically and smoothly decreased from an
initial value to a smaller value at the end of the
length according to some specified profile. Provided
the dispersion variation in the DDF is sufficiently
gradual, soliton compression can be an adiabatic
process where an input fundamental soliton pulse can
be ideally compressed as it propagates, while retain-
ing its soliton character and conserving the energy.

The evolution of the fundamental soliton in a DDF
can be described by the following NLSE:

i
›q

›j
þ

1

2
pðj Þ

›2q

›t 2
þ lql2q ¼ 0 ½12�

where the variable coefficient pðj Þ ¼ lb2ðj Þ=b2ð0Þl
takes into account the variation of dispersion along
the fiber. Using the transformations s ¼

Ðj
0 pðyÞdy and

U ¼ q
� ffiffi

p
p

, eqn [12] assumes the form:

i
›U

›s
þ

1

2

›2U

›t 2
þ lUl2U ¼ iGU ½13�

where

G ¼ 2
1

2p

dp

ds
½14�

Equation [13] shows clearly that the effect of decreas-
ing dispersion is mathematically equivalent to the

effect of an optical amplifier, adding a gain term to
the NLSE. The effective gain coefficient G is related to
the rate at which GVD decreases along the fiber.

Since decreasing dispersion is equivalent to an
effective gain, a DDF can be used in place of a
conventional fiber amplifier to generate a train of
ultrashort pulses. To achieve such an objective, a
continuous wave (CW) beam with a weak sinusoidal
modulation imposed on it is injected into the DDF.
The sinusoidal modulation can be imposed, for
example, by beating two optical signals. As a result
of the combined effect of GVD, SPM, and decreasing
GVD, the nearly CW beam is converted into a high-
quality train of ultrashort solitons, whose repetition
rate is governed by the frequency of the initial
sinusoidal modulation.

Different approaches have been developed to
determine the optimum GVD profile and its depen-
dence on the width and peak power of input pulses. In
the case of picosecond soliton pulse compression,
direct numerical simulations of the NLSE show that
linear, Gaussian, and exponential dispersion profiles
may all be used effectively to provide ideal, adiabatic
compression, where the input pulse energy is con-
served and remains localized within the pulse. In this
case, the final pulse compression factor at the end of a
certain length L of DDF is equal to the ratio of the
initial to the final second-order dispersions:

Fc ¼
TFWHM

Tcomp

¼
b2ð0Þ

b2ðLÞ
½15�

Compression factors larger than 50 are possible
launching input pulses with peak powers correspond-
ing to the fundamental soliton into a DDF whose
length is about one soliton period. This technique
takes advantage of soliton-effect compression but
requires lower peak powers and produces compressed
pulses of better quality.

In the case of subpicosecond soliton pulses, the
influence of higher-order nonlinear and dispersive
effects must be accounted for. Some studies show that,
in this case, the linear and Gaussian dispersion profiles
are the most suitable to achieve high-quality, pedestal-
free, adiabatic compression of fundamental solitons.
However, in the presence of higher-order effects, the
final compression factor is generally lower, and after
reaching a maximum at a particular length of DDF, it
decreases steadily. This can be explained in terms of
pulse compression stabilization, which originates
from a competition between the rate of dispersion
decrease in the DDF and the rate of dispersion
increase due to the combined effects of soliton self-
frequency shift and third-order dispersion.
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List of Units and Nomenclature

Fc compression factor
Fopt optimum compression factor
G amplifier gain
L fiber length (m)
LD dispersion length (m)
LNL nonlinear length (m)
N soliton order
PN peak power of the Nth-order

soliton (W)
P0 pulse peak power (W)
q normalized pulse amplitude
T0 input pulse (s)
Tcomp compressed pulse FWHM (s)
TFWHM pulse full width at half

maximum (s)
z0 soliton period (m)
zopt optimum fiber length (m)
b2 group-velocity dispersion

coefficient (s2 m21)
g fiber nonlinearity coefficient

(W21 m21)
j normalized distance
t normalized time
fg phase shift induced by the grating

pair (rad)
v0 pulse center frequency (rad s21)

v optical frequency (rad s21)
Dv pulse spectral width (rad s21)

See also

Chirped Pulse Amplification. Fiber Gratings. Scatter-
ing: Raman Scattering. Solitons: Soliton Communication
Systems. Ultrafast Laser Techniques: Pulse Character-
ization Techniques.
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The Raman effect bears the name of the Indian
scientist Chandrasekhara V. Raman (1888–1970)
who received the Nobel Prize in the year 1930 for the
discovery, published in 1928, of this scattering
phenomenon.

The Raman effect is an inelastic light scattering
process, occurring in gaseous, liquid, and solid media.
The frequency of the scattered photon can be either
down-shifted or up-shifted and the result of the
process is the generation of new radiation. Frequency
down-shifted and up-shifted waves are respectively
called Stokes and anti-Stokes waves. The energy
difference between input and output photons is either
absorbed by, or released from, the atoms or molecules
of the medium, which are left in different energy

states; jumps can be between electronic states, but
more often they are among vibrational or rotational
states. The upper energy state involved in the
scattering process can be either a true energy state,
and this case is referred to as resonant Raman
scattering, or a virtual one. The off-resonance effect
has a lower probability to occur and high-power
beams are needed to observe it. The emission of anti-
Stokes waves requires either an inverted Raman
medium or particular four-wave-mixing phase-
matching conditions to be satisfied in order to
occur. The second condition is referred to as coherent
anti-Stokes Raman scattering. Here we will consider
mainly Stokes wave generation, which is the most
common in Raman lasers.

When pumping is very hard, or a seed wave is
provided, stimulated Raman scattering can also occur
and a high percentage of the input pump radiation
can be converted into Stokes, or anti-Stokes,
radiation. The stimulated process efficiency, defined
as the ratio between the output Raman wave energy
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and the input pump wave energy, depends on the
imaginary part of the third-order nonlinear suscepti-
bility coefficient and on the pump intensity. Stimu-
lated Raman scattering observation dates back to
1962 during the pioneering studies with lasers sources
by Woodbury and Ng; their experiment with a ruby
laser was actually the first example of an intracavity
Raman laser.

Since its discovery, Raman scattering has become a
valuable tool for spectroscopy and a practical
technique to extend laser light emission to wave-
lengths not directly generated by laser active
materials. This fundamental property stems from
the fact that Raman scattering does not require an
upper energy state to occur. Hence, the frequency of
the emitted radiation can be any, if a suitable incident
radiation wavelength is provided. New frequencies
are constrained only by the available powerful pump
laser sources and by Raman medium shifts.

The frequency shifts provided by some of the
materials that are most often used in Raman lasers are
presented in Table 1. Finally, it is important to note
that Raman scattering can also occur for the newly
generated radiation through an identical process in
which a Stokes photon is Raman scattered. This
radiation, which is generated if the Stokes radiation

intensity grows large enough, is referred to as a
second-order Stokes wave. For very large pump
intensity, a cascading process to several Stokes orders
can take place, thus extending the range of generated
frequencies to the far-infrared portion of the
spectrum.

We will describe the design of Raman lasers that
are most commonly used, as well as their perform-
ances, also taking into consideration the Raman
medium that sets the main constraint to the laser
characteristics. Continuous wave as well as pulse
Raman lasers will be described and the tuning
capability will be discussed.

Raman Shifters

The simplest conversion scheme is obtained when a
Raman medium is placed at the output end of a laser.
This single-pass setup, shown in Figure 1, provides a
fairly efficient frequency shifter.

Single-pass amplification of the spontaneous scat-
tering or of an injected seed copropagating with an
intense pump is usually modeled by a couple of
equations whose derivation, under a plane, continu-
ous wave approximation, can be found in the

Table 1 Measured Raman frequency shifts and steady-state gain for some of the most important Raman media

Medium Frequency shift [THz] Gain [cm/GW]

Calcite (CaCO3) 32.58(1) 5.5(1)

Lithium iodate (LiIO3) 23.1–24.66(2) 4.8(3)

Barium nitrate (Ba(NO3)2) 31.46(4) 11(5)

Potassium gadolinium tungstate (KGd(WO4)2) 27.03 or 23(6) 6(6)

Silica fiber (SiO2) 13.2(7) 0.01(7)

Hydrogen gas (H2) (p ¼ 10 atm, T ¼ 293 K) 124.65(8) 1.53(9)

Nitrobenzene 40.35(10) 3(10)

(1)Pump wavelength 694 nm; from Zverev PG, Basiev TT and Prokhorov AM (1999) Stimulated Raman scattering of laser radiation in

Raman crystals. Optical Materials 11: 335–352.
(2)Values refer to a propagation direction respectively perpendicular or orthogonal to the crystal axis; from Guadalberto GM and Arguello

CA (1974) Raman spectra from oblique phonons in powdered samples. Solid State Communications 14: 911–914.
(3)Pump wavelength 1064 nm; from Falk J and Moshrefzadeh (1985) Oblique Raman and polariton scattering in kithium iodate. IEEE

Journal of Quantum Electronics QE-21: 110–113.
(4)Pump wavelength 1064 nm; from Basiev TT, Sobol AA, Zverev PG, Ivleva LI, and Osiko VV (1999) Raman spectroscopy of crystals

for stimulated Raman scattering. Optical Materials 11: 307–314.
(5)Pump wavelength 1064 nm; from Basiev TT, Voitsekhovskii VN, Zverev PG, et al. (1987) Conversion of tunable radiation from a laser

utilizing an LiF crystal containing F2
2 color centers by stimulated Raman scattering in Ba(NO3)2 and KGd(WO4)2 crystals. Soviet Journal

of Quantum Electronics 17: 1560–1561.
(6)Values refer respectively to two linear and orthogonal pump beams at the wavelength 1064 nm; from Zverev PG, Basiev TT and

Prokhorov AM (1999) Stimulated Raman scattering of laser radiation in Raman crystals. Optical Materials 11: 335–352.
(7)Pump wavelength 1064 nm; from Stolen RH (1978), Fibre Raman lasers. In Ostrowsky D (ed) Fiber and Integrated Optics, NATO ASI

Series B41. New York, Plenum Press, 157–182.
(8)From Bischel WK and Dyer MJ (1986) Temperature dependence of the Raman linewidth and lineshift for the Q(0)–Q(1) transition in

normal and para H2. Physical Review A 33: 3113–3123.
(9)Pump wavelength 1064 nm; from Ottusch JJ and Rockwell DA (1988) Measurements of Raman gain coefficients in hydrogen,

deuterium and methane. IEEE Journal of Quantum Electronics 24: 2076–2080.
(10)Pump wavelength 694 nm; from Bloembergen N (1967) The stimulated Raman effect. American Journal of Physics 35: 989–1023.
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literature:

dISðzÞ

dz
¼ gRISðzÞIPðzÞ2 aSISðzÞ ½1�

IS, IP are the continuous wave intensities of the Stokes
and pump waves, z is the propagation distance, gR the
Raman steady-state gain coefficient, and aS, aP are
the attenuation coefficients at the Stokes and pump
frequencies. The Raman gain coefficients, whose
general expression as a function of the microscopic
material properties can be found in many textbooks,
of some of the most commonly used Raman laser
media are listed in Table 1.

For short propagation lengths the medium loss can
usually be neglected, and if the pump beam is well
collimated, the pump intensity can be considered as a
constant. For a long interaction length or very
absorptive media, the evolution of the pump intensity
must also be considered. Though the pump beam is
depleted by the scattering process an undepleted
pump approximation is often used until high conver-
sion is reached. Under this approximation, the
evolution of the pump intensity is mainly governed
by diffraction spreading, by losses or by both. In bulk
media, single-pass scattered radiation has a coaxial
component whose divergence is dictated by the
geometry of the pump beam, because Stokes radia-
tion is close to the diffraction limit. Besides this
radiation, a nonaxial component can also be
observed; this phenomenon stems from the well-
known effect of conical emission, which is a phase-
matched parametric process. If the Raman medium is
within a waveguide, losses are usually the dominating
effect. In the undepleted approximation, the evolu-
tion of the pump beam intensity as a function of the
propagation distance z, either dictated by diffraction
or by losses, is known. Then the general solution of
eqn [1] is:

ISðzÞ ¼ ISð0Þ exp

�
gR

ðz

0
IPðz

0Þdz0 2 aSz

�
½2�

where IS(0) is either the input Stokes signal intensity
or an equivalent spontaneous scattering intensity.
Then, the amplification gain G of the Stokes beam
in the single-pass shifter, for a medium of length L,

is given by

G ¼
ISðLÞ

ISð0Þ
¼ exp

"
gR

ðL

0
IPðz

0Þdz0 2 aSL

#
½3�

Though single-pass Raman shifters are appealing for
their simplicity, their application is hampered by the
high power necessary for reaching a sufficient
efficiency due to the short interaction length that
can be obtained, in particular in bulk media, where
diffraction dominates. Q-switched pulsed pump
lasers are often required, but the propagation in the
Raman medium of very powerful pulses requires
special precautions to prevent other linear and
nonlinear effects occurring. In fact, optical break-
down, thermal and Kerr self-focusing, four-wave
mixing, and Brillouin scattering can take place, thus
reducing the efficiency of the converter. Precautions
may include the optimization of the pump pulse
duration, of the focusing, of the interaction length,
and the control of the input beam spot size. The
multipass configuration has also been exploited to
avoid many of the single-pass configuration short-
comings; the typical experimental setup is presented
in Figure 2. Note that neither the pump nor the
Stokes wave are resonant within the cavity.

The primary advantage of the multipass configur-
ation is the lowering of the pump power required to
realize an appreciable conversion. This is due to the
increased total gain coefficient, that has been found to
be equal to

Gn ¼ G
1 2 Rn

1 2 R
þ ðn 2 1ÞlogR ½4�

where G is the single-pass gain of eqn [3], R the
reflectivity of the mirrors at the Stokes wavelength,
and n the number of passes through the Raman
medium. There are two main drawbacks of multipass
Raman shifters that finally limit the conversion
efficiency of this setup. The first is the simultaneous
generation of many undesired and uncontrolled
Stokes orders, because the first-order Stokes intensity
grows rapidly during propagation. The second is the

Pump
laser

Raman
medium

Pump beam

Pump beam

Stokes beam

Figure 1 Experimental setup of a single-pass Raman shifter.

Figure 2 Experimental setup of a multipass Raman shifter.

Mirrors M1 and M2 reflect both Stokes and pump waves.
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intensity decrease associated with the dispersion of
pulses, in particular if the Raman medium is a solid.
These problems have limited the applications of
multipass shifters to hydrogen gas.

Raman Lasers

By placing the Raman medium into an optical cavity,
Stokes radiation can be selectively enhanced and
Raman oscillation takes place. The two main
experimental setups, either with the Raman medium
placed in an external cavity or within the pump
laser cavity (intracavity), are represented in Figures 3
and 4. In some cases, for the intracavity configur-
ation, the Raman medium may also be the host of the
doping laser active material.

For the external resonator Raman laser, the
reflectivity of the mirrors is such that they are almost
transparent for the pump but highly reflective
(resonant) for the shifted radiation. The threshold
condition of Raman lasers can be obtained by
requiring that the net round trip gain equals the total
cavity losses. The net round trip gain, under the plane
wave, steady-state, undepleted pump approximation,
is given by the single-pass gain G, multiplied by a
factor of two to account for the forward and
backward amplification. In fact, Raman scattering
takes place also between the pump and the counter-
propagating Stokes wave reflected by mirror M2.

Losses are given by the medium contribution, which is
already accounted for in eqns [2] and [3], and by the
energy leakage from the mirrors. Assuming that the
mean reflectivities of the mirrors, at the Stokes
wavelength, are respectively R1, R2, then the threshold
condition is GR1R2 ¼ 1. Through eqn [3] we obtain

gR

ðL

0
IPðz

0Þdz0 2 aSL ¼ 2logðR1R2Þ ½5�

Equation [5] can be used to evaluate the pump
intensity because at threshold low depletion occurs
and the approximation taken to obtain [5] is valid.
Raman steady-state gain is not very different for gases,
liquids and crystals, as shown in Table 1 and
oscillation thresholds depend more on the interaction
length and the focusing properties of the pump and
Stokes beams. Nonetheless, the type of Raman
medium imposes many practical constraints for laser
design, which are addressed in the next paragraphs.

With gas media it is hard to maintain a high pump
intensity over the entire length of the cell, which must
be used to contain the gas. Usually gas cells can be
from 5 to 30 cm long; this means that Q-switched
pump lasers are required to set intensities above
104 GW m22, that is the typical threshold value of
Raman oscillation. Continuous wave oscillation of
gas Raman lasers is, nonetheless, possible when the
pump wavelength is near a medium resonance. In
fact, the imaginary part of the third-order non-linear
polarization coefficient, to which the Raman gain is
proportional, is enhanced near energy transitions
because of the resonance in correspondence of that
photon energy. The main limitations of this setup are
that pump wavelengths are dictated by the Raman
medium transitions, and thus also Stokes wavelengths
are fixed, and finally conversion efficiency is usually
low (about 5% is reported) possibly because of the
high absorption. Off-resonance, continuous wave
operation can also be attained by using high finesse
cavities in a doubly resonant cavity. In fact, by
resonating both Stokes and pump wave with high
reflectivity mirrors (R $ 0:999), the threshold inten-
sity is lowered and conversion efficiency is high
(about 35% has been demonstrated). In spite of the
relatively high Raman gain and the large Stokes shifts
obtainable, the exploitation of gas cell Raman
oscillators is mainly hampered by the need of a
high-pressure-resistant vessel and a constant gas flow.
The latter is needed because of the low thermal
conductivity of gases that might cause local tempera-
ture variations and thermal-optical distortions that
diminish the output beam uniformity and stability.
Moreover the repetition rate of pump pulses must be
small (below 50 Hz) so as not to impose a too strong
thermal load on the gas.

Figure 3 Experimental setup of an externally pumped Raman

oscillator. Mirrors M1 and M2 are highly reflective for the Stokes

wave but not for the pump wave.

Figure 4 Experimental setup of an intracavity Raman oscillator.

Mirrors M1 and M2 are highly reflective for both the Stokes and the

pump wave.
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Liquid media suffer basically the same problems as
gases and, moreover, they show higher non-linear
refractive indices that result in strong self-focusing.
This lens effect results in filamentation, optical
breakdown, and high beam divergence. Often
Raman liquids are also toxic and very volatile; their
use has been slowly but steadily decreasing.

Solid media, in particular crystals, do not show
many of the problems listed above and present the
advantages of solid-state technology such as com-
pactness, low maintenance, and opportunity of
integration. The high density and the restricted
atom motion result in high Raman steady-state
gains and minimal line broadening. Precise resonance
enhancement, as well as low threshold intensities, can
be obtained by choosing an adequate mirror reflec-
tivity spectral response. Pump intensities as low as
103 GW m22 were reported for the oscillation of an
external cavity Raman laser whose medium was a
5-cm-long, barium nitrate (see Table 1) crystal, with
mirror reflectivity R ¼ 0:49 at the Stokes wavelength.
Though the intensity threshold is about an order of
magnitude smaller than for gas Raman lasers,
Q-switched input pump pulses are still required.
Solid-state Raman lasers can be easily forced to
oscillate on a TEM0,0 mode with divergence close to
the diffraction limit even with multimode pumps.
Moreover the Stokes beam is subject to a very
complex clean-up process; this can be basically
explained by the fact that the Stokes beam, growing
from the spontaneous emission, does not retain the
pump spatial characteristics. Pulse duration is equal
to or slightly less than the input one. Conversion
efficiency, which depends strongly on mirror reflec-
tivity, can reach 60%, where saturation occurs due to
higher-order Stokes wave generation. Solid-state
Raman lasers can be easily forced to oscillate also at
these higher-order Stokes frequencies if mirror
reflectivity is large enough at the relative wavelengths.
Second- and third-order Stokes conversion efficiencies
of 30% and 20% have been reported.

The theoretical determination of the cavity pump
and Stokes fields does not have an analytical solution.
For continuous wave or long Q-switched pulsed
lasers, eqns [1] must be extended to include all
forward and backward Stokes and pump waves and
boundary conditions due to the mirrors must be
imposed. This problem can only be solved
numerically.

The experimental setup of intracavity Raman lasers
is shown in Figure 4; both the Raman and the laser
medium are placed within the cavity and sometimes
the two media coincide. This is, for example, the case
of potassium gadolinium tungstate which can be
doped with neodymium ions (see Table 1). The cavity

is usually resonant for both the pump and the Stokes
waves; very high conversion efficiency (up to 80%) is
attained when special dichroic coatings are provided
such that pump output is suppressed (high-finesse
cavity for the pump). Besides the nearly diffraction-
limited property of output radiation and clean output
beams that are common characteristics of all Raman
lasers, enhanced brightness is also observed in this
setup. This effect is probably due to the high thermal
loading, the consequent linear and nonlinear lens
effects, and also to a short pulse generation mechan-
ism that increases output beam intensity. This regime
can be reached by reducing the Stokes cavity length
with respect to the pump cavity length. A first setup is
to use an additional dichroic intracavity mirror that is
transparent for the pump but highly reflective for the
Stokes; an alternative setup exploits a double ring
cavity configuration as depicted in Figure 5.

The principle governing the compression can be
explained as follows. The optical paths of the pump
and Stokes pulses are made different by an amount
DL. Then the Stokes pulse generated within the
Raman medium, once re-injected into the cavity from
mirror MS1, will overlap with an undepleted portion
of the recirculating pump pulse. Hence, another
Stokes pulse is generated at each round trip, until
the pump pulse is completely depleted; the Stokes
output finally consists of a train of pulses of duration
DL/c, at a repetition rate equal to the cavity round-
trip. This mechanism leads to pulses as short as the
limit imposed by the Raman gain bandwidth. In fact,
when the pulse duration becomes comparable to the
inverse of the gain bandwidth, transient effects take
place because of the delay in the nonlinear medium
response. Ring Raman lasers have been obtained with

Figure 5 Experimental setup of an intracavity, double ring,

Raman oscillator. Mirrors MS2, MS3, MP2, and MP3 are highly

reflective respectively for the Stokes and the pump wave. MS1,

MP1 are partially reflective respectively for the Stokes and

pump wave.
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gases (e.g., hydrogen) and crystal media (barium
nitrate and lithium iodate).

Another commonly used experimental setup is that
of synchronously pumped ring Raman lasers. In such
devices, whose typical setup is sketched in Figure 6, a
new input pump pulse is synchronized with the
output Stokes pulse thus enhancing the conversion
within the Raman medium.

Though electronic trigger detection is needed to
lock the pump pulse time repetition rate to a multiple
or submultiple of the cavity round-trip, synchro-
nously pumped Raman lasers are relatively simple,
stable, high repetition rate sources of radiation. Very
compact and reliable synchronously pumped Raman
lasers can be realized with optical fibers; in this case
the feedback of the ring resonator can be realized by
means of a fiber directional coupler. The device,
besides the high integration achieved by the all-fiber
technology, can also be continuously tuned over a
large bandwidth.

Continuous tuning of the same laser source is a very
desirable property; the Raman lasers so far described
can generate radiation at wavelengths restricted to a
few values. In fact, output spectral lines can be
changed either by replacing the Raman medium, or
the pump laser, or by exploiting cascade Raman
scattering or finally resonating a different vibrational
line of the same material (if there are many as for
example in hydrogen gas); all these cases require
substantial cavity changes. Frequency switching
without setup changes is attained only in case of
potassium gadolinium tungstate. For this medium
there exist two independent directions, orthogonal to
the crystal optical axis, for which the Raman shifts are
different if the pump polarization changes. Then, the

wavelength selection is just a matter of controlling the
input pump polarization. Though Raman lasers can
greatly expand the wavelength range of available
laser sources, controlled, continuous tuning of the
same Raman laser over a certain frequency band can
be obtained only in a few particular cases.

Wavelength tuning can be attained by selecting the
direction of propagation in polar crystals (like lithium
niobate and lithium iodate). Different directions
allow for wavevector matching of polariton scatter-
ing at different frequencies. Also phase matching of
parametric interactions, like four-wave mixing, is a
possible technique to attain wavelength tuning.
However, such Raman lasers cannot operate at
maximum gain, and this fact decreases the output
energy, the conversion efficiency, and the stability,
and increases the pump intensity threshold. Continu-
ous tuning with an external control parameter is
attained in the spin-flip Raman semiconductor laser.
Semiconductors are Raman media that can be
exploited to build far-infrared or even submillimeter
Raman lasers, with pump intensity thresholds that are
comparable with those of gas and liquid media.
Though frequency shifts are fixed, under normal
conditions, tuneable operation can be achieved if the
semiconductor is placed in a magnetic field. Each
energy level of an electron in the solid is, in fact, split
into two, depending on the orientation of the electron
spin with respect to the magnetic field. When there is
a transition involving Raman scattering, the electron
spin can change its direction. Then the wavelength of
the laser can be continuously varied by changing
the magnetic field applied. Tuning over a range of
several micrometers in the infrared has been attained
and spin-flip Raman lasers have been developed with
semiconductors like InSb, Hg0.77Cd0.23Te, and
Pb0.88Sn0.12Te. Use of this technique is severely
limited by the need for magnetic field sources.

The simplest method to achieve tuneable radiation
is through the use of a material that shows a broad
Raman linewidth. Inhomogeneous broadening of the
energy level is a well-known effect that takes place in
noncrystalline solid media, such as glasses. Though
line broadening is accompanied by a decrease in the
steady-state Raman gain of about two orders of
magnitude with respect to a crystalline medium, this
disadvantage can be over-compensated by the
increase in the Raman medium length that can be of
3 or 4 orders of magnitude. In fact, glasses are
commonly exploited to make optical waveguides, in
particular optical fibers, that present very low optical
absorption coefficients, in the near-infrared part of
the spectrum (1200–1600 nm).

Optical fiber Raman lasers based on silica tele-
communication fibers are very versatile, compact,

Figure 6 Experimental setup of a synchronously pumped, ring,

Raman oscillator. Mirrors M2 and M3 are highly reflective for both

the Stokes and the pump wave. M1 is partially reflective for both

the Stokes and pump wave.
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and simple to implement. In principle the setup is not
very different from the corresponding external cavity
or intracavity Raman lasers so far presented; how-
ever, fiber lasers show the great advantage of an
integrated, all-fiber technology.

Cavity mirrors can be replaced by fiber Bragg
grating reflectors (Figure 7) that can be constructed
with a very well-defined spectral reflectivity, thus
allowing fine enhancement or suppression of the
desired wavelengths. By splicing the Raman fiber,
which can be several hundred meters long, with the
gratings, the net losses are very low, finally decreasing
the pump intensity threshold. The pump threshold for
first-order Stokes generation can be easily as low as
200 mW; this means that diode lasers can be used for
pumping. Moreover, the need for cavity alignment is
eliminated, the laser stability increased and the
construction simplified. This simplification allows
us to build, much more easily than by using bulk
optics, nested multiple resonant cavities, to generate
higher-order Stokes beams (Figure 8).

Continuous-wave lasing of up to six Stokes orders
has been reported for a fiber Raman laser of this type,
with a total injected power of about 7 W. Another key
advantage of Bragg gratings is that their reflectivity
can be adjusted by means of a piezoelectric stretching
of the fiber support; this allows one to control the

output intensity of all waves. As previously men-
tioned, ring cavities can also be constructed by
exploiting an all-fiber technology, if feedback is
provided by a fiber directional coupler (Figure 9).

Pulsed operation of fiber Raman lasers has been
obtained too; due to the long interaction length,
Q-switched pump lasers are no longer needed but
rather mode-locked sources can be used. This means
that trains of very short laser pulses, down to the
hundreds of femto-second regime, can be obtained
from fiber Raman lasers, the limit being represented
by the Raman bandwidth, which is as large as about
7 THz, at the half maximum, in silica fibers.
Propagation of short and intense laser pulses in an
optical fiber may induce several other nonlinear
effects, like self-, cross-phase modulation, and four-
wave mixing. Besides nonlinearity, linear dispersion
and velocity mismatch become important too, due to
the long propagation. All these linear and non-linear
effects limit the Stokes pulse quality. In more detail:
self- and cross-phase modulations lead to the spectral
broadening of both pump and Stokes waves; broad-
ening is asymmetric, because of the contemporary
action of group velocity mismatch. In fact during the
propagation the Raman pulse walks off the pump
pulse, because of velocity mismatch, and this induces
an asymmetry in gain depletion and in nonlinear
index modulation. The final outcome is that Stokes
waves can be asymmetric both in time and in
frequency, and also highly chirped. Four-wave mixing
is usually negligible, if phase-matching conditions are
not imposed and Brillouin scattering is not an issue
for short pulses. Very symmetric and low chirped
pulses are attained as soon as the fiber Raman laser is
working in the soliton regime, that is when compen-
sation between the dispersion and the nonlinear phase
shift occurs. Synchronously pumped, fiber Raman,
soliton lasers are able to provide 200-fs pulses, at
various wavelengths and with very high conversion
efficiency (50%). Intracavity fiber Raman lasers have

Figure 7 Experimental setup of a continuous-wave, all-fiber,

Raman oscillator. FBGS1 are fiber Bragg gratings highly reflective

for both the first Stokes wave.

Figure 8 Experimental setup of a continuous-wave, all-fiber,

nth-order Stokes, Raman oscillator. FBGSi are fiber Bragg

gratings highly reflective for the i th Stokes wave.

Figure 9 Experimental setup of an all-fiber, ring Raman

oscillator.
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also been realized by doping the fiber with neody-
mium, erbium, or ytterbium ions.

The extremely broad Raman spectral linewidth of
the glass allows for broadband tuning of the emitted
wavelength. For continuous and pulsed wave oper-
ation the change in the peak Stokes wavelength can be
attained through an intracavity frequency selective
element, like for example a prism or a grating. In this
case tuning is not obtained in an all-fiber configura-
tion but rather with bulk optical elements and thus
additional lenses or objective are needed to collimate
the Stokes wave at the fiber ends. The experimental
setup is shown in Figure 10.

The laser can be continuously tuned, over about
6 THz, by adjusting the prism or grating rotation.
All-fiber Raman laser tuning is possible in a double
ring configuration with an inserted optical filter,

whose experimental setup is shown in Figure 11.
Stokes and pump waves are counterpropagating in
the Raman fiber; the Stokes wave frequency is
selected by the tuneable optical filter.

The devices of Figures 10 and 11 stop emitting
Stokes radiation for frequencies at which the Raman
gain has decreased to a level such that laser threshold
is higher than the pump intensity. Due to the fact that
Raman gain in fibers is almost constant over about
3 THz, tuning within this frequency range does not
lead to any sensible decrease in conversion efficiency.
For synchronously pumped ring fiber Raman lasers
another technique, named time dispersion tuning, can
be used. The experimental setup is shown in
Figure 12.

The output fiber end is placed on a moveable
mount, that controls the relative delay between the
Stokes pulse and the new pump pulse at the fiber
input. Since Stokes pulses are dispersed during fiber
propagation, to each time slot within a pulse there
corresponds a certain portion of the Stokes spectrum.
By properly delaying the time of injection of the Stokes
pulse back into the fiber the most powerful part of the
pump pulse is overlapped to a different part of the
Stokes pulse, and this causes a preferred amplification
of certain frequencies with respect to others. The shift
of the Stokes peak wavelength Dl is given by:

Dl ¼
Dl

cLDðlÞ
½6�

where Dl is the translation step, c the speed of light,
L the fiber length, and D(l) the fiber dispersion at the
Stokes wavelength l. A total tuning range of 10 nm
can be obtained with this technique that can also be
used as a test measurement of fiber dispersion.

Figure 10 Experimental setup of a tuneable, fiber Raman

oscillator. Mirrors M1 and M2 are highly reflective for the Stokes

wave but not for the pump wave. L1 and L2 are collimating lenses

or objectives. The tuning prism is rotated to control wavelength

selection.

Figure 11 Experimental setup of a double-ring fiber Raman

oscillator. OC1 and OC2 are fiber optic circulators, and TOF is a

tuneable optical filter.

Figure 12 Experimental setup of a time dispersion tuned, ring

fiber Raman oscillator. L1 and L2 are lenses or objectives. The

output collimating lens L2 and the fiber end are mounted on a

translation stage to control wavelength selection by time delaying

the re-entrant Stokes pulse.
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Applications

Raman lasers have found a large variety of appli-
cations. Gas and liquid Raman lasers are fundamen-
tal tools for spectroscopic investigation. Solid-state
Raman lasers have been shown to be very powerful,
eye-safe sources for light detection and ranging
(LIDAR) and medical applications. Fiber Raman
lasers are exploited for long-haul fiber optics trans-
mission. They can be either sources of short pulses
and solitons or high-power continuous-wave sources
at multiple wavelengths for subsequent link-distrib-
uted Raman broadband amplification.

List of Units and Nomenclature

Amplification gain [dimensionless]
Efficiency [dimensionless]
Energy [J]
Frequency [Hz]
Intensity [W m22]
Length [m]
Loss coefficient [m21]
Power [W]
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Raman gain [m W21]
Reflectivity [dimensionless]
Wavelength [m]
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Introduction

When an intense beam of light with axial symmetry
propagates in a medium possessing a nonlinear index
of refraction, it will induce its own lens in the medium

and be focused. This phenomenon, first discovered
just a few years after the invention of the laser, is
called self-focusing. It is one of many phenomena
under the general classification of self-action, which
includes such effects as self-trapping, self-bending,
self-phase modulation, and self-steepening. This
general class of phenomena involves action on the
beam of light induced by the beam itself: light causes
a change in an optical property of the medium, which
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in turn produces an effect back on the light beam. We
will discuss the mechanisms responsible for self-
focusing in nonlinear optical media and the resultant
action on the optical beam. In this we will see how the
topics of self-trapping and self-phase modulation are
intimately connected to self-focusing. This will lead
to a discussion of related effects as well as many
potential applications.

It is instructive to first review the properties of a
conventional thin lens, illustrated in Figure 1. By
‘thin’, we mean that just before and just after the
lens, the beam size and shape are approximately the
same. However, the phase of the optical wave is
changed on passage through the lens. We apply the
paraxial (aberrationless) approximation where only
rays that lie near the lens axis are considered. In this
treatment the spherical surfaces of the lens are
approximated as parabolic surfaces. For a symmetric
double-convex lens (as shown in Figure 1), this phase
change is

DwðrÞ ¼ 2kðn 2 1Þ
r2

R
; 2

kr2

2f
;

f21 ¼ ðn 2 1Þ
2

R
½1�

where n is the index of refraction of the lens
material, and R is the radius of curvature of the lens
surfaces. The light beam has a wavevector k ¼ v=c;

where v is the frequency and c the speed of light in a
vacuum. The phase retardation is a maximum on the
lens axis (z) and decreases quadratically with the radial
coordinate r. In other words, the phase advances
quadratically with distance from the axis and
forms a spherical, converging wave that comes to
focus on the z-axis a distance f (the focal length) from
the lens.

Next consider a graded-index (GRIN) lens, also
illustrated in Figure 1. This is a flat slab of material
with thickness L and an inhomogeneous index of
refraction given by nðrÞ ¼ n0ð1 2 1=2a2r2Þ: The index
has a maximum (n0) on the lens axis and decreases
quadratically with radial distance from the axis. The
constant a is a measure of the rate of the index change
with r. Upon passage of light through a GRIN lens,
the phase change is

DwðrÞ ¼ 2kn0a
2L

r2

2
; 2

kr2

2f
; f21 ¼ n0a

2L ½2�

Because of the parabolic nature of the index
distribution, the phase retardation again decreases
quadratically with r and thus forms a converging
spherical wave. Notice that for both the convention-
al and GRIN lenses, the optical thickness of the lens
is parabolic. In the conventional lens the index is
constant, but the physical thickness varies continu-
ously. In the GRIN lens, the physical thickness
remains constant while the index varies continu-
ously. Both produce the same kind of focusing
action.

Finally, consider a flat slab of homogeneous
material that has a nonlinear index of refraction.
Light of intensity I induces a change in the refractive
index given by Dn ¼ n2I: The parameter n2 is called
the nonlinear refractive index coefficient and has
physical units of cm2 W21. There are other definitions
of n2 given in the literature where the index change is
given in terms of the square of the electric field, which
would obviously have different physical units. We
will adopt the intensity form of n2 in this discussion.
We now assume the light incident on this slab is a
plane wave with a Gaussian intensity distribution
given by IðrÞ ¼ I0 expð22r2=w2Þ as shown in Figure 1.
I0 is the peak intensity along the z-axis, and w is the
radius of the beam at 1/e 2 of the peak intensity.
Consistent with the paraxial approximation, we
expand the exponential function, keeping only the
first two terms, to yield IðrÞ < I0ð1 2 2r2=w2Þ: This
parabolic approximation to the intensity is sketched
as the dotted curve in Figure 1. The index distribution
induced in the medium by the intensity approxi-
mately follows this parabolic shape, and the resultant

Figure 1 Focusing with a conventional lens, a graded-index

(GRIN) lens, and a nonlinear self-focusing lens.
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phase change is

DwðrÞ ¼ 2k4n2I0

L

w2

r2

2
; 2

kr2

2f
;

f21 ¼
4n2I0L

w2

½3�

Note the similarity to the GRIN lens, with the
association of the peak index n0 ! n2I0; and a2 !

4=w2: We can say that the nonlinear medium acts like
a GRIN lens with an intensity-dependent focal length.
However, this correspondence is only accurate within
the parabolic approximation, and the nonlinear lens
can introduce significant aberrations to the focal
properties of the full beam.

In the paraxial approximation, the conventional,
GRIN, and nonlinear lenses all have the same effect
on an incident beam of light. Although we have
considered only plane parallel incident waves, it
should be obvious that the GRIN and nonlinear
lenses will produce analogous effects on converging
and diverging wavefronts as the conventional lens.
The effect of a stack of nonlinear lenses in an optical
train can also be analyzed in the same way as a stack
of conventional lenses, with the exception that the
focal length of each lens will depend on the local
intensity and hence size of the beam. Finally, we note
that if we change the sign of R, a2; or n2, we obtain a
negative focal length. This is a diverging lens, and
in the nonlinear optics realm the effect is called
self-defocusing.

Nonlinear Index of Refraction

The concept of an intensity-dependent refractive
index has its roots in the power series expression of
the nonlinear dielectric polarization P in terms of the
electric field E of the optical wave, which in its

simplest form is

P ¼ 10

�
xð1ÞE þ Dð2Þxð2ÞE2 þ Dð3Þxð3ÞE3 þ · · ·

�

¼ 10

�
xð1Þ þ Dð2Þxð2ÞE þ Dð3Þxð3ÞE2 þ · · ·

�
E ½4�

where xðmÞ ðm ¼ 1; 2;3…Þ is called the m-th order
susceptibility. The quantity DðmÞ is called the degen-
eracy factor and is 3 for m ¼ 3 in the self-focusing
case. This leads directly to the definition of a
nonlinear susceptibility xðEÞ: All materials have
first- and third-order susceptibilities. Centrosym-
metric materials (e.g., gases, liquids, cubic crystals)
do not possess a second-order susceptibility. Here, we
will consider only centrosymmetric media and briefly
discuss second-order materials later.

The refractive index is n ¼ ½1 þ xðEÞ�1=2: Conse-
quently, the linear index (small electric field) is
n0 ¼ ð1 þ xð1ÞÞ1=2: The leading nonlinear term in
xðEÞ is generally small. Expanding the square root
in a binomial series, the first nonlinear term in the
refractive index can be approximated by 3xð3ÞE2=2n0:

Since I ¼ 210n0cE2; we see that

n ¼ n0 þ n2I ½5�

where n2 ¼ 3xð3Þ=410n2
0c: Third-order (cubic)

materials that exhibit an intensity-dependent refrac-
tive index described by eqn [5] are called Kerr or
Kerr-like.

Several physical mechanisms produce a refractive
index of the form given in eqn [5]. A list of the
significant ones is presented in Table 1. We emphasize
that these mechanisms lead to eqn [5] over a limited
range of intensity. For example, in materials where
the main mechanism is electronic state population
redistribution, when the incident intensity becomes
comparable with the saturation intensity, the index
begins to saturate (i.e., the change of index with

Table 1 Physical mechanisms responsible for the nonlinear index of refraction

Mechanism Typical n2 (cm2 W21) Typical sign Typical response time (seconds)

Electronic polarization ,10216–10215 þ ,10215

Molecular orientation

Isotropic liquids ,10215–10214 þ ,10212

Liquid crystals ,1024–1023 þ ,1023–1022

Electrostriction ,10213–10212 þ ,1029

Population redistribution

Atomic vapors (v below resonance) ,10210–1029 – ,1028

Atomic vapors (v above resonance) ,10210–1029 þ ,1028

Semiconductors ,1026 þ ,1028

Band filling (semiconductors) ,1026–1024 ^ ,1028–1027

Exciton saturation (quantum wells) ,1024 – ,1028

Thermal ,1028 ^ ,1024
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intensity becomes sublinear). The simple expression
in eqn [5] no longer applies. These types of effects can
be important and will be discussed later. Finally, we
mention that other mechanisms exist that produce
self-focusing related effects, but they are not Kerr-like
and will be briefly discussed later.

We learn from Table 1 that values of n2 range over
several orders of magnitude. High-intensity lasers are
required to observe the effects of small optical
nonlinearities. Hence pulsed lasers are often used in
self-focusing applications. Laser pulse widths can
generally range from 100 s of nanoseconds to 10 s of
femtoseconds. Consequently, one must keep in mind
the response time of the mechanism/material when
analyzing experiments. If the pulse width is long
compared to the response time, a quasi-steady-state
self-focusing regime results. If the pulse is too short,
transient effects will appear. Also, as one goes to longer
response time mechanisms, lower intensities can
be used. In some cases it is even possible to use cw
lasers.

Self-Lensing

Thin nonlinear media can be employed in self-lensing
applications, where self-focusing is used to modify
the far field properties of a beam, just as a
conventional lens would do, but with effects depen-
dent on the beam intensity. Gaussian beams are
usually employed in the paraxial approximation.

A popular technique employing this effect to
measure the magnitude and sign of n2 is the Z-scan.
A typical experiment is illustrated in Figure 2. A thin
nonlinear medium is scanned axially between a
focusing lens and an aperture in the far field. Consider
a material with positive n2. When the sample is close
to the lens the intensity is too low to induce significant
self-lensing. As the sample approaches the focal point
of the lens, the intensity rises and a positive self-lens is
induced that focuses the beam more strongly. This
displaces the focus to the left, causing the beam to
spread out more in the far field and less power to pass

through the aperture. As the sample passes to the
right of the focal point, the positive self-lens reduces
the divergence of the beam so that more power is
passed through the aperture. Near the focal point the
self-lens is strongest, but a thin lens at this point has
no effect on the beam passing through the far-field
aperture. The measured aperture transmittance as a
function of scan-position Z is sketched in Figure 2.
The peak and valley of this dispersion-shaped curve
will be interchanged for a negative n2. For a small
aperture and fixed power of the laser, the difference
between the peak and valley transmittance is
proportional ln2l:

The same experimental configuration is also
popular for measuring small absorption coefficients
or thermo-optic coefficients (dn/dT , 0 for most
materials). Under steady-state conditions (cw
beam), the thermal n2 is given by

n2 ¼
at

rC

dn

dT
½6�

where a is the absorption coefficient, t is the thermal
diffusion time, r is the mass density, and C is the
specific heat. This technique is extremely sensitive
and can easily be observed, for example, with a
,1 mW laser pointer and a 1 cm cuvette filled with
minute quantities of ink or food coloring dissolved in
methanol.

This combination of self-lensing and a hard
aperture has also been put to use in devices. One
such device is the optical power limiter. A typical
configuration is similar to the Z-scan experiment in
Figure 2, with the sample fixed near the lens focal
point. Thick media in the focal region have also
been used. At sufficiently low optical power, the
medium acts like a flat window. As the input power
rises, self-lensing sets in and spreads the beam out at
the aperture, limiting the transmitted power. The
higher the incident power gets, the more the beam
spreads. The result is a transmitted power that is
clamped below a preferred level. Thermal lensing
has been used for cw beams, while positive Kerr

Figure 2 A Z-scan experiment. The transmittance through the aperture as a function of the position (Z ) of the thin nonlinear medium is

sketched at the right.
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self-lensing has been employed for Q-switched
lasers.

A less obvious but very important application of
this configuration is for mode-locking lasers
(see Figure 3). Mode-locking is a coherent phenom-
enon that locks the relative phase of multiple
longitudinal modes in a laser having a broadband
gain profile. These stabilized modes interfere to form
a train of short pulses with pulsewidth inversely
proportional to the gain bandwidth. A common
technique for passively mode-locking a laser is to
insert a saturable absorber into the laser cavity.
A saturable absorber blocks low-power light, keeping
the round-trip gain below the oscillation threshold,
but transmits high-power light as the absorption
coefficient saturates. Thus the mode-locked condition
is favored for gain and oscillation since the peak
power of the pulses is high. It turns out that transverse
spatial modulation, due to self-focusing combined
with an aperture, can produce the same type of effect
in a laser cavity. The laser rod acts as both the gain
medium and nonlinear lens. For example, titanium:
sapphire (Ti:Al2O3) has n2 ¼ 3 £ 10216 cm2 W21.
Thus, in a Ti:Al2O3 laser the rod produces self-
lensing that modifies the beam shape propagating
through an intracavity aperture. The loss due to the
aperture is intensity dependent, as in the Z-scan.
Therefore, the net round-trip gain of the cavity is low
for low-power but high for high-power pulses, and
the mode-locking condition is fulfilled. These types of
lasers are called Kerr lens mode-locked (KLM) lasers.
KLM lasers are generally not self-starting, but can be
self-sustaining. They, therefore, require some active
means of starting the mode-locking. Ultrashort pulses
(,100 fs) have been obtained with a cw KLM
Ti:Al2O3 laser. For pulsewidths this short, the simple

quasi-steady-state self-focusing picture is not entirely
adequate to describe the dynamics. Other factors,
such as group-velocity dispersion (GVD) and self-
phase modulation (SPM), must be considered. More-
over, since the laser rod is typically several millimeters
long, it is more appropriate to model it as a thick
rather than a thin nonlinear lens.

Beam Trapping

When an intense beam propagates in a thick non-
linear medium, a question arises as to the ultimate
fate of the beam. A possibility that has intrigued
researchers for a long time is diffractionless propa-
gation of a beam over long distances. In other words,
self-focusing exactly balances diffraction to force the
beam into a nonlinear waveguiding mode. This
phenomenon is called beam trapping or self-trapping.
A simplified analysis of a uniform beam captures the
essential physics (see Figure 4). The refractive index
inside the beam is higher than outside by eqn [5].
Therefore, light incident on the ‘interface’ at the edge
of the beam can experience total internal reflection if
its angle of incidence exceeds the critical angle,
dependent on the value of the nonlinear index. If
the complement of the critical angle matches the
diffraction angle of the beam, the beam is trapped in
its own self-induced waveguide. The critical power
Pcr2 at which this occurs is given in Table 2. The
condition for beam trapping is independent of beam
size since both diffraction and self-focusing depend
on beam area, and these size effects cancel.

A detailed solution of the wave equation for a
Gaussian beam using the parabolic approximation
yields a slightly different critical power Pcr1, also
given in Table 2. Numerical analyses of the wave

Figure 3 Laser mode-locking using a saturable absorber (left) and self-lensing in combination with an intracavity aperture (right).
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equation for a whole Gaussian beam have shown for
incident power such that Pcr1 , P , Pcr2 the beam
comes to a ‘soft’ focus and then diffracts (partial
beam focusing), but for P . Pcr2 the whole beam
catastrophically collapses (i.e., the beam approaches
a singularity). Catastrophic self-focusing has been
observed experimentally, but as the beam collapses
the intensity becomes so large that additional non-
linear effects, such as multiphoton absorption and
stimulated Raman scattering, come into play. These
effects rob the beam of energy and terminate the
collapse. At this stage the beam will then spread by
diffraction.

A more rigorous analysis of this problem is
obtained by examining the nonlinear wave equation
in the slowly varying amplitude approximation
(propagation along z), but including the transverse
variation of the wave. If the electric field of the optical
wave is of the form EðrÞ ¼ AðrÞ expðikzÞ; where now
k ¼ n0v=c; then the wave equation can be written as

2ik
›A

›z
þ 7

2
’A þ 410n2ck2lAl2A ¼ 0 ½7�

where the transverse Laplacian 72
’ is ›2=›x2þ

›2=›y2 in rectangular Cartesian coordinates, or

›2=›r2 þ ð1=rÞ›=›r in cylindrical coordinates (assum-
ing azimuthal symmetry). This equation is known as
the nonlinear Schrödinger equation (NLSE). In
normalized coordinates j ¼ x=w; h ¼ y=w; r ¼ r=w;

z ¼ z=2kw2; where w is the input beam radius, and
c ¼ 2kwðc10n2Þ

1=2A, eqn [7] takes the normalized
form of the NLSE:

i
›c

›z
þ 72

’cþ lcl2c ¼ 0

72
’ ¼

›2

›j2
þ

›2

›h2
¼

›2

›r2
þ

1

r

›

›r

½8�

A waveguiding (i.e., diffractionless) solution of the
form cðz; rÞ ¼ expðizÞRðrÞ exists for eqn [8], where
RðrÞ is a solution of

72
’R 2 R þ R3 ¼ 0; R0ð0Þ ¼ 0; Rð1Þ ¼ 0 ½9�

RðrÞ is known as the Townes soliton. It has a radial
profile similar to a Gaussian but differing in fine
detail. Since the Townes soliton exactly balances
diffraction and self-focusing, it carries a critical
power PcrT given by the expression in Table 2. For
comparison, ð1:22pÞ2=8 ¼ 1:83624: Therefore, PcrT

and Pcr2 differ by only about 1%. However, the
Townes soliton is unstable. An analysis of the
solutions of the NLSE shows that a beam will not
catastrophically collapse (i.e., its intensity will not
blow up) if its power is less than PcrT. Thus PcrT

forms a lower bound for the critical power. An upper
bound can also be found from analysis of the NLSE. It
depends on the input beam profile ½cðr;0Þ / f ðrÞ� and
is given as Pcr3 in Table 2. The quantity G½f �
characterizes the input beam profile and is given by

G½f � ¼
2
Ð
lf l2rdr

Ð
l7f l2rdrÐ

lf l4rdr
½10�

For example, a Townes soliton, a Gaussian beam, and
a hyperbolic secant beam yield G ¼ 1:86225; G ¼ 2;
and G ¼ 1:86257; respectively. Thus, if the beam
power is such that PcrT # P # Pcr3, the beam may
collapse, but it will definitely collapse if P . Pcr3.
We note that if the input beam is elliptical, with
ellipticity e ¼ b=a (where a and b are the semi-major
and semi-minor widths, respectively), then

PcrTðeÞ <

 
0:6 þ 0:2

e2 þ 1

e

!
PcrT ½11�

This expression is accurate to within 1.5% of
numerical simulations of the NLSE, and also holds
well for Gaussian input beams.

The conclusion is that there is no stable self-trapped
(2 þ 1)-D beam (two diffracting dimensions, one

Figure 4 Self-trapping conditions for a uniform beam of intensity

I and width 2w in a Kerr medium.

Table 2 Critical power for beam trapping (collapse)

Gaussian beam

(parabolic approximation)

Pcr1 ¼ 1
2

l2

4pn0n2

Gaussian beam

(‘whole beam’ collapse)

Pcr2 <
ð1:22pÞ2

8

l2

4pn0n2

Townes soliton, lower bound

for arbitrary beam shape

PcrT < 1:86225
l2

4pn0n2

Arbitrary beam (upper bound)a Pcr3 ¼ G½f �
l2

4pn0n2

aG½f � defined in text.
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propagating dimension) in a Kerr medium. The beam
will diffract, blow up in a finite distance, or go
through a single focusing–defocusing cycle. For an
incident plane wave, the distance from the input plane
to the blowup point is (assuming a Gaussian input)

zf <
0:369pw2=l

ðP=Pcr2Þ
1=2 2 0:858

½12�

where the approximation holds well for
P . 1.2 £ Pcr2.

Why, then, does self-trapping appear to occur in
Kerr media? Time integrated photographs show what
appears to be the formation of a filament, and laser
damage tracks in solids follow the shape of a self-
trapped filament. This can be explained in terms of
the moving focus model. In the quasi-steady-state
approximation, each time slice of the pulse comes to
focus independently at different times and positions.
Figure 5 shows a series of snapshots of a Gaussian
spatial and temporal pulse (assume axial symmetry),
where the peak power of the pulse is greater than
Pcr2. Slices of the pulse with P . Pcr2 will come to a
focus at a finite distance zfðPÞ; which can be
approximated by eqn [12]. The time at which that
focus appears is determined by the time it takes for
that slice of power P to propagate to the input plane
ðz ¼ 0Þ plus propagate to zfðPÞ: As illustrated in
Figure 5, slice 1a takes the minimum time to come to

a focus. At a later time slices 2a and 20 come to focus
simultaneously but at different positions, 2a to the left
and 20 to the right of 1a, since P(2a) . P(1a) and
P(20) , P(1a). The solid curves in the left of Figure 5
are the trajectories of the beam rays showing where
each slice will come to focus. Slice 2b, having the
same power as 2a, comes to focus at the same position
as 2a, but later in time, and so on. The original focus
thus appears to split in two, with one branch
propagating forward and the other backward. The
backward branch comes to a turning point when slice
4 of maximum power in the pulse center comes to
focus, then propagates forward as time slices in the
back part of the pulse come to focus. The motion of
the foci traces out the U-shaped curve shown to the
right in Figure 5. The time-integrated picture that
appears like a filament is thus just the tracks of
moving foci.

The question remains, do conditions exist under
which stable self-trapped beams can form? The
answer is yes, and these types of beams are called
spatial solitons. The (1 þ 1)-dimensional NLSE
admits the fundamental spatial soliton solution:

Aðx; zÞ ¼ A0sechðx=wÞ expðiz=2kw2Þ

lA0l
2
¼

1

210cn2ðkwÞ2

½13�

Figure 5 Moving focus model of apparent filament formation by quasi-steady-state self-focusing of a pulsed Gaussian beam. The

series of snapshots on the left illustrate when and where different time slices of the pulse come to focus. The tracks of moving foci trace

out the curve shown on the right.
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The wave given by eqn [13] propagates along z with a
constant width w along the x-axis. Such a (1 þ 1)-D
soliton can be formed in a slab waveguide, as
illustrated in Figure 6, consisting of a nonlinear thin
film deposited on a linear slab, where the wave is
confined along y but can diffract along x. These types
of solitons have been confirmed experimentally and
shown to be quite robust. They are stable against
perturbations and propagate as a self-induced wave-
guide. Since a soliton changes the refractive index
where it propagates, it can also attract and guide
other beams. The interactions or ‘collisions’ of
solitons are an active area of current research.
Intriguing potential applications include all-optical
reconfigurable interconnects for telecommunications
and optical computing based on the properties of
soliton collisions.

Although (2 þ 1)-D spatial solitons are not
stable in ideal Kerr media, they can be in Kerr-
like media with a saturating nonlinearity. For

example, a two-level saturable absorber (e.g., an
atomic vapor) at a wavelength tuned above the
natural absorption frequency will exhibit a positive
Kerr-like response at low intensity ðI p IsatÞ; but
then saturates as ð1 þ I

�
IsatÞ

21 for I , Isat or larger,
where Isat is the saturation intensity. This can form
a stable trapped beam, as was first reported in
1974 for a cw laser in Na vapor, because as the
beam self-focuses and the intensity rises, the
nonlinear index levels off asymptotically until a
balance between diffraction and focusing is
reached. This type of situation is stable against
perturbations, but may undergo almost periodic
focusing–defocusing cycles.

Spatial solitons employing mechanisms other than
the Kerr nonlinearity are also being vigorously
studied. One of these is the photorefractive effect.
An illustration of the generation of a slab soliton is
shown in Figure 7. A Gaussian beam is focused to a
line (e.g., by a cylindrical lens) and propagated as an
extraordinary wave along the optic (z) axis of a
uniaxial photorefractive crystal. A dc electric field is
also applied along z. Charge carriers are generated in
the slab beam by photo-ionization of dopant atoms
and drift in the dc field. The lower resistivity in
this region causes the voltage drop to be smaller
and hence the field to be lower. The field induces a
refractive index change by the Pockels effect
(Dn ¼ 2n3

0lreffEl=2; where reff is the effective
Pockels coefficient and n0 is the background index).
The index change is negative, but is reduced in
magnitude where the field is lower. The index
change depends on the local intensity, and the

Figure 6 Spatial soliton propagation in a nonlinear slab

waveguide.

Figure 7 Mechanism of slab soliton formation in a photorefractive material.
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photorefractive mechanism produces an effective
saturable self-focusing nonlinearity. (There are a
limited number of charge carriers, and the field
cannot be reduced below zero.) This produces a
waveguide that traps the slab beam, which then
propagates without spreading. Thus the photorefrac-
tive soliton is stable. This effect can be observed with
milliwatt-level cw lasers, but the space-charge field
takes time to build up to a steady state (typically of
the order of seconds). Needle (circularly symmetric)
solitons have also been observed by launching a
TEM00 Gaussian beam in a photorefractive crystal,
but the theoretical description is not as simple. Other
types of spatial solitons and other mechanisms have
been explored using the photorefractive and photo-
voltaic effects. The reader is referred to the literature
for a more in-depth discussion.

Another mechanism useful for soliton formation
is cascaded second-order (quadratic) effects. This
includes such phenomena as second-harmonic
generation (SHG) and other frequency conversion
processes. Consider SHG with imperfect phase
matching. (The reader is referred to other articles
discussing harmonic generation and phase match-
ing.) A fundamental (F) wave generates its second
harmonic (SH), but because of dispersion nðvÞ;
the two waves travel at different phase velocities.
The SHð2vÞ beats with the FðvÞ wave to generate,
via the second-order nonlinear polarization,
another wave at v that adds to the incident F
wave. This produces a net phase shift of the F wave
that accumulates continuously as the waves propa-
gate together and periodically exchange power; this
is called cascading. In the nondepleted pump
approximation, this phase accumulation can be
expressed as

Dw ¼ 2
Dkz

2

8><
>:1 2

2
4

1 þ

 
2k

ffiffi
I

p

Dk

!2
3
51=2

9>=
>;

k ¼
vx

ð2Þ
effffiffiffiffiffiffiffiffiffiffiffi

210n3
0c3

q
½14�

where x
ð2Þ
eff is an effective second-order susceptibility

(dependent on crystal symmetry, polarization vectors,
and propagation direction), Dk ¼ 2kðvÞ2 kð2vÞ
is the phase mismatch, I is the intensity of the F
wave, and n0 is the approximate refractive index
for both F and SH waves. Although not due to a
refractive index change, this phase change produces
a self-focusing effect for a bell-shaped intensity.
For a small enough pump intensity or sufficiently
large phase mismatch, an equivalent n2 can be

approximated by

n2 ¼
v
�
x
ð2Þ
eff

�2
210n3

0c2Dk
½15�

Note that the sign of n2 depends on the sign of Dk.
For I , ðDk=2kÞ2 or larger, eqn [15] is not valid and
eqn [14] must be used. Note that the equivalent index
change is then sublinear with respect to I, and soliton
formation is stable. When pump depletion cannot be
ignored, the F and SH coupled-wave equations must
be solved numerically to analyze soliton dynamics.
Figure 8 illustrates the difference between a beam
diffracting normally and a diffractionless quadratic
soliton. When an F beam is launched in a nonlinear
medium, it does not immediately form a soliton, but
evolves into one, shedding some energy in the process.
Note that this soliton does not consist of a single
frequency beam, but depends on the nonlinear
coupling between the v- and 2v-waves that continu-
ously exchange energy as the beams propagate.
For this reason, these solitons are called simultons.

Self-Focusing in Space–Time

The moving focus model describing the self-focusing
of optical pulses becomes inadequate when dispersion
effects must be included. This is true in the case of
ultrashort pulses (typically ,100 fs or less). To
properly describe the propagation of a pulse with
group velocity vg, eqn [7] must be modified by
›A=›z ! ½›=›z þ ð1=vgÞ›=›t�A: In addition, to include
the effects of GVD, a term 2k2kð›2A=›t2Þ is added,
where k2 ¼ ð›2k=›v2Þ is the GVD coefficient. For
anomalous GVD, k2 , 0: Taking this to be the case
and defining another normalized coordinate t ¼

ðt2z=vgÞ= ðlk2lkÞ1=2w; the normalized NLSE (eqn [8])
becomes

i
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Note the complete symmetry in eqn [16] between the
transverse space ðj;hÞ and time ðtÞ variables. There is
thus a correlation between diffraction (space) and
dispersion (time). The corresponding phenomenon
to self-focusing is self-phase modulation (SPM). This
effect denotes the additional phase retardation
experienced by a pulse in a Kerr medium due to its
time-dependent intensity: DwðtÞ ¼ 2ðv0=cÞn2IðtÞz;
where v0 is the center (carrier) frequency of the
pulse. SPM produces new frequencies ðdw=dtÞ that
are red-shifted on the leading edge of the pulse and
blue-shifted on the trailing edge. The frequency shifts
in a self-focused filament can be quite sizeable and
create a large continuum (a white light pulse) that

184 NONLINEAR OPTICS, APPLICATIONS / Self-Focusing and Related Effects (Solitons and Multiphoton Absorption)



can be used for ultrafast spectroscopy. In a medium
with normal GVD the pulse spreads in time because
blue frequencies in the trailing edge travel slower
than red frequencies in the leading edge. However,
for anomalous GVD the opposite is true, and the
pulse can ‘focus’ or collapse in time.

The simultaneous spatiotemporal collapse of a
beam of ultrashort pulses leads to the consideration
of (3 þ 1)-D soliton generation, where the third
‘transverse’ dimension is time. While the NLSE
leads to unstable solitons for transverse dimensions
.1, a saturating nonlinearity could possibly bound
the collapse and lead to the formation of stable,
diffractionless, dispersionless pulses. These types of
pulses are called light bullets. Light bullets have a
particle-like nature and display many interesting,
exotic properties that could lead to ultrafast
switching rates for optical digital logic systems in
telecommunications and computing.

The saturable nature of self-focusing in quadratic
nonlinear media makes them natural candidates in
the search for light bullets, and (2 þ 1)-D spatiotem-
poral simultons have been observed in crystals of
lithium iodate. The drawback of ultrashort pulse
simulton generation in quadratic media is the added
complications of requiring anomalous GVD at both v

and 2v; and dealing with the effects of group-velocity
mismatch (GVM). The phenomenon of GVM
involves the different group velocities of the F and
SH pulses, which makes them walk away from one

another. Without the physical overlap of these two
pulses, the simulton will cease to exist. By tilting the
amplitude front of the pulses with respect to their
phase fronts, it is possible (over a limited distance) to
compensate pulse walkoff due to GVM with spatial
walkoff due to the birefringence of the quadratic
medium. Accomplishing this, however, requires the
beam to be in the form of a narrow stripe, and the
propagation distance over which pulse overlap is
good is greater for a longer stripe. This can be
achieved by focusing a beam onto the medium with a
cylindrical lens. The simulton then propagates
without a change of width temporally or spatially
(in 1-D). This is not a light bullet, however, because
the confinement is not in all three dimensions.

The elliptic nature of the diffraction–dispersion
operator in eqn [16] makes pulse collapse a possibility
in nonlinear media with anomalous GVD. With
normal GVD, the operator is hyperbolic. For such a
medium, it has been predicted and observed that
instead of collapsing, a self-focused pulse in a Kerr
medium will split in time. Since the red-shifted
frequencies generated at the front of the pulse travel
faster than the blue-shifted frequencies produced at
the back, the front of the pulse separates from the back
part. Collapse of the pulse, as well as self-trapping, is
not favored under conditions of pulse splitting.

Given this property of the NLSE, it is somewhat
surprising that the reportedly first observation of light
bullets was in a quadratic medium with normal GVD.

Figure 8 Comparison of normal beam propagation to simulton propagation in a quadratic nonlinear medium. In a simulton, the F and

SH waves periodically exchange energy as they co-propagate in the medium.
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Focusing a beam of Gaussian profile in both space
and time near the entrance to a lithium triborate
crystal under the condition of a large positive phase
mismatch, the pulses propagated without spread
temporally or spatially (2D) over a distance
,20 mm (the length of the crystal). However, the
pulse did not retain its shape, but evolved into a
so-called ‘X-wave’, or X-shaped soliton. A generic
X-shaped soliton (or, strictly speaking, simulton) is
shown in Figure 9. The pulse has a conical (clepsydra,
or hourglass-shaped) 3D structure with a central
hump and slowly decaying conical tails. Interestingly,
an X-shaped pulse has been shown to propagate
without spreading in a linear optical medium
exhibiting normal GVD. But such a pulse must be
specially contrived at the input and may be impossible
in many cases. In a quadratic nonlinear medium with
normal GVD, the X-shaped light bullet appears to
form spontaneously. The physics of this evolution lies
buried in the coupled wave equations for the
fundamental and second harmonic. In the strong
phase-mismatched SHG process, weak perturbations
in the waves at specific spatial and temporal
frequencies can grow exponentially. The hyperbolic
nature of the diffraction–dispersion operator with
normal GVD leads to amplification of conical wave
perturbations with frequencies approaching that of the
X-wave. This amplification of the proper frequency
components acts as a trigger that drives the evolution
of the Gaussian spatiotemporal input pulse into the
X-wave. This basic shape has been confirmed in
experiments that outline the spatiotemporal intensity
profile of the pulse exiting the rear of the crystal.

Other Related Effects (Multiphoton
Nonlinearities)

At this point we should note that the susceptibility
is frequency dependent. Optical waves couple
principally to bound electrons, which can only
occupy discrete energy levels. When the photon
energy "v is nearly resonant with a difference
between these energy levels, the dielectric response
of the medium is enhanced. This well-known
property of linear optics, accounting for absorption
of light as well as normal and anomalous dis-
persion, is also applicable in nonlinear optics. The
third-order susceptibility is actually a complex
number. A sketch of its real and imaginary parts is
given in Figure 10, the real part relating to n2. The
imaginary part is associated with optical loss, if
positive, or gain when it is negative. In the present
case the frequency dependence of the susceptibility
displays a resonance (i.e., peak of the imaginary
part) at a frequency v ¼ 2v0: Referring to Figure 10,
when the optical frequency is significantly less than
v0; the imaginary part of xð3Þ is small compared to
the real part and nonlinear refraction dominates.
However, when the frequency is comparable to v0;

the resonance at 2v0 plays a major role. The real
part of xð3Þ is resonantly enhanced, but the
imaginary part signifies loss: two photons are
simultaneously absorbed. This is called two-photon
absorption (2PA). The intensity-dependent absorp-
tion loss per unit length is given by a2I; where a2 is
called the two-photon absorption coefficient (often
designated by b) and has physical units of cm W21.

Figure 9 Generic shape of an X-wave light bullet as a function

of space and retarded time (t 2 z=vg) coordinates. The light bullet

has radial symmetry.

Figure 10 Sketch of the real and imaginary parts of the

frequency-dependent third-order susceptibility x(3) illustrating a

two-photon resonance.
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In many materials at a variety of optical frequen-
cies, 2PA will naturally accompany self-focusing.
Since these two phenomena are both intensity
dependent, while one decreases the intensity and the
other increases it, there is an obvious interplay
between the two. We illustrate the effect of 2PA in
Figure 11 by comparison of the phase retardance of a
Gaussian beam (in the parabolic approximation) with
and without 2PA in a ‘thin’ medium, for which the
size of an optical beam is nearly constant (diffraction
ignored). Obviously, DwðrÞ does not reproduce the
parabolic shape when strong 2PA is present. Actually,
it is possible to have multiphoton absorption (MPA)
of m photons with corresponding coefficient am

(related to xðmÞ). The effects of 3PA and 4PA are
also shown in Figure 11. 2PA, or more generally
MPA, distorts the phase and modifies the focusing
properties of the beam. This shows up in the Z-scan,
for example, as a distortion of the dispersion-like
transmittance curve: the valley is deeper and the peak
is suppressed.

The reason for this phase distortion is that
nonlinear absorption changes the shape of the beam:
absorption is stronger where the intensity is higher.
For MPA, the intensity at position z in a thin medium is

Iðr; zÞ ¼
Iðr;0Þh

1 þ ðm 2 1ÞamIm21ðr;0Þz
i1=ðm21Þ

½17�

The other obvious effect of MPA is that it reduces the
strength of self-focusing since it robs power from the
beam. The interplay of the two effects shows up more
in thick media where the beam can diffract and change
size. When self-focusing is dominant at the front of the
medium, the intensity will start to blow up as the beam

collapses, but the intensity becomes so large that MPA
becomes much stronger. This robs energy from the
beam and can stop or reverse the collapse. When MPA
is dominant at the start, the beam will still self-focus,
but MPA flattens the beam in the center causing the
edges of the beam to experience dramatic diffraction
effects; for example, a ring structure can develop.

The intensity of a self-focused filament can be quite
high. At a level ,1011 W cm22 or higher, it is possible
for MPA to lead to multiphoton ionization (MPI) of
the medium. This is illustrated in Figure 12 where the
absorption of m photons promotes an electron
from the ground state to the continuum in a gas,
or from the valence band to the conduction band in
a solid. The ionization rate is smIm; where m depends
on the optical frequency and the ionization potential
of the material. For example, at a wavelength of
810 nm, m ¼ 11 for nitrogen and s11 ¼ 5:08 £

102144 s21 cm22 W211: We note that for intensities
larger than ,1014 W cm22, the dominant ionization
mechanism is tunneling, where a ‘quivering’ electron
has sufficient energy to tunnel through the coulombic
barrier. MPI can create a plasma whose optical
properties depend on the density of free electrons.
The refractive index of the plasma is nonuniform, and
for v . vp ¼ ðNee

2=10meÞ
1=2; the plasma frequency is

,1; Ne, e, and me are the electron density, charge, and
mass, respectively. Hence, plasma formation leads to
defocusing. Consequently, self-focusing in air (which
has a positive n2) can lead to plasma formation by
MPI, and the resultant defocusing can stabilize the
formation of a self-trapped filament of light propa-
gating over a distance of meters. These filaments have
been called ‘gas-induced solitons’. High peak power
femtosecond pulses are typically used to generate
these. The pulse width is short compared to the mean

Figure 11 The effects of two-, three-, and four-photon absorption on the intensity-induced phase retardation due to a Kerr self-

focusing nonlinearity. The radial dependence of Dw on MPA in the parabolic approximation is shown on the left, and the peak of Dw as a

function of nonlinear absorption loss is plotted on the right.
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collision time of molecules, and the energy is low so
that plasma heating is negligible.

The electron density in plasmas induced by MPI in
gases is typically low enough that absorption by free
electrons can be ignored. This is generally not the case
in solids. MPI can provide enough ‘seed’ electrons to
induce avalanche ionization. As illustrated in
Figure 12, impurities may also supply these seed
electrons by thermal ionization if they lie within an
energy ,kBT of the conduction band (kB is the
Boltzmann constant and T is the temperature). Free
electrons can absorb electromagnetic energy while
colliding with ions or atoms (a process called inverse
bremsstrauhlung) and accelerate in a high-intensity
field. They strip electrons from other atoms or
molecules by impact ionization. The process multi-
plies free electrons and avalanche ionization ensues.
A plasma forms, absorbs more energy and expands,
developing a shock wave that can lead to a permanent
crack in the solid. This phenomenon is called optical
breakdown. Typically observed with nanosecond and
picosecond pulses, permanent laser damage of the
material also robs energy from the beam and
generally terminates the collapse of a self-focused
beam. When the electron density is sufficiently high so
that vp . v, the plasma absorbs and scatters light, a
process that can be put to use in optical power
limiters.

Many additional nonlinear phenomena play
important roles when the intensity of a self-focused
beam gets this large (e.g., stimulated Raman scatter-
ing, stimulated Brillouin scattering, etc.). The reader
is referred to the literature on nonlinear optics for
more in-depth discussions of these effects.

List of Units and Nomenclature

Critical power [W]
Electric field [V m21]

Four-photon absorption
coefficient

[cm5 W23]

Intensity [W cm22]
Multiphoton (m-photon)

absorption coefficient
[cm2m23 W2(m 2 1)]

Multiphoton (m-photon)
ionization rate coefficient

[s21 cm2m W2m]

Nonlinear refractive index
coefficient

[cm2 W21]

Pockels coefficient [m V21]
Second-order susceptibility [m V21]
Third-order susceptibility [m2 V22]
Three-photon absorption

coefficient
[cm3 W22]

Two-photon absorption
coefficient

[cm W21]

Vacuum permittivity [C V21 m21]
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Introduction

Nonlinear optical three-dimensional microfabrica-
tion (3DM) is a photolithographic technique that
enables topologically complex 3D microstructures
with feature size as small as 1 mm or less to be
generated in a single exposure step by nonlinear
photopatterning in a material. In the broadest
context, 3DM encompasses schemes based on
single-beam serial patterning and parallel patterning
achieved by multiple-beam interference exposure. In
both cases, the photopatterning is initiated by
coherent multiphoton excitation (MPE). The
material may be a glass, a polymerizable resin, or
even a heterogeneous composite, such as a resin
containing dispersed nano-particles. The limiting
resolution, or the dimensions of the smallest feature
that can be generated, is determined by the optical
parameters of the excitation geometry and the
physical and chemical response of the material
to MPE.

3DM offers great promise as a tool for generating
complex microdevices, such as micro-electromecha-
nical systems (MEMS), microfluidics, and micro-
optical components. New frontiers in the technology
of microdevices require that complex 3D structures
can be produced in one or more materials that are
optimized for a target application in terms of
physical, chemical, and mechanical properties.
Rapid and versatile fabrication is also essential.

Extensive work has been done with conventional
photolithography or electron-beam lithography, and
more recently using soft-lithography approaches,
such as microcontact printing. 3DM provides a new
set of tools that overcomes some of the limitations
inherent to other methods.

Single-Beam Three-Dimensional
Microfabrication

3D Confinement

The simplest form of 3DM involves patterning a
microstructure within a material using a single tightly
focused laser beam that can activate the medium or
one of its constituents by two-photon excitation
(TPE) (Figure 1). The TPE initiates a photochemical
or photophysical process (e.g., a polymerization
reaction or a phase change) within the focal volume
and results in an irreversible change in the material.
The pattern of the target structure is impressed point
by point as the focus is translated within the volume
of the material. For some applications the final 3D
microstructure is obtained when the unexposed
material surrounding the photopatterned regions is
removed. In the first report of this type of 3DM in
1990 two-photon-induced polymerization (TPIP) of
an acrylate resin was used to fabricate free-standing
3D micron-scale letters on a substrate (Figure 2). The
unexposed material does not have to be removed in a
post-exposure process when the target structure
consists of the phototransformed material supported
within the matrix of the unexposed media, as in the
case of 3DM of waveguide circuits embedded within
a host slab.

3DM is possible because, under tight focusing, TPE
and the subsequent material transformation are
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confined at the focus within a volume of , ðl=n0Þ
3;

where l and n0 are the vacuum wavelength of the
exciting radiation and the refractive index of the
material, respectively. Degenerate TPE is a resonant
third-order nonlinear optical process in which a
species is promoted to an excited electronic state by
the simultaneous absorption of two photons of equal
energy. Relative to conventional one-photon exci-
tation (OPE), TPE is typically achieved using longer-
wavelength radiation (often red or near infrared), for
which the combined energy of two photons is
sufficient to promote the species into one of its
lower lying excited electronic states (Figure 3, left).
The rate of TPE, that is the number of species excited
per unit volume and time, R2hn , is proportional to the
square of the intensity, I: For a focused Gaussian
beam, the on-axis intensity attains its maximum, I0,
at the focus and decreases with distance from the

focal plane, z, approximately as I / z22: For a
focused Gaussian beam, the on-axis intensity is
given by I ¼ I0=½1 þ ðz=zRÞ

2�, where zR is the Rayleigh
range of the focused wavefront. Thus, I / z22 in the
limit of z q zR: Consequently, the excitation rate
decreases as R2hn / z24: Similarly, the excitation rate
decreases rapidly away from the propagation axis.
This results in a region of high excitation, and thus
material transformation, that is tightly confined both
laterally and longitudinally in space about the focal
point (Figure 3, right). This situation may be
contrasted with that for OPE, for which the
excitation rate, R1hn, is linearly proportional to I, so
R1hn / z22: The weaker dependence of R1hn on z
results in material being excited appreciably through-
out the irradiation volume, with less longitudinal
confinement at the focus than is achieved under TPE.
Similar arguments can be used to describe 3DM
involving higher-order excitation, for which the
excitation is confined to an even smaller volume for
a given l:

The rate for molecular n-photon excitation, Rnhn,
represents the average number of molecules that are
excited per unit volume per unit time and is given by

Rnhn ¼
1

nðhnÞn
sðnÞNIn ½1�

where n is the order of the excitation process,
h is Planck’s constant, n is the frequency of the
exciting radiation, s ðnÞ is a molecular n-photon
absorption cross-section, which has units of
[cm2n sn21 photon2(n21)], N is the number density
of the photo-excitable species [cm23], and I is the
intensity [W cm22]. The factor of 1=n accounts for the
fact that n photons must be absorbed to promote a
single molecule to an excited state. Note that s ðnÞ is a

Figure 1 General scheme for single-beam 3DM based on TPE. (1. TPE patterning): The 3DM medium is supported on a substrate

and translated in 3D-space relative to a tightly focused laser beam. The laser transforms the material only in the region around the focal

point through a photochemical or photophysical process initiated by TPE. (2. Development): In cases where the final structure is needed

free from the unexposed material, the sample is treated with a ‘developer’ that removes the unexposed material, for example by

dissolving it in a solvent. (3. Completed structure): Following removal of the unexposed material, the final 3D structure is obtained

free-standing on the substrate.

Figure 2 Scanning electron micrograph of a structure obtained

by TPIP-3DM in an acrylate-ester resin. The excitation wavelength

was 630 nm. The voxel dwell time was 10 ms along the letters. The

thin filaments connecting some of the letters are approximately

100 nm wide. Reproduced from Strickler JH and Webb WW (1990)

Two-photon excitation in laser scanning fluorscence microscopy.

Proceedings of the Society of Photo-Optical Instrumentation

Engineers 1398: 107–118. Copyright (1990), with permission

of SPIE.
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molecular parameter that is independent of the
intensity. The molecular cross-sections for OPE and
TPE, s ð1Þ and s ð2Þ, are respectively equivalent to the
parameters s and d that are commonly encountered
in the literature.

For MPE to occur, the intensity must be sufficiently
large that there is a high probability of more than
one photon arriving simultaneously at the species
to be excited. Typical magnitudes of the OPE and
TPE cross-sections are s ð1Þ < 10217 cm2 and
s ð2Þ # 10247 cm4 s photon21, and under conven-
tional excitation conditions, R2hn p R1hn: To achieve
R2hn < R1hn, I < 2hns ð1Þ=s ð2Þ is required. For the
cross-sections given above, this condition corre-
sponds to I < 500 GW cm22 at l ¼ 800 nm. Such
peak powers can be achieved by focusing ultra-short
laser pulses, so mode-locked femtosecond- or pico-
second-pulse lasers are generally used for 3DM. Tight
focusing in 3DM is desirable then, not only to provide
a means for 3D confinement, but also to increase the
intensity to a level that Rnhn becomes large enough to
produce a significant material change.

Opto-Mechanical Implementation

One method for implementing single-beam 3DM is
illustrated in Figure 4. An excitation laser beam is
directed onto a high numerical aperture (NA)
objective. A beamsplitter, detector, attenuator, and
shutter are placed upstream of the objective to
measure and control the average power at the sample,
kPl: A substrate is coated with the photo-active

medium and attached to a 3-axis nano/micro-
positioner under the objective. The interior of
the photo-active material is patterned during the
exposure by translating the sample relative to the
focus of the laser beam and shuttering the beam as
needed. The process is automated as a computer
controls the sample translation coordinates and the
exposure conditions for each volume element (voxel).
This configuration is well suited for patterning solid
or semi-solid photo-media. An index-matching fluid
must be used with high-NA objectives to achieve the
smallest focal spot size. If the photo-medium is a
liquid, a coverslip or other thin transparent barrier
must be placed between the index matching fluid and
the photomedium so that the latter does not become
contaminated.

Alternatively, an inverted configuration may be
used. Here, the laser is focused through the substrate
into the medium. The objective and the index
matching fluid are kept out of contact with the
medium by the substrate. In this case, the maximum
depth that can be patterned is limited by at least two
conditions: (i) The working distance of high-NA
objectives is small, often no more than 200 mm, so
the substrate must be kept thin (,100 mm); and (ii)
unless the viscosity of the medium is very high,
patterning must begin at the medium/substrate
interface and proceed layer by layer away from it,
so that the structure remains anchored to the
substrate. This could be disadvantageous, as the
change in refractive index in the previously
patterned layers could alter the intensity distribution

Figure 3 (Left) Jablonski representation of electronic one- and two-photon excitation (OPE and TPE, respectively). (Right) Illustration

of a 3DM medium undergoing OPE and TPE using focused short- (black) and long-wavelength (dark gray) radiation, respectively. The

regions that are appreciably excited are shown in light gray. Under OPE the medium is excited throughout the length of the interaction

volume. Under TPE the excitation is confined in three dimensions to a small region around the focal point.

NONLINEAR OPTICS, APPLICATIONS / Three-Dimensional Microfabrication 191



at the focus. In all configurations, it is best to
minimize the number of optical interfaces to main-
tain the quality of the focus.

A scanning confocal microscope system provides a
convenient platform for single-beam 3DM. The
nano/micro-positioner can be mounted directly on
the sample stage of the microscope, and the optical
components of the confocal system can be used
directly for 3DM. The confocal system also enables
the medium and the structure to be imaged in situ,
using confocal reflectance or fluorescence imaging. If
the material is fluorescent under MPE, a 3D image
can be obtained by scanning multiphoton fluor-
escence microscopy. These imaging modes facilitate
3DM by providing a means for locating the focus at
an absolute position within the photo-active medium.

3DM can also be realized by moving the focused
beam relative to a fixed sample. One convenient
implementation utilizes galvanometer-driven mirrors
to scan the beam in planes parallel to the substrate
(xy-plane). Motion in the z-direction is accomplished
by raising and lowering the objective relative to the
substrate. A galvo-based system typically enables
faster fabrication, but may not afford motion as
precise as that obtained using a multi-axis nano-
positioner.

Excitation Sources

The most commonly used and arguably the most
convenient and reliable laser for 3DM is the
continuous-wave (CW) mode-locked titanium sap-
phire (Ti:S) laser. Ti:S lasers routinely produce

sub-100 fs pulses at high repetition rates
(,80 MHz) with single-pulse energies, Ep, of ,1 nJ.
The Ti:S laser emission spans the range of 700–
1050 nm, making it particularly well suited for two-
and three-photon excitation. kPl can be as high as
several watts at the peak of the gain curve
(l < 800 nm) with high pulse-to-pulse and time-
averaged stability (RMS < 1%). Such systems may
also produce a nearly Gaussian TEM00 mode, which
is helpful in achieving the tightest focus in the
material. Note that focusing a 1 nJ, 100 fs pulse to
a 1 mm-radius spot generates a focused average peak
intensity of 320 GW cm22, as is needed to achieve
photo-excitation rates of R2hn < R1hn:

For higher peak powers, amplified femtosecond
(AFS) lasers can be used for 3DM. These systems can
produce ,100 fs pulses with Ep < 1 mJ or higher at
repetition rates of 1–100 kHz. Given that a continu-
ous microfabricated structure should be generated
from partly overlapping voxels, a low repetition rate
reduces the speed with which the laser beam may be
scanned within the material. An AFS laser can be used
to pump an optical parametric generator to extend
the output wavelength range.

Recently, some researchers have turned their atten-
tion toward identifying compact solid-state turn-key
lasers for 3DM that could be more convenient
and cheaper alternatives to the complex systems
described above. A commercial Nd:YAG microlaser
(l ¼ 1064 nm, Ep ¼ 5:4 mJ, tp ¼ 640 ps, 13.6 kHz)
and a mode-locked erbium-doped fiber laser
(l ¼ 780 nm, Ep < 0:5 nJ, tp ¼ 100 fs, 50 MHz)

Figure 4 Optomechanical setup for single-beam 3DM.
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have both been shown to be satisfactory for 3DM in
certain acrylate-based media.

Material Systems

Structural Materials

The most widely used materials for 3DM are based on
acrylates that are patterned by multiphoton induced
polymerization. The process begins when an initiator
chromophore C is excited by n-photon absorption to
Cp, with an efficiency specified by the n-photon cross-
section s ðnÞ: Cp then generates an initiating radical Iz.
Acrylate monomers (M) can react with Iz and undergo
a free-radical chain reaction that leads to high
molecular weight polymer. With sufficient exposure,
the starting material is converted to less soluble
high-molecular weight polymer chains or densely
cross-linked polymer networks. The photo-patterned
structure can then be ‘developed’ by immersing the
sample into a solvent that removes the unexposed
material, leaving behind a free-standing structure that
is a replica of the photopattern.

Photo-polymerization starts when the MPE
exposure generates enough Iz to react with and
consume all of the inhibitor in the local volume at
point ~r within a homogeneous medium. In this
discussion we assume that the local concentration of
inhibitors is not changed by diffusion on the exposure
timescale. The total number of Iz generated during an
exposure at ~r per unit volume, NIzð~r; tÞ, is obtained
from the time-integrated MPE rate:

NIzð~r; tÞ ¼
fðnÞ

c s ðnÞNC

nðhnÞn

ðt

21
Ið~r; t0Þndt0 ½2�

Here, NC is the number density of C, and fðnÞ
c is the

n-photon chemical quantum yield, defined as the
number of Iz generated divided by the number of Cp

present after excitation. If we identify the initial
number density of the inhibitors as NInh; then
polymerization occurs when NIzð~r; tÞ . NInh: In
multiphoton-induced polymerization, NIzð~r; tÞ is a
nonlinear function of I; which generally involves a
rapidly varying time envelope, as from a mode-locked
ultrashort-pulse laser.

Several different commercial acrylate systems have
been used successfully for 3DM, such as Nopcocure
800 (San Nopco), NOA 72 (urethane acrylate
oligomer, Norland Products), and SCR 500 (blend
of urethane acrylate monomers and oligomers,
Japan Synthetic Rubber Co.). Researchers have
also successfully developed custom formulations
using blends of commercially available monomers,

oligomers, and polymer additives to create resins
with tailored physical, chemical, and optical proper-
ties. This aspect of acrylates, and more generally
polymer-based systems, makes them one of the
most attractive classes of materials for 3DM.
Conventional one-photon UV- or blue-sensitive
radical generators (e.g., benzil, benzoin methyl
ether, 4,40-bis(N,N0-dimethylamino)benzophenone,
to name just a few) have most often been used,
and these were activated by promoting the molecule
into one of its low-lying electronic states by MPE
over the range of 730–800 nm.

3DM based on epoxide polymerization has also
been demonstrated using commercial resins including
cross-linkable small molecular weight monomers
(e.g., 4-vinyl-1-cyclohexene diepoxide) and epoxide
oligomers (e.g., SU-8, first developed by IBM).
Epoxide polymerization is most commonly initiated
by molecules that, after excitation, generate a
Brønsted acid, Hþ. The propagating species is a
carbocation, and bases present in the medium act as
inhibitors. Relative to acrylates, epoxides shrink
substantially less upon polymerization, leading to
less distortion of the microstructure after
development.

Acrylate chemistry has also been exploited for
3DM of functional composite materials. Acrylamide
resin mixtures were used to fabricate bi-layer micro-
cantilevers that deflect from the surface when
illuminated with UV light. This type of microstruc-
ture could form the basis of a photo-activatable
MEMS. 3D gratings were fabricated from an acrylate
pre-polymer containing a dendrimer functionalized
with cross-linkable acrylic L-phenylalanine groups.
The dendrimer acts as a host encapsulation site
that enables a laser dye to be loaded in the material
at high weight-percent (see below). A variety of
complex micro-structures have also been fabricated
using ‘Ormocer-I’, an ORganically MOdified CER-
amic. Ormocer-I is an inorganic-organic hybrid
polymer consisting of a Si–O–Si (siloxane) backbone
that is functionalized with organic moieties, including
cross-linkable methacryloxypropyl groups. Ormocers
are extremely promising for 3DM because of the
thermal stability and chemical inertness of the back-
bone and their attractive physical and optical
properties.

3DM could be a powerful tool for fabricating
biologically active structures and devices. In this
context, hydrogels and Ormocers should be useful
material systems as some formulations are known to
be bio-compatible. Microstructures can also be
fabricated from proteinaceous material. 3D micro-
structures were produced by patterned MPE of
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solutions containing the dye rose bengal and the
proteins bovine serum albumin or fibrinogen.

The material systems discussed thus far are
‘negative-tone’ media. This means that only the
exposed regions of the material remain after the

post-exposure development, so the final structure is
a replica of the exposure pattern. In contrast,
‘positive-tone’ media are solid-state systems for
which the exposed regions become soluble in a
developer. The final structure is then the inverse of

Figure 5 A 3D micro-channel structure fabricated by TPE-3DM using the positive-tone chemically amplified resist THPMA-MMA

containing the two-photon PAG BSB-S2. A 50 mm-thick film of the resist was exposed in the pattern of the target structure at 745 nm with

tightly focused 80 fs pulses at kPl ¼ 40 mW and a linear scan speed of 50 mm s21. (a) Target structure consisting of two rectangular

cavities (width: 100 mm, length: 20 mm, depth: 20 mm) with a sloped side-wall, that are connected by 12 channels (length: 50 mm; 4 mm

by 4 mm cross-section) lying 10 mm below the surface and spaced apart by 8 mm (center-to-center). (b) Scanning electron micrograph of

the final structure, viewed normal to the substrate. (c to e) Two-photon-fluorescence images of the final structure (viewed normal to the

substrate): (c) at the surface of the film; (d) 10 mm below the surface; (e) 19 mm below the surface. (f) Two-photon-fluorescence cross-

sectional image of the buried channels. The scale bar in b to f corresponds to 20 mm. Reproduced from Zhou W, et al. (2001) Science

296: 1106–1109. Copyright (2001), with permission of The American Association for the Advancement of Science.
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the exposure pattern. Positive-tone 3DM was first
demonstrated as early as 1992 with the generation of
high aspect ratio trenches in thin layers of commercial
photoresists. A positive-tone material system was
designed for 3DM (Figure 5), is based on a chemically
amplified resist and a high-sensitivity two-photon-
activatable photo-acid generator (PAG) (discussed
below). Using this medium, it was possible to
fabricate subsurface microchannel structures and
microgratings, using moderate laser scan speeds
(50 mm s21) and exceptionally low kPl (40 mW).

Composites have been formulated that enable 3D-
patterning of nanoscale metal features within a host
matrix. A two-step process has been described that
involves MPE of a Agþ-containing sol–gel followed
by thermal development of the latent image with
a AgClO4 solution. Using this system, 3D spirals of
silver nano-particles embedded within the sol–gel
matrix were generated. A HAuCl4-doped poly(vinyl
alcohol) composite was used to 3D-pattern gold
nano-particles. It was shown that after TPE a
particular sensitizer dye hosted in a poly(vinylcarba-
zole) matrix containing AgBF4 and ligand-stabilized
Ag nanoparticles, electron transfer from the dye
to Agþ leads to nucleation of Ag0 at the nano-
particles and the formation of conducting bulk metal

features (Figure 6). Material systems like these
should find wide application for generating micro-
and nano-scale structures, having unusual and useful
optical and electronic properties.

3DM in glasses is of great interest for photonic
applications. Several groups have demonstrated that
tightly focused infrared or visible amplified ultra-
short laser pulses can be used to 3D-pattern pure and
doped silica and other glasses. The patterned voxels
can be generated as a result of photo-induced
changes in the refractive index or extreme dielectric
breakdown, resulting in pits within the material. The
mechanisms for these two cases are not fully
understood, but both are thought to be activated
through an initial MPE event. The leading edge of
the laser pulse generates a free-carrier plasma
through MPE. The remainder of the pulse is
increasingly absorbed by the plasma leading to
avalanche ionization. The optical energy deposited
into the local lattice results in cavitation, creating a
pit at the focal point. Based on the electronic
bandgap of silica, the process likely involves three-
and six-photon absorption when 400- and 800-nm
light is used, respectively. This approach has been
used for the 3D-patterning fused silica and germa-
nium doped glasses.

Figure 6 Metallic structures fabricated by TPE-3DM using a silver nanoparticle/polymer composite. (a) Model of the ‘stack-of-logs’

target structure. (b) 3D image constructed from a series of two-photon fluorescence microscopy images of the silver structure

immediately following 3DM. (c) Scanning electron micrograph of the free-standing silver structure following removal of the surrounding

unexposed composite. The scale bar corresponds to 10 mm. (d) Transmission optical microscopy image of the silver structure

immediately following 3DM. The scale bar corresponds to 25 mm. Reproduced from Stellacci F, et al. (2001) Advanced Materials

14: 194–198. Copyright (2001), with permission of Wiley.
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Multiphoton Initiators

For 3DM to develop into a widely used fabrication
tool, material systems and patterning methods must
be developed that enable rapid microfabrication at
low cost. ‘Soft materials’, such as the polymer systems
described above, are promising in this respect, as both
the initiating species and the host resin can be
engineered to optimize the multiphoton response
and the physical and chemical properties of the
patterned medium. It may also prove possible to
create doped glasses that have physical properties
close to that of neat silica and yet offer higher
multiphoton sensitivity.

To develop this concept, let us consider 3DM in
acrylates further. A high-sensitivity acrylate medium
is one for which: (i) C strongly absorbs n-photons
(large s ðnÞ); (ii) Cp efficiently generates the initiating
species Iz (large fðnÞ

c ); and (iii) Iz is an efficient initiator
(high initiation rate). As criteria (i) and (ii) are
predominantly determined by the molecular proper-
ties of C, it should be possible to engineer soft
materials for 3DM by optimizing multiphoton
initiators and incorporating these into pre-polymer
resins that once patterned have the correct properties
for the target application. The sensitivity of materials
can be compared on the basis of the minimum
average laser power, kPlmin, that is required to
pattern a material using a fixed scan speed (or
exposure time). Alternatively, we can use the product
s ðnÞfcðnÞ as a multiphoton initiator figure-of-merit
(FOM) that accounts for the strength of the
multiphoton absorption and the efficiency with
which Iz is generated.

The chromophores that have been used most
frequently for polymerization-based 3DM do effi-
ciently generate highly active initiating species once
excited; however, they were developed for one-
photon response to UV and blue radiation and
generally have low multiphoton FOMs. The use of
xanthene dyes was explored as initiators for free-
radical polymerization of acrylamides and it was
found that the multiphoton sensitivity was low. As a
result, 3DM using conventional initiators requires
high laser power (typically kPlmin < 10–100 mW)
and slow laser scan speeds (,50 mm s21). Under
tight-focusing conditions, the resulting peak powers
are often near the damage threshold of the materials,
rendering the process unreliable from a manufactur-
ing stand-point.

A series of D–p–D molecules was examined
(Figure 7), where D is an electron-donating group
and p is a conjugated p-electron bridge. This class of
D–p–D chromophores was found to have large TPE
cross-sections (s ð2Þ . 200 £ 10250 cm4 s photon21)

and to initiate the polymerization of acrylates follow-
ing TPE in the visible and near infrared, with kPlmin a
factor of 30–50 times lower than for conventional
one-photon initiators. The sensitivity achieved with
D–p–D initiators is so enhanced that TPIP-3DM
was performed at laser scan-speeds as high as
9 cm s21, using kPl ¼ 3 mW, enabling a volume of
180 mm £ 180 mm £ 20 mm to be polymerized
in 200 s.

D–p–A molecules have also been examined for
TPIP (Figure 7), where A is an electron accepting
functionality. Such molecules can have large TPE
cross-sections, and some have been shown to
activate TPIP efficiently in acrylates at l < 800 nm.
A derivative of Michler’s ketone was synthesized
with an extended p-conjugated system (Figure 7).
This molecule exhibited strong two-photon absorp-
tion over the broad range of 800–1100 nm and was
also shown to be active toward acrylate polymeriz-
ation at 1064 nm. A strategy was implemented for
enhancing two-photon sensitivity based on up-
converted fluorescence and used for 3DM of
waveguide structures. The strongly two-photon-
absorbing dye AF-183 was incorporated into a
commercial acrylate photoresist containing a rad-
ical-generator that is activated by OPE at
315–450 nm. After AF-183 undergoes TPE at
800 nm, it fluoresces efficiently at ,465 nm. The
up-converted emission then excites the one-photon
initiator and radicals are generated.

The strategies discussed above are oriented
toward enhancing multiphoton sensitivity by
increasing s ð2Þ of the initiating chromophore. Little
attention has been paid to the need of ensuring
that the MPE couples to a mechanism for
efficiently generating an active initiating species.
This problem was addressed with the design of a
two-photon PAG by covalently linking a D–p–D
chromophore and sulfonium moieties, which can
generate Hþ when reduced by photo-induced
electron transfer (BSB-S2 in Figure 5). BSB-S2

features strong two-photon absorption and its
quantum yield for the generation of Hþ per
photo-excited molecule ðfHþÞ exceeds that of
some commercial one-photon PAGs. Based on
kPlmin, BSB-S2 was found to be 10 to 100 times
more sensitive toward multiphoton epoxide polym-
erization than one-photon UV/blue-sensitive PAGs.

It should be understood that this discussion
of multiphoton initiators is not comprehensive
of all work that has been done in the field. Rather,
it is intended as a highlight of the many
outstanding examples of progress in this area. The
use of inexpensive low-power lasers for 3DM
should become more practical as high-sensitivity
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3DM media are developed. This should, in turn,
facilitate the widespread use of 3DM as a micro-
fabrication tool.

Resolution

The resolution of single-beam 3DM is determined by
the size of the smallest voxel that can be reliably
produced. Both the optical parameters and the
material response under MPE affect the size of the
voxel. Given the wide range of physical and chemical
mechanisms that can be involved, no single set of
guidelines can be outlined regarding the effect of the
material response on voxel size. Additionally, this
aspect of 3DM remains relatively unexplored. How-
ever, as 3DM based on TPIP of acrylates has been
examined in some detail, an overview of this material
response provides some valuable insight into the
overall problem of resolution. The following simpli-
fied discussion is based on the local response of the
material to photo-excitation.

TPIP initiated in the vicinity of the focus could, in
principle, propagate throughout the entire volume of
the medium, were it not for termination by inhibitors.

Let us consider further the expression for NIzð~r; tÞ,
expanding the intensity as:

Iðz; r; t0Þ ¼ iðz; rÞf ðt0Þ ½3�

Here, f ðt0 Þ is a time-dependent amplitude function,
iðz; rÞ is the peak intensity, and the position vector ~r is
expressed in cylindrical coordinates ðz; rÞ with the
origin at the focus. As before, z denotes the direction
in which the beam propagates (longitudinal). The
radial coordinate orthogonal to the z-axis (lateral) is
denoted by r: The beam is taken to have cylindrical
symmetry, so I does not depend on the angular
coordinate. For a fixed exposure time t ! tex, we can
identify a polymerization-threshold peak intensity,
Ith, for which iðz; rÞ . Ith results in NIzðz; r; texÞ .

NInh and polymerization occurs. The polymerized
voxel consists then of all points within the volume
centered at the focal point and bounded by the Ith

isophote.
The shape of the Ith isophote depends upon the

optical parameters of the system. The tightest
focusing is achieved when the highest NA objective

Figure 7 Examples of high-sensitivity initiators for 3DM based on TPIP of acrylates.
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is used to focus parallel incident rays that overfill
the entrance aperture. This situation generates a
diffraction limited intensity pattern about the focal
point. Within the focal plane the lateral intensity
distribution follows the Airy pattern:

ið0; rÞ ¼ ½2J1ðrÞ=r�
2I0 ½4�

where J1 is the first-order Bessel function:

r ¼ 2prNA=l ½5�

and I0 is the peak intensity at the origin. Near the
focus, the longitudinal intensity distribution is
given by

iðz;0Þ ¼ ½sinðz=4Þ=ðz=4Þ�2I0 ½6�

where

z ¼ 2pNA2z=ðn0lÞ ½7�

Let us define the longitudinal and lateral widths of
the focal spot, Z and R respectively, to be twice the
distance along the corresponding z- and r-axes over
which the peak intensity of the central bright fringe
decreases to I0=2: If kPl is adjusted so that I0=2 ¼ Ith,
then to first order we can expect the polymerization
voxel to be a solid of rotation centered about the
focus having a longitudinal and lateral width of Z and
R; respectively. Numerical evaluation shows that the
I0=2-points occur at r ¼ ^1:6154 and z ¼ ^5:5661:
For l ¼ 800 nm, NA ¼ 1:4, and n0 < 1:5, we find
R ¼ 0:29 mm and Z ¼ 1:1 mm.

Several groups have demonstrated that voxels
generated under conditions similar to those discussed
above do indeed have dimensions comparable to
those calculated, based on diffraction limited propa-
gation. As shown in Figure 8, voxels with lateral and
longitudinal widths below the diffraction limit can be
fabricated by steadily reducing tex (or I0) so that an
increasingly smaller portion of the central bright
fringe exceeds Ith: In this way, voxels having
R < 100 nm and Z , 800 nm have been generated,
which convincingly demonstrates the potential of this
technique as a nano-fabrication tool.

Post-exposure material processing can also have a
profound impact on the resolution. In the case of
TPIP-3DM, material near the boundary of the Ith

isophote may not have sufficient molecular weight or
cross-linking density to resist removal in a develop-
ment step. In this case, the final voxel will be smaller
than the Ith isophote defined strictly in terms of a

polymerization threshold. Additionally, a solvent-
based developer can swell or otherwise distort the
voxels. Overall, three important factors determine the
final size of the voxel: (i) the exposure and focusing
conditions; (ii) the response of the material to photo-
excitation; and (iii) the behavior of the photocon-
verted material during the development process. It
should be emphasized that 3D confinement is due to
the combined effects of nonlinear photo-excitation
and the nonlinearity inherent in the photoconversion
and post-exposure development of the material.
More advanced treatments have also attempted to
address the effects of radical and inhibitor diffusion
on the size of the voxel.

Previously, we assumed that the voxel is cylindri-
cally symmetric. The intriguing result of some recent
work has shown that the widths of the voxel in the
transverse directions can actually differ by as much as
10% when linearly polarized radiation is used
because the symmetry of the electric field vectors in
the x- and y-directions is broken in high-NA focusing
geometries. Cylindrically symmetric voxels can be
obtained by using depolarized or circularly polarized
radiation. Clearly, study of the combined effects of
optical parameters and material response remains an
important area for further research in this rapidly
advancing field. Although this discussion has centered
on TPIP, similar arguments can be developed for
3DM based on other photomaterials and higher-
order processes.

Figure 8 Single voxels produced by TPIP-3DM in an acrylate

medium. (a) Scanning electron microscope (SEM) images of a

single voxel showing its longitudinal (top) and lateral (bottom)

width. (b) Dependence of the longitudinal and lateral widths of

voxels on exposure time, as measured from SEM images following

fabrication. Reproduced from Kawata S and Sun H-B (2003)

Two-photon photopolymerization as a tool for making micro-

devices. Applied Surface Science 208–209: 153–158. Copyright

(2003), with permission of The American Institute of Physics.
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Multibeam-Interference Three-
Dimensional Microfabrication

Multibeam-interference (MBI) 3DM is an alterna-
tive approach to 3DM that enables large volumes of
material to be simultaneously patterned into a 3D
periodic structure. In MBI-3DM, multiple coherent
laser beams interfere within a photo-active medium.
A periodic structure results because the material
undergoes photo-induced changes that occur maxi-
mally in the regions of peak intensity across the
periodic interference pattern. Depending on the
number of beams utilized and their reciprocal
orientation, periodic structures in one, two, or
three dimensions can be generated, and the period-
icity is of the order of l: This technique is often
referred to as holographic lithography or recording.

MBI-3DM has most often been achieved using one-
photon-induced polymerization; however, higher-
order excitation may be used as well. In this
discussion we will focus on multiphoton MBI-3DM,
with the understanding that most of the concepts
apply equally well to the case of linear photo-
excitation. When the power of the incident beams is
adjusted so that the intensity at the peaks of the
interference pattern just exceeds Ith, polymerization
only occurs in the local vicinity of these points,
whereas the 3DM medium is not appreciably poly-
merized in regions where the intensity is below Ith and
may be removed by dissolution in a solvent. The
result is a periodic porous structure with highly
interconnected parts, that extends over the whole
volume where the beams overlapped.

Let us assume that m-beams are directed onto a
photosensitive material. The intensity of light at a

given point ~r in the region where the beams overlap is
proportional to:

Ið~rÞ / ~E·~Ep ¼

0
@Xm

j¼1

~E0j eið ~Kj·~r2vtÞ

1
A·

0
@Xm

l¼1

~Ep
0l e2ið ~Kl·~r2vtÞ

1
A

/
Xm

j;l¼1

~E0j · ~E
p
0l eið ~Kj2

~KlÞ·~r

/
Xm
j¼1

~E0j · ~E
p
0j þ

Xm
j–l

~E0j · ~E
p
0l eið~Kj2

~KlÞ·~r ½8�

where ~E0j and ~Kj are the electric field and wavevector
of beam j; and v is its angular frequency ðv ¼ 2pnÞ:
Equation [8] indicates that the intensity distribution
depends on the difference between pairs of wave-
vectors of the interfering beams, ~Kj 2

~Kl: This
distribution is periodic in space and can be described
as a crystal lattice with reciprocal lattice vectors equal
to ~Kj 2

~Kl and with a unit cell structure determined
by the pre-factors ~E0j · ~E

p
0l: By choosing the intensity

of the incident beams and the exposure time appro-
priately, it is thus possible to generate a pattern in the
medium that has the same periodicity and structure as
the Ith isophote of the interference pattern.

The simplest implementation of MBI-3DM
involves interfering two linearly polarized beams at
angles û=2 with respect to the normal to the film
being patterned (u is the angle between the two
beams in vacuum). From eqn [8], it can be shown
that the intensity is maximum if ð ~K1 2

~K2Þ · ~r ¼ 2qp ,
where q is an integer, or K½sinðu=2Þ�r 0 ¼ qp, where K
is the magnitude of both ~K1 and ~K2, and r 0 is the
component of ~r along ð~K1 2

~K2Þ: Thus, the two beams
generate an interference pattern with periodicity (in
one dimension) given by L ¼ l=½2sinðu=2Þ�, if l is the

Figure 9 (a) Relative orientation of the beams in a four-beam interference scheme to obtain a face-centered cubic lattice. The beams

have wave vectors along the directions ½23=2;23=2;23=2�; ½25=2;21=2;21=2�; ½21=2;25=2;21=2�; and ½21=2;21=2;25=2�: (b) One of

the isophotes generated by the interference of the four beams in (a). The inset represents the shape of the unit cell. Reproduced with

permission from Nature, Campbell M, et al. (2000) Nature 404: 53–56. Copyright (2000), Macmillan Magazines Limited.
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vacuum wavelength of the exciting beam ðl ¼ 2p=KÞ:

When a film of a polymerizable material is placed at
the intersection of the beams, a series of ridges is
generated in the resist, spaced by L and with a width
dependent on the beam intensity. For example, if a
laser beam at 800 nm is split in two components
forming an angle of 308, L ¼ 1:5 mm. The periodicity
becomes smaller as the angle between the beams is
increased.

By interfering three beams it is possible to obtain
a two-dimensional periodic structure. For example,
the interference of three beams forming an angle u

with respect to the medium normal and symme-
trically arranged around it was used to generate an
hexagonal lattice of rods that extends parallel to
the normal. At least four beams must interfere to
obtain a microstructure with 3D periodicity. The
beam geometry shown in Figure 9a was used to
produce a microstructure with the symmetry of a
face-centered cubic lattice (Figure 9b). Beam
geometries for generating interference patterns
having other symmetries, such as body-centered
cubic and body-centered tetragonal, have also been
described.

An advantage of MBI-3DM is that it enables rapid
patterning of large volumes during a single exposure.
In fact, the polymerization takes place, in principle,
throughout the region in which the beams overlap.
When the process is activated by OPE, the beams
can be attenuated significantly by absorption in the
material. This can limit the thickness of the

fabricated structure or result in spatial variation in
the filling ratio. The use of TPIP can overcome this
limitation and allow for thicker media to be
patterned uniformly. Structures with the same
symmetry are generated if either one- or two-photon
processes are exploited to induce the material
transformation. However, the structures will be
different for at least two reasons: (i) if the same
initiator is used in both cases, the wavelength used
for TPE is approximately twice that for OPE, and

Figure 10 (a) Optical image of a diffraction grating obtained by

TPIP using a two-beam interference scheme (l ¼ 810 nm). The

spacing period is 3.4 mm and film thickness is 40 mm. The grating

is made of an acrylate-based resin. (b) Diffraction pattern of the

grating in (a) generated using a Helium–Neon laser (632.8 nm).

The maximum diffraction efficiency was measured to be 57%.

Reproduced from Guo H, et al. (2003) Chemical Physics Letters

374: 381–384. Copyright (2003), with permission from Elsevier.

Figure 11 Emission spectra of the laser dye DCM

encapsulated in a dendrimer-based resin that was patterned

into a grating microstructure by single-beam 3DM. The grating

was pumped at 532 nm (8 ns pulses) with excitation energies

of (a) 0.03, (b) 0.05, and (c) 0.20 mJ. Starting at excitation

energies as in (b), a narrow band at 612 nm appears over the

spontaneous emission. The relative intensity of this lasing

emission increases with excitation intensity with respect to the

spontaneous emission. Reproduced from Yokoyama S, et al.

(2003) Thin Solid Films 438–439: 452–456. Copyright (2003),

with permission from Elsevier.
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the periodicity of the structure is correspondingly
different; and (ii) the Ith isophote, and thus the
details of the polymerized structure inside each unit
cell, is different under OPE and TPE because the
excitation rate is proportional to I and I2; respect-
ively. In principle, better defined features can be
obtained using two-photon or higher-order exci-
tation because the transition between regions of low-
and high-exposure is sharper than that under OPE,
due to the nonlinear dependence on I: Interference
fabrication techniques can enable the generation of
features considerably smaller than the diffraction

limit, when the beam geometry and excitation
intensity are chosen appropriately.

The beams used to generate the interference pattern
are usually obtained by splitting the output of a single
laser source into the desired number of components.
The intensity and polarization of each beam are then
independently controlled. Temporal overlap of the
beams at the sample can be ensured by introducing an
optical delay into each of the beam paths. As
fluctuations in the beam intensity can cause changes
in the lattice unit cell or its filling ratio, the use of a
laser with good stability is imperative in cases where
exposure time extends over more than a single laser
pulse.

Structures and Functional Devices

The versatility of 3DM is easily appreciated by
surveying the variety of microstructures that have
been fabricated over the years. These may be divided
into two categories: (i) structures whose character-
istics lay in their form and in the interconnectivity of
their parts; and (ii) structures that incorporate an
active functionality that can be exploited in a specific
application. Some of these microstructures are
described below.

Fabricating functional micro-optical devices is a
promising application of 3DM. Figure 10 shows a
grating fabricated by two-beam-interference TPIP in
an acrylate with a period of 3.4 mm, whose
diffraction efficiency is 28% as fabricated and
57% after annealing. The same method was used
to generate a surface relief grating in a resin
containing a polycationic peptide. In the presence
of aqueous silicic acid, the peptide catalyzes the
formation of ordered arrays of silica nanospheres in

Figure 12 Example of a wood-pile PhC structure obtained by

single-beam TPIP-3DM. The periodicity is 5 mm. The change in

the cross-section of the structure from top to bottom, is due to

shrinking of the material during development, whose effect is

largest in the region farthest from the substrate. Reproduced with

permission from Nature, Cumpston BH, Ananthavel SP, Barlow S,

et al. (1999) Two-photon polymerization initiators for three-

dimentional optical data storage and microfabrication. Nature 398:

51–54, Copyright (1999), Macmillan Magazines Limited.

Figure 13 (a) Cross-sectional optical images of various planes of a diamond lattice fabricated in glass. The numbers to the right are

the relative positions of the planes, in units of the lattice constant. (b) Diagram of the expected position of lattice points in a diamond

structure. Points located in different planes have different shading. Reproduced from Mizeikis V, et al. (2001) Journal of Photochemistry

and Photobiology A 145: 41–47. Copyright (2001), with permission from Elsevier.
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the troughs of the grating, which increases the
diffraction efficiency 50-fold. 3DM was used to
fabricate a grating structure in an acrylate resin
containing the laser dye 4-(dicyanomethylene)-2-
methyl-6-(4-dimethylaminostyryl)-4H-pyrane (DCM)

encapsulated in a host dendrimer (see above) as an
active optical medium. When pumped at 532 nm
above a certain threshold, lasing emission from
DCM was observed at 612 nm, with a bandwidth of
0.15 nm (Figure 11).

Several groups have explored the potential of 3DM
as a tool for patterning waveguide-based optical
circuitry. For example, a mixture of thermally and
photocurable resins was used to generate embedded
waveguides by photocross-linking within the ther-
mally set medium. A Y-coupler was created in fused
silica through the refractive index change generated
by patterned MPE.

3DM provides a powerful route to 3D photonic
crystals (PhC). PhCs are structures in which a basic
motif, or ‘unit cell’, is repeated within the material
with a given periodicity. PhCs have attracted great
interest, because the modulation of the refractive

Figure 14 (a) Illustration of a diamond lattice. (b) Scanning

electron micrograph of a polymeric microstructure with the

symmetry of a diamond lattice, obtained by single-beam TPE-

3DM. The letters A, B, C, D, A0 refer to the lattice planes at 0, 1/4,

1/2, 3/4, and 1 lattice units in the vertical direction. Reproduced

from Kaneko K, et al. (2003) Applied Physics Letters 83:

2091–2093. Copyright (2003), with permission of The American

Institute of Physics.

Figure 15 (Left) Images obtained by laser scanning confocal

microscopy of linear defects generated by three-photon-induced

polymerization of a triacrylate resin backfilled into a silica colloidal

crystal. The spacing between the planes of the images is 0.5 mm.

(Right) Cross-sectional image in the xz-plane of the same

structure. Reproduced with permission from Lee W, et al. (2002)

Advanced Materials 14: 271–274. Copyright (2002), with

permission of Wiley.

Figure 16 Microstructure of a bull fabricated by single-beam

3DM. The scale bar corresponds to 2 mm. Reproduced with

permission from Nature, Kawata S, et al. (2001) Nature 412:

697–698. Copyright (2001), Macmillan Magazines Limited.
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index between the ‘filled’ areas and the surround-
ing space provides a means for controlling the
propagation of electromagnetic radiation within the
structure. PhC with periodicities in the submicron
and micron range exhibit their peculiar properties
in the visible and near infrared spectral region.
Optical wavelength PhCs can be fabricated in a
straightforward way by 3DM, either by serial
patterning using the single beam approach or by
parallel patterning using the interference method,
for which the number and orientation of the beams
is dictated by the symmetry of the desired
structure. Typical examples are woodpile structures
(Figure 12), which consist of layers of rods of a
material fabricated side by side with a fixed
spacing, and alternate layers are rotated by 908
with respect to one another. If the rods in one layer
are displaced by half the lattice constant with
respect to the previous layer with the same
orientation, the structure obtained has the sym-
metry of a face-center cubic lattice. PhCs with the
symmetry of the diamond crystal have also been
fabricated, either by inducing changes in a glass

Figure 17 Scanning electron micrographs of two structures in the form of (a) a hand and (b) a robot which were fabricated by single-

beam 3DM. Reproduced from Maruo S and Ikuta K (2000) Proceedings of the Society of Photo-Optical Instrumentation Engineers 3937:

106–112. Copyright (2000), with permission of SPIE.

Figure 18 Scanning electron micrograph of a series of

connected chain links obtained by single beam TPIP-3DM in an

acrylate resin. Notice the tilt angle between the central links,

indicating that each link can move with respect to the

others. Reproduced from Kuebler SM, Rumi M, Watanabe T,

et al. (2001) Optimizing two-photon initiators and exposure

conditions for three-dimentional lithographic microfabrication.

Journal of Photopolymer Science and Technology 14: 657–668.

Copyright (2001), with permission of the Technical Association of

Photopolymers Japan.

Figure 19 Optical image of a micro-wheel obtained by single-beam 3DM. (a) Structure before development. (b) When ethanol is used

to remove the unpolymerized material, the wheel rotates around the axle in the solvent. Reproduced from Maruo S and Ikuta K (2000)

Proceedings of the Society of Photo-Optical Instrumentation Engineers 3937: 106–112. With permission of the Institute of Electrical

Engineers of Japan.
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substrate at lattice points (Figure 13), or by
constructing a network of polymeric rods connect-
ing nearest neighbor points (Figure 14). It was
showed that a PhC created by TPIP-3DM does
exhibit a partial bandgap in the infrared spectral
region. The position of the bandgap can be tuned

by fabricating the structure with the appropriate
periodicity.

The ability to introduce defects in PhCs in a
controlled fashion is of key importance for the
application of these structures in optical circuitry, as
they can act as waveguides for channeling light into
preferential directions. Point, line, and plane defects
can be generated easily, by locally altering the
fabrication pattern in the PhC. Point-by-point MPE
of a Ge-doped glass was used to pattern a cubic lattice
containing systematic defects that defined a Y-shaped
waveguide splitter in a [100] plane. 3DM can also be
used to modify a structure that is created using
another fabrication method, and additional materials
can be introduced into the structure in this second
fabrication step. A silica colloidal crystal was back-
filled with a polymerizable material and waveguides
were generated by photocross-linking channels in the
medium through three-photon-excitation 3DM
(Figure 15).

The full potential of single-beam 3DM can be
appreciated by surveying some of the structures
that have been fabricated, featuring topologically
complex shape, high interconnectivity, and extreme
under-cut. Examples include those of Figures 16, 17,
and the diamond-lattice PhC of Figure 14. Struc-
tures with freely movable parts, like those needed
for MEMS, are difficult to obtain by other fabrica-
tion techniques, but can often be made by 3DM in a
single exposure step. The ability to generate
structures with independent but interconnected
parts is exemplified by the microchain of
Figure 18. A further example is the microgear in
Figure 19, which is shown to spin around its axle
when the sample is flooded with a liquid. Other
functional microstructures have also been reported,
such as the microspring in Figure 20, fabricated in a
urethane acrylate resin and characterized by a core
diameter of only 300 nm. When the sample is
immersed in ethanol, the pendant mass can be
captured and extended with optical tweezers. When
the mass is released, the spring behaves like a
damped oscillator.

Promising results have also been obtained in the
production of structures to be used in micro-fluidics
applications. Of key importance, in this case, is the
ability to pattern channels, cavities, and other hollow
structures that can be used to store or transfer small
amounts of fluids between different parts of a device,
as needed to perform, for example, analytical pro-
cesses on a femtoliter scale. Examples include the
hollow microtubule (Figure 21), and the submersed
channels structure fabricated in a positive-tone
resist (Figure 5).

Figure 20 Optical image of a micro-spring tethered to a

polymer block. The structure in (a) is at its resting point

in ethanol. In (b) the spring was elongated by displacing the

polymer bead at the free end using laser trapping. Reproduced

with permission from Nature, Kawata S, et al. (2001)

Nature 412: 697–698. Copyright (2001), Macmillan Magazines

Limited.

Figure 21 Hollow micro-tubule generated by single-beam

TPIP-3DM in a urethane acrylate. The inner diameter is 1.8 mm.

Reproduced from S Maruo and S Kawata (1998) Journal of

Microelectromechanical Systems 7: 411–415. Copyright (1998),

with permission of IEEE.
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List of Units and Nomenclature

A Electron accepting molecular
fragment

AFS Amplified femtosecond
C Chromophore
Cp Excited chromophore
CW Continuous wave
D Electron donating molecular

fragment
3D Three-dimensional
3DM Three-dimensional microfabrication
~E0 Spatial component of the electric field

vector [V m21]
Ep Laser pulse energy [ J ]
f ðtÞ Normalized temporal distribution of

the beam intensity [dimensionless]
FOM Figure of merit
h Planck’s constant [ J s]
iðz; rÞ Spatial distribution of the beam

intensity [W cm22]
I Intensity of a propagating

beam [W cm22]
I0 Maximum on-axis intensity for a

Gaussian beam [W cm22]
Ith Threshold intensity (minimum peak

intensity at which polymerization
occurs for a given exposure time)
[W cm22]

Iz Initiating radical
j; l; q Integers [dimensionless]
J1 First order Bessel function

[dimensionless]
K Amplitude of a beam wave vector

ðK ¼ 2p=lÞ [m21]
~K Wave vector of a beam [m21]
m Number of beams in a multi-beam

interference configuration
[dimensionless]

M Monomer
MBI Multi-beam interference
MEMS Micro-electromechanical systems
MPE Multi-photon excitation
n Number of photons involved in MPE

[dimensionless]
n0 Linear refractive index of the

medium [dimensionless]
N Number density (concentration)

of a species [cm23]
NA Numerical aperture of a lens

[dimensionless]
NC Number density of chromophores

present [cm23]
Nd:YAG Neodymium:Yttrium aluminum

garnet

NIz Number density of initiating radicals
generated [cm23]

NInh Number density of inhibitors
present [cm23]

OPE One-photon excitation
Ormocer Organically modified ceramic
kPl Average laser power [W]
kPlmin Minimum average laser power

for patterning a material [W]
Repetition rate (number of laser
pulse per unit time) [Hz]

PAG Photo-acid generator
PhC Photonic crystal
r Radial coordinate (distance from

optical axis) [m]
r 0 Component or ~r along a given wave

vector [m]
~r Position vector in three-dimensional

space [m]
R Twice the radial coordinate of the

point at which the intensity
is I0=2 [m]

R1hn Molecular one-photon excitation rate
(number of molecules excited per unit
volume and time via OPE) [cm23 s21]

R2hn Molecular two-photon excitation rate
(number of molecules excited per unit
volume and time via TPE) [cm23 s21]

Rnhn Molecular n-photon excitation rate
(number of molecules excited per unit
volume and time via n-order MPE)
[cm23 s21]

RMS Root-mean-square
t Time [s]
TEM00 Lowest order transverse

electromagnetic mode of a laser
Ti:S Titanium:sapphire
TPE Two-photon excitation
TPIP Two-photon induced polymerization
z Coordinate along the beam

propagation direction [m]
zR Rayleigh range of a Gaussian beam;

axial distance between the point of
minimum beam waist and the point at
which the waist has increased by a
factor of

ffiffi
2

p
[m]

Z Distance between the points of inten-
sity I0=2 along the coordinate z [m]

z Longitudinal optical coordinate
ðz ¼ 2pZ ðNAÞ2=n0lÞ [dimensionless]

u Angle between a beam wave vector
and the normal to a substrate [rad]

l Wavelength (in vacuum) [m]
L Period of a one-dimensional

grating [m]
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n Frequency [s21]
p p-conjugated molecular fragment
r Transverse optical coordinate

ðr ¼ 2prNA=lÞ [dimensionless]
sð1Þ One-photon absorption

cross-section [cm2]
sð2Þ Two-photon absorption

cross-section [cm4 s photon21]
sðnÞ n-photon absorption cross-section

[cm2n sn21 photon2(n21)]
tex Exposure time [s]
tp Laser pulse duration [s]
fðnÞ

c n-photon chemical quantum yield
[(# of chemical species generated)/
(# of n-photon-excited species)]
[dimensionless]

fHþ Chemical yield for the generation of
Hþ (number of Hþ generated per
excited molecule) [dimensionless]

v Angular frequency ðv ¼ 2pnÞ [Hz]

See also

Chemical Applications of Lasers: Nonlinear Spectro-
scopies. Diffractive Systems: Applications of Diffractive
and Micro-Optics in Lithography; Design and Fabrication
of Diffractive Optical Elements. Holography, Techni-
ques: Overview. Imaging: Volume Holographic Imaging.
Laser-Induced Damage of Optical Materials. Materials
for Nonlinear Optics: Organic Nonlinear Materials.
Microscopy: Confocal Microscopy; Imaging Multiple
Photon Fluorescence Microscopy; Nonlinear Microscopy;
Overview. Photonic Crystals: Electromagnetic
Theory; Nonlinear Optics in Photonic Crystal Fibers;
Self-Assembled and Functionalized Photonic Crystals.
Ultrafast Laser Techniques: Generation of Femto-
second Pulses.
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Introduction

Historically the field of nonlinear optics has evolved
along two main axes, depending on the order of the
nonlinearity used. The phenomena associated with
the second-order nonlinearity x (2) have dealt with
frequency conversion requiring wavevector matching
(i.e., momentum conservation), such as second
harmonic and optical parametric generation. On the
other hand, effects associated with the third-order
susceptibility x (3) have focused on inherently phase-
matched phenomena at a single frequency, for
example an intensity-dependent refractive index or
degenerate four-wave mixing.

In cascading, multiple sequential nonlinear
events based on x (2) can mimic some well-known
x (3) phenomena. For example, it leads to nonlinear
phase shifts DfNL reminiscent of those obtained
through self-phase modulation over a distance L, i.e.,

DfNLðL; IÞ ¼ k0Ln2I ½1�

where I is the irradiance, k0 the vacuum wave-
vector, and n2 the Kerr coefficient or nonlinear
refractive index. These can be used for all-optical
switching, the generation of spatio-temporal

solitons, etc. Some of these cascading effects have
been known from the very earliest days of
nonlinear optics, but their effectiveness was not
realized until recently, when it proved possible to
phase match second-order interactions with use-
fully large nonlinearities. Note that the medium
must be x (2)-active, i.e., noncentrosymmetric,
which usually requires crystals rather than amor-
phous materials (such as glass).

Here we review the basic concepts, the character-
istic interactions, some of the numbers involved and,
finally, a few applications.

Physics of Cascading

Nonlinear Phase Shift in Collinear Second
Harmonic Generation

The most important cascading effect, the nonlinear
phase shift, is rooted in the fundamentals of the
parametric interaction when two or three waves of
different frequencies ðv3 ¼ v1 ^ v2Þ are coupled by
the second-order susceptibility x (2)(2v3; v1, ^v2).
The simplest case is ‘Type I’ second harmonic
generation (SHG), in which one eigenwave at the
fundamental (FF) and one at the harmonic freq-
uency (SH) interact with v1 ¼ v2 ¼ 1

2v3: When
the waves have different phase velocities, this
process involves simultaneously up-conversion
ðv1þv1!v3Þ and down-conversion ðv32v1!v1Þ:

By the latter the FF is regenerated from the
harmonic after a characteristic propagation distance
called the coherence length. This phenomenon is
cyclic (see Figure 1a).
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The field amplitudes in normalized form are

E1ðz; tÞ ¼
1

2

ffiffiffiffiffiffiffiffiffi
2

c10n1

s
a1ðzÞe

iðv1t2k1zÞ þ c:c:

E3ðz; tÞ ¼
1

2

ffiffiffiffiffiffiffiffiffi
2

c10n3

s
a3ðzÞe

iðv3t2k3zÞ þ c:c:

½2�

where la1l2 and la3l2 are power densities, c is the
speed of light in vacuum, and nj and kj are the
refractive indices and wavevectors at angular fre-
quencies vj ðj ¼ 1; 3Þ; respectively. As is common in
nonlinear optics, the efficiency of these processes
depends on the irradiance of the different waves,
and on the wavevector mismatch between them, i.e.,
Dk ¼ 2k1 2 k3 for collinear beams. Since the phase
velocities of the two waves, vv1

¼ v1=k1 and
vv3

¼ v3=k3; are generally different and Dk – 0;
their phase fronts fall out of synchronism

during propagation. This leads to a periodic oscil-
lation with distance ðcoherence length ¼ 1

2 period ¼

p
�
lDklÞ in the irradiances of the fundamental and

harmonic waves, conserving the total energy but
giving rise to a cascading phase shift, as pictured in
Figure 1b.

The equations that describe the evolution of
the fields stem from coupled mode theory, and are
given by

d

dz
a3ðzÞ ¼ 2iGa2

1ðzÞe
2 iDkz

d

dz
a1ðzÞ ¼ 2iGa3ðzÞa

p
1ðzÞe

iDkz

½3�

where

G ¼
v1x

ð2Þ
effffiffiffiffiffiffiffiffiffiffiffi

2n3c310

p ½4�

x
ð2Þ
eff is the ‘effective’ nonlinearity (for a specific crystal

orientation and field polarization) and we assumed
n ¼ n1 ø n3: In the limit of a large mismatch, the
energy conversion to the harmonic is negligibly small,
and it is possible to find an analytical expression for
an effective ‘n2’, n2,eff. In this limit la1ðzÞl ¼ la1ð0Þl ¼
constant; and, in the absence of loss, solving for the
small SH wave and substituting back into the
equation for da1(z)/dz gives

d

dz
a1ðzÞ ¼ 2i

G2

Dk
{1 2 cosðDkzÞ

2 i sinðDkzÞ}la1ð0Þl
2a1ðzÞ

½5�

By comparing this with the corresponding equation
based on n2 ð/xð3Þ½2v;v;2v;v�Þ and describing
self-phase modulation, namely

d

dz
a1ðzÞ ¼ 2in2

v1

c
la1ðzÞl

2a1ðzÞ ½6�

we can define an equivalent nonlinear refractive
index

n2ðzÞ ¼
p{xð2Þeff }

2

210cn4l1Dk
½1 2 cosðDkzÞ� ½7�

which turns out to be strictly nonlocal because it
relies on propagation. Since the cos(Dkz) term
oscillates rapidly in space, the above averages to

n2;eff ¼
p{xð2Þeff }

2

210cn4l1Dk
½8�

In this so-called ‘Kerr limit’ cascading leads to
a Kerr-like nonlinear response, with either a

Figure 1 Phase-mismatched SHG. (a) Typical evolution of the

generated second harmonic irradiance versus propagation for

different mismatches. The period is twice the coherence length.

(b) Intuitive picture of phase shift through cascading: the fraction

of the initial energy which is first up-converted (SHG) and later

down-converted (DFG), having traveled at a different phase

velocity due to the wavevector mismatch, recombines with the

through-FF causing an overall phase shift.
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self-focusing ðDk . 0; n2;eff . 0Þ or a self-defocusing
nonlinearity, depending on the sign of Dk.

It is worthwhile to link the above equations to the
physics of cascading with a simple argument. The
evolution of the waves on propagation depends on
their fields (in both amplitude and phase) at the input.
When only the fundamental beam at v ¼ v1 is
incident (the classical case of SHG), the harmonic is
initially up-converted p/2 out of phase with the input
(first of eqns [3]) via xð2Þð22v;v;vÞ: If Dk ¼ 0; the
phase fronts travel at the same velocity and the
relative phase is locked in at p/2. Difference
frequency generation (DFG, second of eqns [3])
results in a down-converted fundamental which is
an additional p/2 out of phase, i.e., exactly out of
phase with the original input field. This leads to the
monotonic depletion of the input and the growth of
the SH with distance. If Dk – 0; there is only partial
and periodic conversion to the harmonic, the
wavefronts travel at different velocities (vv and v2v;

respectively), and the relative phase between the two
waves changes with distance. As a result, the down-
converted FF is no longer p out of phase with the
input, thereby changing the overall phase of the total
input-frequency wave by a cascaded amount Df NL.
This is the mechanism sketched in Figure 1b and
buried in the better-known Maker-fringe effect
represented in Figure 1a. Its magnitude depends on
the irradiance and the mismatch, and its sign on that
of Dk (see eqn [8]). The higher the input irradiance,
the larger the harmonic conversion, and hence the
larger Df NL.

Alternatively, with a harmonic input at high
irradiance and a weak seed at the FF, parametric
amplification makes the fundamental grow via down-
conversion. If Dk ¼ k3 2 2k1 – 0; self-focusing
(-defocusing) is obtained on the strong harmonic for
Dk . 0 ðDk , 0Þ: These phenomena can be general-
ized to the nondegenerate cases of sum and difference
frequency generation, keeping in mind that when
using three input waves their mutual phase relation-
ship is essential in determining the details of the
interaction.

The solutions to eqns [3] can be obtained
numerically or written in terms of Jacobi elliptic
integrals subject to boundary conditions (a3ð0Þ ¼ 0;
a1ð0Þ – 0) at z ¼ 0; providing additional insight
into the cascading phenomenon. In contrast to the
Kerr case given by eqn [1], the variation in n2 with
distance implies a staircase-like increase in Df NL

with distance for various detunings DkL, as shown
in Figure 2a. This is consistent with our intuitive
picture above, the increase in Df NL being maxi-
mized where the fundamental is the smallest (see
Figure 2b for the oscillations in the fundamental

amplitude), with the step-period corresponding to
twice the coherence length. Conversely, for a fixed
input irradiance, the evolution of Df NL exhibits
two extrema with detuning DkL, as shown in
Figure 3a. Note also that, for small DkL and large

Figure 2 Calculated nonlinear phase (a) and throughput

(b) of the fundamental field versus normalized propagation

distance, for three values of phase mismatch.

Figure 3 Calculated FF phase shift (a) and generated SH

fraction (b) versus phase mismatch, i.e., the detuning curve, for

three different nonlinear strengths (unitary FF irradiance).
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(unrealistically high) irradiances, the increase in
Df NL tends to become proportional to the field
amplitude, a clear indication that cascading
depends on a different order of nonlinearity than
x (3), namely x (2). On the other hand, for large
DkL the growth of Df NL is slower but linear with
distance and irradiance, as in eqn [1].

There are trade-offs between the fundamental
output and the net nonlinear phase shift. This is
clearly visible in Figures 3a,b: the maxima in Df NL

correspond to a reduced FF throughput. Although it
is possible to operate cw at the zeros of the SHG,
their location changes with the irradiances required
for useful phase shifts (.p), complicating the
trade-offs and the response to temporal pulses
(encompassing a continuous irradiance distribution).
The problem can be alleviated at the expense of
reducing the net phase shift for a given irradiance
and propagation length, by introducing regions with
a nonuniform matching condition at both ends of the
sample. The goal at the input end is to first
adiabatically generate the SH required for optimum
Df NL. At the output, this harmonic is adiabatically
converted back to the FF. The corresponding output
for wavelengths larger than the phase-matching
condition exhibits a Df NL with negligible funda-
mental depletion. This approach has been used in
temperature-tuned and quasi phase matched (QPM,
where a periodic modulation of the nonlinearity
provides phase matching via the additional grating
momentum) lithium niobate waveguides to generate
phase shifts of p with less than 10% net loss of the
fundamental wave to the harmonic.

While the preceding discussion has focused on
Type I SHG, it is also valid for Type II SHG (i.e.,
with two FF input waves), provided the two
fundamental inputs have equal input energy. In
fact, an input imbalance between the two funda-
mental polarizations could give rise to a phase shift
on the weaker field even when Dk ¼ 0; leading to all-
optical modulation and transistor action, as demon-
strated in potassium titanyl phosphate (KTP)
crystals.

Finally, due to the nature of the quadratic non-
linearity, the phase and/or amplitude of a coherent SH
seed can have a large effect on the cascaded outcome,
both in the phase and amplitude of the fundamental, as
shown in Figure 4 for a fixed irradiance seed 1000
times weaker than the FF input. This can be used in
seed-controlled optical processors.

Frequency Shifting

In the nondegenerate case of x (2) sum and difference
frequency generation, two successive operations can

perform the useful function of a frequency shifter
(Figure 5). The idea is to shift the signal frequency
ðvp 2 dÞ by first generating from the pump (vp) a
second harmonic (2vp), followed by DFG involving
the latter and the signal. This leads to an output at
vp þ d through xð2Þð2ðvp þ dÞ;2vp;2ðvp 2 dÞÞ; i.e., a
frequency shift of 2d with an output spectrally mirror-
imaged about the pump frequency. This feature is
useful in WDM (wavelength division multiplexing)
systems, and guarantees a protocol-insensitive
wavelength shift with an additional phase con-
jugation useful in dispersion-compensating schemes.
Notice that, since vp þ d ø vp 2 d and d << vp; the
bandwidth is large because the interaction is near the
degeneracy point.

Figure 4 FF transmission (solid line) and phase shift

(dashed line) versus the relative phase of a much weaker (three

orders of magnitude) SH seed. Here perfect phase matching was

assumed.

Figure 5 Wavelength shifter: (a) single-pass and (b) double-

pass configurations. In (b) a dichroic mirror reflects the second

harmonic of the pump.
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Figure 5 shows two possible configurations for the
same device length. The efficiency of the process can
be increased in a double-pass geometry by using a
back-propagating signal and a mirror-coated facet to
reflect the SH, as sketched in Figure 5b. The best
results to date were obtained at communica-
tion wavelengths with single-pass waveguides in
periodically poled (QPM) LiNbO3, including
shift of multiple wavelength-channels with low
cross-talk.

Multiple Beam Generation

Two successive x (2) processes can also be used to
mimic three-wave mixing, a classic noncollinear x (3)

interaction where two photons are taken out of one
beam and one out of the second. In cascading, first a
second harmonic is generated by one of the inputs,
and then difference frequency mixing (DFM) between
that SH and the second input leads to the signal of
interest. In the simplest configuration, two equi-
frequency (v) beams of wavevectors k1 and k2 are
incident in slightly different directions close to phase-
matching and overlap inside the sample. When wave
1 is doubled (2v) and wave 2 mixes with this
harmonic via DFM, a new beam (at 2v2 v! v) is
generated with wavevector 2k1 2 k2. Of course the
complementary output at 2k2 2 k1 is also generated
via the SHG of wave 2. If these two new beams are
strong enough, they can generate another pair via
cascading, and so on. The generation of more than six
extra beams has been demonstrated in b-barium
borate with 1064 nm inputs.

This interaction can be applied to the control of the
frequency chirp in pulses. For example, if wave 1 has
a frequency chirp a1 and wave 2 a chirp a2, then the
chirp of the beam scattered into the direction 2k1 2 k2

is 2a1 2 a2. This becomes especially interesting if
a2 ¼ 2a1 so that the chirp in the new beam is 3a1, as
observed and subsequently employed in enhancing
pulse compression. Note that, since a cascaded phase
shift occurs on the down-conversion step back to
the original fundamental (wave 1), it is not present
in the scattered beam resulting in a clean transfer
of the chirp.

Typical Numbers

From eqn [8] it is clear that the figure of merit
(FOM) for cascaded processes is the same as for all
second-order processes, namely lx (2)l2/n4. The key is
to find materials phase-matchable at the wavelengths
of interest. Therefore, basically any material that is
suited for frequency conversion, either SHG or
parametric generation, will work. The most versatile

material, which also has the largest easily usable
nonlinear coefficient (18 pm/V), is lithium niobate
when QPM is employed. As a reference, Table 1
gives the maximum n2,eff for 1-cm-long samples,
obtained by extrapolating eqn [8] to the DkL which
maximizes the nonlinear phase shift. This is not
strictly valid for such small DkL, but it is a useful
estimate.

Other Implications of Cascading

A straightforward conclusion that could be drawn is
that cascading with its n2,eff and Df NL can generally
replace the Kerr n2. This is true for self-phase
modulation and the applications stemming from it,
including all-optical guided-wave switches such as
directional couplers, Mach–Zehnder interferometers,
etc. However, this is not necessarily true for other
applications, because all the waves have to be coupled
through x (2) interactions (at most three at a time) and
must be nearly phase-matched for efficient effects. For
example, cross-phase modulation between two input
FF polarization components is feasible via Type II
SHG cascading, but specific wavelengths will require
different crystals, or crystal cuts. The nonlinear phase
shift can also be used in all-optical devices for analog
processing, such as isolators, modulators, and tran-
sistors, in laser mode-locking, etc.

In the following subsections we discuss a few
additional applications. Specifically, we describe a
non-reciprocal device that operates as an isolator, and
the cascading of beams of finite extent in space or
time. The latter can counterbalance either spatial
diffraction or temporal dispersion or both and gives
rise to solitons of various dimensionalities.

An Optical Diode

A nonlinear response, when combined with a device
structure that is asymmetric about its midpoint, can
provide nonreciprocal behavior upon excitation of the
structure (crystal, waveguide) from different ends.

Table 1 Figures for cascading in various materials. The

effective nonlinear coefficient is estimated under optimum conditi-

ons and a 1 cm propagation length

Material L ¼ 1 cm dii (pm/V) dij (pm/V) n2,eff (cm2/W)

LiNbO3 36 2 £ 10211

LiNbO3 5.8 5 £ 10213

MNA(1) 165 7 £ 10210

NPP(2) 84 2 £ 10210

DAST(3) 600 6 £ 1029

(1)MNA: 2-methyl-4-nitroaniline
(2)NPP: N-(4-nitrophenyl)-(L)-prolinol
(3)DAST: dimethyl amino stilbazolium tosylate
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In analogy to the standard electronic element, we
can refer to such device as a power-dependent
optical diode. Dealing with quadratically nonlinear
waveguides, simple ways to induce a directional
asymmetry are variations in wavevector mismatch,
or in QPM periodicity. A mismatch profile which
depends on distance from one end, or a localized defect
(i.e., an isolated domain in a QPM grating), will give
rise to different throughputs when the waveguide is
excited from opposite sides, up to complete FF
depletion in one direction, and complete transmission
in the opposite one. This can be explained by the
fact that the output depends on the evolution
and interaction of the FF field with its harmonic.
The amount and phase of the latter, however, do
depend on the details of the propagation path and
can substantially change the FF throughput as in the
case of seeded SHG.

The sketch of an all-optical diode in a QPM
waveguide with its calculated response is shown in
Figure 6a,b. Clearly, total depletion is obtained via
SHG in backward propagation, whereas unity FF
transmission is recovered by the insertion of a phase
discontinuity (and seeded interaction) in the for-
ward path. As demonstrated at 1.55 mm in lithium
niobate, different degrees of isolation are available
at various excitations, with a large extinction ratio
at a given power when launching FF waves from
opposite ends.

Quadratic Solitons

When beams propagate in a two- (planar waveguides)
or three-dimensional (bulk) medium with a quadratic
response, cascading induces a nonlinear phase-front
distortion which, coupled to the inherent parametric
gain, can effectively counteract diffraction and lead to
diffractionless propagation or ‘spatial solitons’
(Figure 7). In contrast to the Kerr case, such solitons
are multifrequency solutions or ‘simultons’ with field

components (FF and SH in the degenerate SHG
process) bound together in propagation despite
possible walk-off or transverse velocity mismatch.
Moreover, since the second-order nonlinearity is
inherently saturable, the solitons are stable and
robust even in bulk media, and provide ‘clean’ filtered
beam profiles at FF and SH frequencies, as has been
demonstrated in KTP. Just like other cascading
phenomena, quadratic solitons can be controlled by
a weak seed, by polarization imbalance at the input
(Type II SHG), by direction of propagation (due to
birefringence), by phase mismatch, etc. Employing
quadratic spatial solitons, phenomena such as col-
lisions, soliton fusion, spatial reshaping, and trans-
verse light localization and instabilities have
been studied and constitute an active field of
investigation.

When employing pulses, the cascaded phase
shift can balance dispersion (material, chromatic, or
photonics bandgap) leading to temporal simultons
with frequency components locked together despite
their individual group-velocity differences and dis-
persion. This feature can also substantially broaden
the bandwidth available for parametric generation.
Finally, in analogy to the cubic case, a combination of
space and time effects is expected to lead to the
formation of ‘light bullets’ in (3 þ 1) dimensions.

List of Units and Nomenclature

Angular frequency [s21] v

Dielectric constant
of vacuum

[FV21 m21] 10

Figure 6 All-optical diode: (a) sketch of implementation with

an engineered ‘defect’ in a QPM grating (z-cut periodically poled

lithium niobate), and (b) example of FF transmittance T versus

propagation for forward (solid line) and backward (dashed line)

FF excitation of power Pl.

Figure 7 Top: sketch of a quadratic spatial soliton excited by an

FF input: when the irradiance is high enough, linear diffraction is

overcome by parametric self-trapping and a two-color simulton is

obtained. Bottom: sample photograph (top view) of a quadratic

soliton experimentally observed in a potassium niobate crystal

excited by a 1064-nm laser beam.
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Electric field [V m21] E
Irradiance,

intensity
[W m22] I

Length [m] L
Refractive index [ ] n
Speed of light

in vacuum
[m s21] c

Second-order
electronic
susceptibility

[m V21] x (2)

Third-order
electronic
susceptibility

[m2 V22] x (3)

Wavevector in
medium

[m21] k ¼ nv=c

Wavevector in
vacuum

[m21] k0 ¼ v=c

Wavelength [m] l ¼ 2pn=k
¼ 2p=k0

See also

Solitons: Bright Spatial Solitons; Soliton Communi-
cation Systems. Spectroscopy: Second Harmonic
Spectroscopy.
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Introduction

Optical harmonic generation is nonlinear conver-
sion of laser output to light, of a frequency that is
an integer multiple of that of the fundamental. It is
used over a wide range of applications, from
battery-operated, pencil-sized pointers emitting less
than a milliwatt of light to installations that occupy
large buildings and generate thousands of Joules of
ultraviolet energy in nanosecond-duration pulses.

The applications also range from frequency-stable
continuous-wave light to generation of pulses a few
femtoseconds in duration. Laser output with specific
properties may only be available in narrow spectral
regions, and harmonic generation is a method to
convert the laser output to spectral regions of
shorter wavelength. It is customary to call light
of twice the frequency of the fundamental the
second harmonic; three times the third harmonic,
and so on.

The conversion of light by harmonic generation
is a process that is driven by the nonlinear electric
polarization. The total polarization PðtÞ; including
the linear term, is a vector quantity related to
the electric field EðtÞ by the susceptibility tensors
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x of a material:

PðtÞ ¼ 10x
ð1Þ : EðtÞ þ 10x

ð2Þ : EðtÞEðtÞ

þ 10x
ð3Þ : EðtÞEðtÞEðtÞ þ …; [1�

where 10 ø 8:854 £ 10212 C/N·m2 is the permittivity
of free space. The first-order tensor describes linear
optical properties on the material. The second-order
tensor xð2Þ describes second-harmonic generation and
sum- and difference-frequency generation. This is the
term that is of interest here. The second-order
nonlinear optical tensor, equal to half the second-
order susceptibility, is used widely instead of the
susceptibility:

dijk ¼ x
ð2Þ
ijk =2 ½2�

In calculations of harmonic generation and sum- and
difference-frequency generation, the coefficient is
usually reduced to a scalar quantity deff; the effective
nonlinear coefficient that expresses the relationship
between only the specific vector components involved
in an interaction. The second-order optical nonli-
nearity, when present, is usually significantly larger
than higher-order optical nonlinearities. When opti-
cal frequency conversion is possible, using the
second-order nonlinearity, it is generally preferred.
Any material that has inversion symmetry,
however, will have vanishing second-order non-
linearity. Although there is continuing interest in
developing other materials, such as poled polymers
for future applications, materials for current
practical applications are restricted to noncentro-
symmetric crystals.

This article will provide a description of the process
of optical harmonic generation and discuss some of
the concerns in the design of harmonic generation
systems. In many cases, harmonic generation can be
modeled accurately by analytic or numerical tech-
niques. Some of the theoretical development that is the
basis for this modeling will be presented along with
examples. There are several essential considerations
that must be made in selecting a harmonic generation
process. These involve both material properties and
conditioning of the fundamental radiation.

General Considerations

The nonlinear optical material must be highly
transmitting at the fundamental and harmonic
wavelengths and must have a laser-induced-damage
threshold high enough to allow optical intensities
that will provide adequate conversion efficiency.
Phase matching must be possible in the material.
Other material characteristics must be considered

for specific applications. The harmonic generation
process requires that the phase velocities of the
fundamental and harmonic radiation be matched.
Without phase matching, power converted to the
harmonic is back converted to the fundamental in
a rapid oscillation, and harmonic conversion
remains at low levels. The material also needs to
be of good optical quality to provide optical
transmission without distortion, which would
destroy the phase relationship. Continuous-wave
harmonic generation may involve local intensities
of the order of 1 megawatt per square cm
(1 MW/cm2). Pulsed applications with Q-switched
laser output of a few nanoseconds duration
typically employ intensities of several hundred
MW/cm2, and harmonic-generation applications
with mode-locked lasers may involve pulse dura-
tions of tens of femtoseconds with peak intensities
of tens of gigawatts per square cm. Many other
properties are desirable, but it is necessary to work
within the limitations of available materials.

Phase matching is an essential requirement. When
harmonic and fundamental waves of different eigen
polarizations are coupled through the nonlinear
optical tensor, it may be possible to use crystal
birefringence to provide phase matching. The bire-
fringence, if large enough, can compensate dis-
persion. The fundamental wave is introduced into
the crystal with the polarization of the larger
refractive index, and the harmonic is generated in
the polarization of the smaller index. This is a
description of type-I birefringent phase matching.
Phase matching is achieved by selecting the direction
of propagation in the crystal or by changing the
temperature of the crystal. Type-II phase matching
with the fundamental wave resolved into the two
eigen polarizations is possible with large birefrin-
gence. Quasi phase matching involves periodically
structuring the nonlinear material in a way that
spatial modulation of the optical nonlinearity com-
pensates for dispersion. Quasi phase matching is
tuned by selection of the modulation period, and
temperature control may provide a fine tuning.
Periodic poling, one method of quasi phase matching,
involves changing the orientation of ferroelectric
domains after each coherence length of the harmonic
generation process. These methods of phase matching
are sketched in Figure 1.

The physical arrangement of the harmonic gener-
ation process depends on properties of the available
fundamental light and the properties of the selected
nonlinear material. The single-pass techniques,
shown in Figure 1, may have the advantage of
simplicity, but expanding or focusing the fundamen-
tal beam may be required. Crystal length and clear
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aperture need to be selected. Intracavity harmonic
generation (Figure 2), or external-resonant-cavity
harmonic generation, may provide advantages in
other cases. Analysis of harmonic generation provides
the means to select among the options.

Basic Equations

Much of the analysis of second-harmonic generation
follows from the differential equations that describe
the interaction between the fundamental and harmo-
nic fields, and it is appropriate to describe the
development of these coupled equations. The wave
equation:

72Eðr;tÞ2m0s
›Eðr; tÞ

›t
2m010

›2Eðr;tÞ

›t2
¼m0

›2Pðr;tÞ

›t2

½3�

is obtained from Maxwell’s equations. Here m0 ¼

4p£1027 is the permeability of free space, and s is
the conductivity, which later will be incorporated into
the optical absorption coefficient a¼m0sc=2; and
ð10m0Þ

21=2 ¼ cø 2:998£108 m=s is the speed of light
in vacuum. The electric field of a planewave, at
angular frequency v; is expressed in complex nota-
tion as the product of a slowly varying complex

amplitude and a carrier wave:

Evðr; tÞ ¼ ð1=2Þ{Ev exp iðkv·r2vtÞþ c:c:} ½4�

The intensity of this plane wave is

Iv ¼ ðnc10=2ÞlEvl
2

½5�

Here n is the index of refraction of the material in
which E is specified. The nonlinear polarization
resulting from the second-order susceptibility driven
by the plane wave Evðr; tÞ is expressed as

PNL
2v ðr;tÞ¼ ð1=2Þ{PNL

2v exp ið2kv·r22vtÞþ c:c:} ½6�

The individual components of the polarization
amplitude vector are

PNL
2v;i ¼ 10

X
j;k

dijkð22v;v;vÞEv;jEv;k ½7�

If the nonlinear polarization is produced by two
distinguishable waves, such as for sum-frequency
generation of the third harmonic by the second
harmonic and the fundamental, the nonlinear polar-
ization is

PNL
3 ðr;tÞ¼ ð1=2Þ{PNL

3 exp i½ðk1 þk2Þ·r

2 ðv1 þv2Þt�þ c:c:} [8�

where

PNL
3;i ¼ 210

X
j;k

dijkð2v3;v1;v2ÞE1;jE2;k ½9�

and

v3 ¼v1 þv2 ½10�

A number of simplifications are used to arrive at
the coupled equations for harmonic generation with
monochromatic plane waves. All waves are assumed
to be propagating collinearly in the z direction.
Only the vector components involved in the

Figure 1 Different methods of phase matching optical harmonic generation are illustrated. The arrows indicate the directions of

electric-field polarization and directions of propagation.

Figure 2 Placing a harmonic-generation crystal inside a

laser cavity with mirrors highly reflecting at the laser wave-

length is one technique of increasing the intensity of the

fundamental beam.
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interaction are retained, and the nonlinear optical
tensor is replaced by the scalar effective nonlinear
coefficient deff: Finally, the slowly varying envelope
approximation is invoked and the higher-order
derivatives of the amplitudes are ignored, as are
time derivatives of the envelopes. The wave equation
simplifies to

dEðzÞ

dz
þaEðzÞ ¼ i

m0cv

2n
PðzÞ ½11�

where n is the index of refraction.
With three distinguishable waves, as with sum-

frequency generation and type-II second-harmonic
generation, there are three coupled equations:

dE3ðzÞ

dz
þ a3E3ðzÞ ¼ i

v3deff

n3c
E1ðzÞE2ðzÞ expð2iDkzÞ

½12�

dE1ðzÞ

dz
þ a1E1ðzÞ ¼ i

v1deff

n1c
E3ðzÞE

p
2ðzÞexpðiDkzÞ

½13�

dE2ðzÞ

dz
þ a2E2ðzÞ ¼ i

v2deff

n2c
E3ðzÞE

p
1ðzÞexpðiDkzÞ

½14�

Here the wave vector mismatch is

Dk ¼ k3 2 k1 2 k2 ½15�

and

v3 ¼ v1 þ v2 ½16�

with the convention of v1 # v2 , v3: The indices of
refraction of the three waves are n1;n2; and n3;

respectively, and a1;a2; and a3 are the respective
amplitude absorption coefficients.

With type-I second-harmonic generation, the fun-
damental field consists of only a single eigen
polarization, and there are two coupled equations:

dE2vðzÞ

dz
þ a2vE2vðzÞ ¼ i

vdeff

n2vc
EvðzÞEvðzÞexpð2iDkzÞ

½17�

dEvðzÞ

dz
þ avEvðzÞ ¼ i

vdeff

nvc
EvðzÞE

p
vðzÞexpðiDkzÞ

½18�

Indices of refraction at the harmonic and funda-
mental are n2v and nv respectively; a2v and av are the
respective absorption coefficients; and the wavevector

mismatch is

Dk ¼ k2v 2 2kv ½19�

The equations for type-II second-harmonic gener-
ation, where v1 ¼ v2 and v3 ¼ 2v1; become equiv-
alent for those for type-I second-harmonic
generation, providing intensities of the two funda-
mental polarizations are equal, I1 ¼ I2 and av ¼ a2v:

Steady-State Solutions

Three monochromatic planewave solutions for type-I
second-harmonic generation are discussed. These
solutions address type-I harmonic generation; first
for low levels of conversion with arbitrary phase
mismatch; next for high levels of conversion with
perfect phase matching; and last for arbitrary levels of
conversion with arbitrary amounts of phase mis-
match. Near-field and focused-beam approximations
also exist. Beyond that, numerical techniques, such as
split-step Fourier transform methods can handle
more complicated conditions. The simple approxi-
mations of monochromatic planewaves, or steady-
state solutions, however, yield useful information.

The coupled equations for type-I second-harmonic
generation can be solved by simple integration for
low levels of fundamental depletion, where EvðzÞ is
treated as constant and there is insignificant absorp-
tion. Initial conditions are Ivð0Þ; incident on the
crystal and I2vð0Þ ¼ 0: Integration of the equation for
the harmonic electric field yields an expression for
electric field after propagating a distance of l in the
crystal:

E2vðlÞ ¼
vdeffE

2
vð0Þ

n2vc

1

Dk
{exp iðk2vlÞ2 exp ið2kvlÞ}

½20�

Expressed as intensity the solution is

I2vðlÞ ¼ Ivð0ÞG
2l2 sinc2ðDkl=2Þ ½21�

where sincðxÞ ¼ sinðxÞ=x and

G2 ¼ 2v2d2
effIvð0Þ=ðn2vn2

vc310Þ ½22�

When Dk ¼ 0 and av ¼ a2v ¼ 0; conditions of
perfect phase matching and no absorption, the
coupled equations for type-I second-harmonic gener-
ation can be combined into a single equation. This is
done using conservation of energy, which requires
E2
vðzÞ þ E2

2vðzÞ ¼ E2
vð0Þ; in this case with no initial

harmonic intensity. The equation can then be
manipulated into a standard integral that yields the
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inverse hyperbolic tangent. Rewritten and expressed
in terms of intensity the result is

I2vðlÞ ¼ Ivð0Þtanh2ðGlÞ ½23�

The two solutions for I2vðlÞ given above serve well for
a number of applications. The sinc2ðDk·l=2Þ function
is widely used to determine phase-matching accep-
tances. The tanh2ðGlÞ function is a good appro-
ximation for local conversion with large,
well-collimated fundamental beams.

An exact solution to the coupled equations,
however, gives insight to conditions such as high
initial fundamental intensity with small amounts of
phase mismatch. After extensive algebraic manipu-
lation, a solution in the form of a Jacobian elliptic
function snðulmÞ is obtained:

I2vðlÞ ¼ Ivð0Þv
2
bsn2

 
Gl

vb

�����v4
b

!
½24�

where

1=vb ¼ Ds=4 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ ðDs=4Þ2

q
½25�

Ds ¼ Dk=G

and Dk and G retain the earlier definitions. This
solution can be extended to provide the phase of the
fundamental and harmonic as the conversion process
evolves. Expressing the complex harmonic and
fundamental field amplitudes as the product of a
real amplitude and a complex exponential:

EðzÞ ¼ AðzÞexp ifðzÞ ½26�

the harmonic phase is

f2vðzÞ ¼ ðp2 DkzÞ=2 ½27�

The fundamental phase, however, is found to be
dependent on the conversion process:

fvðzÞ ¼ ð1=2Þarc cos½A2vðzÞDk=ð2kA2
vðzÞÞ�

2 ðp2 DkzÞ=z [28�

where k ¼ vdeff=ðnvcÞ: Small amounts of phase
mismatch significantly change the phase of the
fundamental at high levels of conversion. This phase
change is used for switching applications in wave-
guide interferometers. It also makes phase-matching
requirements more stringent at high levels of conver-
sion. The three planewave solutions are illustrated in
Figure 3. The narrowing of phase matching at higher
conversion is illustrated in Figure 4.

There is a Jacobian elliptic function solution for
intensities with the coupled waves of type-II second-
harmonic generation and sum-frequency generation.
The phases of the individual waves can be recovered
with elliptic integrals of the third kind. Both sets of
equations, the two coupled equations for type-I phase
matching and the three coupled equations for type-II
phase matching, are amenable to numerical solution
by Runge–Kutta methods.

Phase Matching

Phase matching is achieved in birefringent materials
by balancing the dispersion of the material with the
difference between the indices of refraction of the fast
and slow waves. With adequate birefringence it may
be possible to obtain phase matching by selecting the
direction of propagation in the crystal. Equations
describing the dispersion and birefringence of non-
linear crystals, necessary for calculating phase match-
ing, along with the nonlinear optical coefficients and
expressions for the effective nonlinear optical coeffi-
cients, are tabulated in handbooks. Values for a few
examples are given here.

The negative uniaxial crystal potassium dihydro-
gen phosphate (KH2PO4 or KDP) is used as an
illustrative example. The harmonic wave is chosen to
have extraordinary polarization with the smaller
index of refraction in this crystal with negative
birefringence. With type-I phase matching, the
fundamental consists of only an ordinary polarized
wave. To have phase matching, Dk ¼ 0; it is necessary
to choose a direction of propagation that makes an
angle u with the optic axis that satisfies:

ne;2vðuÞ ¼ no;v ½29�

Figure 3 Monochromatic plane-wave solutions of the coupled

equations for second-harmonic generation are illustrated for

different amounts of wavevector mismatch. The solution takes the

form tanh2(Gl ) when Dk ¼ 0 and (Gl )2sinc2(Dkl/2) when conver-

sion is small.

NONLINEAR OPTICS, BASICS / x (2)–Harmonic Generation 217



The extraordinary index for propagation at an angle
of u to the optical axis in a uniaxial crystal neðuÞ is
given by

1

n2
e ðuÞ

¼
cos2u

n2
o

þ
sin2u

n2
e

½30�

where no is the ordinary index and ne is the
extraordinary index for propagation at 908 to the
optic axis. The phase-matching angle is obtained
by using the identity cos2u ¼ 1 2 sin2u and solving
for u :

uPM ¼ sin21

8<
: n2

e;2vðn
2
o;2v 2 n2

o;vÞ

n2
o;vðn

2
o;2v 2 n2

e;vÞ

9=
;

1=2

½31�

where the subscripts refer to ordinary and extraordi-
nary indices at the fundamental and second-harmonic
frequencies.

The effective nonlinear coefficient is determined by
crystal symmetry, the type of phase matching, the
birefringence of the crystal, and the direction of
propagation. For crystals of point group 4̄2m with
negative birefringence, such as KDP, the effective
nonlinear coefficient for type-I phase matching is
given by

deff ¼ 2d36 sin u sin 2f ½32�

The azimuthal angle f is measured from the crystal
x-axis. The x-axis and y-axis are specified by X-ray

diffraction and piezoelectric coefficients and can be
determined from the growth morphology. The
azimuthal orientation of a finished crystal, however,
is not obvious, and requires X-ray orientation,
piezoelectric characterization, or nonlinear optical
measurements, if the record of crystal orientation is
lost. The nonlinear coefficient d36 is an abbreviation
for the d312 and d321 tensor components, which are
equal. For harmonic generation with a 1064 nm
fundamental in KDP, d36 ¼ 0:39 £ 10212 m=V: The
unit of 10212 m/V is usually expressed as picometers
per volt (pm/V). The effective nonlinear coefficient for
type-II phase matching for this class of crystals is

deff ¼ d36 sin 2u cos 2f ½33�

Type-I and type-II crystals cut from the same material
are not interchangeable. The type-II phase-matching
angle for KDP can be found by iterative solution of
the equation:

ne;2vðuÞ ¼ {no;v þ ne;vðuÞ}=2 ½34�

The birefringent walkoff angle, that is the angle the
Poynting vector of an extraordinary wave makes with
the wavevector, is another consideration for birefrin-
gent phase matching. There will be no further
harmonic generation when the extraordinary and
ordinary fundamental beams of type-II phase match-
ing no longer overlap. For type-I phase matching,
birefringent walkoff can limit the interaction
length, but there can be several interaction lengths

Figure 4 High levels of overall second-harmonic conversion require higher levels of conversion at peak pulse intensity. Phase-

matching bandwidths narrow at the higher levels of peak conversion. The broken curve is the (Gl )2sinc2(Dkl/2) small conversion

approximation.

218 NONLINEAR OPTICS, BASICS / x (2)–Harmonic Generation



in a crystal. The birefringent walkoff of an extraordi-
nary wave propagating at an angle u to the optic axis
in a uniaxial crystal is given by

r ¼ tan21

8<
: n2

e ðuÞ

2

"
1

n2
e

2
1

n2
o

#
sinð2uÞ

9=
; ½35�

Refractive indices for 1064 nm to 532 nm second-
harmonic generation in KDP are ne;2v ¼ 1:4709;
no;2v ¼ 1:5129;ne;v ¼ 1:4603; and no;v ¼ 1:4944:
The dispersion of KDP and indices at the phase-
matching angles are shown in Figure 5. For type-I
phase matching deff ¼ 0:26 pm=V; uPM ¼ 41:28; and
r2v ¼ 28 milliradians (mr), and for type-II phase
matching deff ¼ 0:34 pm=V; uPM ¼ 59:18; rv ¼ 20 mr;
and r2v ¼ 25 mr: Type-II phase matching in KDP for
this application offers an advantage of larger effective
nonlinear coefficient. Also the angular acceptance is
larger for type-II phase matching.

The angular acceptance is calculated from dis-
persion equations by first evaluating the derivative
›Dk=›u and then finding the value of Du correspond-
ing to the full width at half maximum (FWHM) of the
sinc2ðDk·l=2Þ function:

›Dk

›u
DuFWHM ø 4 £ 1:39 radians=l ½36�

When u is 08 or 908 for uniaxial crystals, or for
propagation along one of the refractive index
principal axes in a biaxial crystals, the first derivative
›Dk=›u becomes zero, and the angular acceptance
must be calculated from the second derivative ›2Dk=
›u2: This case is called noncritical phase matching
(NCPM), and the case for u between 08 and 908 is
called critical phase matching.

Second-harmonic generation of 1064 nm funda-
mental radiation in the crystal lithium triborate (LBO
or LiB3O5) is an example of NCPM. At 1498C, this
crystal will phase match for type-I SHG for propa-
gation along the x-axis in the xyz frame determined
by the indices of refraction of this biaxial crystal
nx , ny , nz: The following are calculated from
dispersion equations for this case: ›Dk=›u ¼ 0;
›2Dk=›u2¼2:04 £ 104 ðrad=cmÞ=rad2;›Dk=›f¼0;and
›2Dk=›f2 ¼ 6:45 £ 103 ðrad=cmÞ=rad2: The FWHM
angular acceptances for a 1.5 cm-long LBO crystal
are DuFWHM ¼ 1:098 and DfFWHM ¼ 1:948: Angle-
tuned CPM at 238C in LBO occurs at u ¼ 908
and f ¼ 118:5: For this case ›Dk=›f ¼ 1:32 £ 104

ðrad=cmÞ=rad; and the azimuthal angular acceptance
decreases to DfFWHM ¼ 0:168: Also there is a
birefringent walkoff angle of r2v ¼ 19 mr; which
results in a displacement of 0.29 mm of the extra-
ordinary-like harmonic beam for a 1.5 cm-long
crystal. Both the larger angular acceptance and the
absence of birefringent walkoff are advantages for
harmonic generation. The effective nonlinear coeffi-
cient of LBO is reported as 0.85 pm/V and 1.04 pm/V
by different sources.

Quasi phase matching offers the possibility, in
principle, of noncritical phase matching at any
wavelength in the transmission range of a material.
However, it may be difficult producing the periodic
structure that is required for phase matching in a
particular application. The ferroelectric crystals
lithium niobate (LiNbO3), lithium tantalate
(LiTaO3), and potassium titanyl phosphate
(KTiOPO4 or KTP) can be processed by electric-
field poling to produce domains of alternating
polarity. Lithography techniques are used to apply a
patterned electrode structure on the surface of a wafer
or thin slab. Domains are reversed by the application
of a carefully monitored and controlled electric field.
Thicknesses of several mm have been achieved in
periodically poled KTP (PPKTP). The higher coercive
field of 21 kV/mm has limited the thicknesses that can
be achieved in periodically poled lithium niobate
(PPLN), particularly at shorter wavelengths for which
poling periods become small. Progress is now being
made with zincblende materials such as gallium
arsenide. These materials have large linearity and
good transmission in the infrared, but they are not
birefringent. Epitaxial growth on patterned sub-
strates is now being used to produce periodically
structured GaAs on a research basis, and bonded
stacks of wafers of alternating orientation also have
been used. Harmonic conversion with quasi phase
matching is compared with conventional phase
matching and nonphase-matched harmonic genera-
tion in Figure 6.

Figure 5 Dispersion of the birefringent nonlinear material

KH2PO4 with refractive indices indicated for type-I and type-II

1064 nm to 532 nm second-harmonic generation. (Adapted from

Byer RL (1977) Parametric oscillators and nonlinear materials. In:

Harper PG and Wherrett BS (eds) Nonlinear Optics, pp. 47–159.

San Francisco, CA: Academic Press.)
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Quasi phase matching also provides access to
tensor components that are not accessible with
birefringent phase matching. This is the case for
lithium niobate; the largest tensor component is
d333 ¼ d33; which has a value of 25 pm/V. The
effective nonlinear coefficient is the relevant Fourier
component of the modulated nonlinearity:

deff ¼ ð2=pÞd33 < 16 pm=V ½37�

This is a larger effective nonlinearity than is available
with common birefringently phase matched materials
in the visible and near-infrared. A more accurate
treatment of second-harmonic generation involves
application of the Jacobian-elliptic-function solution
to each domain. After nearly complete conversion is

reached, the phase perturbations on the individual
domains have effect, and back conversion takes over
(Figure 7). Conversion is lower and back conversion
can set in sooner with random differences in the
domain length. There is some experimental evidence
that this type of back conversion has been observed in
guided-wave harmonic conversion devices. Guided-
wave nonlinear optical interaction can have long
interaction lengths not limited by diffraction. Quasi
phase matching is particularly useful in waveguide
second-harmonic generation because the direction of
propagation is fixed.

Gaussian Beams and Pulses

A radially symmetric Gaussian light beam has
transverse intensity of

IðrÞ ¼ I0 expð22r2
=w2Þ ½38�

where r is the radial coordinate and w is called the
spot size. Harmonic generation in the low-conversion
limit by a Gaussian beam, with a focus of spot size w0

at the center of a crystal with optimized phase
matching, is described by

p2vðlÞ=pvð0Þ ¼ 2v2d2
effpvð0ÞlkhðB; j Þ=ðpn310c3Þ ½39�

The harmonic power after propagating distance l in
the crystal is p2vðlÞ; and pvð0Þ is the incident
fundamental power. The function hðB; j Þ is the
Boyd and Kleinman focusing factor. It is a function
of the walkoff parameter:

B ¼ r
ffiffiffi
lk

p
=2 ½40�

and the focusing parameter:

j ¼ l=ðkw2
0Þ ½41�

The spot size w0 of the fundamental beam at its
waist is used to described the fundamental
intensity distribution at the focus at the center of
the crystal:

IvðrÞ ¼ ð2pvð0Þ=ðpw2
0ÞÞexpð22r2

=w2
0Þ ½42�

Values of the focusing factor for arbitrary focusing
and walkoff are usually displayed in the form of a
graph (Figure 8). In the case of weak focusing jp 1
and relatively small walkoff w0 . rl; the focusing
factor is given by

hðB; j Þ < jð1 2 t2
=12 þ t4

=120 2 t6
=1344 þ …Þ

½43�

where t ¼ 2Bð2j Þ1=2:

Figure 7 Random variations in domain length will lower

harmonic conversion efficiency and have effect on back

conversion. RMS variations in domain length are indicated in

the legend for this specific example.

Figure 6 The growth of harmonic intensity is illustrated

schematically for a quasi-phase-matched process in which the

polarity of the nonlinearity is reversed after each coherence

length. Conversion for Dk ¼ 0, Dk – 0, and a uniform effective

nonlinear coefficient are shown for comparison. (Adapted from

Fejer MM (1992) Quasi-phase-matched second harmonic

generation: tuning and tolerances. IEEE Journal of Quantum

Electronics 28: 2631–2654.)
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An example of continuous-wave second harmonic
generation is used. This calculation models a conver-
sion experiment published in the literature. External-
resonant-cavity second-harmonic generation of
6.5 W of 532 nm radiation was reported. The
1064 nm fundamental radiation with 378 W of
circulating power in a resonant cavity external to
the laser was focused to a 32 mm spot size in the
center of a 6 mm-long LBO crystal (Figure 9). This
corresponds to a focusing factor of j ¼ 0:62 in the
index n ¼ 1:6053 material. The value of the focusing
parameter is hð0;0:62Þ ¼ 0:58: The nonlinear optical
coefficient for this process is reported as 0.85 pm/V
and 1.04 pm/V by different sources. When these
values are inserted into the earlier equation for
p2vðlÞ=pvð0Þ; the higher coefficient yields a conversion
efficiency of 0.0273 and 10.3 W of 532 nm output,
whereas the lower coefficient yields a conversion

efficiency of 0.0182 and 6.9 W of 532 nm radiation.
Differences in published values of nonlinear optical
coefficients are common. The reported precision of
the experiment and the measured values tend to
support the lower value. Practical applications are
useful to check the accuracy of parameter values.
With many variables and the added complication of
operation at high intensity there is uncertainty that
demands caution in accepting the derived parameter
values. It is interesting to note that the power and
beam size of the example result in a maximum
intensity of 17 MW/cm2 at the surface of this crystal.
Many vendors will warranty antireflection coatings
for only 1 MW/cm2 maximum continuous-wave
intensity.

For a pulsed fundamental with temporal shape
pvðtÞ ¼ pvð0Þexpð2t2=t2Þ; integration over time gives
a calculated energy conversion efficiency of:

hcalc ¼ U2vðlÞ=Uvð0Þ

¼
ffiffi
2

p
v2d2

effUvð0ÞlkhðB; j Þ=ðt
ffiffiffiffi
p3

p
n310c3Þ ½44�

where U2vðlÞ is the harmonic energy generated after
propagation distance l in the crystal and Uvð0Þ is the
incident fundamental energy. This is still a low
conversion approximation. An estimate of conversion
efficient at arbitrary levels of depletion hest is obtained
with the empirical expression:

hest ¼ hcalc=ð1 þ hcalcÞ ½45�

Returning to the example 1.064 nm to 532 nm, type-
II SHG in KDP and using l ¼ 3 cm; Uvð0Þ ¼ 0:3 J;
and t ¼ 3:6 ns for a 6 ns FWHM pulse duration, the
above two relationships predict a conversion effi-
ciency of 50%. These parameters give a peak
intensity of 330 MW/cm2, a value typical for efficient
harmonic conversion, while avoiding laser-induced
damage in a long-term, repetitive-pulse application
using KDP. Single-shot laser-induced-damage
thresholds for KDP are about 10 times higher.

Figure 8 The Boyd and Kleinman focusing factor h(B,j ) for

type-I second-harmonic generation is shown as a function of the

focusing parameter j for different values of the walkoff parameter

B. The curves shown were generated with a split-step Fourier

transform calculation. (Adapted from Boyd GD (1968) Parametric

interactions of focused Gaussian light beams. Journal of Applied

Physics 39: 3597–3639.)

Figure 9 A bow-tie cavity for externally resonant second-harmonic generation is illustrated. The reflected fundamental beam is used

to develop an error signal to drive the piezoelectric translator and hold the cavity in resonance.
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As a final example, consider second-harmonic
generation of a 100 fs ð1 fs ¼ 10215 sÞ duration
pulse from a mode-locked Ti:Al2O3 laser operating
at 800 nm. Typical laser output might consist of 10 nJ
(10 £ 1029 Joule) pulses at 80 MHz repetition rate.
Group velocity walkoff is a concern for this short
pulse duration (Figure 10). Barium borate (BaB2O4 or
BBO) is a common crystal for this application. The
group velocity walkoff rate between the ordinary-
polarization 800 nm fundamental pulse and the
extraordinary-polarization 400 nm harmonic pulse
is 190 fs/cm. A crystal length no longer than 0.5 mm
is needed to avoid lengthening the harmonic pulse
in time. Fortunately, the laser-induced-damage-
threshold intensity increases approximately as the
inverse of the square root of the pulse length between
roughly 10 ns and 1 ps, and it is possible to focus the
beam to achieve higher intensity without crystal
damage and compensate for the short crystal length.
However, the 68-milliradian birefringent walkoff of
the harmonic will limit the size of the focus. A 20 mm
spot size will allow an interaction length that roughly
matches the crystal length and provides a peak
fundamental intensity around 16 GW/cm2 and a
conversion efficiency of nearly 30%. Now suppose
the 100 fs pulse is amplified to 100 mJ in a large
chirped-pulse regenerative amplifier. A larger diam-
eter crystal is required, and KDP is an appropriate
choice. The group velocity walkoff rate in KDP is
78 fs/mm, and a crystal of 1.5 mm thickness could be
used. With the beam spot size increased to 30 mm, the
peak intensity will be 71 GW/cm2, and the conversion
efficiency will be about 40%. Material availability,
such as the large sizes possible with KDP, often
determines a choice.

Conclusion

Basic techniques for describing and modeling second-
harmonic generation have been discussed. Birefrin-
gent phase matching and quasi phase matching were
reviewed. Three examples were used to illustrate
considerations for implementing harmonic-gener-
ation systems. There are many more parameters to
be considered for other applications and for more
detailed analysis. The examples presented illustrate
the demands nonlinear optical frequency conversion
places on materials. A few materials have been
established as primary choices in common appli-
cations. But for many applications, available
materials or laser system performance are limiting
and it is necessary to use the materials and systems
that are available. The importance of using the
analysis methods is stressed. It is possible to sacrifice
performance by improperly specifying a crystal.
Choosing the best crystal for a harmonic-generation
application with an appropriate optical design will
optimize harmonic conversion.

See also

Nonlinear Optics, Applications: Phase Matching.
Nonlinear Sources: Harmonic Generation in Gases.
Spectroscopy: Second Harmonic Spectroscopy.
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Introduction

The invention of the ruby laser, in 1960, provided a
revolutionary new light source, which emits an
intense, highly collimated polarized beam of light.
The new source opened the way for developments
that have enabled new technologies, thus profoundly
changing our way of life. One of these new frontiers
opened by the laser was the field of nonlinear optics.
In 1961, Franken et al. were the first to report the
observation of second-harmonic generation from a
quartz crystal, using ruby laser light. Third-harmonic
generation (THG) was soon discovered by Terhune
and co-workers in 1962.

THG has found applications as a spectroscopic tool
to probe optical properties of materials, but recently
it has been developed as a microscopy tool and a pulse
measurement technique. More efficient THG is
possible by engineering the materials; for instance,
one way to improve conversion efficiency is to use
periodic structured dielectric materials, called photo-
nic bandgap structures.

Polarization and the Third-Order
Susceptibility

THG is a nonlinear optical phenomenon, where light
of angular frequency v is converted into light at an
angular frequency 3v that is three times higher. Light
is made of particles called photons and the nonlinear
medium enables the process whereby three photons of

frequency v are annihilated to create one photon of
frequency 3v: The nonlinear interactions are strongly
dependent on the polarization or the dipole moment
per unit volume, which is written as a series

PðtÞ ¼ xð1Þ £ EðtÞ þ xð2Þ : E2ðtÞ þ xð3Þ ..
.
E3ðtÞ þ · · · ½1�

where x is the susceptibility of the optical material,
the superscript of x in parentheses denotes the order
of nonlinearity, t is the time variable, and E is the
electric field. Both the electric field and the polari-
zation are vectors; therefore the susceptibilities are
tensors. The first-order or linear susceptibility x

ð1Þ
ij is a

second-order tensor. This term constitutes the linear
polarization of the medium denoted a PL: It has nine
elements, but only up to three independent elements
depending on the symmetry of the lattice. The other
terms represent an expansion for the nonlinear
polarization of the medium, PNL: Note that the
superscripts ‘L’ and ‘NL’ denote linear and nonlinear
polarization contributions, respectively. The third-
order susceptibility x

ð3Þ
ijkl is a four-rank tensor, which

usually has 81 elements (3 £ 3 £ 3 £ 3 ¼ 81). In
asymmetric crystalline solids, all 81 elements can be
of nonzero value and independent. With a higher
degree of symmetry in other optical materials, the 81
elements are no longer all independent, and thus the
number of independent elements can be reduced to a
lower number. For example, isotropic material such
as glass, liquid, or vapor has only three independent
elements. For illustration, we consider a general case
where the applied frequencies v are arbitrary, and the
third-susceptibility is given as

xijkl ; x
ð3Þ
ijklðv4 ¼ v1 þ v2 þ v3Þ ½2�

Note that the superscript has been removed. In the
isotropic material, the coordinate axes must be
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equivalent. Thus, the susceptibility has symmetry
given by

x1111 ¼ x2222 ¼ x3333 ½3a�

x1122 ¼ x1133 ¼ x2211 ¼ x2233 ¼ x3311 ¼ x3322 ½3b�

x1212 ¼ x1313 ¼ x2323 ¼ x2121 ¼ x3131 ¼ x3232 ½3c�

x1221 ¼ x1331 ¼ x2112 ¼ x2332 ¼ x3113 ¼ x3223 ½3d�

For the isotropic material, there are only 21 nonzero
elements, as given in eqns [3a]–[3d], because these
elements have a Cartesian index (1, 2, or 3) that
appears an even number of times. The reason for
nonexistence of the elements with an index appearing
an odd number of times is because, for example, x1222

would give a response in the x̂1 direction due to a field
applied in the x̂2 direction. This response must vanish
in an isotropic material, because there is no reason
why the response should be in the þx̂1 direction
rather than in the 2x̂1 direction. In summary, the
elements in the third-order susceptibility of the
isotropic material have the relationship given by

xijkl ¼ x1122dijdkl þ x1212dikdjl þ x1221dildjk ½4�

where d is the Kronecker delta function; it has a unit
value, dij ¼ 1; if and only if i ¼ j; otherwise, it is zero,
dij ¼ 0: Thus, we see from eqn [4] that there are only
three independent elements in the isotropic material.
Crystalline materials have more independent com-
ponents and they have been determined for the 32
crystals classes. The relationships between the
elements for these crystalline classes are tabulated in
books by Boyd and by Butcher and Cotter.

A block diagram of a material illustrates THG and
its corresponding energy-level diagram is depicted in
Figure 1. Figure 1a shows that fields of frequency v

excite the x3 optical material to generate the third-
harmonic field with the residual of the fundamental
harmonic field. Figure 1b shows that three photons of
frequency v are destroyed to generate a photon of
frequency 3v in the third-harmonic generation.

For third-harmonic generation, the frequency
dependence of the susceptibility is expressed as
xijklð3v ¼ vþ vþ vÞ: With the intrinsic permutation
symmetry of the nonlinear susceptibility, the elements
of the susceptibility tensor has a relationship such
that x1122 ¼ x1212 ¼ x1221: So we can further reduce
eqn [4] for the third-harmonic generation as

xijklð3v¼vþvþvÞ ¼x1122ð3v¼vþvþvÞ

£ ðdijdkl þ dikdjl þ dildjkÞ ½5�

Therefore, we see that the third-harmonic suscepti-
bility tensor has only one independent element.

Wave Equation for x3 Third-Harmonic
Generation

Theoretically, we have to use the wave equation to
observe how an intense laser field interacts with the
nonlinear material, so that the polarization of the
medium could develop new frequency components
that are not present in the incident field. Thus, these
new frequency components of the polarization
become the sources of the new frequency components
of the electromagnetic field.

To formally describe THG, we begin with
Maxwell’s equations (in Gaussian units), and we have

7 £ D ¼ 4pr ½6a�

7 £ B ¼ 0 ½6b�

7 £ E ¼
21

c

›B

›t
½6c�

7 £ H ¼
21

c

›D

›t
þ

4p

c
J ½6d�

where H is the magnetic field, B is the magnetic flux
density, D is the electric flux density, r is the charge
density, and J is the current density. The desired
solution is in the region of space in the nonlinear
material that has no free charge ðr ¼ 0Þ; and
therefore, there is no free current ð J ¼ 0Þ: We assume

Figure 1 The third-harmonic (a) block diagram; and (b) energy level description.
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that the nonlinear material is nonmagnetic, so that
B ¼ mH ¼ H; where m ¼ 1 in a nonmagnetic
environment. In nonlinear material, the electric flux
is defined as

D ¼ E þ 4pP ½7�

so that the polarization depends nonlinearly on the
strength of E: Using eqns [6c] and [6d], we have

7 £ 7 £ E þ
1

c2

›2D

›t2
¼ 0 ½8�

Substituting eqn [7] into [8], we have

7 £ 7 £ E þ
1

c2

›2E

›t2
¼

24p

c2

›2P

›t2
½9�

Using an identity from the vector calculus, we have

7 £ 7 £ E ¼ 7ð7 £ EÞ2 7
2E ½10�

In linear optics, we see from eqn [6a] that when
there is no free charge in source-free isotropic
material, 7 £ D ¼ 7 £ E ¼ 0: Thus, the first term
on the right-hand side of eqn [10] has no effect.
Whereas in nonlinear optics, 7 £ E – 0 in isotropic
material, but the contribution from the first term
on the right-hand side of eqn [10] is negligible,
therefore, we can ignore it. Thus, eqn [9] can be
simplified as

72E 2
1

c2

›2E

›t2
¼

4p

c2

›2P

›t2
½11�

For distinction of the linear and nonlinear contri-
butions, we modified eqn [7] to get

D ¼ E þ 4pPL þ 4pPNL

where P ¼ PL þ PNL: Let DL ¼ E þ 4pPL; and we
rewrite eqn [11] as

72E 2
1

c2

›2DL

›t2
¼

4p

c2

›2PNL

›t2
½12�

Equation [12] is the most general form of the wave
equation seen in nonlinear optics, and could be used
as our starting point for our study of third-harmonic
generation.

Methods of Third-Harmonic
Generation

Since nonlinear optics is a popular research topic,
there are a handful of existing methods that can be
used for third-harmonic generation, and possibly new
methods may be developed in the future. Here, we will

discuss three methods using x 3 material: (i) photonic
crystal; (ii) defect mode using photonic crystal; and
(iii) homogeneous nonlinear crystal.

Photonic Crystal

After the invention of electronic bandgap structure,
the optical scientists and engineers saw the possibility
to extend the operating waveband into the visible,
and thus we have the photonic bandgap structure.
The geometry and material choices of the photonic
bandgap structure create a unique bandgap in
frequency spectrum that has potential applications
in laser optics, telecommunication, medical imaging,
optical limiting, etc. A photonic bandgap structure is
also commonly known as the photonic crystal. For a
one-dimensional photonic crystal, two materials of
certain thicknesses each, repeat themselves a number
of times. For example, the first and second materials
are of thickness ‘a’ and ‘b’; respectively, so that their
combined thickness is ‘d’; and have a periodicity of
10. The schematic of such a one-dimensional photo-
nic crystal, with its corresponding dielectric function
as a function of axial distance z; is depicted in
Figure 2.

By using x3 materials for photonic crystal, and
using method of multiple scales (MMS), we have the
nonlinear polarization given as

PNL ¼ lxð3ÞE3 ½13�

where l is the perturbation parameter. With reference
to Figure 2, assume that ‘a’ is equal to ‘b’ so that
d ¼ 2a; then the Fourier expansion of the dielectric

Figure 2 The schematic of the one-dimensional photonic

crystal.
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function is given as

1ðz;vÞ ¼ �1ðvÞ þ lD1ðvÞ cosð2pz=dÞ

2
1

3
lD1ðvÞ cosð6pz=dÞ þ · · · ½14�

where �1ðvÞ is the zeroth-order coefficient, and D1ðvÞ

is first-order coefficient of the Fourier series expan-
sion. Without going through the mathematics of
MMS, we use eqns [12] and [13] to obtain the
solution of the wave equation and two sets of coupled
mode equations. The solution to the wave equation
in eqn [12] is given by

E0¼

 
1ffiffiffi
k1

p Af1ðz1;t1Þe
ik1z0þ

1ffiffiffi
k1

p Ab1ðz1;t1Þe
2ik1z0

!
e2ivt0

þ

 
1ffiffiffi
k3

p Af3ðz1;t1Þe
ik3z0þ

1ffiffiffi
k3

p Ab3ðz1;t1Þe
2ik3z0

!
e23ivt0

þc:c: ½15�

where A is the amplitude of the field, k is
the wavenumber such that k2

1¼v21ðvÞ=c2; and
k2

3¼ð3vÞ21ð3vÞ=c2 where c is the speed of light,
and ‘c:c:’ refers to the complex conjugate. Note that
the subscript ‘f’ and ‘b’ refer to the forward and
backward modes, respectively. Also, the subscript ‘0’
refers to the slowest scale, and ‘3’ refers to
the fastest scale chosen in the analysis using MMS.
Let af1¼NAf1eipd1z1=d; ab1¼NAb1e2ipd1z1=d; af3¼

NAf3eipd3z1=d; and ab3¼NAb3e2ipd3z1=d; such that

N2¼
2d

ffiffiffiffiffi
3k3

p
ð3vÞ2xð3Þ

k3c2k1

ffiffiffi
k1

p
The coupled mode equations for the fundamental
field are given as

›af1

›z1

þ
d

pyg1

›af1

›t1

¼
id

2pk1

72
’af1þid1af12ik1ab1

2
a1

2
af1þiaf1

�
2lab1l

2
þlaf1l

2�
þiap2

f1 af3 [16a]

2›ab1

›z1

þ
d

pyg1

›ab1

›t1

¼
id

2pk1

72
’ab1þid1ab12ik1af1

2
a1

2
ab1þiab1

�
2laf1l

2
þlab1l

2�
þ iap2

b1ab3 [16b]

where, at the fundamental harmonic, yg1 is the group
velocity of the homogeneous medium, d1 is the laser
detuning, k1 is the coupling coefficient, a1 is the
absorption coefficient, 72

’ is the transverse Laplacian
and the whole term (72

’af1 and 72
’ab1) accounts for

diffraction effects, and ‘ p ’ denote the complex

conjugate of the corresponding term. Similarly, the
coupled mode equations for the third-harmonic field
are given as

›af3

›z1

þ
d

pyg3

›af3

›t1

¼
id

2pk3

72
’af3

þ iaf3

2
4d3þ6

ffiffiffiffiffiffi
3k1

k3

s 

laf1l

2
þlab1l

2�
3
5

2ik3ab32
a3

2
af3þia3

f1 [17a]

2
›ab3

›z1

þ
d

pyg3

›ab3

›t1

¼
id

2pk3

72
’ab3

þ iab3

2
4d3þ6

ffiffiffiffiffiffi
3k1

k3

s 

lab1l

2
þlaf1l

2�
3
5

2ik3af32
a3

2
ab3þia3

b1 [17b]

where at the third harmonic, yg3 is the group velocity
of the homogeneous medium, d3 is the laser detuning,
k3 is the coupling coefficient, and a3 is the absorption
coefficient. Note that in the limit when k3<3k1; the
coupling coefficient between the fundamental and
third harmonics are related by

k3¼3

�
d

p

�
D1v2

0

2k3c2
þ3d1¼k1 ½18�

Also, note that the laser detuning between the
fundamental and third harmonics are expressed as

d3¼

�
d

p

�
Dkþ3d1 ½19�

where Dk¼k323k1 £ Equation [19] described the
phase matching condition, which determines the
efficiency of the third-harmonic generation. When
the phase is completely matched ðDk¼0Þ; then we can
achieved the most efficienct in third-harmonic genera-
tion when d3¼3d1: Equations [16] and [17] are useful
equations which are commonly used for numerically
simulation of beam propagation.

Defect Mode Using Photonic Crystal

A defect mode can be generated in the photonic
crystal if we introduce a defect in the geometry of the
photonic crystal. The schematic of the photonic
crystal with a defect of length dd located at the center
of the photonic crystal, where the subscript ‘d’
denotes defect, is depicted in Figure 3. For the
convenience of the analysis, we divide the entire
photonic crystal into three regions: (i) Region I;
(ii) Region II; and (iii) Region III. Since we arbitrarily
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put the defect in the center of the photonic crystal,
Region I and II will be identical, thus it will be easier
for us in our analysis. The strategy of our analysis is
to solve the wave equation for Region I of the
photonic crystal, and apply the result to the Region II
analysis. Similarly, we apply the corresponding result
of Region II to Region III. Thus, by breaking up the
entire photonic crystal into three regions, we can then
easily analyze the propagation of a field through the
entire photonic crystal.

Assume that Region I and II are each of length L=2:
Using the coupled mode equations without consider-
ing the effect of absorption, the fundamental fields
in the forward and backward modes in Region I
is given as

af1ðREGÞðz1Þ ¼

 
cosðD1z1Þ2

id1

D1

sinðD1z1Þ

!
af1ðREGÞð0Þ

þ
ik

D1

sinðD1z1Þab1ðREGÞð0Þ [20a]

ab1ðREGÞðz1Þ ¼

 
cosðD1z1Þ þ

id1

D1

sinðD1z1Þ

!
ab1ðREGÞð0Þ

2
ik

D1

sinðD1z1Þaf1ðREGÞð0Þ [20b]

where

D1 ¼

ffiffiffiffiffiffiffiffiffiffi
d2

1 2 k2
q

; k ¼
dv2

0D1ðvÞ

2pk1c2

and the subscript ‘(REG)’ denotes solution in either
Region I, II, or III. The boundary conditions for the
fundamental harmonic field, at the interface between
Region I and II, are given as

af1ðIIÞðddÞ ¼ eikddaf1ðIÞðL=2Þ ½21a�

ab1ðIIÞðddÞ ¼ e2 ikddab1ðIÞðL=2Þ ½21b�

where k ¼ nv=c: The field that propagates through
Region II can be determined using eqns [20] and [21].
Also, the boundary conditions at the front and end
faces of the Region III of the photonic crystal are
given as

af1ðIIIÞð0Þ ¼ af1ðIIÞðddÞ ½22a�

ab1ðIIIÞðL=2Þ ¼ 0 ½22b�

Using eqns [20] and [22], we can determine the field
that propagates through Region III. Similarly, we can
use the same approach to analyze the third-harmonic
field.

Homogeneous Nonlinear Crystal

If we examine Figure 2, we see that when D1ðvÞ ¼ 0;
the photonic crystal becomes a homogeneous non-
linear crystal. In another word, k3 ¼ 0 when we set the
laser detuning to zero, thus there is no more coupling
between the layers, and we are left with only the
forward mode. Without going through the mathemat-
ics of four-wave mixing to describe the THG in a
homogeneous nonlinear crystal, we can obtain the
fundamental and third-harmonic coupled mode
equations from eqns [16] and [17]. This will make it
easier to make comparisons between the photonic
crystal and the homogeneous nonlinear crystal, rather
than comparing the coupled mode equation with the
four-wave mixing equations among them. Since no
backward wave is generated in the homogeneous
nonlinear crystal when there is no coupling between
the forward and backward modes, eqn [16] can
remove the coupling term and the backward mode
equation, and the modification is given as

›af1

›z1

þ
d

py g1

›af1

›t1

¼
id

2pk1

7
2
’af1 þ id1af1 2

a1

2
af1

þ iaf1laf1l
2
þ iap2

f1 af3 [23]

›af3

›z1

þ
d

pyg3

›af3

›t1

¼
id

2pk3

7
2
’af3þiaf3

2
4d3þ6

ffiffiffiffiffiffi
3k1

k3

s
laf1l

2

3
5

2
a3

2
af3þia3

f1 [24]

for the fundamental and third-harmonic fields,
respectively.

Applications

Generation of short wavelength radiation is possible
using THG. Therefore, it becomes less expensive to
generate green, blue, or ultraviolet light with the

Figure 3 The schematic of the photonic crystal with a defect of

length dd:
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infrared and the red light. In order to improve THG
conversion efficiency, a beam with a tight focus is
used, which results in an electric field of highest
intensity, and has the highest possible x3 polarization
effect. Normally, due to the phenomenon of the Gouy
phase shift at a tight focal point of the beam, third-
harmonic generation is suppressed. However, in
the presence of an interface within the focal volume,
the phase is disturbed and a third-harmonic signal is
generated. This phenomenon has been used to image
cells in in vivo microscopy on a femtosecond time-
scale. The ultrashort pulses have little energy and
therefore little heat is deposited in the material. The
cells can be continuously imaged without damage.

See also

Materials Characterization Techniques: x (3). Photonic
Crystals: Photonic Crystal Lasers, Cavities and
Waveguides.
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Introduction

Light waves propagate along straight lines in a
vacuum and in materials. However, their amplitude
and phase can only be affected by the intrinsic
properties of the sample, such as absorption and
refraction index. Experimental work from the early
1960s, has deviated from this simple approach,
mainly through propagating intense light beams in
crystals and glasses. Among many puzzling new
effects, frequency conversion and beam coupling
have triggered intense studies and opened a whole
new field, theoretically and experimentally. These
various phenomena have been classified according to
the order of their optical nonlinearity. The second
order mainly occurs in frequency generation and has
already been discussed in previous articles of this
encyclopedia. Therefore, this article will be devoted
to the higher order, in which self focusing, coupling,

and mixing of light beams will be explained. We will
illustrate some simple ideas with a convenient model
before describing a few applications.

The framework of electromagnetic wave inter-
action with matter is embedded in the Lorentz force.
The oscillating electric field drives the components,
ions, and electrons, but due to the large mass
differences, only the electron movement is strongly
perturbed. In dielectric media, these carriers are
connected with static bonds such that the applied
electric field modulates the spatial position of
equilibrium of the charges. As a result, a dipolar
moment is created and oscillates quasi-adiabatically
at very high frequencies (between 1014 and 1017 Hz)
for an applied optical wave. These collective oscil-
lations of the induced dipoles compose the so-called
matter polarization, proportional to the driving
electric field amplitude. Magnetic field interaction is
usually much weaker and so can be neglected in
nonmagnetic media.

As an electromagnetic wave, lasers are a
coherent source of very high intensity, i.e., large
electric fields. For example, in standard pulsed
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lasers focused on a target, the light intensity can
easily reach 10 Tw/cm2, corresponding to an electric
field of the order of magnitude of the internal
bonding field (1010 V/m). At this level of inter-
action, dipolar moments are no longer strictly
proportional to the applied electric field, as depicted
in Figure 1. In the weak field regime, the simple
perturbation approach displaces the carriers in a
power series of the applied electric field. The
polarization is thus developed in series, in respect
to this electric field.

Formalism

Relation Between Field and Polarization: The
Response Function

Although numerous works have been published with
a frequency description of the material polarization,
we will discuss here the study of nonlinearity in the
time domain in order to follow the physical reality. In
most processes, both spaces are equal and can be
selected at will, as long as the entire requirements are
fully understood; the electromagnetic field is classi-
cally described.

In the time domain, the polarization can be
developed as

Pðr; tÞ ¼ PLinearðr; tÞ þ PNonlinearðr; tÞ ½1�

where the linear part of the polarization can be
written as

PLinearðr; tÞ ¼ 10

ð
R3

ð1

21
Rð1Þðr1; t1Þ

£ Eðr 2 r1; t 2 t1Þdt1 dr1 ½2�

This general expression is rather complex but shows
that the polarization, due to collective movement of
carriers in a macroscopic volume (thousands of
dipoles) centered at position r; always depends on
the applied electric field. This expression is also
nonlocal as dipoles–dipoles interactions play an
important role.

In general, for the nonlinear (NL) part of the
polarization, an approximation of the local inter-
action is described for simplicity. For a second-order
interaction, one can write:

Pð2Þ
NLðr; tÞ ¼ 10

ðþ1

21

ðþ1

21
Rð2Þðt1; t2Þ

£ Eðr; t 2 t2ÞEðr; t 2 t2 2 t1Þdt1 dt2 ½3�

For the other series expansion – at third order, one
obtains

Pð3Þ
NLðr;tÞ¼10

ðþ1

21

ðþ1

21

ðþ1

21
Rð3Þðt1;t2;t3ÞEðr;t2 t3Þ

£Eðr;t2 t32 t2ÞEðr;t2 t32 t22 t1Þdt1 dt2 dt3

½4�

This third-order polarization already combines three
electric fields. This nonlinear polarization also
radiates a fourth wave and is therefore the adopted
framework for describing four-wave mixing experi-
ments (Figure 2).

As the physical properties of materials depend only
on time intervals between the different pulse inter-
actions, eqn (4) can be rearranged as

Pð3Þ
NLðr;tÞ¼10

ðþ1

21

ðþ1

21

ðþ1

21
Rð3Þðt2t1;t2t2;t2t3Þ

�Eðr;t1ÞEðr;t2ÞEðr;t3Þdt1 dt2 dt3 [5�

If the sample response time is much shorter than
pulse duration, the so-called adiabatic limit (as for
electronic cloud deformation excited distant from

Figure 1 Polarization for various field amplitude: (a) Weak field

case, linear response. (A) Strong field, distortion and nonlinearity.

Figure 2 Three incoming beams E1; E2; E3 create a polarization

(nonlinear). The sample responds while radiating a fourth field E4:
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resonance) the polarization is written as

Pð3Þ
NLðr;tÞ¼10s

ð3ÞEðr;tÞEðr;tÞEðr;tÞ ½6�

We will see later how this expression is useful for
third-harmonic generation and optical Kerr effects,
etc. This expression is accurate for materials excited
at a distance from resonances and care must be taken
to reserve such a model for corresponding processes.
In this case, the frequency approach is quite simple
too and both spaces, time or Fourier, can be chosen
at will.

For very long response time, such as orientational
or structural molecular reorganization, one can use
the Born–Oppenheimer approximation and present
the nonlinear polarization as

Pð3Þ
NLðr; tÞ ¼ 10Eðr; tÞR0ðtÞ ½7�

Similar is linear polarization, where the response
function takes into account the changes of the
molecular structure under the light intensity stress:

R0ðtÞ ¼
ðþ1

21
dð3Þðt 2 t1ÞEðr; t1ÞEðr; t1Þdt1 ½8�

The material response will then be mostly driven by
the field amplitude rather than the frequency.

Properties of Nonlinear Susceptibilities

The third-order nonlinear susceptibility xð3Þ is the
Fourier transform of the response function R and has
proved to be a most practical tool in optical nonlinear
theory. The symmetry properties of the material lead
to simplification on the tensor of rank 4 (fourth rank
tensor), involved in four-wave mixing:

Pð3Þ
i ðvmÞ¼ 10

X
n1 ;…;np

X
i1;…;ip

x
ð3Þ
i;i1 ;…;ip

ðvm;vn1
;…;vnp

Þ

£ Ei1ðvn1
Þ·· ·Eipðvnp

Þ ½9�

The nonlinear susceptibility tensor must account for
all the spatial and symmetrical order of the sample.
This will eventually reduce the number of indepen-
dent elements from a possible 81.

Wave Equation in Nonlinear Regime

From Maxwell’s equations, with a sample without
free carriers and current, one can deduce the wave
equation in the time domain, as:

DE 2
1

c2

›2E

›t2
2

1

c2

›2PL

›t2
¼

1

c2

›2PNL

›t2
½10�

In the frequency domain, this equation reduces to

D ~Eðr;vÞ þ kðvÞ2 ~Eðr;vÞ ¼ 2m0v
2 ~PNLðr;vÞ ½11�

In order to solve these (coupled) wave equations in
relation to four-wave mixing, we must develop the
electric field and the polarization in a slowly varying
envelope approximation, using the following conven-
tions:

Eiðr;tÞ¼
1

2

�
Aiðr;tÞe

iðvit2kðviÞzÞþ �Aiðr;tÞe
2iðvit2kðviÞzÞ

�
½12�

PNLðr; tÞ ¼
1

2

�
pnlðr;tÞe

iðvt2kðvÞzÞ þ �pnlðr; tÞe
2iðvt2kðvÞzÞ�

½13�

Within the framework of small perturbations, dif-
fraction can be neglected and the wave equation can
be easily reduced to one dimension:

›A

›z
¼

iv

2nðvÞ1oc
pNLðz;vÞexpð2ikðvÞzÞ ½14�

where v represents the sum or difference permu-
tations over all the frequencies vi; thus reflecting the
law of energy conservation.

In the case of four-wave mixing, one has to solve
four coupled equations for the four interacting waves.
Using the polarization eqn [13], one gets:

›Aj

›z
¼

ivj

2nðvjÞc
x3AðpÞ

1 AðpÞ
2 AðpÞ

3

£exp
� X

i¼1;2;3

expð^ikiðviÞzÞ
�

expð2ikðvjÞzÞ ½15�

This set of generic equations respectively represent
indifferently, either the three incoming beams ð j¼
1;2;3Þ; or the radiated field E4 at v: The algebra used
here associates at each complex conjugate field (p)
with the counter propagating wave ð2kÞ: The
amplitude variation of the j field at frequency vj is
due to the coupling of the three other fields within the
sample. The accumulated field is nevertheless always
strongly dependent of the phase term and will vanish
except when this phase term is zero. This is known as
the phase matching condition which has to be fulfilled
to ensure an efficient energy conversion. A more
general approach of this condition can be found in the
corresponding article of this encyclopedia.

Example and Selected Applications

When inserting the full material polarization (linear
and nonlinear) into the propagation equation, even
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restricted at third order, a whole set of processes must
be considered. All of them are described by the
generic equation already presented, but only a few
very important processes – with increasing complex-
ity – will be described here.

Optical Kerr Effect

We consider one single beam incident at frequency
v on a sample. The non-linear polarization is
given by

Pð3Þ
NLðr;tÞ¼

10

8
xð3Þ

�
Eðr;tÞ3þEpðr;tÞ3þ3Eðr;tÞ2Epðr;tÞ

þ3Eðr;tÞEpðr;tÞ2
�

½16�

The polarization at frequency v reduces to

Pð3Þ
NLðr;tÞ¼

310

4
xð3ÞlEðr;tÞl2Eðr;tÞ ½17�

This term has the same phase as the incident beam
and, therefore, the phase matching is automatic.
Using eqns [12] and [13], one can rewrite the wave
equation for the optical Kerr effect in the thin
sample approximation:

›A

›z
¼

3iv

8nc
xð3ÞlAl2A ½18�

The solution of this equation is

AðzÞ¼Að0Þexp

�
3i

8nc
xð3ÞlAð0Þl2z

�
½19�

Along the beam, the amplitude of the input pulse
stays constant for this process but its phase is
affected by a nonlinear shift proportional to power
density I:

In literature, one can find the concept of n2; the
sample nonlinear index, in the following formula:

cNLðzÞ ¼
v

c
n2Iz ½20�

In this way of describing the total phase along the
beam, the index of refraction in the nonlinear regime
can be expressed more conveniently as

n ¼ n0 þ n2I ½21�

One of the most significant demonstrations of this
effect is the self-focusing phenomenon. The usual
Gaussian transverse structure of a laser beam presents
high intensity at the center of the beam, therefore
creating an index variation in the isotropic sample
due to this optical Kerr effect. An induced lens can
then be applied to this refractive index gradient,

following the field distribution. As a result, the beam
focuses itself along the propagation and can result in
a complete breakdown.

Third Harmonic Generation

In the third harmonic generation, i.e., the third-order
nonlinear process where the frequency of the gener-
ated wave is three times the frequency of the input
wave at v; only two waves are in the sample (at v and
3v). For the nonlinear wave, the master equation is
then:

›A3v

›z
¼

3iv

8nð3vÞc
xð3ÞA3

v expðð3ikðvÞ2 ikð3vÞÞzÞ ½22�

Here, propagation effects have to be carefully
considered as theses waves do travel at different
velocities and will eventually be out of phase.
Obviously this discrepancy of phase velocities pre-
cludes the co-propagation and strongly affects the
global efficiency. The only way to ensure a coherent
generation of the harmonic wave throughout the
material is to fulfill the relation:

kð3vÞ¼3kðvÞ ½23�

This is the so-called phase matching condition.
Although difficult because the usual dispersion of
materials is very large for such a frequency difference,
this can be satisfied using either geometrical arrange-
ment or, if possible, using the birefringent properties
of the material. The efficiency of this method is poor
and a better approach is implemented when two xð2Þ

processes are cascaded (doubling and sum frequency
mixing).

Degenerate Four-Wave Mixing and Phase
Conjugation

One of the most popular and intriguing interactions is
depicted in Figure 3. Where the sample is excited by
three fields at the same frequency v in this particular
geometry: two-waves, named pump beams E1 and E2;

are exactly counter-propagating with opposite
wave vectors of þk1 and k2 ¼ 2k1; while the third
wave ðE3Þ arrives at the sample with a given wave
vector of k3:

Of possible couplings, one contribution E4 corre-
sponds to a re-emitted beam along k4 ¼ 2k3, i.e.,
opposite to the E3 wave.
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The third-order nonlinear polarization is given
here by

Pð3Þ
NLðr; tÞ ¼

10

8
xð3ÞðE1ðr; tÞ þ Ep

1ðr; tÞ þ E2ðr; tÞ

þ Ep
2ðr; tÞ þ E3ðr; tÞ þ Ep

3ðr; tÞÞ
3 ½24�

This E4 wave (along 2k3) originates in this product
from source terms including:

E1ðr; tÞE2ðr; tÞE
p
3ðr; tÞ ½25�

and thus present an evolution driven by:

›A4

›z
¼

3iv

4nðvÞc
xð3ÞA1A2Ap

3 ½26�

where the phase matching condition is automatically
fulfilled. Interesting facts can be described using this
expression. First, the radiated amplitude is pro-
portional to the complex conjugate of the E3 field.
This nonlinear process is not only able to reverse the
direction of propagation but also the whole phase of
an arbitrary incoming beam of light. This ‘phase
conjugator’ can be considered as a kind of mirror
with very unusual reflection properties. Unlike a
conventional mirror, where a ray is redirected
according to the ordinary law of reflection, a phase-
conjugate mirror (PCM) retro-reflects all incoming
rays back to their origin (Figure 4).

Second, the reflectivity of this mirror depends on
the susceptibility and the amplitude of the first two
fields, usually called pump beams. This will allow
reflectivity that is much higher than the unity, unlike
with conventional mirrors.

The remarkable reflection properties of the PCM
have found many important applications. The most
useful undoubtedly is related to distortion correction.
If the image information has been distorted by the
transmitting medium on its way to the PCM, then
these aberrations will be corrected when the reflected
signal retraces its original path through the medium.
Through this amazing ‘healing’ property of optical
phase conjugation, a high-quality optical beam can be
double passed through a distorting medium, such as
an imperfect imaging device or a turbulent atmos-
phere, without any loss of beam quality. Figure 5
shows the basic two-pass geometry for imaging and
aberration correction using a PCM.

The spherical wave from the object point P is
aberrated by the distorting medium. The wave-front
is reversed by the PCM and a second passage through
the same distorting path restores the initial field. The
resulting spherical wave converges to the image point
P0; separated from P by the beamsplitter.

Numerous other applications for PCM and the
various underlying nonlinear optical interactions
have been proposed. These include effects as diverse

Figure 3 Two counter-propagating fields ðE1; E2Þ and the third

field E3 create a polarization (nonlinear). The sample responds

while radiating a fourth field E4 opposite to the E3 wave.

Figure 4 (a) Snell refraction in a conventional mirror; (b) Phase

conjugate mirror.

Figure 5 A basic two-pass system for imaging and distortion compensation using optical phase conjugation.
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as parametric oscillation, optical tracking and point-
ing, spatial and temporal image processing, optical
computing, optical filtering, etc. The PCM is also
successfully implemented for aberration correction in
high-power laser resonators.

Nondegenerate Four-Wave Mixing

If the frequencies of the impinging fields build a
nonlinear polarization with an oscillating term close
to absorption (or emission) frequencies of the sample,
the nonlinear susceptibility increases tremendously.
The radiated field amplitude changes by orders of
magnitude and allows spectroscopic studies of the
sample. The most popular process used to perform
gas spectroscopy is CARS, an acronym for coherent
anti-Stokes Raman scattering (or spectroscopy). In
this case, the three incoming beams have different
frequencies and the phase matching condition is
eventually fulfilled in the 3D space.

Usually, two beams at the same frequency vP

(pump beams), are mixed with a third beam at
a tunable frequency vS; according to the energy

scheme in Figure 6. As the radiated frequency vCARS

is higher, the Raman spectroscopic notation is used
and the subscripts ‘S’ hold for ‘Stokes’ and ‘P’ for
‘anti-Stokes’.

Whenever vP 2 vS ¼ vmolecule , then an increase of
the CARS intensity by many orders of magnitude is
observed. Therefore, a Raman spectrum can be
obtained by continuously changing, the Stokes laser
and simultaneously recording the intensity of the
CARS beam. This procedure is called scanning
CARS, an interesting technique insofar as it allows
taking high-resolution spectra, as well as measuring
temperature of the sample while scanning over the
Boltzmann distribution of the electronic ground state.

Figure 7 displays a classical geometrical arrange-
ment where the phase matching condition fully
determines the directionality of the radiated field at
vCARS: Although the alignment of the setup can
become tedious, this technique has been widely used,
even in hostile industrial environments. The coherent
aspect of this four-wave mixing process, imbedded in
the phase matching condition, has a huge benefit over
classical spectroscopic techniques and thus isotropic
techniques, such as laser-induced fluorescence or
Raman spectroscopy.

The CARS process is an interference process
comparable to diffraction of a grating. The two fields
at vP and vS form a laser-induced moving grating and
the third field, at vP; undergoes a Doppler shift at
vCARS: This scattered field undergoes a coherent
amplitude addition in the Bragg direction.

Conclusion

In this article, we have discussed a set of optical
nonlinear processes occurring at the third order of the
development in series of the material polarization. At
this order, wave mixing obviously shows most

Figure 6 Energy diagram for a CARS experiment. Four-wave

mixing efficiency increases when the frequency difference vP 2

vS is close to a resonant frequency of the sample, vmolecule:

Figure 7 Layout of the CARS beams near a sample (a flame here). This particular arrangement is called folded (or 3D) Boxcars.
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significant behavior and has been extensively
studied and applied in many scientific areas. The
general framework presented here can be further
investigated using some books listed in Further
Reading below.
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Since their introduction nearly 75 years ago, the
Kramers–Krönig (KK) dispersion relations have
been widely appreciated and applied in the analysis
of linear optical systems. Because they are a
consequence of strict causality, the KK relations
apply not only to optical systems, but also to any
linear, causal system such as electrical networks and
particle scattering. In this article, we review the
formulation and application of these relations in
nonlinear optical systems. Simple logical arguments
are used to derive dispersion relations that relate
the nonlinear absorption coefficient to the nonlinear
refraction coefficient. More general formalisms
are then derived that apply to all nonlinear

susceptibilities including the harmonic generating
cases. Examples of recent successful application
of these dispersion relations in analyzing various
nonlinear materials will be presented.

The mathematical formalism of the KK dispersion
relations in nonlinear optics was studied in the
formative days of the field. The great usefulness of
these relations was appreciated only recently, how-
ever, when they were used to derive the dispersion of
the optical Kerr effect in solids from the correspond-
ing nonlinear absorption coefficients, including two-
photon absorption.

Before examining the details of KK relations in
nonlinear optical systems, it is instructive to revisit
the linear dispersion relations and their derivation
based on the logic of causality. We will begin this task
by introducing the definition of the linear as well as
nonlinear susceptibilities x (n). In most nonlinear
optics texts, the total material polarization (P) that
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drives the wave equation for the electric field (E) is
expressed as

PiðtÞ¼10

ð1

21
Rð1Þ

ij ðt2t1ÞEjðt1Þdt1þ10

ð1

21

ð1

21

£Rð2Þ
ijk ðt2t1;t2t2ÞEjðt1ÞEkðt2Þdt1 dt2

þ10

ð1

21

ð1

21

ð1

21
Rð3Þ

ijklðt2t1;t2t2;t2t3Þ

�Ejðt1ÞEkðt2ÞElðt3Þdt1 dt2 dt3þ ··· ½1�

where R (n) is defined as the nth-order, time-depen-
dent response function or time-dependent suscepti-
bility. The subscripts are polarization indices
indicating, in general, the tensor nature of the
interactions. The summation over the various indices
j, k, l, … is implied for the various tensor elements of
R (n). Upon Fourier transformation, we obtain:

~PiðvÞ¼10

ð21

1
dv1x

ð1Þ
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~Ejðv1Þdðv2v1Þ
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dv1
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dv2
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dv3
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where d is the Dirac delta-function. Here the E(v) are
Fourier transforms of the corresponding electric field.
The nth-order susceptibility is defined as the Fourier
transform of the nth-order response function:

x
ðnÞ
ijk…nðv1;v2;…;vmÞ¼

ðþ1

21
dt1

ðþ1

21
dt2···

ðþ1

21

�dtnRðnÞ
ijk…mðt1;t2;…;tmÞe

iðv1t1þv2t2þ···þvmtmÞ

½3�

For simplicity, we drop the polarization indices
i, j, … , and thus ignore the tensor properties of x (n)

as well as the vector nature of the electric fields.
Let us for the moment concentrate on the linear

polarization alone and derive the linear KK relations
for the first-order susceptibility x (1)(v). For this, we
rewrite eqn [3] for n ¼ 1:

xð1ÞðvÞ ¼
ð1

21
Rð1ÞðtÞe2 ivt dt ½4�

(As defined above, x (1)(v) and R (1)(t) are not a strict
Fourier transform pair because of a missing factor of
2p.) Causality means that the effect cannot precede

the cause. This can be restated mathematically as:

Rð1ÞðtÞ ¼ Rð1ÞðtÞQðtÞ ½5�

i.e., the response to an impulse at t ¼ 0 must be zero
for t , 0. Here Q(t) is the Heaviside step function
defined as Q(t) ¼ 1 for t . 0 and QðtÞ ¼ 0 for t , 0.
Upon Fourier transforming this equation, the product
in the time domain becomes a convolution integral in
frequency space

xð1ÞðvÞ ¼ xð1ÞðvÞ

�
dðvÞ

2
þ

i

2pv

�

¼
xð1ÞðvÞ

2
þ

i

2p
‘
ð1

21

xð1Þðv0Þ

v2 v0
dv0

¼
1

ip
‘
ð1

21

xð1Þðv0Þ

v0 2 v
dv0 ½6�

which is the KK relation for the linear optical
susceptibility. The symbol ‘ stands for the Cauchy
principal value of the integral. The KK relation is thus
a restatement of the causality condition [5] in the
frequency domain. Taking the real part we have,

Re{xð1ÞðvÞ} ¼
1

p
‘
ð1

21

Im{xð1Þðv0Þ}

v0 2 v
dv0 ½7�

Taking the imaginary part of eqn [6] leads to a similar
relation relating the imaginary part to an integral
involving the real part. It is conventional to write the
optical dispersion relations in terms of the more
familiar quantities of refractive index, nðvÞ, and
absorption coefficient, aðvÞ. For lxð1Þl ,, 1 then
n 2 1 ¼ Re{xð1Þ}=2 and a ¼ vIm{xð1Þ}=c, and eqn [7]
is transformed into

nðvÞ2 1 ¼
c

p
‘
ð1

0

aðv0Þ

v02 2 v2
dv0 ½8�

where we additionally used the reality conditions of
nðvÞ ¼ nð2vÞ, and aðvÞ ¼ að2vÞ to change the
lower integral limit to 0. More rigorous analysis
shows that eqn [8] is general and valid for any value
of lxð1Þl. Although the KK dispersion relations and
the extent of their applications in linear optics are
well understood, some confusion sometimes exists
about their applications to nonlinear optics. Caus-
ality clearly holds for both linear and nonlinear
systems. The question is: what form do the resulting
dispersion relations take in a nonlinear system? The
linear Kramers–Krönig relations were derived from
linear system theory, so it would appear to be
impossible to apply the same logic to a nonlinear
system. The key insight is that one can linearize the
system. This is illustrated in Figure 1 where a linear
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(and of course, causal) optical material is trans-
formed into a ‘new’ linear system that now contains
the material and an external perturbation denoted by
j. Although we are interested in perturbations of an
optical nature, this formalism is general under any
type of perturbation. It is important to appreciate the
fact that our new system is causal even in the
presence of the perturbation. This allows us to write
down a modified form of the Kramers–Krönig
relation linking the index of refraction to the
absorption:

½nðvÞ þ Dnðv; zÞ�2 1

¼
c

p
‘
ð1

0

aðv0Þ þ Daðv0; zÞ

v02 2 v2
dv0 ½9�

which, after subtracting the linear relation between n
and a leaves a relation between the changes in index
and absorption:

Dnðv; zÞ ¼
c

p
‘
ð1

0

Daðv0; zÞ

v02 2 v2
dv0 ½10�

where z denotes a general perturbation. An equival-
ent relation also exists whereby the change in
absorption coefficient can be calculated from the
change in the refractive index. It is essential that the
perturbation be independent of frequency of obser-
vation, v0, in the integral (i.e., the excitation z must
be held constant as v0 is varied).

Equation [10] has been used to determine refrac-
tive changes due to ‘real’ excitations such as thermal
and free-carrier nonlinearities in semiconductors. In
those cases, z denotes either DT (change of tempera-
ture) or DN (change of free-carrier density), respect-
ively. In the former case, one calculates the refractive
index change resulting from a thermally excited
electron–hole plasma and the temperature shift of
the band edge. For cases where an electron–hole
plasma is injected (e.g., optically), the change of

absorption gives the plasma contribution to the
refractive index. In this case, the z parameter in
eqn [10] is taken as the change in plasma density
regardless of the mechanism of generation or the
optical frequency.

Let us now extend this formalism to the case where
the perturbation is virtual, occurring at an excitation
frequency V that is below any material resonance. To
the lowest order in the excitation irradiance IV, we
write

Daðv; zÞ ¼ Daðv;VÞ ¼ 2a2ðv;VÞIV ½11�

and

Dnðv; zÞ ¼ Dnðv;VÞ ¼ 2n2ðv;VÞIV ½12�

where n2 and a2 are the nonlinear refractive index
and absorption coefficients of the material, respect-
ively. By definition, these coefficients are related to the
third-order nonlinear susceptibility xð3Þðv1;v2;v3Þ

via (see Nonlinear Optics, Basics: Nomenclature
and Units)

n2ðv;VÞ ¼
3

410n0ðvÞn0ðVÞc
Re{xð3Þðv;2V;VÞ} ½13�

and

a2ðv;VÞ¼
3va

210n0ðvÞn0ðVÞc2
Im{xð3Þðv;2V;VÞ} ½14�

We can therefore write the dispersion relations
between a2 and n2:

n2ðv;VÞ¼
c

p
‘
ð1

0

a2ðv
0;VÞ

v022V2
dv0 ½15�

Note that even when the degenerate n2ðvÞ¼n2ðv;vÞ

is desired (at a given v), the dispersion relation
requires that we should know the nondegenerate
absorption spectrum a2ðv

0;vÞ at all frequencies v0.
Let us pause here and discuss some physical

mechanisms that can be involved for a given system
of interest. Consider a material characterized by an
optical resonance occurring at, say v0 (i.e., a
degenerate two-level system). For a solid, this
resonance can be regarded as that of the fundamental
energy gap; v0 ¼ vg ¼ Eg=" in a two-band system.
Now, let us examine how the presence of an optical
excitation at V , v0 can alter the absorption
spectrum (at a variable probe v0). In the quantum
mechanical picture, this gives rise to a ‘new’ material
whose perturbed wave functions are ‘dressed’ by the
intensity and frequency of the applied optical field.

Figure 1 (a) A causal linear system obeying KK relations. (b)

The system in (a) when externally perturbed by j. The dotted box

now represents our new linear causal system whose altered x (1)

obeys the KK relations.
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The lowest-order correction to the absorption is
given by a2ðv

0;VÞ which involves three major
physical processes. Recalling that V , v0, these
processes include (1) two-photon absorption (2PA)
when v0 þV! v0 and (2) Raman-induced absorp-
tion when v0 2V! v0, both implying an absorption
of a photon at the probe frequency v0 ði:e:;a2 . 0Þ.
The third process can be identified as resulting from
the blue-shift (for V , v0) of the resonance (known
as the quadratic optical Stark effect) caused by the
excitation field. For our two-level system, the latter
results in a decrease followed by an increase in
absorption in the vicinity of v0. An example of the
overall absorption changes due to such processes is
shown in Figure 2 where a2ðv

0;VÞ is qualitatively
plotted for a degenerate two-level system. We should
note that the relative magnitude of each contribution
as well as the width and shape of the resonances are
chosen arbitrarily for the purpose of illustration.
Using the KK relation in eqn [15], we can now arrive
at the nonlinear index coefficient n2ðv;VÞ. The result
of this transformation is also given in Figure 2. The
above simple example elucidates the key concepts
involving the relationship between nonlinear absorp-
tion and refraction in materials for third-order
processes. These concepts, when applied more
rigorously to semiconductors, have been successful
in predicting the sign, magnitude, and dispersion of
n2 due to the anharmonic motion of bound electrons.
This will be briefly discussed later. Returning to the
mathematical foundation of KK relations, we use

eqns [13] and [14] to write eqn [15] in terms of the
nonlinear susceptibility x (3):

Re{xð3Þðv1;v2;2v2Þ}

¼
1

p
‘
ð1

21

Im{xð3Þðv0;v2;v2Þ}

v0 2 v1

dv0 ½16�

The above dispersion relation for x (3) was obtained
using the physical and intuitive arguments that
followed the linearization scheme depicted in
Figure 1. General dispersion relations can be
formulated following a mathematical procedure
that is similar to the derivation of the linear KK
relations. In this case we apply the causality
condition directly to the nth-order nonlinear
response R (n). For example, without loss of general-
ity, we can write

RðnÞðt1; t2;…; tnÞ ¼ RðnÞðt1; t2;…; tnÞQðtjÞ ½17�

and then calculate the Fourier transform of this
equation. Here j can apply to any one of the indices
1;2; :…; n. Following the same procedure as for a
linear response, we obtain

xðnÞðv1;v2;…;vj;…;vnÞ

¼
2i

p
‘
ð1

21

xðnÞðv1;v2;…;v0;…;vnÞ

vj 2 v0
dv0 ½18�

Figure 2 Upper trace: the nonlinear absorption coefficient in a fictitious ‘degenerate’ two-level system. Lower trace: the resulting

nonlinear refractive index obtained using the KK relations. The insets show the three possible physical mechanisms involved.
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By separating the real and imaginary parts of this
equation, we get the generalized Kramers–Krönig
relation pairs for a nondegenerate, nth-order non-
linear susceptibility:

Re{xðnÞðv1;v2;…;vj;…;vnÞ}

¼
1
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21
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dv0 ½19�

and
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¼2
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21
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v02vj

dv0 ½20�

In particular, for x (3) processes having v1 ¼va;v2vb,
and 3 b, this becomes identical to eqn [16].

Note that in describing the nonlinear suscepti-
bilities, no special attention was given to the
harmonic generating susceptibility xðNÞðNvÞ ;
xðNÞðv;v;…vÞ, i.e., the susceptibility generating
the Nth harmonic at Nv. It turns out that in
addition to the KK relations given by eqns [19] and
[20], the real and imaginary parts of xðNÞðNvÞ can
also be related in different sets of dispersion
integrals that involve only the degenerate forms of
the susceptibilities. A more general yet simple
analysis gives the most general form of KK relations
for any type of xðnÞ:

xðnÞðv1þp1v;v2þp2v;…;vmþpmvÞ

¼
1

ip
‘
ð1

21

xðnÞðv1þp1V;v2þp2V;…;vmþpmVÞ

V2v
dV

½21�

for all p1;p2;…;pm$0: Setting v1¼v2¼ ···¼vm;0,
and p1¼p2¼ ···¼pm¼1 in eqn [21] yields an
interesting form of the KK relations for the Nth-
harmonic susceptibilities:

Re{xðNÞðNvÞ}¼
1

p
‘
ð1

21

Im{xðNÞðNv0Þ}

v02v
dv0 ½22�

These dispersion relations have allowed calculations
of xð2Þð2vÞ and xð3Þð3vÞ in semiconductors using full
band structures.

At the beginning of this article, it was noted that
all the KK relations for nonlinear optics were known
in the early days of the field. Their application in

unifying nonlinear absorption (in particular two-
photon absorption) and the optical Kerr effect (n2) in
solids came only much later. More recent work
demonstrated that the KK relations are a powerful
analytical tool in nonlinear optics. Following the
picture of a degenerate two-level system shown in
Figure 2, a simple two-band model has been used to
calculate the nonlinear absorption coefficient,
a2ðv1;v2Þ; resulting from three mechanisms: 2PA,
the Raman absorption process, and the ac Stark
effect. The optical Kerr coefficient n2ðv1;v2Þ was
then calculated using eqn [15]. Of particular
practical interest is the degenerate case
ðv1 ¼ v2 ¼ vÞ, from which the 2PA coefficient
bðvÞ ¼ a2ðv;vÞ can be extracted. Figure 3 depicts
the calculated dispersion of n2 and b as a function of
"v=Eg where Eg is the bandgap energy of the solid.
The dispersion of n2 and its sign reversal shown in
Figure 3 has been observed experimentally in many
optical solids.

Finally, let us discuss a related implication of
causality in nonlinear optics. The KK dispersion
relations are traditionally derived in terms of internal
material parameters such as susceptibility, absorption
coefficient, and refractive index. Similar to the case of
electrical circuits, one can obtain dispersion relations
that apply to an external transfer function of the
system that relates an input signal to an output signal.
In this case, the dispersion of the transfer function
includes system structure as well as the intrinsic
dispersion of the material. As an optical (and linear)
example, consider a Fabry–Perot etalon. The optical
transmission of this system has well-known spectral

Figure 3 The two-photon absorption coefficient in semiconduc-

tors (b) calculated for a two-band model. The resultant nonlinear

refractive index (n2) obtained using a KK transformation of the

calculated nondegenerate nonlinear absorption coefficient

includes all major mechanisms.

238 NONLINEAR OPTICS, BASICS / Kramers–Krönig Relations in Nonlinear Optics



features that are primarily caused by structural
dispersion (i.e., interference) in addition to the
intrinsic dispersion of the material. Causality still
demands that the transmitted signal has a phase
variation whose value and dispersion can be deter-
mined using a KK relation linking the real and
imaginary parts of the transmission coefficient. In
other words, the KK relations provide a spectral
correlation between the real and imaginary com-
ponents of the transfer function which in turn may
translate to a spectral correlation between the phase
and amplitude of the transmitted signal. However, the
variations in phase do not necessarily imply the
presence of a varying index of refraction, nor does an
amplitude variation suggest the existence of material
absorption (dissipation). Ultimately, this implies that
any mechanism causing a variation in amplitude
(including reflection, scattering, or absorption) must
be accompanied by a phase variation. (One should note
that the reverse of the previous statement is not
necessarily true; i.e., a variation in phase does not
have to be accompanied by an amplitude modulation.)

In nonlinear optics with the ‘black box’ approach
of Figure 1, the optical perturbation j (with freq-
uency V) can render an amplitude variation in
the probe (at v) using various frequency mixing
schemes in a noncentrosymmetric material (i.e., with
nonzero x (2)). For instance, the probe at v can be
depleted by nonlinear conversion to vsum ¼ vþV

via sum-frequency generation involving xð2Þðv;VÞ

and/or to vdiff ¼ v2V via difference-frequency
generation involving xð2Þðv;2VÞ. Such a conversion
(or depletion) should be accompanied by a phase
variation according to the KK dispersion relations.
This type of nonlinear phase modulation is known as
a x(2):x(2) cascaded nonlinearity. Such cascaded
processes are routinely (and more simply) analyzed
with Maxwell’s equations governing the propagation
of beams in a second-order nonlinear material.
The KK relations, however, provide an interesting
physical perspective of the process. We find that
cascaded second-order nonlinearities are yet another
manifestation of causality in nonlinear optics.

List of Units and Nomenclature

a linear absorption coefficient
a2 nonlinear absorption coefficient
b two-photon absorption coefficient

x (n) nth-order nonlinear optical
susceptibility

n linear refractive index
n2 nonlinear refractive index

coefficient, coefficient of optical
Kerr effect

Q(t) step function
‘ principal value
2PA two-photon absorption
KK relations Kramers–Krönig relations

See also

Materials for Nonlinear Optics: Liquid Crystals for NLO.
Nonlinear Optics, Basics: Cascading; Nomenclature
and Units.

Further Reading

Bassani F and Scandolo S (1991) Dispersion-relations and
sum-rules in nonlinear optics. Physical Review B–
Condensed Matter 44: 8446–8453.

Caspers PJ (1964) Dispersion relations for nonlinear optics.
Physical Review A 133: 1249–1251.

Hutchings DC, Sheik-Bahae M, Hagan DJ and Van
Stryland EW (1992) Kramers–Krönig relations in
nonlinear optics. Optical and Quantum Electronics
24: 1–30.

Kogan SM (1963) On the electromagnetics of weakly
nonlinear media. Soviet Physics JETP 16: 217–219.

Nussenzveig HM (1972) Causality and Dispersion
Relations. New York: Academic Press.

Price PJ (1964) Theory of quadratic response functions.
Physical Review 130: 1792–1797.

Ridener FLJ and Good RHJ (1975) Dispersion relations for
nonlinear systems of arbitrary degree. Physical Review B
11: 2768–2770.

Sheik-Bahae M and Van Stryland EW (1999) Optical
nonlinearities in the transparency region of bulk
semiconductors. In: Garmire E and Kost A (eds) Non-
linear Optics in Semiconductors I, 58, pp. 257–318.
Academic Press.

Sheik-Bahae M, Hutchings DC, Hagan DJ and Van Stryland
EW (1991) Dispersion of bound electronic nonlinear
refraction in solids. IEEE Journal of Quantum Elec-
tronics 27: 1296–1309.

Smet F and Vangroenendael A (1979) Dispersion-relations
for N-order non-linear phenomena. Physical Review A
19: 334–337.

Toll JS (1956) Causality and the dispersion relation: logical
foundations. Physical Review 104: 1760–1770.

NONLINEAR OPTICS, BASICS / Kramers–Krönig Relations in Nonlinear Optics 239



Nomenclature and Units

M P Hasselbeck, The University of New Mexico,
Albuquerque, NM, USA

q 2005, Elsevier Ltd. All Rights Reserved.

Nomenclature Associated with the
Excitation Light

Particular care must be used when characterizing the
excitation beam in nonlinear optical experiments
compared to linear measurements. By definition,
nonlinear optical phenomena depend on the electric
field to high order. The higher the order, the more
sensitive the observed behavior depends on the
input. Extracting a representative nonlinear coeffi-
cient from an experiment, for example, becomes
progressively more difficult as the order of the
optical nonlinearity increases. In other words: the
errors associated with optical beam characterization
get magnified by the order of the nonlinearity under
study.

There is an extensive nomenclature for character-
izing the light (almost always laser light) interacting
with the nonlinear optical medium. Different descrip-
tions may be used depending on whether the
excitation light is pulsed, continuous, or a continuous
train of pulses. When a laser beam is constant or
continuous, it is often described by its ‘cw power’.
‘Cw’ stands for ‘continuous wave’, an acronym taken
from the nomenclature of electronics. The cw power
of a laser is determined by placing a power meter in
the path of a beam. Repetitively pulsed lasers can be
characterized in the same way, provided the response
time of the power meter is slower than the pulse
separation period. This will almost certainly be the
case with a continuously pumped mode-locked laser
such as a dye laser, fiber laser, or Ti:sapphire laser,
which produce pulses at repetition frequencies of tens
of megahertz. Cw power may also be suitable for
describing pulsed flashlamp lasers, gas discharge
lasers, or any laser that is excited in a periodic
fashion.

When the optical output can be distinguished
as individual pulses, additional metrics are used.
A pulse, by definition, exists during a window of time,
i.e., there is a time when light is present and a
time when light is absent. How one characterizes the
time light is present – the pulse duration – is critically
important and not always obvious. There are a
myriad of ways the pulse temporal envelope can
manifest itself; common examples include square
pulses, triangular pulses, Gaussian pulses, and

hyperbolic secant pulses. These names refer to the
mathematical waveforms that map the pulse envelope
as a function of time.

A pulse waveform that exhibits symmetry about
the peak in its temporal envelope is commonly
characterized by its ‘full-width, half-maximum’,
abbreviated FWHM. One obtains the full-width,
half-maximum by locating the two points on the
pulse profile that are at half the peak value. The
temporal separation of these two points is the FWHM.
One uses this measure because in a strict mathematical
sense, waveforms such as the Gaussian or hyperbolic-
secant exist even at times t ¼ ^1: A less common
term is the ‘half-width, half-maximum’ or HWHM.
As the name implies, the HWHM is exactly half the
FWHM value. Not all light-pulses are temporally
symmetric, however, so greater detail may be
needed when giving a mathematical description of
asymmetric pulses.

Light pulses are also characterized by their energy
and peak power. The temporal envelope recorded by
a so-called square-law detector (all laboratory detec-
tors are square-law detectors) shows the power of the
pulse as a function of time, provided the detector
response time is sufficiently fast. Integrating this
waveform gives the pulse energy. It makes no sense to
talk about the energy of a cw beam of light, unless
that beam is composed of repetitive, distinguishable
pulses. Each pulse in the train carries a distinct
amount of optical energy.

‘Ultrafast’ or ‘ultrashort’ laser pulses generally
refer to light pulses that are of such small duration
they cannot be measured directly with detectors and
oscilloscopes because of bandwidth limitations. To
infer the pulse duration, so-called intensity autocor-
relation measurements are often made. The temporal
power profile is then deduced from the autocorrela-
tion signal with the appropriate mathematical
conversion factor. Equally important is the spectrum
of a short pulse. The optical bandwidth determines
the lower limit of temporal compression; such ideally
compressed pulses are said to be ‘transform limited’.
If different components of the spectrum can be
distinguished at specific positions on the pulse
temporal profile, then the pulse is ‘chirped’. Infor-
mation on the methods of ultrafast laser science can
be found in Ultrafast Laser Techniques: Generation
of Femtosecond Pulses.

Nonlinear optical effects take place when light is
concentrated on a target – there is a cross-section
or ‘footprint’ of the beam on the medium.
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The interaction of the light and material takes place in
a region called the beam area, beam cross-section,
focal area, or focal volume. One must then define the
appropriate interaction area or volume.

Specification of the beam area allows one to define
two important quantities used frequently in nonlinear
optics. The power/area is known as irradiance or
power density. This quantity is commonly called the
intensity, although the strict radiometric definition of
intensity is power/(solid angle). The second important
quantity is energy/area, which is called the energy
density or fluence.

The convention in nonlinear optics is to define the
optical electric field as:

Eðz; tÞ ¼
1

2
E0 exp½iðk·z 2 vtÞ� þ c:c: ½1�

where E0 is the peak field, k is the propagation vector,
v is the angular frequency of the light, and c.c. stands
for complex conjugate. This represents a forward-
and backward-propagating (in the z-direction) infi-
nite, transverse plane wave. Other definitions are also
used. In SI/mks units and using the convention of
eqn [1], the irradiance (I in units of W/m2) inside a
material of refractive index n is related to the
electric field vector of the light (E in units of V/m)
as follows:

I ¼
1

2
cn10lEl

2
½2�

Here c is the speed of light ð2:998 £ 108 m=sÞ and 10 is
the permittivity of free space ð8:854 £ 10212 F=mÞ:

Nonlinear optics has an unfortunate tradi-
tion of mixing mks and cgs units, resulting in a lot
of confusion. Irradiance is usually expressed in
units of W/cm2. One can calculate the peak electric
field (in units of V/cm) of a laser beam given its
irradiance (in units of W/cm2) by using this simple
formula:

E0 ¼ 38:82

ffiffiffi
I

n

s �
V

cm

�
½3�

The root-mean-square value of the electric field is
obtained by replacing the factor 38.82 by 27.45. In
Gaussian/cgs units, irradiance is expressed in units of
ergs/(cm2 sec) and is related to the field as:

I ¼
cn

8p
lEl2 ½4�

where the field is in units of statvolt/cm and c ¼

2:998 £ 1010 cm=sec:Conversion between mks and cgs
for the electric field is 3 £ 104 V=m ¼ 1 statvolt/cm;

irradiance is converted using 1 erg=ðcm2secÞ ¼
1 £ 1023W=m2: The following point must be
emphasized: depending on how the electric field is
defined, there can be factors of 2 or even 4
discrepancies in the irradiance values quoted by
different authors. The common definitions are used
here, although they are certainly not universal.

A very common realization of the spatial irradiance
profile of a laser beam is the radially symmetric
Gaussian function:

IðrÞ ¼ I0 exp

 
2

2r2

w2

!
½5�

where I0 is the peak irradiance at the center of the
beam ðr ¼ 0Þ and w is the ‘spot size’. The spot size
changes continuously as the beam propagates and the
minimum spot size is known as the waist. One often
hears the spot size referred to as the radius, but the
radius of a Gaussian beam traditionally denotes the
curvature of the phase front. By definition, the phase
front radius is infinite at the waist. The factor of 2
appearing in the argument of the exponential in
eqn [5] stems from the fact that the spot size w is
conventionally defined for the electric field of the
Gaussian beam. When the field is squared to
obtain the irradiance, the factor of 2 appears. Using
this function for the irradiance spatial profile leads
to the common parameter ‘1/e2 diameter’. The
irradiance falls to 1/e2 (0.1353) of its peak value
when r ¼ w.

The Gaussian spatial profile or ‘Gaussian beam’
results when the laser has been designed to operate
in the lowest-order transverse mode, usually
denoted TEM00. The TEM00 Gaussian beam is
particularly convenient because the same relative
power profile is maintained in the near- and
far-field, whether or not the beam is collimated
or focused.

The cross-sectional area of a TEM00 Gaussian beam
normally incident on a surface is found as follows. The
power in the beam is obtained by integrating the
irradiance profile (I) over the surface:

P ¼
ð
^

ð
1

IdA ½6�

Referring to eqn [5], the integral becomes:

P ¼
ð2p

0
du
ð1

0
r dr I0 exp

 
2

2r2

w2

!
¼ I0

pw2

2
½7�

Hence the effective area of a TEM00 Gaussian beam
normally incident on a surface is:

A ¼
pw2

2
½8�
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There are many situations where the Gaussian
formulation of eqn [5] is not suitable. Beams
produced by unstable laser resonators, for example,
are not Gaussian. A multitransverse mode beam
profile obtained from a stable resonator does not
usually lend itself to a simple mathematical
characterization.

Nomenclature Associated with the
Nonlinear Optical Medium

In nonlinear optics texts, the subject is often
introduced by writing the macroscopic polarization
in Maxwell’s equations as a power series expansion in
the electric field. This approach, proposed by
Bloembergen and coworkers in the early 1960s, has
been spectacularly successful for interpreting experi-
ments, though it has also led to confusion in the
definition of nonlinear optical coefficients. The
confusion, which stems from arbitrary definitions
and nomenclature used by different authors, cannot
be resolved here. The reader should, however, be
alert for these discrepancies. Comparison of
results published by different laboratories requires
that the fundamental equations for extracting the
nonlinear coefficients from their data are known. As
the discipline has matured, the nonlinear optics
community largely recognized the ambiguities and
confusion; precise definitions of terms and coefficients
are now commonly provided in the research
literature.

It should also be noted that the power-series
framework may not always be the best formulation
for modeling and characterizing nonlinear optical
effects. A carefully designed optical limiter, for
example, may exhibit an abrupt decrease of trans-
mission at a specific ‘threshold irradiance’ or
‘threshold fluence’, perhaps at a given laser pulse
duration. The physical phenomenon or phenomena
driving this behavior may not readily succumb to
characterization by an nth-order coefficient in a
power series expansion. In this situation it may be
appropriate to specify a threshold optical input
parameter. Another example is a homogeneously
broadened saturable absorber, in which the absorp-
tion of an optical medium decreases with increasing
input irradiance. The irradiance-dependent absorp-
tion coefficient a (refer to eqn [26]) is characterized
by a ‘saturation irradiance’ Isat:

aðIÞ ¼
a0

1 þ
I

Isat

½9�

where a0 is the linear absorption coefficient.

Nonlinear Susceptibility

The power-series expansion of the macroscopic
polarization is the standard approach for modeling
nonlinear optical behavior and categorizing the
various phenomena. A common way to write
the polarization, nonlinear in the electric field, is
(mks units):

P ¼ 10

�
xð1Þ·E þ xð2Þ : EE þ xð3Þ..

.
EEE þ …

	
½10�

where the polarization P is a time- and space-
dependent vector and the terms x (n) are the various
orders of the nonlinear susceptibility (the cgs equation
is obtained by dropping the free-space permitivitty
coefficient 10). A second-order effect is associated with
x(2), a third-order with x(3), and so on. In general, there
are distinguishable electric field vectors (in eqn [10],
the fields have not been individually designated for
clarity). The susceptibility terms are generally tensors,
which means the medium is sensitive to the orientation
of the input fields. The dots in eqn [10] indicate tensor
products. The input field vectors can have different
frequencies and the presence of complex conjugates in
eqn [1] indicates that the frequency components will
have both þ and 2 signs, i.e. the jth electric field term
will have associated frequency factors exp(^ ivjt).

The nomenclature used here can be illustrated by
example. In the case of the second-order nonlinear
polarization (mks units):

Pj ¼ 10x
ð2Þ
jkl : EkEl ½11�

Note that subscripts have been introduced. The
indices correspond to Cartesian space vectors.
This equation says that the polarization in the
j-direction results from the tensor product of the
appropriate x(2) with the input fields at Ek and El.
The jth component of polarization has an oscillation
frequency that is determined by mixing of the input
fields. In this example, the indices j, k and l can each
take the value of x, y, and z. Let each input field be at
one of two possible frequencies, call them v1 and v2.
There are an enormous number of permutations
(81 to be exact) of eqn [11]. One term is:

Pxðv1 þ v2Þ ¼ 10x
ð2Þ
xzyðv1 þ v2ÞEzðv1ÞEyðv2Þ

£ exp½2iðv1 þ v2Þt� ½12�

Another possibility is:

Pzðv2 2 v1Þ ¼ 10x
ð2Þ
zyxðv2 2 v1ÞEyðv2ÞExð2v1Þ

£ exp½2iðv2 2 v1Þt� ½13�
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Equation [12] corresponds to sum frequency genera-
tion (v1 þ v2) and eqn [13] shows difference
frequency generation (v2 2 v1).

Not explicitly written on the right-hand side of
the above equations is the exponential containing the
mixing of the propagation vectors. To maximize
the nonlinear polarization, which is the source of
nonlinear behavior in Maxwell’s equations, the
vector sum

P
kj for all the interacting fields should

be close to zero. Arranging the propagation vectors to
accomplish this is known as ‘phase matching’.

It is important to point out that there are eight
more terms describing the nonlinear polarization at
Pxðv1 þ v2Þ in addition to eqn [12]; likewise for
Pzðv2 2 v1Þ: Also note that the indices k and l may be
identical, hence a nonlinear polarization driven by
x(2)

xyy for example, is allowed. Higher-order nonlinear
polarizations get progressively more complicated.
The general third-order nonlinear polarization is

Pj ¼ 10x
ð3Þ
jklm

..

.
EkElEm ½14�

Sometimes the second-order nonlinear susceptibility
is written with the coefficient d instead of x(2).
The relation between the d-coefficient and x(2)

depends arbitrarily on how it is defined; a common
definition is

djkl ¼
1

2
x
ð2Þ
jkl ½15�

but the reader is cautioned that the factor 1
2 is

sometimes missing. In the preceding discussion it was
pointed out how there can, in principle, be a large
number of tensor components involved in the
expansion of the nonlinear polarization. Simplifica-
tion occurs when it is realized that there is no
discernible physical difference between the frequency
terms vj and 2vj and that ordering of the fields in
eqn [14] – which suggests a time order in the arrival
of the fields – is irrelevant. These symmetry
arguments show that djkl ¼ djlk; which reduces the
number of independent d-coefficients from 81 to 18.
A simpler subscript notation is then introduced that
uses the integers 1–6 to represent pairs of Cartesian
components k and l. This reduces the number of
subscripts from three to two. An example of this
notation is dxzz ¼ d14:

In certain situations, one can take advantage of
crystal symmetry to further reduce the complicated
summations to a single scalar coefficient for the
nonlinear susceptibility, which is referred to as
‘d-effective’. For these specialized cases, the nonlinear
polarization is

P ¼ 10deffE1E2 ½16�

In SI/mks units, the polarization is in units of coul/m2.
The second-order susceptibility (i.e. x(2), djkl) must
therefore have units of m/volt. The units of x(3) are
m2/volt2, x(4) is m3/volt3, and so on. In Gaussian/cgs
units, x(2) has dimensions cm/statvolt, x(3) will
be cm2/statvolt2, etc. although sometimes in the
Gaussian system all the coefficients x(n) are discussed
with shorthand ‘electrostatic units’ or ‘esu’.

Complex Quantities

In linear optics, the susceptiblity has real and
imaginary parts

xð1Þ ¼ x
ð1Þ
real þ ixð1Þimaginary ½17�

The complex linear index is, in turn, written as the
sum of real and imaginary components, derived from
the linear susceptibility as follows (mks units):

ffiffiffiffiffiffiffiffiffiffi
1 þ xð1Þ

q
¼ n0 þ ik ½18�

where n0 is the linear refractive index and k is the
imaginary term leading to absorption of light. In
general, the nonlinear susceptibilty x(n) is also a
complex number:

xðnÞ ¼ x
ðnÞ
real þ ixðnÞimaginary ½19�

As in linear optics, the complex notation is a
bookkeeping method that conveniently accounts for
what is known as ‘resonant enhancement’. Nonlinear
optics research has revealed that the nonlinear
susceptibility x(n) can be a strong function of
frequency. Specifically, this quantity will be strongly
enhanced when sums and/or differences of the photon
energies in the interacting light beams coincide with
quantum mechanical energy resonances in the
material. When a resonance condition is achieved,
x(n) will be dominated by its imaginary component.
Far from the resonances, x(n) behaves more like a real
quantity. These complex terms directly enter the wave
equations describing how light propagates in a
nonlinear medium and are particularly important
for x(3); the complex quantity x(3) determines
whether light will be refracted or absorbed and by
how much. The real part of x(3) drives nonlinear
refraction while the imaginary portion characterizes
nonlinear absorption (e.g., two-photon absorption)
and the inverse effect – gain. This rich subject – in
particular the critical importance of the wavelength
dependence of the nonlinear phenomena – is
considered in Nonlinear Optics, Basics: Kramers–
Krönig Relations in Nonlinear Optics.
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Nonlinear Refraction

The most common manifestation of nonlinear refrac-
tion arises from the third-order nonlinear suscepti-
bility, the so-called optical Kerr effect. In this case,
the refractive index is linearly proportional to the
irradiance (I) of a monochromatic light beam.
The irradiance-dependent refractive index is

nðIÞ ¼ n0 þ n2I ½20�

where n0 is the linear, irradiance-independent refrac-
tive index and n2 is the nonlinear refractive index
coefficient. Because n is a dimensionless quantity, n2

must be in units of area/power.
The optical Kerr effect is usually written in mks

units with the expression shown in eqn [20]. In cgs
units, the common (but by no means universal)
convention is to write:

nðEÞ ¼ n0 þ
1

2
~n2lEl

2
½21�

where the field is in units of statvolts/cm. The
nonlinear coefficient ~n2 (cgs) must therefore be in
units of cm2/statvolt2, which is sometimes abbre-
viated to ‘esu’. The conversion for n2 between these
two equations is:

~n2ðcgsÞ ¼
n0c

40p
n2ðmksÞ ½22�

where n2(mks) is in units of m2/W and c is in m/sec.
Also useful is the relation between n2 and x(3),
written in mks units as:

Dn ¼ n2I ¼
Re
�
xð3Þ

	
410n2c

I ½23�

where ‘Re’ denotes the real part of x(3). In cgs units
we have:

Dn ¼
1

2
~n2lEl

2
¼

4p 2Re
�
~x ð3Þ

	
n2c

I ½24�

where I is in units of ergs/(cm2 sec) defined by eqn [4].
The reader is again advised that different authors will
show discrepancies of 2, 4, or even 8 when writing
these equations. The susceptibilities x(3) are related
as follows:

~x ð3ÞðcgsÞ ¼
9 £ 108

4p
xð3ÞðmksÞ ½25�

If the coefficients n0 and n2 exist, does the
nomenclature imply there are terms n1, n3, and
others? These coefficients are certainly allowed, but
not often seen in discussions of nonlinear refraction.

When one refers to nonlinear refraction, the com-
mon understanding is that the index depends linearly
on irradiance, which is conveniently modeled by
eqn [20]. But there are other physically relevant
situations to consider. The coefficient n1, for
example, describes the linear electro-optic effect in
which the change in index is linearly proportional to
the electric field (although it is called the linear
electro-optic effect, it is actually derived from the
second-order nonlinear susceptibility). The electric
field can be the oscillating field of a laser beam, for
example, or a dc field applied to an electro-optic
crystal (e.g., Pockel’s cell). When other terms are
added to eqns [20] or [21], the units of the
coefficients must be chosen to keep the equation
dimensionless.

In the preceding discussion, there is an impli-
cation that the nonlinear index is an instantaneous
function of the irradiance or field. Although the
material system can never respond instantaneously,
this is a good approximation in many situations.
Sometimes it is not. Consider a pulsed laser beam
that heats the material. When the local temperature
increases, the linear refractive index can change. A
short, Q-switched laser can have a pulse duration
far less than a microsecond, while the temperature
change it induces can last many orders of magni-
tude longer. This means optical modification of the
refractive index may persist long after the exciting
pulse has vanished, i.e., when the irradiance is
at zero.

Another example is when a laser beam promotes
electrons from their ground state to higher energy
states of the material system. These excited electrons
may modify the refractive index of the material. In
general, the excited electrons remain in high-energy
states for some period of time before relaxing to
the ground level – if this time is longer than
the excitation, the change of the refractive index
persists beyond the time the laser beam is present.
In these situations, the model of nonlinear refraction
suggested by the above equations is inaccurate.
One cannot obtain the nonlinear refraction
from a simple algebraic analysis. A system of
time-dependent equations – describing the dynamics
of excitation and relaxation – must be solved
using numerical procedures. Such phenomena
are sometimes loosely categorized as ‘dynamic
linear optical effects’ or ‘effective third-order
nonlinearities’.

Nonlinear Absorption

Consider a single-frequency light beam passing
through an optically absorbing region of length L.

244 NONLINEAR OPTICS, BASICS / Nomenclature and Units



For simplicity, neglect reflections caused by surfaces
that may define the region of interest, i.e., ignore
reflections at surfaces that may be located on
the optical axis z at points z ¼ 0; z ¼ L; or any
other point in the path. Linear absorption means
that the optical power extracted from the light
beam as it traverses the absorbing medium is a
direct function of the power at a given point. This
is described mathematically by an elementary,
linear differential equation known as Beer’s law:

d

dz
IðzÞ ¼ 2aIðzÞ ½26�

The constant of proportionality is a, which is the
linear absorption coefficient. Equation [23] is solved
by direct integration:

ðIðLÞ

Ið0Þ

dI

I
¼ 2a

ðL

0
dz ½27�

This has the solution:

IðLÞ

Ið0Þ
¼ expð2aLÞ ½28�

which means the irradiance decreases exponentially
as a function of propagation distance in a linearly
absorbing medium.

In the nonlinear regime, we don’t expect a classical
Beer’s law model to hold. By definition, the absorp-
tion will be a nonlinear function of irradiance at a
given point. One makes the following power-
series expansion to describe nonlinear absorption of
monochromatic light:

d

dz
I ¼ 2aI 2 bI2

2 gI3
2 · · · ½29�

The coefficient b corresponds to a two-photon
absorption process and g is the coefficient of three-
photon absorption. What about four-photon and
even higher-order processes? These are rarely
encountered, but certainly possible. To make these
distinctions, eqn [29] is sometimes written with
coefficients Ki or ai instead of the sequential Greek
alphabet:

d

dz
I ¼ 2K1I 2 K2I2 2 K3I3 2 K4I4 2 · · · ½30�

The units of the various absorption coefficients must
maintain the dimensional consistency of eqns [29]
and [30], which is irradiance/length or power/
(length)3. These are shown in Table 1.

If there is linear absorption, the nonlinear processes
at that wavelength are often (but not always)

negligibly weak. This means we have the following
inequalities:

K1I .. KiI
i
; where i $ 2 ½31�

Nonlinear absorption is generally observed in the
wavelength region where the medium is transparent
to low-irradiance light, i.e., where linear absorption is
negligible. It should be emphasized that there are
situations where linear absorption is large and in fact
a crucial component of the aggregate nonlinear effect.
We will return to this point later in the discussion. For
the moment, we neglect linear absorption. If the
energy of the incident photons and energy levels of
the system permit it, the lowest-order nonlinear
process is two-photon absorption, described by
the equation

d

dz
I ¼ 2K2I2 ½32�

which can be solved by elementary integration:

IðLÞ

Ið0Þ
¼

1

1 þ Ið0ÞK2L
½33�

Unfortunately, the situation is rarely this convenient.
The above integration has ignored the fact that
nonlinear absorption may enable significant linear
absorption. This is possible because nonlinear
absorption promotes electrons from low- to high-
energy states in the medium. The change in excited
electron density associated with absorption of
light (both linearly and nonlinearly) is called
‘photocarrier generation’. These photocarriers (e.g.,
photo-electrons) may modify the linear absorption as
well as the refractive properties of the material. If
two-photon absorption causes the linear absorption
to increase, for example, the assumption that
allowed us to ignore K1 when writing eqn [32]
ceases to be valid. While eqn [32] was appropriate at
the very start of the light–matter interaction, the
generation of photocarriers after the passage of time
may change that condition. The behavior of the
system is therefore time-dependent, i.e., it is
dynamic. Simple analytic solutions are almost

Table 1 Dimensions of optical absorption coefficients

Process Coefficient Units

Linear absorption a, K1 (length)21

Two-photon absorption b, K2 length/power

Three-photon absorption g, K3 length3/power2

Four-photon absorption K4 length5/power3

NONLINEAR OPTICS, BASICS / Nomenclature and Units 245



always not possible when dealing with nonlinear
absorption.

The time rate of change of the photocarrier
population (N) is modeled by the following equation:

›

›t
N ¼

K1I

"v
þ

K2I2

2"v
þ

K3I3

3"v
þ

K4I4

4"v

þ · · · 2 recombination 2 diffusion ½34�

where v is the angular frequency ðv ¼ 2pf Þ of the
incident light. Also included are place-holders for loss
processes such as recombination and diffusion, which
may themselves have complicated mathematical
descriptions. The coefficients Ki have exactly the
same units, dimensions, and interpretation as in
eqn [30] and Table 1; in the spirit of the preceding
discussion, these coefficients may be time dependent.
Note that the dimensions of eqn [30] describe
absorption of light (irradiance/length), while
eqn [34] models the photocarrier population density
(length23 time21). The units of these two equations
are very different.

List of Units and Nomenclature

CARS Coherent anti-Stokes
Raman scattering

c.c. Complex conjugate
CSRS Coherent Stokes Raman

scattering
DFG Difference frequency

generation
DFM Difference frequency mixing
DFWM, FWM (Degenerate) Four wave

mixing
DRO Doubly resonant OPO
EIT Electromagnetically induced

transparency
ESA Excited state absorption
GVD Group velocity dispersion
GVM Group velocity mismatch
NLA Nonlinear absorption
NLR Nonlinear refraction
OFID Optical free-induction decay
OPA Optical parametric amplifica-

tion/amplifier
OPG Optical parametric genera-

tion/generator
OPL Optical power limiter
OPO Optical parametric oscillation/

oscillator

2PA, TPA Two-photon absorption
PCM Phase conjugate mirror
QPM Quasi phase matching
RIKES Raman-induced Kerr effect

spectroscopy
RSA Reverse saturable absorption
SBS Stimulated Brillouin scattering
SFG Sum frequency generation
SHG Second harmonic generation
SIT Self-induced transparency
SRO Singly resonant OPO
SRS Stimulated Raman scattering
SRWS Stimulated Rayleigh wing

scattering
SVEA, SVAA Slowly varying envelope

(amplitude) approximation
THG Third harmonic generation
TPF Two-photon fluorescence

See also

Fiber and Guided Wave Optics: Nonlinear Optics.

Nonlinear Optics, Basics: Ultrafast and Intense-Field

Nonlinear Optics. Spectroscopy: Nonlinear Laser

Spectroscopy.
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Nonlinear Optical Phase Conjugation
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Phase conjugation (PC) beams and their applications
are best illustrated by Figure 1, which shows the
passage of a coherent planewave incident upon a
transparent optical element with inhomogeneities of
refractive index (Figure 1a). Reversibility of light
propagation implies the existence of such an ‘anti-
distorted’ beam, which reverts back to a planewave
after reversing through the same inhomogeneities
(Figure 1b). A real-valued monochromatic optical
wave, ErealðR; tÞ; may be represented by the complex
amplitude EðRÞ via ErealðR; tÞ ¼ 0:5½EðRÞexpð2ivtÞ þ
EpðRÞexpðivtÞ�; where EpðRÞ represents the complex
conjugate of EðRÞ:

EðRÞ ¼ lEðRÞl exp½iwðRÞ�

EpðRÞ ¼ lEðRÞl exp½2iwðRÞ�

½1�

Mathematical expression of time-reversal, Ereal

ðR; tÞ! ErealðR;2tÞ; becomes the exchange EðRÞ $

EpðRÞ for monochromatic waves. The reversibility of
propagation means that the complex propagating
field EðRÞ (for example, planewave expðik·RÞÞ; is a
wave equation solution equivalent to EpðRÞ (in this
example, expð2ik·RÞÞ: Conjugation of complex
amplitude means reversal of the sign of the phase,
and a mixed label PC has been coined and nowadays
is firmly established. Terms such as ‘wave front
reversal’ and ‘generation of time-reversed replica of
the beam’ are also used to describe PC.

Figure 1 also illustrates one of the most important
applications of PC. If the element in question is a
laser-type amplifier, then double-passage allows
the extraction of energy from the optically

inhomogeneous laser medium in the form of a
perfectly collimated beam of diffraction-limited
divergence. A PC device may also serve as a mirror
of a laser resonator, resulting in the same beam-
correction purpose.

One of the most practical and robust methods of
PC is based on stimulated Brillouin back-scattering
(SBS). The incident beam illuminates the SBS-active
transparent medium, for example, liquids (CS2, CCl4,
acetone, etc.), compressed gases (CH4, SF6, etc.), or
solids (fused or crystalline quartz, glass, etc.). This
‘pump’ beam, EðRÞ ; Eðr; zÞ; must possess well-
developed transverse inhomogeneities of intensity
lEðr; zÞl2: Here, r ¼ {x; y} is the part of coordinate
vector transverse with respect to the central direction
z of the beam in question, and R ¼ {r; z}: These
inhomogeneities may constitute a narrow focal waist
in the case of weakly distorted focused beams,
speckle-inhomogeneities in cases of strong distor-
tions, or a combination thereof; see Figure 2, where
solid lines symbolize the ‘rays’ of the incident pump.

Spontaneous scattering of the pump results in a
multitude of possible transverse profiles Sðr; z ¼ 0Þ of
the signal, whose ‘rays’ are depicted via the dotted
lines on Figure 2. The signal is amplified exponentially
due to SBS processes. This exponent in a simplified
form may be represented as lSðr; zÞl2 / expð

Ð
gdzÞ;

with the gain g(z) being the result of transverse
overlapping of the intensity profiles of signal and
pump:

gðzÞ < const · klEðr; zÞl2·lSðr; zÞl2l
�
klSðr; zÞl2l ½2�

Thus, the similarity of the intensity profile of
the signal to that of the pump is rewarded by the
exponential preference in the output signal level.
However, this is not enough to guarantee that the
output backward-scattered signal Sðr; zÞ is phase

Figure 1 (a) Collimated beam is distorted by propagation

through inhomogeneous medium. (b) Conjugate, a.k.a. antidis-

torted beam becomes collimated after backward passage through

the same medium.

Figure 2 Stimulated Brillouin Scattering (SBS) method of PC.

Solid lines symbolize the rays of incident ‘beam’, while dotted lines

depict the rays of the signal amplified by the SBS process.
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conjugate with respect to the pump. It is here that the
mutual reversibility of propagation of strongly
inhomogeneous signal and pump becomes crucial.
Namely, good transverse overlapping is sustained
along the entire interaction length z, only if
Sðr; zÞ / Epðr; zÞ: This constitutes the ‘discrimination
mechanism’ of SBS-PC: the ‘conjugate mode’ of
the signal has a z-sustained advantage in exponential
gain and, under appropriate conditions, suppresses
all nonconjugate signal configurations in com-
petition for pump power. Nonlinear-optical
wave theory of this discrimination process has been
developed further.

The holographic mechanism of PC has a different
nature. It may take the form of static holography or
dynamic holography; the latter essentially may be
considered as a part of nonlinear optics. Here is a
simplified description of one of the variants. Suppose
one wants to obtain a conjugate replica of the incident
monochromatic signal, whose complex profile is SðRÞ:

A plane reference wave AðRÞ ¼ expðikA·RÞ is also
directed to the registering medium. If SðRÞ and AðRÞ

are mutually coherent, then an interference pattern
of intensity is produced {SpðRÞAðRÞ þ compl: conj:}:
The medium records this pattern in the form of the
modulation of refractive index and/or of the absorp-
tion coefficient, d1ðRÞ / ðc1 þ ic2Þ{S

pðRÞA ðRÞ þ c:c:}
(Figure 3a). At the ‘reconstruction’ stage, the holo-
gram is illuminated by another plane reference
wave, BðRÞ ¼ B0 expðikB·RÞ: In the specific case, when
kB ¼ 2kA; the source dDconj of the reconstructed
wave becomes, as shown by Figure 3b:

dDconj ¼ ðc1 þ ic2Þ½S
pðRÞAðRÞ�·BðRÞ / SpðRÞ

£ ðc1 þ ic2ÞA0B0 ½3�

Reversibility of propagation laws guarantees that
this source will indeed excite a conjugate wave with
high efficiency. Both processes, recording of the
interference pattern and reconstruction of the con-
jugate wave, may occur simultaneously, if one deals
with the dynamic holography. The same process may
also be described as nonlinear-optical four-wave
mixing (FWM) via cubic nonlinearity xð3Þ:

dDconjðRÞ ¼ xð3ÞSpðRÞAðRÞBðRÞ ¼ xð3ÞSpðRÞA0B0 ½4�

with the four waves; A, B, S, S p.
Important characteristics of a PC device are:

fidelity of conjugation, efficiency of returning back-
reflected power/energy, and reaction time or build-up
time. The fidelity parameter must show how close the
output of the device EoutðrÞ is to the perfectly
conjugate profile SpðRÞ of the incident signal (up to
an arbitrary constant complex factor). Among other
definitions, the square modulus of the normalized
transverse overlapping integral of the fields is often
discussed:

f ¼
l
ÐÐ

Eoutðx; yÞSðx; yÞdxdyl2�ÐÐ
lEoutðx; yÞl

2dxdy ·
ÐÐ

lSðx; yÞl2dxdy
� ½5�

To achieve good (close to 1) fidelity of PC in
the holographic or FWM scheme, one has to guar-
antee that the reference waves, A0 expðikA·RÞ and
B0 expðikB·RÞ; are exactly conjugate to each other,
kA ¼ 2kB: That, in turn, requires the absence of any
distortions in the holographic or nonlinear medium.
To the contrary, there are very modest requirements
on the phase inhomogeneities of the medium in the
SBS scheme of PC, and for that reason it is usually
labeled as a scheme of self-phase conjugation.

A hybrid scheme, Brillouin-assisted FWM, has
been suggested and implemented, where mutually
conjugate reference waves are produced via SBS-PC,
while FWM, in a separate medium, exploits SBS
nonlinearity. This scheme has produced extremely
high, up to about 1010, reflectivity, accompanied by
an extremely low-noise detection of incoming signals.

A number of other PC schemes were first realized
with the use of an important class of materials for
nonlinear optics: photo-refractive crystals (PRC).
These are crystals where ionization of the dopants
by the incident light creates interference pattern of
charge separation. The linear electro-optic (Pockels)
effect transforms the resulting patterns of the
electrostatic field into patterns of refractive index,
thus creating dynamic holograms. A remarkable
property of these crystals is that most of them act as
very good electrical insulators. Therefore, the only
source of conductivity, which tends to erase the

Figure 3 (a) Recording of a hologram in a photosensitive

medium by a reference wave A and signal wave S. (b) Read-out of

that hologram by the wave B counter-propagating to A results in

generation of the conjugated signal Sp.
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hologram, is photoconductivity, the value of the latter
being proportional to the intensity of incident light
itself. For this reason, the steady-state strength of the
hologram turns out to be independent of the intensity.
It is the build-up time that must be increased, if
intensity is low. One can achieve various processes in
PRC, including those similar to the xð3Þ-type optical
Kerr effect, stimulated scattering, etc.

The simplest use of PRC for generation of PC waves
is to devise a FWM scheme (see Figure 3 ). However, a
multitude of other, nontrivial schemes have been
devised and implemented. The most impressive use of
PRC for PC is based on interactions of the beams in
the vicinity of a corner of a rectangular crystal,
typically BaTiO3, these interactions being of the
stimulated scattering type. To honor J. Feinberg’s cat,
whose image was reconstructed in the first demon-
stration, this scheme is universally called ‘cat
conjugator’. It turned out to be a very reliable and
robust scheme of self-phase-conjugation (SPC).

Another important group of the SPC scheme is
called ‘tail-biting’. One of the variants of the latter is
shown in Figure 4. Incident ‘pump’ wave AðRÞ; whose
transverse profile one wants to conjugate, enters the
medium, and then is redirected by mirrors back into
the same medium, to ‘bite itself’. For the purpose
of discussion, this redirected pump is labeled as
wave BðRÞ on its second arrival into the medium.
Spontaneous scattering results in a seed for the
amplification of the wave CðRÞ via the process of
stimulated scattering (SS) AðRÞ! CðRÞ:

Wave CðRÞ is also redirected into the medium by the
same mirrors, and is labeled as wave DðRÞon its second

arrival into the medium. Both CðRÞ and DðRÞ are
depicted in Figure 4 by white arrows. Wave DðRÞ is
also amplified due to the SS process BðRÞ! DðRÞ:

As it follows from the macroscopic description of
SS process, volume gratings of refractive index are
recorded in the medium, dnðRÞ /2i½ApðRÞCðRÞ þ

BpðRÞDðRÞ�: Among all the transverse profiles for the
seed CðRÞ; the one that happens to be proportional to
BpðRÞ will be reflected by the mirrors into the medium
in the form DðRÞ / ApðRÞ: The latter case is again a
consequence of the reversibility of propagation laws,
where both gratings have the same profile and add
coherently in the form ApðRÞBpðRÞ: What is even
more important, the grating BpðRÞDðRÞ / BpðRÞApðRÞ

serves to close the feedback loop for seeding the
appropriate CðRÞ: This, and other variants of tail-
biting schemes, have also proved to be reliable
and robust. Quite often a laser amplifier is inserted
in the path A ! B and C ! D; thus enhancing
the feedback.

Another important scheme is traditionally called
‘double PC’; albeit it may be better described as
‘mutual PC’. Figure 5 should help in understanding
that scheme. Consider the beam AðRÞ incident
to a medium active with respect to the stimulated-
scattering-type process AðRÞ! CðRÞ: This process
originates from a random seed and results in a fan of
different waves CðRÞ: Such a process is characteristic
of PRCs and is a consequence of recording dynamic
gratings of refractive index dnðRÞ /2i½ApðRÞCðRÞ�:

Suppose another beam BðRÞ; typically incoherent
with respect to AðRÞ; illuminates the medium from
the other side, and also is engaged in the fanning
process, this time BðRÞ! DðRÞ; with the grating of
refractive index dnðRÞ /2i½BpðRÞDðRÞ� involved.
Among all the transverse profiles for the seed grating
CðRÞApðRÞ; the one that happens to be proportional
to BpðRÞApðRÞ will be supported by similar profiles in
the BðRÞ! DðRÞ scattering. In this way, two fanning

Figure 4 Tail-biting scheme of phase conjugation. Figure 5 Towards the mechanism of double PC (mutual PC).
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processes enhance each other and close the feedback
loop. An important consequence is that one obtains
the following output waves:

CðRÞ ¼ const1 £ BpðRÞ

DðRÞ ¼ const2 £ ApðRÞ
½6�

One can say that the output wave CðRÞ presents a
conjugate replica of BðRÞ-beam, while the output
wave DðRÞ presents a conjugate replica of
AðRÞ-beam; hence the label ‘mutual PC’. In some
experiments the incident beams, AðRÞ and BðRÞ; were
of somewhat different colors (i.e., from different
lasers), or their pulses did not overlap in time in the
medium. It is the grating memory that ‘informs’ one
beam about the presence of the other. The mechanism
of cat conjugator is considered to be a combination of
tail-biting and double PC schemes.

Pumped laser material with saturable gain often
serves as an important nonlinear-optical medium for
implementing PC. One of the evident advantages is
that possible low efficiency of properly nonlinear
process may be compensated by the gain in the same
piece of material.

Considerable attention is paid nowadays to the
chirp reversal of optical pulses that are used in
fiber optical communications. Such chirped pulses,
SðtÞ ¼ expð2iv0t þ ibt2=2 2 t2=t 2

1 Þ; with the value of
the ‘chirp’ dv=dt ¼ 2b and an increased pulse
duration t1, arise as a result of propagation in a fiber
which possesses group velocity dispersion (GVD).
Pulse stretching and chirp are the consequences of
different propagation times for the different frequency
constituents of the pulse. If some device changes the
sign of that chirp, then subsequent propagation of the
pulse, through a piece of fiber with the same GVD,
restores the duration of the pulse to original shorter
value t0. A scheme has been suggested to use nonlinear
optical FWM in a x (3)-medium or three-wave mixing
(ThWM) in a x (2)-medium:

dDconjðtÞ ¼ xð3ÞSpðtÞAðtÞBðtÞ

dDconjðtÞ ¼ xð3ÞSpðtÞCðtÞ
½7�

Indeed, complex conjugation of the time dependence
of the signal’s field is equivalent to the change of
the chirp sign. The second (ThWM) expression is
written assuming that the reference wave
CðtÞ / expð22iv0tÞ; so that is has the frequency
double that of the signal. The same process of
ThWM has been shown to yield the conjugation of
transverse phase profile of the beams, but for a number
of reasons it was not applied.

As for the applications of PC, one of them was
discussed above (Figure 1: double-pass scheme of a

laser amplifier). Lasers with one or two PC mirrors,
or with more complicated PC scheme, promise
generation of high-transverse-quality beams with
the use of realistic laser media, the latter inevitably
possessing thermal and other distorting inhomo-
geneities. Another important potential application is
free-space optical communications: Earth–Earth or
Earth–satellite through atmosphere, or satellite–
satellite communications. An ‘interrogating’ beam
may be sent in one direction through an imperfect
optical system and/or through turbulent atmos-
phere. Conjugation of transverse profile of the
‘interrogating’ beam at the other end of the
communication link leads to an almost perfect
redirection of the reflected beam towards the
‘beacon’ source, while time modulation may carry
the information.

Readout of information data from a holographic
storage is almost always performed in the regime of
reading the conjugate wave, since it corrects for the
most part of aberrations of optical systems in
question.

To conclude, one may use a citation from the two
consecutive Scientific American popular papers on
PC: ‘at present the number of applications would
seem to be limited only by imagination.’

Reviews of various aspects of phase conjugation
may be found in monographs and Scientific American
papers listed below. The author of the present article
was introduced to PC by his colleague V. V. Ragulskii,
and has greatly benefited from collaboration with
V. V. Ragulskii and V. V. Shkunov.

See also

Microscopy: Phase Contrast Microscopy. Nonlinear
Optics, Basics: Four-Wave Mixing. Phase Control:
Phase Conjugation and Image Correction. Scattering:
Scattering Theory.
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Introduction and Basics of the
Photorefractive Effect

In 1966 Ashkin and coworkers were pursuing
research on optical devices using the electro-optic
material lithium niobate. They noticed that the
refractive index of lithium niobate would change
when it was exposed to laser light, and upset the
expected operation of their devices. They called
the effect optical damage. Shortly thereafter, Chen,
LaMacchia, and Fraser reported on the use of the
optical damage effect for holographic data storage.
Thus began the field of photorefractive nonlinear
optics, which has been used in various applications
such as real-time holography, optical data storage,
optical image amplification, nondestructive testing,
distortion compensation by phase conjugation,
pattern recognition, and radar signal processing.
Many inorganic and organic materials have been
investigated for their photorefractive effects, includ-
ing ferroelectrics, semiconductors, and sensitized
polymers. The most well-known inorganic materials
are lithium niobate, bismuth silicon oxide, barium
titanate, and strontium barium niobate. Most organic
photorefractive materials are based on polymeric
photoconductors such as those used in xerography
that are doped with electro-active molecules, some
plasticizers, and sensitizers.

While in its broadest interpretation, the photo-
refractive effect occurs whenever light incident on a
material causes a refractive index change, one usually
applies the term to electro-optic index changes
resulting from optically generated space charge fields.

Materials that are photorefractive in this sense share
the following properties

. high transmission at the operating wavelengths;

. linear electro-optic coefficients or orientational
Kerr effects;

. charge carriers that become mobile when optically
excited;

. trapping centers for these charge carriers to enable
spatially non-uniform redistribution of charge.

Consider two beams from the same laser crossing
inside a photorefractive material such as barium
titanate. The interference pattern will have bright and
dark fringes. Charge carriers are excited where the
light is bright, then drift and diffuse to regions of
relative darkness where they preferentially recombine
into trapping centers. In this way, a net excess charge
develops in the dark regions, and a net deficit of
charge develops in the bright regions. The spatially
varying charge distribution has an electric field
associated with it and this electric field causes a
spatially varying refractive index profile. Because the
space charge, its field, and resulting refractive index
have the same spatial periodicity as the original
interference pattern we have a holographic phase
grating. The diffraction efficiency of the hologram
can easily approach 100% for materials such as
barium titanate and strontium barium niobate
which have high electro-optic coefficients. Likewise,
such high diffraction efficiencies are easily
obtained in 100 micrometer-thick photorefractive
polymer films.

The Standard Rate Equation Model

The development of photorefractive gratings can be
modeled using standard semiconductor rate
equations. Figure 1 shows two beams incident
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symmetrically on a photorefractive crystal or poly-
mer. They form an interference pattern whose
intensity may be written:

IðxÞ ¼ I0ð1 þ m cosðkgxÞÞ ½1�

where x is the direction perpendicular to the
interference fringes, I0 is the average intensity, m is
the modulation index, and kg is the wavenumber of
the interference pattern.

The crystal may be considered a wide bandgap
semiconductor containing electron donors in the
bandgap with density ND and electron acceptors
with density NA. It is assumed that some electrons
ionized from the donors permanently occupy these
acceptors so that when charge in the crystal is
distributed uniformly in the dark, the number density
of ionized donors ND

i is equal to NA. Likewise,
polymers contain donor and acceptor-like molecules
that can be neutral or ionized. The spatially varying
light distribution ionizes the donors at the following
rate, assuming that Ni

D p ND :

›Ni
D

›t
¼ sIND 2 gRneN

i
D ½2�

where s is a photoionization coefficient, gR is a
recombination parameter, and ne is the density of
excited charge carriers, which we assume here to be
electrons. The model can easily be generalized to
include holes. We also use the equation of charge
conservation:

›Ni
D

›t
¼

›ne

›t
2

1

e
7·j ½3�

where e is the charge of an electron, and j is the
current in the conduction band.

j ¼ meneE þ kBTm7ne ½4�

where m is the electron mobility, kB is Boltzmann’s
constant, and T is the temperature. The electric field
obeys Gauss’s law:

7·E ¼ 2eðne þ NA 2 Ni
DÞ=1 ½5�

where NA is the density of acceptors. These equations
may be linearized by approximating the electron
density, ionized donor density, and electric field with
their first Fourier components:

E¼E0þ
1
2 ðE1 expðikgxÞþEp

1 expð2ikgxÞÞ

Ni
D¼Ni

D0þ
1
2 ðN

i
D1 expðikgxÞþNip

D1 expð2ikgxÞÞ

ne¼ne0þ
1
2 ðne1 expðikgxÞþnp

e1 expð2ikgxÞÞ

½6�

This assumption is strictly valid only when the
modulation index m is much less than unity.
Otherwise, a generalization to higher orders in the
Fourier series is required. However, the linearized
theory is sufficient to illustrate the most important
features of the photorefractive effect. The solution for
the space charge field E1 for the case when the
interference pattern is applied at time t¼0 is

E1¼m
2iEQðE0þiEDÞ

E0þiðEDþEQÞ
ð12expð2t=tÞÞ ½7�

where E0 is an externally applied or photovoltaic field
(if any), ED is the diffusion field

ED¼
kBTkg

e
½8�

and EQ is the limiting space charge field

EQ¼
eNA

1kg

½9�

Some photorefractive crystals, most notably LiNbO3,
exhibit the photovoltaic effect in which optical
illumination induces a dc field across the crystal.

The sinusoidally varying space charge field E1

operates through the linear electro-optic effect with
effective coefficient r to produce a sinusoidal variation
in the refractive index n of the crystal:

nðxÞ¼n0þ
1
2 ðn1 expðikgxÞþnp

1 expð2ikgxÞÞ ½10�

where

n1 ¼2
1

2
rn3

0E1 ½11�

The effective electro-optic coefficient r may be found
from tensor analysis of the electro-optic tensor and

Figure 1 Diagram of two-beam coupling process showing

optical interference pattern, space charge, resultant electric field,

and p/2 phase shifted electro-optically induced refractive index

grating.
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the vector space charge and optical fields. Notice
that there is a 90-degree phase shift between the
interference pattern and the refractive index grating
when E0 is zero. The time constant t is given by

t¼
NA

sNDI0

E0þ iðEDþEmÞ

E0þ iðEDþEQÞ
½12�

where Em is a mobility field

Em¼
gRNA

mkg

½13�

When E0 is nonzero, there is an oscillatory com-
ponent to the time constant.

In contrast to the case of ordinary optical
nonlinearities such as the optical Kerr effect, in
which the nonlinear coupling strength is proportional
to the optical intensity, the steady state strength of
the photorefractive effect is independent of optical
intensity while the time constant is inversely pro-
portional to intensity in the basic model described
above. The time constant varies with the photocon-
ducting performance of a given material. In the fastest
polymeric and inorganic materials it is, at the time of
writing, of the order of a few milliseconds at
1 W cm22 of incident optical intensity.

At low intensities (below the equivalent dark
intensity, 1 W cm22 in barium titanate), the above
equations need to be modified to include the effect of
dark conductivity. Even in the dark, there will be a
few mobile charge carriers in the conduction band
that tend to erase the grating. This will result in the
effect appearing more Kerr-like, except still with the
90-degree phase shift between the index grating and
the interference pattern.

Coupled Wave Equations

The change in refractive index n1 can be large enough
to produce substantial interactions between the
writing beams. The writing beams generate a phase
grating that diffracts the beams into each other. The
grating influences the writing beams, which in turn
influence the grating. In the cases where the diffusion
field dominates, for example when the externally
applied or photovoltaic field E0 is absent, one beam is
amplified by in-phase diffraction of the other beam
from the grating. As shown in Figure 2, this
amplification results from a 90-degree phase shift
due to diffraction from a phase grating coupled with a
290-degree phase shift from the spatial phase shift
between the interference pattern and the index
grating. The second beam is attenuated by destructive
interference with the first beam diffracted by the

grating. These interactions can be modeled by
standard coupled wave theory. Let the electric field
amplitude associated with the jth beam be

Ejðr; tÞ ¼ e
h
AjðrÞ expðiðkj · r 2 vtÞ

þ Ap
j expð2iðkj · r 2 vtÞÞ

i
½14�

where e is the polarization unit vector. Using the
scalar wave equation

72E þ k2E ¼ 0 ½15�

and the slowly varying envelope approximation����� d
2Aj

dz2

�����p k

����� dAj

dz

����� ½16�

we find

dA1

dz
¼ þg

A1lA2l
2

I0

dAp
2

dz
¼ 2g

Ap
2lA1l

2

I0

½17�

with the coupling constant g given by

g ¼ 2
ivDnm

c cos q
½18�

where q is the half-angle between the writing beams
and Dnm is given by

Dnm ¼ 2
1

2
n3

0r
E1

m
½19�

Equation [17] shows that beam 1 is amplified and
beam 2 is attenuated. That beam 1 is amplified

Figure 2 Two-beam coupling amplification. Beam 1 is amplified

by constructive interference. Beam 2 is de-amplified by

destructive interference.
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instead of beam 2 is a result of the choice of crystal
orientation and hence the sign of g. These nonlinear
equations can be solved for normalized intensity
Ij ¼ lAjl

2
:

I1ðzÞ ¼
I0

1 þ ðI2ð0Þ=I1ð0ÞÞexpðþGzÞ

I2ðzÞ ¼
I0

1 þ ðI1ð0Þ=I2ð0ÞÞexpð2GzÞ

½20�

where G ¼ gþ gp is the intensity coupling constant.
In the limit where I1 p I2; the weak beam, beam 1,
experiences exponential amplification. This ampli-
fication can be used to build optical oscillators with
many of the same properties as conventional laser
oscillators. The solution can be generalized to the
case where g has an imaginary component due to an
applied or photovoltaic field E0. Linear absorption
can also be included.

Materials

Photorefractive materials may be separated into two
broad classes: inorganic and organic. The first
materials investigated were inorganic oxides and
semiconductors. Their success led to efforts to
endow more easily produced organic materials with
the required photoconductivity, charge trapping
centers, and electro-optic coefficients.

Inorganic Materials

The first requirement in a classic photorefractive
material is a linear electro-optic coefficient, such
as appears in sillenites such as bismuth silicon
oxide Bi12SiO20 and bismuth germanium oxide
Bi12GeO20. These were some of the first photore-
fractive materials used for image processing and
phase conjugation applications. However, their
electro-optic coefficients (a few pm/V) are not large
enough to easily give rise to large diffraction
efficiencies, or to photorefractive oscillators.
Materials at a temperature near a phase transition
generally have higher electro-optic coefficients
because their crystal structures are on the verge of
changing. They are extremely susceptible to the effect
of any external influence such as the application of
electric fields including photorefractive space charge
fields. That is why ferroelectric materials are good
candidates for photorefractive materials. These
include barium titanate BaTiO3, potassium
niobate KNbO3, and strontium barium niobate
SrxBa12xNb2O6. The mean free path of charge
transport is less than that in sillenites, so they require
more photons to reach a steady state. Therefore,

ferroelectric materials are typically less sensitive than
sillenites.

The second requirement is for photoconductivity.
This requires the existence of photoexcitable charge
carriers, either from valence band to conduction band
or from intraband trapping centers. The latter source
of photocarriers is used most often because the
absorption length of light whose energy is greater
than the bandgap is usually only a few micrometers.
This places a severe restriction on the beams’
interaction length ‘. Thus there has been considerable
researchonsuitabledopants,most commonlyFe2þand
Fe3þ. These dopants also act as trapping centers.

Lithium niobate is an example of a material with a
large photovoltaic effect. When illuminated, this
crystal develops a large dc field, which acts to enhance
the grating strength. In those cases where the photo-
refractive effect is not wanted, such as in the design of
lithium niobate waveguide devices, the photovoltaic
effect can be greatly diminished by the addition of
MgO to the crystal melt during growth.

For photorefractivity in the near infrared, semicon-
ductors such as gallium arsenide and indium phos-
phide have been used with success. These materials
also have the advantage that they can be grown in
layered structures to produce, for example, multiple
quantum wells that can be used to tailor the
characteristics of optical excitation and charge
transport.

Organic Materials

First-generation photorefractive polymers were
designed to mimic the properties of their inorganic
counterparts. Owing to their rich structural flexi-
bility, organic synthetic materials with suitable charge
transport, trapping, linear electro-optic effects and
low optical absorption, were developed. This
approach did build on the know-how developed
previously in making photoconducting polymers for
xerography and electro-optic polymers for optical
modulation. Current polymers are based on an
orientational photorefractive effect that leads to
higher refractive index changes compared with
traditional photorefractive materials. In materials
with orientational photorefractivity, the refractive
index change is produced by the field induced
reorientation of anisotropic conjugated molecules
that possess a permanent dipole moment and that
have a high polarizability anisotropy. The photo-
refractive space charge field together with the applied
field will periodically reorient these molecules and
produce a periodic refractive index modulation
through an orientational Kerr effect. The build-up
and dynamics of this space-charge field are similar to
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those of traditional photorefractive crystals and can
be described by eqns [2]–[7]. The time constant of the
hologram is a convolution of the build-up time of the
space-charge and the orientational diffusion time of
the dipolar molecules in the total electric field. In
contrast to crystals, polymers are nearly amorphous
and the transport properties are described by
charge hopping processes instead of band-type trans-
port in crystals. Consequently, the photoconducting
properties of polymers are strongly field dependent
and photorefractivity is mainly observed under strong
applied voltages. Numerous polymer composites
have been developed using the hole transport polymer
poly(N-vinylcarbazole). Several materials with a
refractive index modulation amplitude of the order
of a percent and two-beam coupling constants
g . 100 cm21 have been reported. New polymer
composites are continuously being tested. Photo-
refractivity is also studied in other organic
materials including organic crystals, liquid crystals,
nanocomposites such as polymer-dispersed liquid
crystals, or hybrid materials such as sol-gels.

Applications

Holographic Data Storage

Holographic data storage takes advantage of the
Bragg selectivity of thick gratings. This allows many
holograms to be superimposed in the same small
volume, typically of the order of one cubic centimeter.
A page of data is displayed on a spatial light modulator
and a laser beam passing through the modulator is
holographically recorded in the crystal with a refer-
ence beam at a specific angle. Many pages of data can
be superimposed by recording many holograms with
angularly multiplexed reference beams. Other multi-
plexing schemes are implemented by changing the
shape of the wavefront of the reference beam. In
principle, the upper limit of recording density is
determined by the wavelength of light: one bit per
cubic wavelength. If the recording wavelength is
0.5 mm, then one cubic centimeter can contain 1000
gigabytes of data. In practical circumstances, when
noise is taken into consideration, the capacity is
more realistically of the order of one gigabyte if
a 1000 £ 1000 spatial light modulator is used.

Distortion Compensation by Phase Conjugation

Photorefractive materials can be used to make high-
reflectivity phase conjugate mirrors. The phase con-
jugate of a laser beam is produced when a hologram of
the beam is read by another beam traveling in the
opposite direction to the original reference beam. The
phase conjugate reconstruction is a time-reversed

copy of the original beam. If the original beam has
passed through distorting optics, then the phase
conjugate beam will retrace the path of the original
beam through the distortion and emerge in its
undistorted original state. In the standard nomencla-
ture of phase conjugation, the input beam is called the
signal, or probe, and the two reference beams are
called the pumps. The output beam at z ¼ 0 is called
the phase conjugate beam and has zero amplitude at
its input at z ¼ ‘, where ‘ is the interaction length.
Applications for phase conjugation exist, for
example, in signal transmission through distortions
and laser cavity design. If a phase conjugate mirror
is used as a cavity mirror, then the effects of
intracavity distortions are removed.

Since the photorefractive gratings can be very
strong, the diffraction efficiency of the counterpropa-
gating reference beam can be so high that the phase
conjugate reflectivity can exceed unity. The simplest
generalization of eqn [17] to the four-wave mixing
phase conjugation case is when only transmission
gratings are important, as occurs in many circum-
stances depending on the mutual coherence proper-
ties of the beams, and the material’s properties.
The coupled wave equations are

dA1

dz
¼ g

ðA1Ap
4 þ Ap

2A3ÞA4

I0

dAp
2

dz
¼ g

ðA1Ap
4 þ Ap

2A3ÞA
p
3

I0

dA3

dz
¼ 2g

ðA1Ap
4 þ Ap

2A3ÞA2

I0

dAp
4

dz
¼ 2g

ðA1Ap
4 þ Ap

2A3ÞA
p
1

I0

½21�

In the undepleted pumps approximation,
(I1; I2 q I3; I4), the equations become linear and
the solution for phase conjugate reflectivity
R ¼ I3ð0Þ=I4ð0Þ is

R ¼

����� sinh½g‘=2�

cosh½ðg‘þ ln rÞ=2�

�����
2

½22�

where r ¼ I2=I1 is the ratio between the intensities of
the pumping beams.

The fact that the reflectivity of the phase conjugate
mirror can be greater than unity means that we can
build an optical oscillator bounded by a regular
mirror and a phase conjugate mirror only. Not only
does it not require any additional optical gain, but it
also compensates for intracavity distortions. The
regular mirror can have any shape, provided that it
is sufficiently reflective.
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Self-pumped Phase Conjugate Mirrors

If a laser beam passes through a crystal placed inside
an optical cavity formed by two facing mirrors, light
scattered by imperfections in the crystal can be
amplified through the photorefractive effect. The
cavity provides feedback and optical oscillation can
build up. The oscillation beams pump the crystal as a
phase conjugate mirror for the incident beam,
thus forming a self-pumped phase conjugate mirror.
The feedback can even be provided by total internal
reflection in the crystal in which case the crystal by
itself can become a phase conjugate mirror.

Pattern Recognition and Image Filtering

Photorefractive wave mixing can be used to perform
pattern recognition by matched filtering. One
example would be to identify a tank in a battlefield
scene, another would be to identify all of the
occurrences of a particular word on a page of text.
Suppose the input beams contain the corresponding
pictorial information, such as might be obtained by
passing the beams through an image-bearing trans-
parency or spatial light modulator. Equation [21]
shows that the source for beam 3 contains a term
proportional to the product of the amplitudes of the
three input beams. If lenses are placed in the input
beams so that the crystal receives the Fourier trans-
forms of those beams, then the output beam at the
crystal, beam 3, will be proportional to the product of
the Fourier transforms of the input beams 1, 2, and 4.
A lens may then be used to perform the inverse
Fourier transform of the product of the Fourier
transforms of the input beams, producing an output
proportional to beam 1 convolved with beam 2
correlated with beam 4. If beam 1 is a point source
before its Fourier transforming lens, then it will be a
plane wave at the crystal. Beam 3 after inverse Fourier
transformation by its lens will be the correlation of
beams 4 and 2. For example, suppose we want to find
all the occurrences of a particular word, say ‘optics’ in
a given page of text. Then we would make a
transparency of the word ‘optics’ and place that in
input beam 4. We would then place an image of the
page of text in beam 2. Beam 3 would then contain a
field with bright spots at the places containing the
word ‘optics’ in the original text.

The real-time holographic recording properties of
photorefractive materials can also be exploited in
medical imaging applications by performing time-
gated holography. In this method, a hologram is
formed by the temporal overlap in the photorefrac-
tive sample of a reference pulse and the first-arriving
(ballistic photons) light from a stretched image-
bearing pulse that has propagated through a

scattering medium. The filtering of the useful photons
from the scattered ones is achieved by reconstructing
the hologram formed with the ballistic photons in a
four-wave mixing geometry.

Optical Limiting, the Novelty Filter, and Laser
Ultrasonic Inspection

The attenuation of beam 2 in eqn [17] can be used in
several applications including optical limiting and
novelty filtering. If one wants to protect a sensor
from high-intensity laser radiation, then one could
split a small portion of the input beam directed at the
sensor and use it as beam 1 in a photorefractive
recording setup with the input beam acting as
beam 2. If the laser intensity is above the equivalent
dark intensity such that the optically excited charge
density is greater than the thermally excited charge
density, the photorefractive effect will be activated
and the input beam will be de-amplified by
destructive interference with beam 1, thus protecting
the sensor. In materials with high gain–length
products (g‘ . 1), separate provision of beam 1 is
unnecessary because light scattered from the input
beam by imperfections in the material and other
scattering centers will be greatly amplified, often to
such an extent that the input beam is almost
completely attenuated. This photorefractive ampli-
fication of scattered radiation is known as the
fanning effect, because the amplified scattered light
often appears as a fan, or brush of light, as can be
seen in Figure 3. The effect can also be used to make
a novelty filter, which transmits only the moving
portion of a scene. The crystal is only fast enough to

Figure 3 Photorefractive barium titanate exhibiting amplified

scattering. A helium neon laser beam is incident from the lower

left, passes through the crystal to a screen where it is blacked out

to prevent saturation of the camera. The screen shows brushes of

amplified scattering, or fanning.
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respond to the slowly changing or static components
of an image-bearing beam. Since the grating formed
is Bragg-matched only to the slow component, the
grating will only attenuate that slow component.
Any rapidly changing parts of a scene pass through
the crystal unattenuated. Such a filter is useful for
picking out moving objects in a static cluttered
background, for example a tank on a battlefield, or a
micro-organism swimming against a stationary
background.

A related application is in laser ultrasonic inspec-
tion. Defects in industrial material processing such as
welding have characteristic ultrasonic signatures. The
part under test is pinged by a pulsed laser and a probe
laser is reflected from the part. As the part is shaken by
the ultrasound, speckle in the reflected beam vibrates.
A photorefractive recording is made of the speckle
beam. Electrodes are placed on the photorefractive
material, so that any optically induced currents can be
detected. If the speckle pattern is not moving, or is
moving more slowly than the speed of response of the
photorefractive material, the photorefractive grating
will be essentially at steady state: the drift currents
balance the diffusion currents so there is no net
current. There is no signal as the part moves through
the process line. However, if the speckle beam is
moving faster than the response time of the material, it
will move photoexcited charge back and forth past the
quasistatic grating and generate a net current for
detection via the electrodes.

Adaptive Signal Processing

The relatively slow speed of photorefractive devices
can be used to advantage in radio-frequency (RF)
signal processing, such as signal extraction and
coherent combination of signals from antenna arrays.
The signal extraction application depends on grating
competition in two-beam coupling. Suppose we wish
to separate signals on two different RF carrier
frequencies v1 and v2; respectively. The combined
signal is applied to an optical carrier beam using a
high-speed modulator. The resulting optical field may
be represented as

S1ðtÞ expðiv1tÞ þ S2ðtÞ expðiv2tÞ ½23�

It is used to pump a unidirectional ring resonator
so that grating competition allows oscillation only
on the strongest component of the combined signal,
say S1. The output of the oscillator is proportional
to the extracted component S1. The effectiveness of
the intersignal competition is enhanced by placing
another photorefractive material in the cavity. A
portion of the intracavity beam is picked off by a

beamsplitter and used as a two-beam coupling
pump in the second material. The crystal is oriented
so that the photorefractive grating diffracts the
picked-off beam back into the cavity. The return of
the picked-off component is most effective for the
stronger component S1 thus decreasing its loss
compared to that of the weaker component S2.
This beamsplitter/crystal combination is known as a
reflexive coupler.

Photorefractive Solitons

Under favorable conditions, a single beam incident
on a photorefractive crystal will induce a positive
refractive index change at the center of the beam.
This provides a self-focussing tendency that counter-
acts the beam’s divergence due to diffraction. When
these two effects balance each other, the beam can
propagate with a constant diameter. Such a beam is
known as a spatial soliton in analogy with temporal
solitons in optical fibers and can occur when there is
a component of the photorefractive response due to
drift. The drift component of the photorefractive
effect appears when a dc field E0 is applied to the
material. Potential applications are optically written
waveguides and couplers.

List of Units and Nomenclature

Amplitude gain [cm21] g

Applied dc field [Vm21] E0

Current [Am22] j
Dielectric permittivity [Farads m21] 1

Diffusion field [Vm21] ED

Electron acceptor density [m23] NA

Electron charge [C] e
Electron donor density [m23] ND

Grating wavenumber [m21] kg

Intensity gain [cm21] G

Interaction length [cm] ‘

Ionized donor density [m23] Ni
D

Limiting space
charge field

[Vm21] EQ

Mobility [m2 V21 sec21] m

Mobility field [Vm21] Em

Normalized intensity [V2 m22] I
Photo-ionization coefficient [kg sec22] s
Photorefractive time

constant
[sec] t

Pump ratio [1] r
Radian frequency [sec21] v

Recombination coefficient [m3 sec21] gR

Slowly varying optical
electric field

[Vm21] A
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Introduction

The tremendous development of high-powered fem-
tosecond laser systems since the 1980s, has opened up
new areas of research in nonlinear optics, plasma
physics, atomic and molecular dynamics, and intense-
field physics. For many of these applications, it is
important to understand how ultrashort light pulses
propagate through a medium under conditions in one
or more of the processes in which nonlinear optics
play an important role.

The starting point for the modeling of light
propagation under these conditions is Maxwell’s
wave equation for the electric field Eðr; tÞ which is
given in Gaussian units as

72E 2
›2E

›t2
¼ 4p

›2P

›t2
½1�

where the Pðr; tÞ is the polarization inside the
medium. Typically, the polarization is separated into
a term Pl that depends linearly on the field E and into
a term Pnl that depends nonlinearly on the applied
field. The Fourier transform of the linear polarization
can be expressed as ~Plðr;vÞ ¼ xð1ÞðvÞ ~Eðr;vÞ; where

~Eðr;vÞ is the Fourier transform of electric field Eðr; tÞ:
For the laser–matter interactions that we consider
here, we assume that the linear susceptibility xð1ÞðvÞ is
real, in which case the wave equation can be
expressed as

72 ~E þ

�
nlðvÞv

c

�2
~E ¼ 2

4pv2

c2
~Pnl ½2�

where nlðvÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ 4pxð1ÞðvÞ

p
is the frequency-

dependent linear refractive index of the medium.
For light pulses that are longer than an optical

period, the envelope description is valid and the
electric field can be described by an amplitude
envelope Aðr; tÞ and a carrier frequency v0 such that

Eðr; tÞ ¼ Aðr; tÞeiðk0z2v0tÞ þ c:c ½3�

where k0 ¼ kðv0Þ ¼ n0v0=c is the wavevector ampli-
tude and n0 ¼ nlðv0Þ: This envelope description is
advantageous for performing analytical and numeri-
cal studies of pulse propagation. However, for
sufficiently short laser pulses, where the shape of the
envelope function does not depend on the carrier
phase of the carrier wave, such a description is no
longer applicable. Nevertheless the envelope descrip-
tion can be made valid for pulses that are nearly as
short as a single cycle or, alternatively, that have
spectral bandwidths that are comparable to the
central frequency v0: To derive an equation for
the spatio-temporal evolution of the pulse envelope,
the relation for the electric field is substituted into the
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wave equation (eqn [2]) and the following two
approximations are made: i) k0›A=›z p ›2A=›z2;

which signifies that the envelope varies slowly in
space over a distance compared to the central
wavelength; ii) vph , vgr where vph ¼ c=n0 is the
phase velocity and vgr ¼ ðdk=dvÞ21 is the group
velocity. This latter approximation is invariably well
satisfied when the frequencies contained in the laser
field are highly nonresonant with any transition
frequencies of the medium.

For an input pulse at z ¼ 0 with a peak amplitude
A0; and characteristic widths in space and time given
by w0 and tp; respectively, the equation for the
normalized amplitude uðr’; z; tÞ ¼ Aðr’; z; tÞ=A0 can
be expressed as

›u

›j
¼

i

4

 
1þ

i

v0tp

›

›t

!21

72
’u2 i

X
n¼2

Lds

n!LðnÞ
ds

›nu

›tn

þ i

 
1þ

i

v0tp

›

›t

!
pnl

½4�

where t¼ ðt2 z=vgÞ=tp is the normalized retarded time
for the pulse traveling at the group velocity vg; LðnÞ

ds ¼

tn
p=bn is the nth-order dispersion length, bnðn$ 2Þ is

the nth-order dispersion constant, Lds ¼ lLð2Þ
ds l is the

dispersion length, z¼ z=Ldf is the normalized dis-
tance, Ldf ¼ kw2

0=2 is the diffraction length, pnl is the
normalized nonlinear polarization, and 72

’ is the
transverse Laplacian. The presence of the operator
ð1þ i›=v0›tÞ in the diffraction term ð72

’uÞ of eqn [4]
leads to space–time focusing, while its presence in the
nonlinear term results in self-steepening and
both these terms arise from not making the slowly
varying envelope approximation in time (i.e.,
k0›A=›tp›2A=›t2) in deriving eqn [4]. For a self-
consistent analysis of pulse propagation in the non-
linear regime, both the effects of space–time focusing
and self-steepening must be included.

Nonlinear Refractive Index

For an isotropic medium in the highly nonresonant
limit, the third-order term is the lowest-order
contribution to the nonlinear susceptibility. This
term gives rise to the nonlinear refractive index,
that is, the index of refraction depends on the local
intensity of the laser field. For many materials there
are two contributions to the nonlinear refractive
index: i) an instantaneous part that arises from
the electronic response of the medium; and ii) a
noninstantaneous contribution due to the nuclear
motion of the molecules (i.e, the Raman
contribution). For such a medium, the nonlinear

polarization may be expressed as

pnlðz; tÞ ¼
Lds

Lnl

�
ð1 2 f Þluðz; tÞl2

þ fgR

ðt

21
dt 0Rðt2 t 0Þluðz; t 0Þl2

�
uðz; tÞ

½5�

where Lnl ¼ ðc=v0n2I0Þ is the nonlinear length, I0 ¼

n0clA0l
2
=2p is the peak input intensity, f is the

fraction of the Raman contribution to the nonlinear
refractive index, and RðtÞ ¼ {½1 þ ðVRtRÞ

2�
	
VRtR}

expð2t=tRÞ sinðVRtÞ is the Raman response function,
tR is the characteristic Raman response time, VR is
the characterstic Raman frequency, and gR ¼ tp=tR:

For example, for fused silica f ¼ 0:15; tR ¼ 50 fs, and
VRtR ¼ 4:2: For a noble gas such as Xe, there is no
Raman contribution and f ¼ 0:

Self Focusing, Supercontinuum
Generation, and Filamentation

The presence of the nonlinear refractive index with
n2 . 0 can lead to self-focusing of a laser beam. For
sufficiently long pulses such that dispersion, self-
steepening, and space–time focusing effects can be
neglected, it is found that laser beams with input
powers greater than the critical power Pcr ¼

al2=4pn0n2 will undergo catastrophic self-focusing
collapse. The dimensionless parameter a $ 1:86
depends on the spatial profile of the input beam and
for a Gaussian input beam is given by a ¼ 1:9; in
which case the ratio of the input power P to the
critical power satisfies the relation P=Pcr ¼

1:055Ldf=Lnl: Extensive studies have been made on
the dynamics of laser beams undergoing self-focusing.
For example, it has been shown that the shape of the
collapsing beam evolves to a radially symmetric
profile as it approaches the collapse point and that
the total power contained in the collapsing portion
always corresponds to the minimum value (i.e.,
a , 1:86) regardless of the initial power in the beam.

For light pulses shorter than a picosecond, the role
of material dispersion plays an important role and
completely alters the dynamics of the self-focusing
process. These dispersive effects lead to a temporal
splitting of the pulse into two pulses and the arrest of
its collapse. At even higher powers, other phenomena
can occur, such as ‘optical shock’ formation at the
rear edge of the pulse, due to self-steepening and
space–time focusing. Shock formation leads to the
emission of a broad spectrum of radiation extending
from the ultraviolet to the mid-infrared, known as
supercontinuum generation (SCG). This phenomenon
was first observed in 1970, and since then it has been
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observed in many different solids, liquids, and gases,
under a wide variety of experimental conditions.

If the peak intensity of the pulse approaches
intensities of . 1013 W/cm2, either through self-
focusing or external focusing, multiphoton ionization
occurs and a plasma is formed in the medium. (See
section below on Plasma Nonlinearities and Relati-
vistic Effects.) The generation of the plasma lowers
the refractive index and effectively counteracts the
self-focusing process, resulting in the spatial confine-
ment of the pulse for distances far beyond what
would be allowed by ordinary linear diffraction and
has been observed in gases, liquids, and solids. A
striking example of this apparent self-waveguiding is
the observation of ‘light strings’ in air which can
extend more than 10 km into the atmosphere. This
phenomenon was first observed with 100 fs laser
pulses in the near infrared (l ¼ 800 nm). Researchers
found that pulses with energies greater than 10 mJ
undergo self-focusing collapse in air and produce a
highly intense (. 1013 W/cm2) 100-micron-diameter
light filament tens of meters long.

Multiphoton Absorption

Multiphoton absorption is a process in which an
atom or molecule makes a transition from a ground
state to an excited state by means of the simultaneous
absorption of N photons. In the lowest order of
perturbation theory, such a process can be described
by means of a susceptibility of order ð2N 2 1Þ; that is,
by xð2N21Þ: Alternatively, this process can be described
in terms of an N-photon cross-section s ðNÞ defined
such that the transition rate per atom is given by

RðNÞ ¼ sðNÞIN ½6�

where I is the intensity of the laser field. Quantum
mechanical expressions for the N-photon cross-
sections are readily obtained. One finds, for instance,
that

Rð2Þ
ng ¼








X
m

mnmmmgE2

"2ðvmg 2 vÞ








2

2prfðvng 2 2vÞ

Rð3Þ
og ¼








X
mn

monmnmmmgE3

"3ðvng 2 2vÞðvmg 2 vÞ








2

2prfðvog 2 3vÞ

½7�

In each of these expressions, the quantity rf represents
the density of final states, or equivalently the atomic
lineshape function, evaluated at the N-photon tran-
sition frequency.

Optical Damage

High-intensity laser fields can produce unwanted
damage to optical materials. As a point of reference,
the threshold for laser damage to fused silica at a
wavelength of 1.05 micrometers for a pulse of 30 ps
duration corresponds to an intensity of 230 GW/cm2

or a fluence of 7 J/cm2. Over a wide range of
pulselengths (approximately 1 ps to 1 ms), the
threshold intensity for laser damage decreases with
pulse length T as T21=2 and correspondingly the
threshold fluence for laser damage increases with
pulse length T1=2: In this range of pulse durations, the
dominant mechanism of laser damage is avalanche
breakdown. In this process, free electrons are
accelerated by the laser field until they acquire
sufficient energy to impact-ionize other atoms in the
sample. These additional electrons are similarly
accelerated and create still more free electrons. The
combined action of the breaking of chemical bonds
and the deposition of heat energy leads to the
fracturing of the optical material. For pulses shorter
than 1 ps, processes such as multiphoton absorption
and multiphoton dissociation contribute to the
mechanism of optical damage. For laser pulses longer
than approximately 1 ms (including continuous wave
laser beams), the dominant damage mechanism is
direct heating of the optical material by linear
absorption.

High-Harmonic Generation

Let us consider how nonlinear optical effects are
modified when excited by a super-intense pulse.
Nonlinear optical effects are traditionally modeled
using a power-series expansion, such as

P ¼ xð1ÞE þ xð2ÞE2 þ xð3ÞE3 þ · · · ½8�

but this series is not expected to converge if the
laser field strength E exceeds the atomic unit of
field strength Eat ¼ e=a2

0 ¼ 2 £ 107 statvolt=cm ¼

6 £ 109 V/cm. This field strength corresponds to
a laser intensity of Iat ¼ 4 £ 1016 W/cm2, which
constitutes the threshold intensity for exciting
nonperturbative nonlinear optical response.

One of the consequences of excitation with
intensities comparable to the atomic unit of intensity
Iat; is the occurrence of high-harmonic generation. In
a typical experimental arrangement, a gas jet is
irradiated by high-intensity laser radiation, and all
odd harmonics of the fundamental laser frequency,
up to some maximum value Nmax; are observed.
The various harmonics below Nmax are typically
emitted with approximately equal intensity; such an
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observation is incompatible with a perturbative
explanation of this phenomenon. Recent work has
demonstrated harmonic generation with Nmax as
large as 341.

The phenomenon of high-harmonic generation can
be understood in terms of a simple physical model.
One imagines an atomic electron that has received
kinetic energy from the laser field and is excited to a
highly elliptical orbit. The positively charged atomic
nucleus is at one focus of this ellipse, and each time
the electron passes near the nucleus it undergoes
strong acceleration and emits a short pulse of
radiation. This radiation will occur in the form of a
train of short pulses; the spectrum of the radiation
will be the square of the Fourier transform of this
pulse train, which will contain the odd harmonics of
the oscillation frequency up to some maximum
frequency, that is approximately the inverse of the
time the electron spends near the atomic core. This
argument can be made quantitative to show that the
maximum harmonic number is given by

Nmax"v ¼ 3:17K þ Up ½9�

where K ¼ e2E2=mv2 is the ‘ponderomotive energy’
(the kinetic energy of an electron in a laser field) and
Up is the ionization energy of the atom.

Plasma Nonlinearities and
Relativistic Effects

The process of multiphoton ionization can liberate a
sufficient number of free electrons to transform the
optical medium into a plasma, that is, a fully or
partially ionized gas. The process of plasma for-
mation is described by the equation

dNe

dt
¼

dNi

dt
¼ ðNT 2 NiÞs

ðNÞIN 2 rNeNi ½10�

where Ne is the number density of electons, Ni is the
number density of ions, NT is the total number of
atoms (both ionized and un-ionized) in the material,
and r is the electron–ion recombination coefficient.
The optical properties of plasmas are very different
from those of typical dielectric materials; the plasma
contribution to the dielectric constant is given by

eðvÞ ¼ 1 2
v2

p

v2
½11�

where vp ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4pNe2=m

p
is known as the plasma

frequency.
Nonlinear effects can occur in the propagation of

light through a plasma. One example is the nonlinear
response resulting from the relativistic change in mass

of the electron due to the large velocity that it can
attain in the field of an intense laser beam. Detailed
consideration of this effect shows that the nonlinear
change in refractive index can be described as
Dn ¼ n2I where

n2 ¼
2pv2

pe2

n2
0m2c3v4

¼
1

2pn2
0

�
vp

v

�2

1:1 £ 10226 cm2

W
½12�

Nonlinear Quantum Electrodynamics

One can imagine an electric field so intense that it
could lead to the spontaneous creation of electron–
positron pairs. Such a field would have a strength of
the order of EQED ¼ mc2=el2c where l2c ¼ "=mc is the
reduced Compton wavelength of the electron. The
intensity of a light beam with a peak field amplitude
of EQED is IQED ¼ 4 £ 1029 W/cm2. Detailed con-
sideration shows that even for fields weaker than IQED

there will be a field-induced change in the dielectric
tensor given by

e ik ¼ dik þ
e4"

45pm4c7

h
2ðE2 2 B2Þdik þ 7BiBk

i
½13�

Because of the unusual tensor properties of this
relation, it displays a different polarization depen-
dence than typical optical nonlinearities. Nonethe-
less, to an order of magnitude one can describe the
strength of this response as

n2 ¼
7

15c

e2

"c

1

E2
QED

¼ 5:6 £ 10234 cm2
=W ½14�

See also

Fiber and Guided Wave Optics: Nonlinear Optics.
Quantum Electrodynamics: Quantum Theory of the
Electromagnetic Field.
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Introduction

The generation of laser harmonics in gases provides
high-brightness ultraviolet and soft X-ray radiation
induced by an intense laser pulse. This phenomenon
was discovered experimentally in the late 1980s, in a
simple setup as that sketched in Figure 1. The laser
pulse is focused in the interaction medium, which may
be a gas jet formed by a pulsed electromagnetic valve, a
capillary, or a small chamber filled with the gas. The
beam leaving the interaction region includes a part of
the laser pulse and a number of odd harmonics.

The harmonic orders generated in this way may
reach and exceed an order of 300, so that this

mechanism, often referred as high-order harmonics
(HHs) generation (HHG), directly up-converts low
frequency radiation, usually in the near-infrared
spectrum, to extreme-ultraviolet (XUV) or soft
X-rays. An example of a HH spectrum is shown in
Figure 2, where several tens of discrete harmonic peaks
are present. The striking difference with ordinary
nonlinear processes is the flatness of the photon yield
versus nonlinear order, up to a sharp cut-off point.

The HHG is based on the sequence of three
processes: the electric field of an intense laser pulse
ionizes atoms placed near the laser focus; the
liberated electrons are driven by the laser electric
field in a trajectory which returns on the parent ion;
and the electron recombines releasing a photon whose
energy is the ionization potential plus the electron’s
kinetic energy. The process is periodic in time, with the
period of the laser pulse, and the emitted spectrum is
then expressed by discrete components, multiples of
the laser frequency. The emission is in the form of a
traveling wave in the direction of the laser beam and
so only odd harmonics are present.
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The individual processes in HHG have highlighted
the coherent response of electrons in the laser field,
that show up interferences between quantum trajec-
tories, as well as a nonlinear phase-matching issue –
which have provided a simple method to investigate
the interaction of single particles with the electro-
magnetic field, where plasma effects and bonds may
be of minor influence.

Background

The interest to produce laser harmonics using gases
instead of crystals was expressed by many. For the gas
medium; the mass-density is three order of magnitude
lower than for solids and the nonlinear susceptibility
can be strongly enhanced for suitable resonance
frequencies. Moreover, the phase-matching of the

phase velocities may be achieved by tuning the gas
pressure or by mixing diverse gases, so realizing a
highly homogenous conversion region, free from
walk-off and with an extension much longer than
for crystals. In addition, gases have a high threshold
for the intensity-induced damage, which is also
non-permanent.

This research was made possible with the introduc-
tion of chirped-pulse laser amplifiers in the early
1980s, when picosecond lasers pulses reached inten-
sities capable of directly ionizing solids and matter
with their own electric field. This effect, known as
optical ionization, was further enhanced when the
laser pulses were reduced to subpicosecond duration,
up to a few femtoseconds (10215 s), close to their
natural limit, which is the optical cycle. The
experimental observation of HHs and of the ejection
of electrons with unexpected high energy, the above
threshold ionization (ATI), dramatically changed the
scenario of laser matter interaction and has indicated
a new regime in the coupling of laser radiation with
the matter. The ordinary nonlinear optics, using the
perturbative approach, was not capable of interpret-
ing the findings and so the request was made for new
models for the description of the interaction, which
has been now named nonperturbative.

Typical Experimental Parameters

In the experimental investigation of the HHG,
many laser wavelengths and pulse durations were
used, including radiation from excimer, visible,
Ti:sapphire, Nd:YAG (first and second harmonics)
and CO2 lasers, and pulses of duration from hundreds
of picoseconds to a few femtoseconds. Among these,
the more effective strategy in the generation of high
harmonic order with high conversion efficiency, has
been that of near infrared pulses with shortest
duration. In order to induce optical single-ionization,
the required laser intensity needs to span in the
1014 W/cm2 range. Different elements are a possible
choice for the gas in the interaction medium, though
noble gases are used for the generation of the highest
orders, since these have the higher ionization poten-
tial. Due to the very short duration of the laser pulse,
the gas temperature is not relevant, while a pressure
range of 10–500 mbar is usually chosen to balance,
on one side, the needs of a large number of atoms that
take part in the HHG and on the other side, the limit
posed by the attenuation of the XUV and soft X-ray
radiation after the generation, caused by the gas
absorption. For the same reason, a powerful pumping
system is needed, in order to reduce the ambient
pressure in the apparatus below 1025 mbar level.

Figure 1 Scheme of the interaction between a focused laser

pulse and a gas jet. z axis originates at laser focus.

Figure 2 HHs experimental spectrum, obtained from helium

gas, and a Ti:sapphire laser pulse at 790 nm, with 25 fs duration

and 6 £ 1014 W/cm2 intensity.
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The Models for the High Harmonics
Generation

The physical processes involved in HHG are many: in
the emission of the HH photons, the laser field
interacts with a single atom of gas and induces the
ionization, the electron’s motion and its recollision
with its parent ion; besides, the beam of HHs is the
result of the superposition of the radiation from all
the ionized atoms, as in an ordinary nonlinear
medium, where the phase velocity of the laser field
and of HHs is a function of the position and of the
laser intensity and phase; therefore, the phase-
matching issue has to be addressed in order to
understand the global yield of HHG. The more
relevant causes for the mismatch are the geometrical
phase shift at the beam focus, which for Gaussian-
profile beams is the Gouy phase, the nonlinear phase
from the atomic polarization, and the effects of the
plasma induced by the laser pulse itself. In addition,
other effects have to be considered, such as the
nonuniform density distribution of the target gas or
the fact that the propagation of XUV radiation
through a gas is usually influenced by a strong
absorption, which is frequency dependent.

The study of HHG is first approached by introduc-
ing what is known as the simple man model, in which
simplifications are introduced in order to treat the
problem in a simple classical scheme, but from which
the essential characteristics are derived. We then
introduce the more complex quantum model based
on the path integrals.

First Step: Ionization

The first step in the HHG model is the process with
which the laser electric field applies to an electron,
belonging to an atom or a molecule, a force that
causes its detachment. This takes place only if such a
field is strong enough to liberate the electron from its
atomic bond. This may happen when the laser,
which is taken here as linearly polarized and periodic
in time, has modified the potential well so that the
electrons may tunnel through it or pass over it. In
fact, the sum of the atomic potential with that
associated to the laser, which can be thought of as a
plane that swings between a positive and negative
slope at the laser frequency, gives rise to a finite
sized well, through which the electron escapes by
tunneling, or eventually to an aperture from which
the electron is drawn away from the nucleus. In
Figure 3, is shown such a well and the tunnel path
for the electron.

Once freed, the electron responds to the periodic
force from the laser which makes it oscillate. The

average kinetic energy on such oscillations is known
as the ponderomotive potential Up; and is related to
the laser intensity and wavelength, according to the
following: Up ¼ e2E2

0=4mv2
0; which reads numerically

as UpðeVÞ ¼ 9:3I0ð1014 W=cm2Þl2ðmmÞ; where l is
the laser wavelength, E0 and I0 the laser peak electric
field and intensity.

Second Step: Free-electron
Trajectory

On the freed electron are applied both the time-
varying force due to the laser field and the ionic
potential. Its motion can be approximated according
to the simple man model as a nonrelativistic classical-
mechanics trajectory; its initial velocity is set to zero,
and its initial position is by the ion; finally, the laser
exerts a force much stronger than that from the ion as
well as from the laser magnetic field, thus these two
latter forces are cancelled out.

As mentioned above, the electron trajectories that
induce HHs are those where the electron returns by
the ion with strong kinetic energy. If the laser is
linearly polarized, the induced trajectory takes place
along a line, at which also belongs to the parent ion.
Moreover, the electron final velocity is related to the
actual instant of ionization, or phase of the field, with
respect to the laser peak. Therefore, electron final
energies span from zero to a maximum value Kmax:

By considering the first semi-cycle, Kmax occurs at
about 178 of field phase angle, while for the second
semi-cycle it is at 1978.

In Figure 4 the electron trajectories for different
ionization in the first semi-cycle are shown: the
electron displacement in the laser-field direction with

Figure 3 Electron potential when the laser pulse shines on the

atom; lgl indicated the level of the ground state; in red, a possible

trajectory of the liberated electron after tunneling.
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respect to the ion position, which is the initial as well
as the final position, is represented versus time, where
the time origin is at the laser peak, where field phase is
equal to zero. The laser intensity directly influences
the value of Kmax; according to the following
expression: Kmax ¼ 3:17 Up: In the case shown in the
figure, the peak laser intensity is I0 ¼ 8 £ 1014 W/cm2

and the ponderomotive potential is Up ¼ 45 eV and
Kmax ¼ 143 eV:

Moreover, for a given final energy below Kmax;

there are more than one value of the phase of the laser
field where the trajectory results with the same final
kinetic energy. This indicates that multiple trajec-
tories may produce a given HH, and this is relevant in
terms of the interference between them.

Third Step: Recombination

The final process which occurs in the HHG, is the
recombination of the ionized electron with the parent
ion. The energy conservation means that the kinetic
energy and the ionization potential have to be
delivered to the emitted photon. In the simple man
model, the spectrum of HH then spans from Ip to the
maximum values of Emax ¼ Ip þ 3:17 Kmax: In the
case of Figure 2, obtained using helium gas at
6 £ 1014 W/cm2, the spectral position of cutoff
can be estimated at about 9 nm, or 140 eV, which
is in good agreement with the prediction of the
relationship described above.

The electron recombination is not a unique process
occurring at this point: the electron may be scattered
by the ion and be emitted with a kinetic energy of up
to 10 Up; which is known as the rescattering plateau

in ATI, or it may ionize the ion by collision, leaving a
double ionized atom via sequential ionization, with a
strong increase in the observed cross-section of this
process.

Feynman Path-Integral Approach

The ideas in the simple man model have been
expanded in order to include the quantum mecha-
nical description of the laser-electron-ion interaction.
By using the Feynman path-integral approach, the
evolution of the electron driven by the laser force is
associated to a probability which depends on the sum
of an infinite number of amplitudes fn: These are
complex numbers and correspond to different trajec-
tories, or quantum orbits, rnðtÞ; followed by the
electron. Their phase is proportional to the classical
action of the electron motion, S½rnðtÞ�; calculated
along rnðtÞ; which begins at time ti and ends at a later
time tf ¼ ti þ t: Here t defines the duration of the
liberated electron trajectory. In our case, the action is
the sum of three terms:

S½rnðtÞ� ¼ Sbound;n þ Sfree;n þ Sfinal;n ½1�

that correspond respectively to the electron ioni-
zation:

Sbound;n ¼ 2E0ti;n ½2�

where E0 is the binding energy of electron in the atom
ground state, E0 , 0; to the free electron trajectory:

Sfree;n ¼
ðtf

ti

½k 2 eAðtÞ2�dt ½3�

where k is the electron momentum after ionization,
directed parallel the laser electric field, and AðtÞ is the
vector potential of the laser field, and to the final
recombination with the parent ion:

Sfinal;n ¼ ð"vq þ E0Þtf ;n ½4�

The condition that normally points out the trajec-
tory made by the electron may be obtained from the
principle of least action. Within the path integral
approach, this principle can be used to deduce some
equations which have to be obeyed by the quantum
orbits, and that express the energy conservation in
both the ionization and recombination process and
the fulfilment of boundary conditions for electron
trajectory. These are known as saddle-point
equations, and reads as:

½k 2 eAðtiÞ�
2 ¼ 2mE0 ½5�

Figure 4 Electron trajectories relative to different ionization

instant within the first semi-cycle; in dotted red, half-cycle, in

continuous red, the whole optical cycle. Trajectories for later times

do not return to the ion, do not contribute to HHG and correspond

to ejected photoelectrons.
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for the ionization process:

kt ¼ e
ðtf

ti

AðtÞdt ½6�

which compares the initial momentum with that
exchanged with the laser field during the trajectory,
and

½k 2 eAðtf Þ�
2 ¼ 2mð"vq þ E0Þ ½7�

for the recombination process which emits an
harmonic of order q:

From eqn [5] we note that the solution for the
ionization time ti is a complex number, since the right
hand side is negative. This suggests that the quantum
orbits are complex as well. The reason for this is that
the tunnel through the potential well is a nonclassical
process.

The orbits solutions to eqns [5]–[7] have different
durations, and for some of them t is shorter than an
optical cycle, while for the others the electron returns
in a later cycle than the one where it was ionized. This
latter solution is of minor influence, since the electron
wavefunction spreads out along the trajectory,
decreasing the recombination probability. Those
within the initial optical cycle sum the amplitudes
to give the probability of the generation of q-th
harmonic, and their interference is evident from the
irregular single-atom spectrum.

The time evolution of the laser pulse as well as the
interaction geometry are experimental tools that
influence the relevance of the different trajectories.
In particular conditions it is possible to set the
condition for HHG from a single trajectory, with a
very simple phase structure and clear spectrum; some
cases are described below.

HHs Generated by Few-Optical-Cycle
Pulses

The laser electric field considered so far has been
taken as stationary, relying on the hypothesis that the
pulse envelope has a duration much longer than the
laser optical cycle. For the analysis of the electron
trajectories, that last a fraction of the laser optical
cycle, this hypothesis is valid for pulses down to
about 20 fs. For shorter pulses, as those generated
with the hollow fiber technique, there is a noticeable
variation of the electric field between a cycle and the
next. The generation process is now aperiodic, and
the characteristics of HH spectrum and conversion is
strongly influenced by the pulse actual duration.

In order to show the striking changes in this regime,
Figure 5 shows the laser electric field, the envelope and
the ionization probability of helium gas in the case of a

pulse of 5 fs of full width at half-maximum (FWHM)
duration and a laser intensity of 9 £ 1014 W/cm2. The
atom can be ionized during only three intervals, of
sub-fs duration but where only one is dominant.

The HHG experiment in this temporal regime
have revealed that the influence of the plasma in the
interaction region is progressively reduced and
eventually vanishes for pulses of duration of about
5 fs. This is because the atoms are exposed directly
to the maximum electric field, and so there is no
pre-ionization of the gas caused by the initial part
of the pulse. This effect, which is present in the case
of many-cycle pulses, causes a reduction in the
HHG efficiency, due to a depletion of the neutral
density available at the time of maximum electric
field, where the higher HHs are produced with a
large dispersion, which deteriorates the phase-
matching.

Moreover, the effect of the carrier-envelope-phase
in the HHs spectrum has been demonstrated as an
evident spectral shift of the cut-off harmonics
generated with few-cycle pulses. The reason can be
found in the variation of the phase of the emission
from each electron after its trajectory. For the few-
cycle pulses, this phase changes for every laser semi-
cycle, due to the change in the actual electric field
which drives the electron motion.

This portion of the spectrum is also relevant to its
phase structure, since here the HHs are generated by a
single electron trajectory. This condition sets a
constant phase difference between the subsequent
harmonic orders. In this way, similarly to the mode
locking laser, this effect allows the synthesis of a
pulse, from the combination of several harmonic
orders, which has a duration much lower than the

Figure 5 Ionization rate for helium gas shined by a 5 fs FWHM

pulse of intensity 9 £ 1014 W/cm2. The dotted line shows the

normalized evolution of electric field of the pulse. Only the three

central half-cycles induce ionization.
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individual harmonics. This process has been
exploited to produce a soft X-ray pulse of duration
of 650 as (1 as, attosecond ¼ 1 £ 10218 s).

HHs Beam Characteristics

The HHG is a coherent process, in that the emitted
radiation has a direct relationship with the laser
pump. The emitted HH beam also reflects this fact in
its good directional characteristics and in its spatial
and temporal coherence, as different experiments
have demonstrated.

Using a 110 fs laser pulse, the interference fringes
produced in the far field of two spatially separated
HH beams were measured as a function of the mutual
delay. The HH coherence time tc resulted in agree-
ment with the expected duration of the HHs, which is
a fraction of that of the laser pulse. Moreover, it has
been observed at a different tc in the central and
external regions of the far field of harmonic 23rd,
50 fs and 20 fs respectively. This is because different
phase-matching in the HHG contribute to the on-axis
and off-axis part of the HHs beam, where the more
prominent quantum orbit is also different.

The measurement of the beam divergence for
different harmonic orders is relevant for both the
estimate of the beam brightness and the irradiance
available in the case of the HH applications.
Moreover, it is useful for the understanding of
the phase-matching which is realized in actual
interaction geometry. The experimental measure-
ments requires an astigmatic spectrometer, as is
described later. In this kind of experiment, the
focalplane images of the HH spectrum are taken
for different generation conditions, usually moving
the gas-jet position with respect to the laser focus,
the z coordinate in Figure 1. The harmonic peaks
appear as elongated spots, as shown in Figure 6 for
helium gas and an intensity of 4 £ 1014 W/cm2 and
duration of 20 fs, whose length in a transverse
direction to the dispersion plane can be related, by
a optical calculation, to the beam divergence.

A comparison between divergences for HHG
driven by few- or many-optical-cycle pulses has
revealed another aspect of the phase-matching
condition. In this case, the laser pulse was compressed
in time by means of the hollow fiber technique, and
so the resulting phase front is of the Bessel-beam type,
truncated at the first zero. The experiment indicates a
divergence for plateau harmonics of about 3 mrad
FWHM of the beam, in the case of the 7 fs pulse and
larger values by more than 50% using the 20 fs pulse.
In both cases, the beam divergence increase moving
downstream the gas jet and with increasing harmonic
order. The reduced divergence can be ascribed to a

more regular wavefront of the harmonic beam, which
can be related to the simpler phase structure of the
few-cycle case.

By using an intensity-calibrated detector, the
number of photons per harmonic order per laser
shot can be measured. Combining this measure with
that of the divergence, the HH beam brightness can
be calculated. The source size and the HH pulse
duration can be easily modeled from the experimental
parameters. The result for the case of neon with 7 fs
pump-pulse with intensity of 9 £ 1014 W/cm2 is
shown in Figure 7, as a function of the gas-jet

Figure 6 Focal plane image obtained from the spectrograph

shown in Figure 9, relative to the HHs spectrum of helium with

20 fs and 4 £ 1014 W/cm2. The bar in upper-left corner indicates

the scale-length of vertical axis corresponding to a divergence of

the HH beam of 1 mrad.

Figure 7 Peak brightness of the HHs beam determined from

absolute-intensity and divergence measurements, using neon gas

and a 790 nm laser pulse with 7 fs duration and 9 £ 1014 W/cm2

intensity.
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position, with positive values when the jet is
downstream with respect to laser focus.

The large divergence reduces the brightness of
downstream positions. Maximum values of about
8 £ 1013 W/srad cm2 are found close to the focus,
relatively flat with respect to harmonic order.

The conversion efficiency hHH from the fundamen-
tal intensity to that of the HHs can also be derived
from this kind of measurement. The more convenient
parameters for HHG in the range 41–71 were found
using neon gas jet from a pulsed valve and a pulse
duration of 7 fs, which leads to hHH in the scale of
1027, while for lower orders, from 17 to 31, a value
about two orders of magnitude larger has been
obtained using a short hollow fiber filled with argon
gas. A remarkable intracycle optimization mechanism
was introduced in this case, in order to maximize the
given harmonic order of chosen. This was done by
tailoring the shape of the pump pulse in spectrum and
time, using an adaptive component in the laser
compressor. In this case, the optimal pulse shape to
maximize the efficiency in the driving of the electron
on a trajectory producing the required harmonic order,
is sought by means of a genetic algorithm.

A strong efficiency enhancement has also been
demonstrated by manipulating the laser wavefront by
means of a deformable mirror (DM). In this case, the
DM was controlled by a genetic algorithm, aiming to
increase the HHs intensity in a given spectral interval.
The purpose of this technique is the correction of the
optical aberrations on the beam, introduced by both
the optical components in the beam focusing line and
the phase distortion caused by nonlinear effects
leading to an optimum laser front. The effect is
shown in Figure 8, where the spectrum obtained with

the original beam is compared with that optimized by
the genetic algorithm. It can be noticed there is
both a remarkable extension of the HHs spectrum, of
about 20 orders, as well as a strong enhancement of
the plateau intensity.

Spectrometers and Monochromators
for HHs

The extended spectrum of HHs reaches the optical
domains of the extreme-ultraviolet (XUV, 10–
100 nm) and soft X-ray (1–10 nm). In these regions,
the optical materials have very poor or zero
transmission, and so the optical design of instruments
for HHs analysis uses reflective optics only. Excep-
tions sometimes used are the frequency-selective
XUV transmission filters, whose thickness does not
exceed a few tenths of a micrometer, and the
diffracting zone-plates. Moreover, for the radiation
of wavelength shorter than 30 nm, even the reflectiv-
ity of optics becomes poor, and this forces the use of
grazing-incidence mountings or the narrow band
XUV and soft X-ray multilayer mirrors.

On the other hand, HHs as optical sources have
favorable characteristics, in that they are emitted in
a region smaller than the laser waist focus, so usually
of a few tens of micrometers, and their divergence is
small, as seen above. In addition, the very short
duration of the pump pulses broadens the HHs
spectrum, due to time-bandwidth inequality, usually
smearing details below 0.1 nm of width.

The spectrograph is then realized with the least
number of components, usually combining in one or
two optics of the spectral dispersion, the gathering of
the HH beam and its focusing on the detector.
Moreover, it is not feasible to collect with a single
detector all the broad HH spectrum in once, so
usually a spectral interval of interest is selected and
acquired with a linear or bidimensional detector, or
scanned sequentially by rotating the grating.

An example of spectrograph with 2D-detector, is
shown in Figure 9, the layout of the instrument
developed for the simultaneous measure of the
divergence and the intensity of HHs generated from
few-optical-cycle pulses.

Figure 8 Comparison of the HHs spectrum obtained with and

without the wavefront correction using a deformable mirror. Neon

gas was used and a 790 nm laser pulse with 6 fs duration and

0.3 mJ energy.

Figure 9 Optical layout of the astigmatic spectrometer for the

divergence measurement.
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The upper part of Figure 9 shows the optics in the
dispersion plane, where the toroidal mirror gathers
the HH radiation and relays it to the source point for
the spherical grating. The latter has a varied line
spacing (VLS) of the grooves, in order to image an
erected spectrum in the focalplane. This feature is
convenient in order to use a bidimensional detector.
In the sagittal plane, the grating has negligible effect,
and the toroidal mirror is designed to realize an
astigmatic image of the source in the focalplane, from
which the divergences can be extracted. The detector
needs to be blind at the radiation of the laser and at
the lower harmonics, and to have an extended linear
response in the XUV and soft X-ray. A good solution
can be obtained with an open micro-channel
plate (MCP), with a suitable photocathode such as
MgF2, placed in the focalplane, coupled with a
high-resolution and a high dynamic CCD camera.

For the selection of a single harmonic order or of
a narrow spectral region, an XUV monochromator is
used. This device is based on the spectral dispersion of
the HHs beam by using a diffraction grating. The
desired harmonic order is selected by scanning the
wavelength which falls on the slit, usually by rotating
the grating. This technique uses a single optical
component, a concave grating, to reduce the reflection
losses. On the other hand, the single-grating mono-
chromator introduces a remarkable time broadening
in the selected radiation. In fact, the grating
diffraction is based on the optical path length
difference for the rays diffracted by subsequent grating
grooves. Therefore the selected beam, of wavelength
l; is composed of rays whose difference in length is
DL ¼ Ngml; where m is the diffraction order and Ng

is the number of illuminated grooves, given by
the beam diameter on grating multiplied by the
groove density. The time broadening of the selected
pulse is then Dt ¼ DL=c: For a HH XUV pulse,
the diffracted pulse results is 7 ps of duration, if
beam size is of 3 mm and it is diffracted at 878 by a
1200 gr/mm grating.

The solution to this problem may be found in
adopting a twin grating design. In this case, the
dispersion induced by the first grating is used to select
the desired spectral portion of the HH spectrum, and
will be cancelled by the second grating. This latter
grating has to be mounted in order to compensate for
the different optical path length of different rays
within the aperture of the HH beam. The layout of
this optical scheme is reported in Figure 10. The ray
tracing of this compensated monochromator indi-
cates that for both the grazing incidence and the
normal incidence regions, the residual broadening
results is of the order of one femtosecond.

HHs at Work: Applications and
Perspectives

The advantages of HHs with respect to other XUV
and soft X-ray sources, as laser-plasma, synchrotron
radiation or X-ray lasers, are mainly the very short
duration of their emission, their high brightness, and
the source compactness and their intrinsic synchro-
nization with a laser pulse. These aspects have been
already exploited in a few experiments, based either
on the detection of a photoelectron emitted in the
time-dependent interaction of the matter with the HHs
plus fundamental laser beams, or the observation of
changes in the HHs XUV spectrum.

As examples of direct application, the interfero-
metry of a laser-plasma has been obtained with HHs,
to determine spatial distribution of the electron
density. In this case, two beams of harmonic
radiation were generated by splitting in equal parts
the laser pulse, with one of them passing through a
laser-generated plasma from a solid aluminum
target. By means of a grating monochromator, a
single harmonic order is selected, of both beams, and
their interference pattern in the far field is acquired.
From the shift in the fringes pattern, the map of the
plasma electron density was estimated. Here, the
broad spectrum of the HHs was exploited to operate
the interference at the most convenient wavelength,
far from atomic resonances and with fair fringe
contrast.

The direct monitoring of a chemical reaction at the
surface was achieved by pumping, with a part of the
laser pulse, a platinum surface with some adsorbed
molecular oxygen. By observing changes in the
spectrum of the photoelectrons generated by the
delayed HHs beam, the oxygen-platinum bond
switch from a superoxo (O2

2 ) to a peroxo ðO22
2 Þ

state was observed in the time domain.

Figure 10 Scheme of the compensated XUV monochromator,

for the selection of a spectral portion of the HHs spectrum without

introducing temporal broadening. See also Villoresi P (1999)

Compensation of optical path lengths in extreme-ultraviolet

and soft X-ray monochromators for ultrafast pulses. Applied

Optics 38: 6040.

NONLINEAR SOURCES / Harmonic Generation in Gases 269



The electron bond in an atom may be dressed by a
laser field, and the changes induced in its orbital are
diagnosed by a HHs beam, which photo-ionizes the
atom. This phenomenon have been exploited as a
diagnostic of the temporal structure of a HHs beam:
the sidebands in the photoelectron spectrum have
been related to the phase of different harmonics.
The findings indicate that HHs are locked in phase and
their superposition produces a train of 250 as pulses.

By using the mixing scheme of some suitable orders
of a HHs beam generated with few-optical-cycle
pulses, mentioned already in section ‘HHs beam
characteristics,’ a pulse with sub-femtosecond dur-
ation may be generated. This was used in the detailed
analysis of the photoelectron spectrum in a pump-
probe experiment, with time resolution of 150 as.
Again using the IR and HHs radiation together, this
technique has accessed the direct probe of the laser
field oscillation, as demonstration by the use of HHs
in the new domain of attosecond spectroscopy and
metrology.

Finally, the HH radiation can also be considered as
the seed for an amplifier of radiation in the soft X-ray
region, as in the case of a free electron laser.

See also

Coherent Transients: Ultrafast Studies of Semi-
conductors. Instrumentation: Spectrometers. Ultrafast
Laser Techniques: Generation of Femtosecond Pulses.
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Introduction

The transmission distance of a fiber-optic communi-
cation system is limited by fiber loss and dispersion.
For long-haul lightwave systems, the loss limitations
have traditionally been overcome by periodic regen-
eration of the optical signals at repeaters applying
conversion to an intermediate electric signal. Because
of the complexity and high cost of such regenerators,
the need for optical amplifiers became obvious in
the mid-1980s. The optical amplifier is ideally a
transparent box that provides gain and is also
insensitive to the bit rate, modulation format,
power and wavelength of the signal passing
through it.

Several means of obtaining optical amplification
has been suggested since the 1970s, including direct
use of the transmission fiber as gain medium through
nonlinear effects, semiconductor amplifiers, or doping
optical waveguides with an active material (rare-earth
ions), that could provide gain. Due to the spectacular
results on erbium-doped fiber amplifiers, which are
particularly suitable in the third transmission window

(around 1.5 mm), an intense worldwide research
activity on optical amplifiers has developed. As a
consequence, the development of erbium-doped
fiber amplifiers has reached an industrial level, and
commercial devices are now available.

Semiconductor amplifiers, on the other hand,
have the same technical basis as semiconductor
lasers. Although the strong nonlinearity of semi-
conductor amplifiers degrades the performances of
transmission systems, the state-of-art semiconductor
devices seem to be the most interesting amplifiers for
transmission in the second transmission window
(around 1.3 mm).

Amplifier Gain and Bandwidth

In a perfect amplifier, the amplification process
would be insensitive to the bit rate, modulation
format, power, state of polarization, wavelength, and
optical bandwidth of the signal passing through it.
On the other hand, no interaction would take place if
more than one signal were amplified simultaneously.
In practice, however, the optical gain depends not
only on the wavelength (or frequency) of the
incident signal, but also on the electromagnetic
field intensity at any point inside the amplifier.
Details of wavelength and intensity dependence
of the optical signal depend on the amplifying
medium.



We consider a case in which the gain medium is
modeled as a homogeneously broadened two-level
system. In such medium, the gain coefficient (i.e., the
gain per unit length) can be written as:

gðn;PÞ ¼
g0

1 þ
ðn2 n0Þ

2

Dn 2
0

þ
P

Psat

½1�

where g0 is the peak value of the gain coefficient
determined by the pumping level of the amplifier, n
the optical frequency, n0 the atomic transition
frequency, Dn0 the 3 dB local gain bandwidth, P the
optical power of the signal, and Psat the saturation
power, which depends on the gain medium para-
meters. It must be emphasized that Dn0 and Psat refer
to the local gain. However, from the communication
system point of view, it is more desirable to use the
related concepts of amplifier bandwidth and amplifier
saturation power that will be evaluated below.

The amplifier gain G is defined as

G ¼
Pout

Pin

½2�

where Pin is the input power and Pout the output
power of a continuous wave (CW) signal being
amplified. The amplifier gain G may be found by
using the relation:

dP

dz
¼ gðn;PÞP ½3�

where PðzÞ is the optical power at a distance z from
the amplifier input end.

If the signal power obeys the condition P p Psat

throughout the amplifier, the gain coefficient given by
eqn [1] can be considered independent of the signal
power. In such a case, the amplifier is said to be
operated in the unsaturated regime and works as a
linear device. The gain coefficient presents in this
situation a Lorentzian profile that is characteristic
of homogeneously broadened two-level systems.
However, the gain spectrum of actual amplifiers can
deviate significantly from the Lorentzian profile.

The solution of eqn [3] in the unsaturated regime is
an exponentially growing signal power, given by

PðzÞ ¼ Pin expðgzÞ ½4�

For an amplifier length L, we then find that the
linear amplifier gain is

GðnÞ ¼ expðgLÞ ¼ exp

"
g0L

1 þ ðn2 n0Þ
2=Dn2

0

#
½5�

Both the amplifier gain GðnÞ and the gain coefficient
gðnÞ are maximum when n ¼ n0: However, GðnÞ

decreases much faster than gðnÞ with the signal

detuning n2 n0; because of the exponential depen-
dence of G on g. As a consequence, the amplifier
bandwidth DnA; which is defined as the FWHM of
GðnÞ; is much smaller than the gain bandwidth Dn0

(Figure 1). This can result in signal distortion in the
case where a broadband optical signal is transmitted
through the amplifier. From eqn [5] we can obtain the
following relation between the amplifier bandwidth
and the gain bandwidth:

DnA ¼ Dn0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ln 2

g0L 2 ln 2

s
½6�

Gain Saturation

An important limitation of the nonideal amplifier is
related with the power dependence of the gain
coefficient given by eqn [1]. This property is known
as gain saturation and it appears when the signal
power ratio P=Psat is non-negligible. Since the gain
coefficient is reduced when the signal power P
becomes comparable to the saturation power Psat;

the amplifier gain G will also decrease.
Assuming that n ¼ n0 and substituting g from

eqn [1] in eqn [3] gives

dP

dz
¼

g0P

1 þ P=Psat

½7�

Considering the initial condition Pð0Þ ¼ Pin; we
obtain from eqns [2] and [7] the following implicit
relation for the amplifier gain:

ð1 2 GÞ
Pin

Psat

¼ ln

 
G

G0

!
½8�

where G0 ¼ expðg0LÞ: The input saturation power
Ps

in is defined as the input power for which the
amplifier gain G is reduced by a factor of 2 from its
unsaturated value G0 (Figure 2). Indeed, it is obtained
by using G ¼ G0=2 in eqn [8]:

Ps
in ¼

2 lnð2ÞPsat

ðG0 2 2Þ
½9�

Figure 1 Gain coefficient profile g(n) and the corresponding

amplifier gain spectrum G(n).
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As observed from eqn [9], the input saturation power
Ps

in does not coincide with Psat: The output saturation
power is given by Ps

out ¼ G0Ps
in=2: In practice, G0 q 2

and Ps
out is found to be smaller than Psat; by

about 30%.
Gain saturation can be seen as a serious limitation,

particularly for multichannel communication sys-
tems. However, the self-regulating effect of gain
saturated amplifiers can be useful in long-haul light-
wave communication systems, including many con-
catenated amplifiers. In fact, if the signal level in a
chain of amplifiers is unexpectedly increased along
the chain, the saturation effect causes a lower gain
provided by the following amplifiers and vice versa
for a sudden signal power decrease.

Amplifier Noise

Besides the bandwidth and gain saturation limi-
tations, another property must be considered con-
cerning practical optical amplifiers. In fact, optical
amplifiers always add spontaneously emitted
photons to the signal during the amplification
process. Those photons are amplified besides the
signal photons so that, at the amplifier output, an
amplified spontaneous emission (ASE) noise is pre-
sented. Since spontaneous emission always takes
place, ASE noise is unavoidable and does not depend
on the amplifier temperature. This is one of the most
important differences between optical and electrical
amplifiers, where amplifier noise is of thermal
origin and can be reduced by lowering the amplifier
temperature.

The ASE determines a degradation of the signal-to-
noise ratio (SNR). The SNR degradation is usually
characterized by the amplifier noise figure, which is
defined as the SNR ratio between input and output:

NF ¼
SNRin

SNRout

½10�

The SNR is usually referred to the electrical power
generated when the optical signal is converted to

electrical current by using a photodetector. Therefore,
the noise figure as defined in eqn [10] would usually
depend on several detector parameters, which deter-
mine the shot noise and thermal noise associated with
the practical detector. We will consider the case of an
ideal detector, whose performance is limited by shot
noise only.

The SNR of the input signal is simply determined
by the detection shot noise and can be written as:

SNRin ¼
Pin

2hnDf
½11�

where Df is the detector bandwidth.
To evaluate the term SNRout, one should add the

contribution of spontaneous emission to the receiver
noise. The ASE noise spectral density is assumed to
be constant and can be written as

SspðnÞ ¼ ðG 2 1Þnsphn ½12�

where G the amplifier gain and

nsp ¼
N1

N1 2 N0

½13�

is known as the spontaneous emission factor or the
population inversion factor. In eqn [13] N0 and N1

are the atomic populations for the ground and excited
states, respectively.

Considering a low noise amplifier, the signal power
impinging the photodetector is larger than the optical
noise power and the shot noise power. As a
consequence, the electrical noise, due to the signal-
ASE beating, is the dominant contribution and the
SNR of the amplified signal is given by:

SNRout <
GPin

4SspDf
½14�

Using eqns [11]–[14], the amplifier noise figure
defined by eqn [10] becomes:

NF ¼ 2nsp

G 2 1

G
< 2nsp ½15�

where the approximation holds when the gain is
much higher than one. In the case of an ideal
amplifier, nsp ¼ 1 and eqn [15] show that the SNR
is degraded by 3 dB. For most practical amplifiers, NF
can be as large as 6–8 dB.

Basic Amplifier Configurations

The relative importance of the different limiting
factors discussed above depends on the actual

Figure 2 Saturated amplifier gain as a function of the input

power.
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amplifier application. Figure 3 shows the four basic
system configurations envisioned for the incorpor-
ation of optical amplifiers. The first configuration is
to place the amplifier immediately following the laser
transmitter to act as a power amplifier or booster
(Figure 3a). The main purpose of such amplifiers is to
boost the signal power, which can provide an increase
of the transmission distance by 100 km or more. Since
the signal input power is typically large (0.1–
1.0 mW), the key parameter for the power amplifier
will be to maximize the saturation output power and
not necessarily the absolute gain.

The second configuration is to place the amplifier
in-line and perhaps incorporated at one or more
places along the transmission path (Figure 3b),
replacing the electronic regenerators. The in-line
amplifier corrects for periodic signal attenuation
and may exist in a cascade form. The use of in-line
optical amplifiers is particularly attractive for multi-
channel communication systems, since they can
amplify all channels simultaneously.

The third configuration consists of using the
amplifier immediately before the receiver, so it
functions as a preamplifier (Figure 3c). The purpose
of such an amplifier is to improve the receiver
sensitivity. The main figures of merit are high gain
and low amplifier noise, because the entire amplifier
output is immediately detected.

In local-area networks (LANs), distribution losses

often limit the number of possible nodes. The fourth

application of optical amplifiers consists of using

them for compensating such distribution losses

(Figure 3d).

List of Units and Nomenclature

See also

Optical Amplifiers: Optical Amplifiers in Long-Haul
Transmission Systems. Optical Communication
Systems: Architectures of Optical Fiber Communication
Systems.
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Figure 3 Four generic configurations for incorporating optical

amplifiers into transmission systems: (a) as a power amplifier;

(b) as in-line amplifiers; (c) as a preamplifier; (d) for compensation

of distribution losses in local-area networks.

g0 peak value of the gain
coefficient at peak

m21

gðnÞ gain coefficient m21

G0 unsaturated amplifier gain
GðnÞ amplifier gain
L amplifier length m
nsp spontaneous emission factor
P signal power W
Pin input signal power W
Ps

in input saturation power W
Pout output signal power W
Ps

out output saturation power W
Psat saturation power W
SspðnÞ ASE noise spectral density J
Df detector bandwidth Hz
Dn0 bandwidth of the gain coefficient Hz
n optical frequency Hz
n0 atomic transition frequency Hz
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Introduction

The telecommunications industry has undergone a
revolution since the 1980s, by using glass optical
fibers for the transmission of information encoded as
pulses of light. A single telecommunications-grade
optical fiber has been shown to support the propa-
gation of more than 1 Tbit per second (1 £ 1012

pulses per second) over distances comparable to
typical city separations (.100 km). From this tech-
nology, optical fiber links have evolved to become a
network on a planet-wide scale, and form the physical
backbone of the information age.

Erbium-doped fiber amplifiers (EDFAs) are an
enabling technology for optical fiber communication
networks. They have several important properties
that make them the amplification component of
choice in long-distance commercial data transport
networks. Erbium ions deposited in silica-based glass
allow amplification in the lowest loss region of
commercial-grade optical fiber (,0.25 dB/km from
approximately 1530–1620 nm). Erbium-doped fiber
(EDF) is manufactured in a form that allows for low-
loss fusion splicing to standard communications fiber.
Compact semiconductor laser diodes are available to
excite the erbium ions into an amplification state. The
long lifetime of the excited state of erbium provides
the ability to simultaneously amplify multiple wave-
length channels without significant cross-channel
interference. Multiple channel systems have been
deployed with more than 100 optical channels (or
wavelengths) through each EDFA, and this has
allowed network capacities to be dramatically
increased. The low noise properties of the EDFA
also allow networks to be constructed with many
amplified spans before the optical signal has to be
electronically regenerated. Practically unlimited
transmission distance has been demonstrated using
a small number of optical soliton channels through
periodically amplified EDFA lightwave systems.

The development history of the EDFA can be traced
back to the first optical amplifier. In 1962,
a neodymium-based fiber amplifier was invented
that operated at 1064 nm. During the 1980s, the
need for an optical amplifier at telecommunications
wavelengths initiated research at many locations
throughout the world. In 1987, the University of

Southampton (UK) was first to demonstrate an EDFA
that had optical gain at 1550 nm, and during the
following years the design of erbium-doped fiber was
optimized for this application. In 1989, a practical
semiconductor laser diode became available to pump
EDF, and the first compact optical fiber amplifier
modules soon appeared for commercial deployment.
The traditional method of signal regeneration, prior
to 1990, was to use electronics to detect the optical
signal after each transmission span, recover the
digital signal, and then retransmit using another
laser diode. The EDFA allows practical wavelength
division multiplexing (WDM) of multiple optical
signals with all optical signal amplification, and
provides significant performance and cost advantages
over electronic regeneration.

EDFAs have emerged from the laboratory to be
widely deployed in communication networks. EDFAs
are used to boost transmitted power of the signal
lasers (booster amplifier), amplify signals in transit
to compensate losses sustained in the fiber (line
amplifier), or amplify signals before a receiver (pre-
amplifier). Typically, the amplifier module is specifi-
cally manufactured for particular systems that are
mounted on electronic circuit boards. These circuit
packs are then housed in central offices (local
telephone exchanges), remote ‘repeater huts’, or
even in undersea ‘bottles’ as part of a transoceanic
cable. The high cost of network failure requires that
the manufactured EDFA modules comply with
stringent reliability criteria, to provide a useful
operating lifetime greater than 25 years when subject
to extreme environmental conditions.

Amplifiers are constructed for incorporation into
either existing fiber links as part of an upgrade, or for
newly planned systems. Because of the high cost of
installing new fiber into the ground and securing
property rights, it has become economically desirable
to upgrade many existing fiber links rather than to
build new systems. Transmission cables usually have
many pairs of individual optical fibers, some of which
will not initially be transporting data, and these ‘un-
lit’ or ‘dark fibers’ can be activated as consumer
demand increases over time. Typically, each fiber of a
pair is used to carry either ‘east’- or ‘west’-bound
traffic. Around city areas metropolitan area networks
can be expanded in this way, but for long-distance
links (long haul networks with distances .1000 km)
operation is designed for a larger number of channels
(40 to 120 wavelengths) at higher data rates (10 or
40 GHz per channel) over specialized transmission
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cables containing low numbers of fiber pairs. Typi-
cally communication systems are designed to meet
certain cost targets, expressed as dollars per Gbit/s
per km, for total transmission distances. The total
transmission distance is limited by the optical signal
to noise ratio (OSNR) degradation after each fiber-
amplifier link, with a smaller permissible degradation
at higher bit rates. The required gain and OSNR
performance for the system is then translated to an
EDFA module specification.

This article discusses EDFA design and appli-
cations, and shows the elements involved in produ-
cing reliable modules for commercial lightwave
systems.

Components for EDFAs

EDFAs are comprised of passive optical components,
erbium-doped fiber, and pump lasers. Passive
components are chosen to meet optical and environ-
mental specifications, while the erbium-doped fiber is
selected based on the optical power, gain, and
noise figure requirements. Pump lasers are a key
influence on the price and performance of optical
amplifiers.

The amplifier module is typically connected to
the transmission fiber using fiber connectors.
These polished fiber connectors have a higher insertion
loss and reflectivity than fusion splicing, but allow for
easy deployment in the network. Internal optical
components are fusion spliced together to provide low
loss, low back reflection, high strength, and high
reliability joins. Fusion splicing is tailored to parti-
cular fiber types, so that optical components with
dissimilar fiber types are joined with the lowest loss.

The signal and pump radiation is combined with
low loss using optical components called wavelength
division multiplexers (see Figure 1). These com-
ponents are based on fused fiber or interference filter
based technology. Fused fiber WDMs offer the lowest
insertion loss (,0.1 dB is commercially available)

but is restricted to widely spaced wavelengths
(e.g., 980 nm pump and 1550 nm signal). Interfer-
ence filter based WDMs are available for closely
spaced wavelengths (e.g., 1480 nm pump and
1530 nm signal) and have a very low wavelength
dependent insertion loss (flatness). Interference
filters can be designed to produce sharp low-pass,
high-pass, or bandpass type filters suitable for
combining closely spaced wavelengths, as well as
broader peaks suitable for lowering the gain in
particular signal wavelength regions to produce gain
flattened amplifiers.

Signal reflections can cause an amplifier to act as a
laser, and this detrimental effect is eliminated in
EDFAs by using optical isolators. In an isolator the
signal light is coupled out of the single-mode fiber
through a graded index (GRIN) lens and passes
through a nonlinear crystal before being coupled back
into the optical fiber. The isolator consists of a
birefringent rutile (TiO2) or Yttrium OrthoVanadate
(YVO4) wedge, followed by a Yttrium Iron Garnet
(YIG) Faraday rotator, followed by another birefrin-
gent wedge. The YIG crystal is surrounded by a
permanent magnet that rotates the light’s polarization
by 45 degrees. The 45-degree polarization rotation,
coupled with the two birefringent wedges, ensures
that light is efficiently coupled to the output fiber but
not in the reverse direction. Commercial isolators are
available with low insertion losses across the signal
band, with some samples below 0.35 dB. Note that
the YIG crystal works well for the 1480 nm pump
and 1530–1620 nm signal bands, but currently there
is no suitable isolator material that covers 980 to
1550 nm and this puts some limitations on certain
EDFA designs.

The isolator design has been extended to make
multiport circulators. A three-port circulator has the
input into port 1 and output of port 2, light entering
port 2 is directed to port 3, and light entering port 3 is
blocked with an isolator. The circulator allows for
adding and dropping of individual channels when a

Figure 1 Single-stage EDFA with features.
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narrow bandwidth reflective filter is placed on
port 2. Circulators also can be used to separate co-
propagating and counter-propagating traffic on a
single transmission fiber before amplification is done.

Erbium-doped fiber has two strong absorption
bands around 980 nm and 1480 nm that are suitable
for achieving a population inversion in the erbium
ion. The 980 nm wavelength allows low noise
amplification, while 1480 nm lasers provide higher
EDFA output. 980 nm pump lasers usually incorpor-
ate fiber Bragg gratings to stabilize the laser
wavelength to match the narrow EDF absorption
peak, and also have lower drive current requirements.
A 1480 nm pump can provide more amplification,
since there are more photons in each mW of laser
power at 1480 nm than 980 nm. High-output power
pump lasers incorporate thermo-electric coolers
(TECs) within the pump laser package and can
provide fiber coupled power greater than 500 mW.
Both high-power lasers have been qualified to meet
the most stringent reliability standards, with typical
mean time before failure beyond 25 years. Low-cost
980 nm pump lasers, that do not have TECs, are
also available in smaller packages and can supply up
to ,200 mW. By using wavelength division or
polarization combining techniques, it is possible to
further increase the available pump power in the
erbium fiber.

The EDFA module is assembled into a package that
may contain passive optical components, several
meters of coiled EDF, pump lasers, photo-detectors,
and electronic circuit boards. In some cases, it is
advantageous to thermally stabilize the components
so that the amplifier performance can be maintained
when exposed to extreme environmental conditions.
This may occur when the central office’s environmen-
tal control is compromised (e.g., air conditioning
failure). In particular, EDF can exhibit undesirable
spectral gain changes if the ambient temperature
changes by more than 5 8C.

Pump lasers with internal TECs can dissipate more
than 5 Watts of heat per laser and since cooling fans
usually do not have the required reliability, passive
cooling is commonly used in the module in the form
of a metal heat sink. The amplifier module’s size can
be compact, limited by the height of optical com-
ponents or pump laser diodes, or by the size of a built-
in heat sink. The module is designed to survive
conditions of electrostatic discharge, humidity, tem-
perature, thermal shock, extreme vibration, and other
stresses that may be inadvertently present during
operation in the field. In addition, all material in the
EDFA module is also qualified against problems with
out-gassing (e.g., hydrogen release), combustion and
chemical or biological exposure.

The Single-Stage Amplifier

A simple single-stage EDFA consists of an erbium-
doped fiber spool with signal and pump combining
multiplexer. The fiber is optically pumped by 980 nm
and/or 1480 nm laser(s), whose light is coupled into
the signal fiber by a passive component called an
optical multiplexer. The pump wavelengths are
readily absorbed by erbium ions embedded in silica
raising them to an excited state. Amplification occurs
when, stimulated by a nearby signal photon, an
excited erbium ion relaxes back to the ground state
producing a second, identical signal photon. The
erbium ion can be approximated as a three-level
atomic system that can be completely inverted by a
980 nm photon, to provide the lowest noise amplifi-
cation. In contrast, the 1480 nm pump will excite the
erbium ion directly into the upper laser level as a two-
level system, and because of rapid spontaneous
emission from this level, the maximum inversion in
this case cannot exceed approximately 75%. Note
that as the pump photons are absorbed, the inversion
will be nonuniform along the EDF length.

There are two signal wavelength regions commonly
amplified by EDFAs, the C-band (conventional band)
from approximately 1528 to 1565 nm, and the L-
band (long band) from approximately 1570 to
1620 nm. Amplification in the C-band readily occurs
when moderate pump power is available, and relies
on the erbium ion’s spectral absorption and emission
wavelength window that is suited to high levels of
atomic inversion. L-band amplification is also
achieved with moderate pump powers, but because
of the lower absorption and emission cross-sections,
similar gain is reached using approximately five times
more EDF with a lower average inversion. The
C-band amplifier is typically less costly because less
EDF is used, while high-concentration erbium fibers
are available specifically for L-band EDFAs.

An EDFA’s most critical performance parameters
are its amplified signal output power (typically
stated in dBm) and its noise figure (stated in dB).
Output power is mainly determined by total pump
power and the amplifier internal loss. The noise
figure (NF) is defined as the ratio of the signal-to-
noise ratio at the input to the signal-to-noise ratio at
the output.

A single-stage amplifier typically has 1 or 2
pump lasers but can have more if polarization- or
wavelength-pump-combining is implemented for
higher power. When the pump radiation propagates
in the same direction as the signal, the amplifier is
co-pumped, while counter-pumping denotes the
case when the pump laser propagates against the
signal. For a single pump, a co-pumping 980 nm
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laser minimizes the NF (suitable for a pre-
amplifier) while counter-pumped 1480 nm architec-
ture optimizes output power at some expense to
the NF (suitable for a booster amplifier). Recent
semiconductor pump laser improvements have
enabled 980 nm pump lasers with output powers
.500 mW to be commercially available, allowing
most single- or dual-stage EDFAs to be energized
by one laser.

Single-stage designs can be enhanced, as shown in
Figure 1. To control the network an optical signal
may be used as a telemetry or network supervisory
channel, and this is removed with a filter. Telemetry
wavelengths are usually outside of the useful EDF
amplification window, and commonly range from
1500–1520 nm and from 1620–1640 nm. An iso-
lator may be used at the input and/or output to
prevent pump laser or amplified spontaneous emis-
sion from the erbium-doped fiber ‘leaking’ into the
transmission path. Optical taps may be included to
provide information about signal spectra at the input
and output sides. Their feedback can be used to
control pump laser biases for tuning output power,
monitoring amplifier performance, or simply to
trigger alarms. In addition, a reflection monitor is
sometimes placed at the output to observe backwards
propagating optical signals arising from reflections.
Electronics in the module will continuously monitor
the pump lasers and photodetectors and, for example,
can place the module in an ‘eye-safe’ low-output
power (,10 mW) mode within milliseconds if a
transmission fiber break is detected through increased
back-reflected optical power.

The amplifier has a signal input power of 230 to
210 dBm (1–100 mW) for each optical channel, and
has a gain of 25 dB to compensate for a typical span
loss of 100 km optical fiber link. This signal level
allows high powers at the receiver photodetector for
high-quality signal detection, yet is low enough to
avoid nonlinear propagation effects in the trans-
mission fiber. The typical total output signal power of
an 80 channel (wavelength) C-band EDFA is less than
200 mW (þ23 dBm) to avoid stimulated Raman
scattering (SRS) in standard transmission fiber.
The use of improved low nonlinearity transmission
fibers and longer transmission distances can lead to
specified total EDFA output powers to be greater than
400 mW (þ26 dBm). To provide the best perform-
ance, the amplifier usually will allow only a single
direction of propagation, with bi-directional com-
munications systems using one transmission fiber and
circulators to separate ‘east’ and ‘west’ traffic into
individual EDFAs.

Figure 2 shows the results of a numerical simu-
lation for a single-stage amplifier as a function of the

input power and EDF length. The amplifier was
assumed to have EDF with peak absorption of
5.5 dB/m near 1530 nm, and was pumped with
100 mW at 980 nm. The amplifiers signal loss before
and after the EDF was taken to be 0.8 and 1.2 dB,
respectively. As amplifier input power increases there
is a decrease in gain provided by the medium since
there is a fixed amount of pump power available. The
maximum gain is usually achieved near 1530 nm
where the difference between the EDF’s emission and
absorption cross-sections is greatest. Selecting the
length of EDF is critical to achieving the desired
performance, and this can be examined using numeri-
cal simulation for a wide range of design options.

Undersea systems, with their long distances and
large costs of network failure, place stringent design
requirements on EDFAs. These systems mostly use
single-stage designs with emphasis on low noise
operation. This can be achieved by eliminating most
of the optical components prior to the EDF, and also
by co-propagating a strong 980 nm pump using a low
loss fused fiber WDM. Undersea repeaters are spaced
by 30 to 80 km, shorter than terrestrial networks,
with each channel operated at higher power to
achieve multi-thousand kilometer distances. For
example, the trans-Pacific TPC-5J cable spans
8600 km from Coos Bay, Oregon (USA) to Ninomiya
(Japan), using EDFAs spaced every 33 km. The tight
electrical power budgets available to each repeater
(powered from land) necessitate using pump lasers
without TECs. During installation, the EDFA will
experience large mechanical shock, as the cable and
metal repeater bottles are unwound aboard ship and
dropped into the ocean. Other design considerations
are done for operation at the constant ambient
temperature of the ocean bottom (,þ2 to 4 8C) or
for seasonal temperature changes on the continental
shelves, where the optics and EDF will operate at 15
to 30 degrees above ambient due to heating from the
electronics.

Single-stage optical amplifiers are suited for a
wide range of applications such as single-channel
amplifiers, simple WDM amplifiers, and low-cost
amplifiers. Using high-power pump lasers or com-
bined pump laser schemes allows such amplifiers to
deliver output powers .20 dBm. However, single-
stage amplifiers cannot meet the requirements of all
telecommunications architectures, leading to increas-
ing demand for multiple-stage EDFAs that are
discussed below.

Multiple-Stage EDFAs

The most common implementation of a multiple-
stage EDFA is to improve the noise and output power
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characteristics by imbedding an optical isolator
between two sections of EDF. The isolator blocks
backward-traveling amplified spontaneous emission
to improve the efficiency of the amplifier. This is
shown in Figure 3 for two common single-pump
designs. The first is the ‘pump by-pass’, design where
the residual pump radiation from the first stage is
redirected around the mid-stage isolator. This is often
used when pumping with 980 nm since signal band
optical isolators will not transmit 980 nm radiation.
This design can introduce problems when using low-
quality components as small signal levels can
propagate around the pump by-pass fiber to create
multiple path interference (MPI) effects. Although
MPI effects can be eliminated by using a pump
splitting coupler to directly pump each EDF section,
the pump by-pass design makes the most efficient use
of available pump power. The second design is called
the ‘pump through’ design, and is used when
pumping at 1480 nm since both the pump and signal
band (e.g., 1550 nm) photons will transmit through

commercial isolators with only small loss. Note that
for cost and space constraints within the module, it is
sometimes advantageous to use hybrid optical com-
ponents, e.g., an isolator and WDM can be combined
into one compact package.

An EDFA with multiple input signals will have a
very nonuniform output gain profile. This is a
consequence of the erbium ion’s wavelength-depen-
dent emission and absorption cross-sections in the
host glass material. Figure 4 shows gain spectra for
both C-band and L-band EDFAs with and without
gain-flattening filters (GFFs). The gain spectrum is
dependent on the EDF’s chemical composition and
EDFA design features. For an amplifier with 25 dB
gain, a GFF with peak loss less than 10 dB is usually
needed to correct for these gain deviations.
Although many technologies are available for GFFs
(e.g., thin-filter interference filters, Bragg gratings,
tapered fiber filters, etc.) the basis function of these
technologies is usually not identical to the EDF’s
gain profile, and this mismatch results in gain

Figure 2 Typical single-channel performance of a single-stage EDFA.
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flatness error. However, when using these techno-
logies, manufactured EDFAs can have a gain error
(flatness) less than 1.0 dB over bandwidths greater
than 35 nm.

Early EDFAs for WDM systems used 16 optical
channels spaced by 200 GHz in the 1540 to 1560 nm
part of the C-band. In this case, the EDF gain profile is
relatively smooth and no GFFs are needed to achieve
a 1.0 dB gain flatness specification. It is important to
note that for a particular level of signal and pump
power, a longer length of EDF in the EDFA will

produce more gain at the long wavelength end of
the spectrum, hence by shortening the EDF length
in Figure 4 the result will be relatively flat gain
from approximately 1540 to 1560 nm. As EDFA
technology has matured, the EDF can be the
bandwidth-limiting component in a system, and it
has become necessary to use GFFs to realize useable
bandwidths of up to 55 nm when using regular
silica-based EDF. The most economic EDFAs operate
in the C-band where relative to the L-band, pump
laser efficiency is highest, EDF lengths are shortest,

Figure 3 Imbedded Isolator EDFA designs.

Figure 4 Gain spectrum of a multi-staged optical amplifier with and without gain flattening filters.
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and the chromatic dispersion of most installed
transmission fiber limits nonlinear optical effects.

In single-stage amplifiers, the gain-flattening filter is
at the amplifier output, and this results in lost output
power. Wideband gain-flattened amplifiers usually
have a multiple EDF stage design, with the GFF
component between two EDF stages. The EDF
sections that follow the attenuating GFF provide
additional amplification, to give high power out of
the EDFA module that has large internal losses.

In addition to GFF components inside the EDFA,
an attenuator can be used to compensate for input
signal power changes, which will produce a spectral
gain rotation or tilt. The attenuator reduces the
power on all optical channels equally and allows the
amplifier to operate in a ‘fixed gain’ mode. In WDM
systems, optical amplifiers may also need mid-stage
access where the signal is fed into an external device
between the amplifier stages. Reasons for doing this
include monitoring, adding or dropping of individual
channels, and dispersion compensation. Since
additional losses up to 10 dB are introduced in the
amplification path, the amplifier design has to be
optimized for those losses.

Typical two-stage gain-flattened optical amplifier
architecture is shown in Figure 5. Input and output
couplers and telemetry WDMs can be included if
required. A single pump can be split and shared
between stages to save cost. When multiple pumps are
needed, the most common configuration is a 980 nm
pump laser co-pumping the first stage (EDF1) for low
noise and a 1480 nm laser counter-pumping the
second spool (EDF2) for high gain. A significant
loss element, e.g., a gain-flattening filter, add/drop
module or dispersion compensation module, is situ-
ated between the stages. Note that mid-stage access
can be located before or after the gain flattening or
between additional EDF stages. The gain spectrum of
multistage gain-flattened EDFAs is shown in Figure 6,
showing the gain equalization possible using a multi-
stage amplifier design and gain-flattening filters. Using
deeper GFFs can increase the usable bandwidth of the
amplifiers, but this requires higher-power pump lasers
to maintain the same gain and optical signal-to-noise
ratio (OSNR) performance.

The two-stage EDFA shown in Figure 5 highlights a
common problem for amplifier design. Given high-
grade optical components and pump lasers, what

Figure 5 Typical multistage gain-flattened optical amplifier architecture.

Figure 6 Measured gain and noise spectra of multistaged gain-flattened C-band and L-band EDFAs.
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length of erbium-doped fiber should be used to give
the best amplifier performance? This question is best
answered by using the results of extensive numerical
simulations of the optical amplifier.

Figure 7 shows the results of numerical simulation
for a two-stage amplifier as a function of the first and
second EDF stage lengths. The amplifier was assumed
to have EDF with a peak absorption of 5.5 dB/m near
1530 nm, and was pumped with 130 mW at 980 nm
in the first stage and 160 mW at 1480 nm in the
second stage. The total input power was assumed to
be 22.5 dBm for 80 channels distributed from
1530 nm to 1563 nm. Note that each of the 80
channels is separated by 100 GHz, and will generally
support a long-distance communications system with
each wavelength modulated at 10 GHz.

Figure 7a shows that the optical output power is
largest when both EDF stages are approximately
20 meters. For this design, EDF lengths significantly
longer than 20 meters will produce less output power,
since the pump radiation will have been completely

absorbed in the first few meters of EDF. The spectral
gain flatness is shown in Figure 7b. For this design,
approximately 17 meters of EDF was needed to
produce a flat gain spectrum, i.e., each optical
channel had the same gain. Other combinations of
EDF lengths were not matched to the particular gain-
flattening filter and produced large gain variations
across the band. In general as the amplifier’s total
EDF length increases the gain spectrum exhibits a
positive tilt (e.g., longer wavelength channels will
experience more gain). Figures 7c, d show the average
channel and maximum channel NF, respectively.
From a system design perspective, a link can be
limited by the optical channel with the lowest
optical signal-to-noise ratio (OSNR) or highest
noise figure, and this is a critical parameter of
interest when designing optical amplifiers. In practice
the best amplifier design is a compromise between
high-gain, low-gain flatness, and low NF. From
extensive numerical simulations, for the two-stage
gain flattened amplifier example it was for

Figure 7 (a) Total output power, (b) spectral flatness, (c) average noise figure, and (d) maximum channel noise figure of a two-stage

optical amplifier with a gain-flattening filter.
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approximately 4 meters in EDF stage 1, and
13 meters in stage 2.

Successful commercial EDFA products are more
than a single amplifier design that can accommo-
date all applications. In some cases an economical
solution is a modular design approach, where
smaller capacity, lower-cost amplifiers are initially
installed in a network. Additional gain can be
added to the basic amplifier for longer-distance
spans or as network traffic increases over time.
This ‘pay as you grow’ approach can be done
using additional gain stages, or pump lasers, and
can be upgraded without interruption of revenue-
generating network traffic.

Low-Noise Design of EDFAs

A key design feature of commercial EDFAs is low-
noise operation since the degradation of the OSNR
limits the reach of the system. The NF of an EDFA can
be defined as

NF ¼ SNRin=SNRout ½1�

The NF can also be calculated from

NF ¼
1

G
£

"
PASEðns;LÞ

hns

þ 1

#
½2�

where PASE is the amplified spontaneous emission
(ASE) noise power at the signal frequency ns for an
EDFA of gain G (h ¼ Plancks constant). An alterna-
tive equation for the NF for a single section of EDF is

NF ¼
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where ge and ga are the EDF emission and absorption
factors at the signal frequency ns, at distance z along
the amplifying fiber. Equation [3] shows that low NF
can result from rapid signal gain in the initial fiber
along the EDF. This result indicates that co-propagat-
ing pump and signal photons, both into the same end
of the EDF, combined with the maximum inversion
obtained by using a 980 nm pump, will result in low-
noise amplification. The NF is typically expressed in
dB units, and using a full quantum mechanical theory,
the lowest possible NF for a fully inverted EDF with a
large signal gain can be shown to be approximately
3 dB. Actual EDFAs will only approach the ‘3 dB
quantum noise limit’ when the signal is significantly
lower than the available pump power (e.g., low
channel count applications) so that high inversion can
be maintained along the EDF length. Optical
components in the EDFA prior to the first EDF will
attenuate the signal but not the noise, since ASE is

only generated in the EDF, and this input stage loss
will directly add to the EDFA’s NF.

The use of 1480 nm pump lasers can also result in a
further NF penalty of 0.3 to 1.5 dB since complete
inversion cannot be achieved when the erbium ions
are operating as a two-level atomic system and more
ASE is generated. The ASE, like the signal gain, has a
wavelength-dependent spectral profile and this results
in each channel having a different NF. Typically, the
optical channel with the largest NF (lowest OSNR) is
used to define the EDFA’s noise performance. EDFAs
with low-input signal power (e.g., 215 dBm) and
high gain (e.g., 25 dB) may be described as low noise
when the NF is ,4 dB. For large total input signal
power (e.g., þ2.5 dBm for high channel count
operation) low noise may be NF ,5 dB.

For an amplifier with multiple EDF sections, the
noise figure can be calculated from

NFSystem ¼
NF1

L1

þ
NF2

L1G1L2

þ …

þ
NFN
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where Li is the signal loss prior to the gain Gi of the
EDF stage i. From eqn [4], multistage amplifiers with
large inter-stage losses will have numerically larger
NFs, but the total module NF is dominated by the first
EDF stage. Undersea EDFAs, with a single short EDF
section, very small Li and 980 nm pumping, can have
NF ,3.5 dB.

Advanced EDFA Functions

An important trend in optical amplifiers, and systems
in general, is the move towards dynamic control.
Several technologies are being considered and the
primary idea is to dynamically control the intensity
level of each optical channel or wavelength to correct
for any gain/loss inequalities in the network. This is
particularly important as channel counts and bit rates
rise concurrently with the functionality demanded of
optical communication networks. A common
requirement in this category is fast amplifier response
so that in a network where individual optical
channels can be added or dropped there are no
power distortions at other surviving wavelengths.
In a typical drop event, in less than 1 microsecond, 31
of 32 wavelengths can be completely removed from
the input to the EDFA by an add/drop module located
elsewhere in the network. This event will cause a total
input power decrease of 15 dB and without rapid
pump power adjustment the remaining channel will
be excessively amplified.
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Erbium ions have an excited state lifetime of
approximately 10 ms, and this sets the time-scale
for the transient signal response. A network transient
usually manifests as a sharp optical amplifier (OA)
gain fluctuation lasting up to several tens of micro-
seconds that will pulse large signal levels through the
entire optical network. Dynamic network loading
necessitates controlling temporal gain transients, and
this may be achieved by using a microprocessor in the
amplifier module. These intelligent EDFA modules
can rapidly adjust the pump laser power based on
feedback from internal photo detectors to control
gain transients.

The need for dynamic control also exists in the
frequency domain. Wideband amplifiers have a gain
variation among the optical channels of typically up
to 1 dB over all operating conditions, and since these
EDFAs are concatenated over many spans the
electronic receiver circuit at the end of the network
will have to detect optical channels with widely
varying power levels. This can limit the number of
spans that the network can bridge before electronic
regeneration becomes necessary. This problem can be
corrected using a dynamic gain equalizing filter
(DGEF) to actively attenuate individual optical
channels levels. A DGEF can be embedded inside an
amplifier to create a loss-less component, and can be
used to equalize channel powers for an entire
network.

The problems of accumulation of gain ripple
become more apparent in systems that employ
amplifiers based on stimulated Raman scattering. A
conventional EDFA amplified system may have 10
spans transmitting 100 optical channels at 10 Gbit/s
each over a distance of approximately 800 km before
electronic regeneration becomes necessary. To
span longer distances with higher capacity,
Raman amplifiers are used to amplify the trans-
mission fiber along with EDFAs. This system archi-
tecture has the advantage of a higher effective OSNR
for the individual spans, and has been demonstr-
ated for distances over 4000 km with 40 Gbit/s
channels. However, the variability of the Raman
amplifier gain, due to network loading and differing
transmission fiber properties, necessitates the use of
loss-less DGEFs.

High-capacity transmission uses individual chan-
nels that are each modulated up to typical 2.5, 10, or
40 GHz, that requires that the optical amplifiers have
low polarization mode dispersion (PMD) and low
chromatic dispersion (CD). Polarization mode dis-
persion distorts the temporal spread of an ultra-short
pulse as different polarization states travel at different
speeds through the transmission fiber and amplifier
components. PMD is particularly a problem in the

first generation of installed transmission fiber and
through polarization components (e.g., isolators) that
are not PMD compensated. Without PMD compen-
sation, 40 Gbit/s transmission, for example, can be
limited to very short distances (several km). Fortu-
nately, PMD compensators have been developed for
upgrading aged installed networks, and also ampli-
fiers are available with very low PMD.

To achieve long-distance transmission, a chromatic
dispersion map is produced for all the optical spans,
and by using a dispersion compensating module in
each amplifier, the net dispersion across the channel
wavelength window is controlled. Although optical
amplifiers have approximately 1000 times less optical
fiber in them compared to the transmission span that
it is amplifying, chromatic dispersion in the amplifier
can also be of concern for very long-haul networks.
The CD of the amplifier is primarily in the EDF, and is
specific to the EDF’s geometric and chemical compo-
sition. Furthermore, since the erbium ion is a resonant
atomic system, there may be a pump and signal power
contribution to the dispersion (resonant dispersion)
that could degrade network performance. Character-
ization of these optical effects is typically done on
manufactured ‘field grade’ amplifiers as part of a
quality control process.

Conclusion

As optical networks evolve EDFAs will continue to be
an enabling technology for higher capacity and more
dynamic communications networks. EDFA technol-
ogy has already advanced to accommodate multiple
channels, to span several wavelength windows and to
provide features such as dispersion compensation,
gain-transient suppression, and dynamic gain flat-
ness. As future network architectures are introduced,
to incorporate Raman amplification and additional
wavelength windows, the demands placed upon
EDFA design will continue to expand.

See also

Optical Communication Systems: Architectures
of Optical Fiber Communication Systems; Wavelength
Division Multiplexing. Scattering: Raman Scattering.
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Introduction

Optical amplifiers have been a key element for
enabling the development of optical transmission
systems, which have reached total capacity in the
order of a few terabits per second. The first type of
optical amplifier to see application in the telecom
industry has been the erbium-doped fiber amplifier.
Following its invention in the late 1980s, the mid-
1990s saw its industrial application in submarine and
terrestrial transmission systems.

Since then, optical transmission systems have been
the predominant source for transmitting information
over distances ranging from a few 100 km to more
than 10 000 km, connecting cities, countries, and
continents.

This article will describe the applications of
optical-fiber amplifiers in long-haul transmission
systems, focusing on erbium-doped fiber amplifiers
and Raman amplifiers, the most popular type of
optical amplifiers used in modern transmission
optical systems.

Fundamentals of Long-Haul
Transmission Systems

This section explains the key elements and para-
meters of an optical transmission system.

Key Elements

An optical transmission system consists of a trans-
mitter, a receiver, one or more optical amplifiers, and
one or more spans of transmission fiber. Figure 1
shows a simplified schematic of a bidirectional
transmission system using a fiber pair.

Optical amplifiers are used to compensate for the
loss of the transmission fiber and the other optical
elements placed along the signal path. Boosters and
pre-amplifiers refer to optical amplifiers which are
located at, respectively, the input end and output end

of the system. In-line amplifiers refer to optical
amplifiers located between the transmission fiber
spans.

The transmitter includes laser diodes to generate
the signal power and optical modulators to transfer
the data stream from the electrical input signals to
optical signals. The optical signal is transmitted to the
receiver after traveling through the transmission fiber.
At the receiver are located the photodiodes, which
transfer back the information into electrical output
signals. In order to increase the total bandwidth of the
transmission system, time-division multiplexing
(TDM) and wavelength-division multiplexing
(WDM) can be used. TDM techniques combine the
electrical domain data stream of several electrical
channels, which is carried by a single optical channel.
An optical channel refers to an optical signal located
at a particular wavelength and modulated with the
transmission data. TDM increases, therefore, the bit
rate supported by the optical channel. Typical bit
rates used in modern optical transmission systems are
2.5 Gbit/s and 10 Gbit/s. With WDM, several optical
channels are combined, in the optical domain, into a
single optical beam, which is launched into the
transmission fiber. For this technique, optical multi-
plexers (Mux) and de-multiplexers (Demux) are
required at, respectively, the transmitter and the
receiver.

Long-haul transmission systems typically operate
at wavelengths around 1.5 mm, where the attenuation
of fibers is the lowest. We label C-band the region
located between 1530 nm and 1565 nm. Its lower
bound is labeled S-band; the upper bound the L-band.

Apart from attenuation, several other effects
existing in fiber can be responsible for degrading the
quality of the transmission. Among those is chromatic
dispersion, which distorts the optical signal as it
travels along the transmission fiber. Several types of
fiber have been deployed with different chromatic
dispersion characteristics. The most common one is
the standard single-mode fiber (SSMF), which has a
zero-dispersion wavelength – wavelength for which
no chromatic dispersion is observed – near 1.3 mm.
The dispersion-shifted fiber (DSF) has a zero-
dispersion wavelength near 1.55 mm, and the nonzero
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dispersion shifted fiber (NZDSF) has a zero-dispersion
wavelength close to 1.5 mm. To remedy this effect,
dispersion compensating modules (DCM) are placed
along the link. These modules – generally a special
type of fiber – have chromatic dispersion with
inverted characteristics with respect to those of the
transmission fiber.

Key Optical-Amplifier Parameters

Optical amplifiers spontaneously generate optical
noise – referred to as amplified spontaneous emission
(ASE) – that is added to the modulated signal and
consequently degrades the quality of the trans-
mission. It is essential to quantify the level of ASE
for a given optical transmission system.

We define the optical signal-to-noise ratio (OSNR)
in the bandwidth Dn as

OSNR ¼
PSignal

PASE

½1�

where Psignal is the signal power and PASE is the ASE
power in the bandwidth Dn.

The required OSNR at a receiver, to detect the
information with high quality, depends on the
modulation format and on the other sources of
noise or signal degradation existing in the trans-
mission system. If we assume a nonreturn to zero
(NRZ) modulation format, and signal detection

limited only by ASE noise, an OSNR, in 0.1 nm
bandwidth, of about 18 dB, is required at the receiver
for a bit-error rate – number of erroneously
transmitted bits divided by number of transmitted
bits – of 10212. Introduction of other transmission
degradation sources requires a higher OSNR to
maintain the same bit-error rate.

The decibel unit (dB) for a given ratio, R; is
defined by

RdB ¼ 10 log10Rlinear ½2�

Similarly we defined the power decibel unit (dBm) as

PdBm ¼ 10 log10PmW ½3�

where PmW is the power in mW.
In order to quantify the amount of ASE generated

by an optical amplifier, we define the equivalent input
noise factor (neq), in a linear unit, by

neq ¼
PASE

hnDnG
½4�

where PASE is the output ASE power in one
polarization state in the bandwidth Dn, h the Planck’s
constant, n the frequency of the ASE, and G the gain
of the amplifier.

We also define the noise figure of the amplifier
(NF) – a universal parameter to characterize

Figure 1 Schematic of a bidirectional long-haul transmission system.
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amplifier noise – as

NF ¼ 2neq þ
1

G
½5�

If an optical component, having a loss Tin (Tin , 1),
is inserted at the input of the amplifier, the total NF
of the amplifier becomes NFtotal ¼ NF/Tin. If an
optical component, having a loss Tout (Tout , 1), is
inserted at the output of the amplifier, NFtotal ¼

NF þ 1=Gð1=Tout 2 1Þ: When G q 1; we have
NFtotal < NF.

The OSNR in 0.1 nm bandwidth obtained after N
fiber spans of loss, LossFiber (in dB), each having an
amplifier, is in decibels:

OSNR¼PSignal2LossFiber2NF210log10 Nþ58 ½6�

where PSignal is the signal power at the output of the
amplifier.

When the optical signal power is sufficiently high,
nonlinear effects also become responsible for the
degradation of the system performance. Therefore,
choosing the value of the signal power launched into
the transmission fiber results in a trade-off between
increasing the OSNR, and reducing nonlinear effects.

Optical Fiber Amplifier

An optical fiber amplifier consists of fiber with an
active medium and at least one optical pump source,
which is launched simultaneously with the signal into
the fiber by means of a dichroic coupler.

We define as forward and backward pumping, the
case where the pump is launched, respectively, in the
same direction as the signal and in the opposite
direction to the signal. We define as bidirectional
pumping, the case where the fiber is pumped from
both ends. The most commonly used pump sources
are the semiconductor laser diodes. These lasers may
use different technologies to meet the various
performance requirements with respect to the ampli-
fier types and applications. The most popular pump
diodes are the distributed Bragg reflector (DBR),
distributed feedback (DFB), or external-grating
stabilized lasers.

Erbium Fiber Amplifier

Fiber doped with the rare-earth Er3þ ion can amplify
a signal located at 1.5 mm with the appropriate fiber
host material and if pumped near 0.98 mm or near
1.48 mm. Silica is the most common material used for
the fiber host. Er3þ has three energy levels, as
described in Figure 2.

0.98 mm pumping occurs between the upper level
4I11/2 and the ground level 4I15/2, and 1.48 mm

pumping occurs between the metastable level 4I13/2

and the ground level.
The signal amplification takes place between the

metastable level and the ground level. With 0.98 mm
pumping, a rapid energy transfer occurs between the
upper level and the metastable level via a phonon-
assisted process. The lifetime of the upper level
is much lower than the lifetime of the metastable
level, about 10 ms. Therefore, with 0.98 mm pumping
we can assume a two-level energy transfer, between
the metastable and the ground levels, for the
description of the amplification process in the Er3þ

medium.
We define the normalized medium inversion (D) by

D ¼
N2 2 N1

Nt

½7�

where N2 is the population of the metastable level,
N1 the population of the ground level, and Nt ¼

N2 þ N1 the total population. D ¼ þ1 when the
metastable level is fully populated and D ¼ 21 when
only the ground level is populated.

A simple approach for calculating the gain (G) with
erbium-doped fiber amplifiers (EDFA) is given, in
decibel units, by

GðlÞ ¼
�
ðaðlÞ þ gðlÞ

�D þ 1

2
2 aðlÞL ½8�

where l is the wavelength of the signal, a the
absorption coefficient in dB unit length at the signal
wavelength, g the emission coefficient in dB unit
length at the signal wavelength, and L the length of
the erbium-doped fiber (EDF). Here D is the norma-
lized path-average medium inversion of the EDF.

Figure 2 Energy level diagram for Er3þ ions.
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The gain per unit length, GðlÞ=L; is equal to gðlÞ for
D ¼ þ1 and to 2aðlÞ for D ¼ 21:

The absorption and the emission coefficients
depend on the EDF host material and the codoping
element used for the realization of the EDF. With
silicate EDF the most commonly used codoping
elements are germanium, aluminum, and phosphorus.

In Figure 3 we show the dependence of the gain per
unit length on the normalized path-average medium
inversion, for a signal wavelength ranging from 1500
to 1560 nm.

For a more comprehensive description of the EDFA
characteristics we use the standard confined-doping
model. This model, which is also based on the two-
level system, uses the following differential equations:

dPþ
S ðzÞ

dz
¼

 
N2

Nt

ðaS þ gSÞ2 as

!
Pþ

S ðzÞ ½9�

dPþ
ASEðzÞ

dz
¼

 
N2

Nt

ðaS þ gSÞ2 as

!

£ Pþ
ASEðzÞ þ

N2

Nt

gS2hnSDn ½10�

dP2
ASEðzÞ

dz
¼

 
as 2

N2

Nt

ðaS þ gSÞ

!

£ P2
ASEðzÞ2

N2

Nt

gS2hnSDn ½11�

dPþ
P ðzÞ

dz
¼

 
N2

Nt

ðaP þ gPÞ2 aP

!
Pþ

P ðzÞ ½12�

dP2
P ðzÞ

dz
¼

 
aP 2

N2

Nt

ðaP þ gPÞ

!
P2

P ðzÞ ½13�

where PSðzÞ; PASEðzÞ; and PPðzÞ in W are, respectively,
the signal power, the ASE power, and the pump power
along the length (z-axis) of the EDF; þ and 2 indicate,
respectively, the backward-traveling and the forward-
traveling directions; as and aP in m21 are the
absorption coefficients at, respectively, the signal
and pump wavelengths, gs and gp in m21 are the
emission coefficients at, respectively, the signal and
pump wavelengths, ns and np are the frequencies of,
respectively, the signal and the pump beams; Dn is
the frequency bandwidth of the ASE; and h is the
Planck’s constant. N2=N1 is the medium inversion
along the z-axis of the EDF, and is given by

N2

Nt

¼

P
k

PkðzÞakt

hnkB2
effNt

1 þ
X

k

PkðzÞðak þ gkÞt

hnkB2
effNt

½14�

where the index k represents all the beams, i.e., signal,
ASE, and pump, traveling backward and forward
along the EDF, t is the lifetime of the metastable level,
and Beff is the effective erbium-doping area. For a
typical silicate EDF, having a peak absorption
coefficient of 1 dBm21, we have t ¼ 10 ms,
Beff ¼ 12 mm2, and Nt ¼ 5 £ 1023 m23.

Using the standard confined-doping model we
calculate the dependence of the EDFA noise figure
on the normalized path-average medium inversion, as
shown in Figure 4. We vary the path-average
normalized medium inversion by changing the length
of the EDFA, while adjusting the pump power so that
the signal gain is kept constant.

The noise figure decreases when the medium
inversion increases, and approaches the quantum
limit value of 3 dB when the path-average normalized
medium inversion is close to unity. Near full inversion

Figure 3 Dependence of the gain per unit length on the

normalized path-average medium inversion, D. D ranging from

21 to þ1 with a 0.2 step (alumino-silicate EDF; peak absorption of

1 dB m21; peak emission of 0.93 dB m21).

Figure 4 Dependence of the noise figure on the normalized

medium inversion (alumino-silicate EDF with peak absorption of

1 dB m21; EDF lengths ranging from 16 m to 60 m; gain equals to

15 dB; input signal power of 240 dBm at 1530 nm; backward

pumping at 980 nm).
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may be obtained with a pump located at 0.98 mm
because the emission coefficient is null at this pump
wavelength. However, this is not the case at 1.48 mm
where the ratio gp=ap is about 0.3. The maximum
medium inversion that can be obtained with 1480 nm
is D ¼ 0:8: Therefore, higher noise figures are
obtained with 1.48 mm pumping than with 0.98 mm
pumping. The pumping direction also has an effect on
the noise figure, in particular with 0.98 mm. Since at
0.98 mm the emission coefficient is null, when back-
ward pumping configuration is used the 0.98 mm
pump is quickly absorbed along the EDF length. This
leads to a low-medium inversion at the input end of
the EDF, resulting in high noise figures. However, in
order to achieve forward pumping, a dichroic coupler
must be placed at the input end of the EDF, thus
inducing an additional loss at the input of the
amplifier. This increases the noise figure and, there-
fore, to some extent, counterbalances the NF
improvement associated with forward pumping.

Raman Fiber Amplifier

Stimulated Raman scattering, an optical-phonon
based nonlinear effect present in silica fiber, is used
to convert energy from a pump located at a frequency
np, to a signal located at a lower frequency ns. The
efficiency of the so-called Raman amplification
depends on the frequency shift Dnr ¼ np 2 ns:

Figure 5 shows the dependence of the Raman gain
on the frequency shift in standard single-mode fibers.
The exact Raman gain spectrum depends on the
doping elements used during the fabrication process
of the fiber. With standard telecommunications fibers
the Raman gain is maximum for Dnr close to 13 THz.

Raman amplification can be achieved within the
transmission fiber of the system – distributed
amplification – or within a specific fiber, such as a
dispersion compensation fiber – discrete amplifica-
tion. Contrary to EDFA, Raman amplification has a

very fast response time – in the order of a few
hundred femtoseconds – and is strongly dependent
on the polarization state of the signal and the pump,
the highest gain efficiency being obtained when the
polarization states of the signal and the pump are
parallel. Because of the nonpolarization-maintaining
nature of standard telecommunications fibers,
depolarized pump sources are preferable for Raman
amplification. To avoid pump fluctuation being
transferred to the signal, Raman amplifiers generally
use backward pumping, which virtually averages the
fluctuation. Forward pumping can also be employed
with Raman amplifiers but with careful control of the
pump characteristics.

If the signal is sufficiently low the pump depletion
can be neglected. In that case the gain of the Raman
amplifier is given by

G ¼ exp

 
gRPP

Aeffap

�
1 2 exp2apL�2 aSL

!
½15�

where Pp is the launched pump power, L is the length
of the fiber, gR is the Raman gain coefficient, and Aeff

is the effective area of the fiber. We assume for the
simulation examples given in this article that the peak
value of gR is equal to 6 £ 10214 m/W.

A more comprehensive model for Raman amplifi-
cation is given by the following set of differential
equations:
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p ðzÞ ½20�Figure 5 Raman gain spectrum in standard single mode fiber.
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dP2
p ðzÞ

dz
¼apP2

p ðzÞþ
�
np

nS

��
gR

Aeff

�
P2

p ðzÞ

�
�
Pþ

S ðzÞþP2
S ðzÞþPþ

ASEðzÞþP2
ASEðzÞ

�
2rPPþ

p ðzÞ ½21�

where rS and rp are the Rayleigh backscattering
coefficients at, respectively, the signal wavelength and
the pump wavelength.

An example of the evolution of the signal power
and pump power along fiber length is given by
Figure 6.

Figure 7 shows the dependence of the Raman
amplifier gain and noise figure on the pump power.

Distributed and Discrete Amplification

A system uses distributed amplification when the
transmission fiber is used as the medium for genera-
ting the optical signal amplification. It uses discrete

amplification when an optical amplifier is located
between the transmission fiber spans.

Discrete Amplification

Both EDFA and Raman amplifiers can be used to
provide discrete amplification. Discrete amplifiers can
be used as booster, pre-amplifier, or in-line amplifier.
They can also be used to compensate for the loss of
additional elements such as DCM, which may be
located between the fiber spans. In Figure 8 we show
the path of the signal when a discrete amplification is
used to compensate for the loss of the transmission
fiber and for the loss of a DCM. In this example,
we assume that the discrete amplifier is made of two
amplifiers. The first-stage amplifier compensates
mainly for the loss of the transmission fiber, while
the second-stage amplifier compensates mainly for
the loss of the DCM.

If a ‘lossy’ element is inserted between two
amplifiers, the noise figure of the composite amplifier
increases the total noise figure of the dual-stage
amplifier.

The total noise figure of a dual-stage amplifier,
NFtotal, is given by

NFtotal ¼ NF1 2
1

G1

þ
NF2

G1Tmid

½22�

where NF1 is the noise figure of the first-stage
amplifier, G1 is the gain of the first-stage amplifier,
NF2 is the noise figure of the second-stage amplifier,
and Tmid is the loss of the optical element inserted
between the two amplifiers (Tmid , 1).

Distributed Amplification

When fibers are deployed it is generally assumed, at
least for terrestrial networks, that it can be used with
different types of transmission systems, which may or

Figure 6 Evolution of the signal power and pump power along

fiber length with Raman amplification (standard single-mode fiber;

fiber length of 15 km; input signal power of 210 dBm at 1550 nm;

forward pumping with 400 mW at 1450 nm; total amplifier gain of

9.5 dB).

Figure 7 Dependence of the Raman amplifier gain and the

noise figure on the pump power (standard single-mode fiber; fiber

length of 15 km; input signal power of 210 dBm at 1550 nm;

forward pumping at 1450 nm with power ranging from 100 mW to

800 mW).

Figure 8 Schematic of a transmission system using discrete

amplification to compensate for the loss of the transmission fiber

and the dispersion compensating module.
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may not use distributed amplification. Doping the
transmission fiber with erbium is not a practical
solution since the absence of a pump would result in
high fiber loss. On the other hand, Raman amplifica-
tion can be achieved with conventional fibers, and is
consequently the preferred solution to generate
distributed amplification. Raman amplification is
then obtained by launching a pump signal into the
transmission fiber. Figure 9 shows the schematic
of a transmission system using distributed Raman
amplification with backward pumping.

Even if distributed amplification can be used to
compensate fully for the loss of the transmission fiber,
discrete amplifiers are generally required to compen-
sate for the loss of the transmitter and receiver
terminals. In order to compare distributed amplifica-
tion with discrete amplification we define the
equivalent noise figure as follows:

NFEqu ¼
1

GOn=Off

�
Pase

hnDn
þ 1

�
½23�

where Pase is the total ASE power at the output end of
the transmission fiber and where the on/off gain,
GOn/Off is given by

GOn=Off ¼
POn

signal

POff
signal

½24�

where Psignal
On and Psignal

Off are the signal power levels
at the output end of the transmission fiber when
the distributed amplifier is, respectively, turned on
and off.

To illustrate the meaning of the on/off gain, we
show in Figure 10 the evolution of the signal power
along a fiber with and without Raman pump power.
In this case, the on/off gain is 20 dB.

The equivalent noise figure, which has no real
physical meaning, is equal to the noise figure of an
imaginary discrete amplifier that would be located
at the output end of the transmission fiber and
would lead to the same OSNR. Figure 11 shows
the dependence of the equivalent noise figure on
the Raman gain, with no Rayleigh backscattering

and with a Rayleigh backscattering level of
274 dB m21.

Once the on/off gain is higher than ,10 dB the
equivalent noise figure becomes negative and it
decreases when the on/off gain further increases.
However, once the on/off is higher than 20 dB,
Rayleigh backscattering limits the minimum equival-
ent noise figure that can be achieved. The lowest
equivalent noise figure is observed for an on/off gain
of ,33 dB. In addition, Rayleigh backscattering
causes the reflected portion of the signal to be
superimposed onto the transmitted signal, leading
to multipath interference (MPI), which level increases
with the gain. This results in an additional source of
noise for the signal, and consequently degrades the
system performance.

Hybrid Amplification

Discrete and distributed amplification can be used
simultaneously in a same-transmission system. An
example of the evolution of the signal power with
hybrid amplification is represented in Figure 12, for
the case where distributed Raman amplification and a
dual-stage discrete amplifier are used to compensate
for the loss of the transmission fiber and for the loss of
a DCM.

Figure 9 Schematic of a transmission system using distributed Raman amplification.

Figure 10 Evolution of signal power along the fiber length with

and without pump power (standard single-mode fiber; fiber length

of 100 km; fiber attenuation of 0.2 dB/km at signal wavelength;

input signal power of 0 dBm at 1550 nm; backward pumping

400 mW at 1450 nm).

OPTICAL AMPLIFIERS / Optical Amplifiers in Long-Haul Transmission Systems 291



Similar to the case of distributed amplification, the
total equivalent noise figure of a hybrid amplifier can
be defined by

NFTotal
Equ ¼ NFDistributed

Equ þ
NFDiscrete 2 1

GOn=Off

½25�

where NFEqu
Distributed is the equivalent noise figure of the

distributed amplifier and NFDiscrete is the noise figure
of the discrete amplifier.

In Figure 13 we show the dependence of the
total equivalent noise figure on the on/off gain for
a hybrid amplifier with fixed discrete noise figure.
The dependence of the distributed equivalent noise
figure on the on/off gain is also plotted on the
same graph.

Since the equivalent noise figure of the distributed
amplifier is relatively low, the total equivalent noise
figure is lower than the noise figure of the discrete
amplifier once distributed amplification is used.
Moreover, as the on/off gain becomes large, the total
equivalent noise figure of the hybrid amplifier con-
verges toward the distributed equivalent noise figure.

Wavelength-Division Multiplexing

The transmission of WDM signals over long distances
requires meticulous control of the spectral character-
istics of the amplifier gain. The amplifier gain
excursion induces a power excursion between the
channels of the WDM signal, which increases with the
number of spans. Consequently, the available band-
width for WDM transmission narrows with the total
distance of the link. This is illustrated in Figure 14,
where the power excursion observed after an amplifier
chain is plotted for different numbers of amplifiers,
a fiber span being included between each amplifier.
With this example, the 1 dB-bandwidth drops from
9 nm after one span to 1.5 nm after 50 spans.

For a comprehensive analysis of the spectral gain
characteristic of EDFA and Raman amplifiers we
generalize the single-channel model described in the
amplifier section of this article to the multichannel
case. The generalization of the models is obtained by
adding a frequency dimension to each beam propa-
gating in the amplifier, as described in Table 1, where
each k element represents the signal, the ASE noise or
the pump, l is the wavelength of the kth beam, Dn is
the frequency separation between the pump beam p,
and the signal beam s.

Figure 12 Evolution of the signal power using discrete and

distributed amplification (standard single-mode fiber of 100 km;

fiber loss of 20 dB at signal wavelength; DCM loss of 8 dB; input

signal power of 0 dBm at 1550 nm; Raman backward pumping

with 200 mW at 1450 nm; Raman on/off gain of 10 dB).

Figure 13 Total noise figure of the hybrid amplifier and noise

figure of the distributed amplifier versus on/off gain (noise figure of

the discrete amplifier equals to 5 dB; standard single-mode fiber of

100 km; fiber loss of 20 dB at signal wavelength; input signal

power of 0 dBm at 1550 nm; Raman backward pumping ranging

from 0 mW to 600 mW at 1450 nm).

Figure 11 Equivalent noise figure versus distributed on/off gain

(standard single-mode fiber; fiber length of 250 km; fiber

attenuation of 0.2 dB/km at 1550 nm; input signal power of

0 dBm at 1550 nm; backward pumping ranging from 0 to 1 W at

1450 nm).
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With EDFAs, the main factors in the gain flatness
are the path-average medium inversion, the EDF
codopant composition, and fiber host material.
Depending on the bandwidth and the wavelength of
the WDM signal, the way the EDF is optimized
may vary.

In the following example, we focus on the path-
average medium inversion for the case of C-band
applications. Figure 15 shows the output spectrum
of a WDM signal amplified by an alumino-silicate
EDFA having, respectively, a medium inversion of
D ¼ þ0:4 and D ¼ 0: The peak-to-peak gain excur-
sion is, respectively, 2 dB and 14 dB for D ¼ þ0:4
and D ¼ 0:

Application with C-band WDM signals requires
amplifiers operating with high-medium inversion. As
can be extrapolated from Figure 15, if the WDM
signal is centered around 1560 nm, a lower medium
inversion is more suitable. Indeed, as shown in
Figure 3, when the medium inversion is close to
zero the peak gain wavelength changes from 1530 nm
to 1560 nm and higher; the optical window for
L-band applications.

Regarding the doping elements, we show in
Figure 16 the gain spectrum for a germano-silicate
and an alumino-silicate EDF, respectively. The
peak-to-peak gain excursion is 8 dB with the
germano-silicate EDF compared to 2 dB with
the alumino-silicate EDF.

With Raman amplifiers, the gain flatness can be
adjusted by using wavelength-multiplexed pumps. In
Figure 17 we show the power spectrum when a
Raman amplifier is pumped with three wavelength-
multiplexed pumps located, respectively, at 1430 nm,
1455 nm, and 1480 nm. The maximum power
excursion between the channels is 2 dB.

For comparison, we also show in Figure 18 the
power spectrum of the Raman amplifiers when only

Figure 14 Dependence of the power excursion on the number

of fiber spans. Number of spans equals, respectively, to 1, 2, 5, 10,

20, 30, 40, and 50 (amplifier with 15 m long alumino-silicate EDF;

peak absorption of 1 dB m21; D ¼ 0:6; fiber loss of 8.5 dB; flat

fiber loss spectrum).

Table 1 Correspondence between parameters used for the

EDFA and Raman amplifier models with the single-channel and

the multichannel approaches (the multichannel approach is also

used to describe the power evolution of pump beam when WDM

pump scheme is used)

Single-channel

model

Multichannel

model

Power Pþ;2
k ðzÞ Pþ;2

k ðl; zÞ

Sum of power Pþ
k ðzÞ

þP2
k ðzÞ

P
l Pþ

k ðl; zÞ

þP2
k ðl; zÞ

Absorption coefficient ak aðlÞ

Emission coefficient gk gðlÞ

Raman gain coefficient gR gRðDnp;sÞ
Figure 15 Gain spectrum of an alumino-silicate EDF for

D ¼ 0:4 and D ¼ 0 (C-band WDM signal made of 7 channels

equally spaced ranging from 1530 nm to 1560 nm; flat input power

of 210 dBm per channel; gain of channel located at 1545 nm

of 10 dB for D ¼ 0:4 and D ¼ 0; EDF with peak absorption of

1 dB m21; EDF length of 30 m for D ¼ 0:4; EDF length of 100 m

for D ¼ 0).

Figure 16 Gain spectrum of an alumino-silicate EDF and of a

germano-silicate EDF for D ¼ 0:4 (C-band WDM signal made of 7

channels equally spaced ranging from 1530 nm to 1560 nm; flat

input power of 210 dBm per channel; gain of channel located at

1545 nm of 10 dB for D ¼ 0:4 and D ¼ 0; alumino-silicate

EDF of 30 m with peak absorption of 1 dB m21; germano-silicate

EDF of 40 m with peak absorption of 1 dB m21).
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one of the three multiplexed pumps is used, with the
same total pump power. The power excursion
becomes 10 dB for the 1430 nm pump, 7 dB for the
1455 nm pump, and 8.5 dB for the 1480 nm pump,
which are much higher values than are obtained with
the multiplexed pump scheme.

To further reduce the gain excursion of the
amplifiers an external gain equalizing filter can be
used. The filter, which is located next to the amplifier,
is manufactured so that its attenuation spectrum
matches the gain spectrum of amplifier, as illustrated
in Figure 19. Gain equalizing filters are generally
made with thin film filters or fiber Bragg gratings
(FBG).

In order to obtain amplification over ultra-wide
bandwidths, amplifiers of smaller bandwidths,
e.g., C-band and L-band EDFAs, can be operated in
parallel by means of Mux and Demux. Another
option is to use a Raman amplifier with multiple
pumps having their wavelengths distributed over a
very large bandwidth.

Long-Haul Transmission
System Types

Long-haul optical transmission systems are appro-
priate for different types of applications. We dis-
tinguish here three types of transmission system: the
submarine systems; the terrestrial systems; and the
unrepeatered systems. Each of these applications
requires a careful design of the system, with particular
attention to the optical amplifiers. In this section we
focus on the key points of their design.

Submarine Systems

Submarine systems are used to transmit information
across the oceans, i.e., over distances of up to several
thousand kilometers. The transmission fiber and the
in-line optical amplifiers, which are packaged in the
repeater modules, are deployed undersea at the same
time. The drastic constraints imposed on the
reliability of the repeaters lead to their high cost,
and consequently minimizing their number in a link is
essential. The optimum span length, and therefore the
number of in-line amplifiers, depends on the total
distance of the transmission system. To illustrate this
point, we derive from eqn [6] which number of spans
of a particular length can be used for a given received
OSNR, launched signal power, amplifier noise figure,
and span loss per km. Based on the number of spans
and span length, we then calculate the maximum
distance that can be reached. The result is represented
in Figure 20.

With the assumption made here regarding the
amplifier characteristics, in order to reach distances
of more than 5000 km, span lengths close to 50 km
are required.

Terrestrial Systems

Terrestrial systems are used to connect traffic from
cities to cities and from cities to submarine-system
landing sites. Their total distances vary from a few
hundred kilometers to several thousand kilometers.
Generally with terrestrial systems, the deployments of
thetransmissionfibersandthetransmissionsystemsare
done at different times. During its lifetime, the same
fiber plant might be used with a different generation of
transmission system. Furthermore, because of the
geographical constraints that can be imposed on the

Figure 17 Output power spectrum of a Raman amplifier

pumped with three wavelength-multiplexed pumps (standard

single-mode fiber of 100 km; WDM signal made of 6 channels

equally spaced ranging from 1530 nm to 1580 nm; pumping in

forward direction with 100 mW per pump located at 1430 nm,

1455 nm, and 1480 nm).

Figure 18 Output power spectrum of Raman amplifiers pumped

at three different wavelengths (standard single-mode fiber of

100 km; WDM signal made of 6 channels equally spaced ranging

from 1530 nm to 1580 nm; pumping in forward direction with

300 mW at, respectively, 1430 nm, 1455 nm, and 1480 nm).
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locations of the terminals and the in-line optical
amplifiers, the different span lengths may greatly
vary in a given link. Consequently, an important
characteristic of the terrestrial systems is their capa-
bility to operate with different span parameters.

For terrestrial systems using large numbers of
WDM channels, maintaining the gain excursion of
the optical amplifiers as little as possible under
different operating conditions is crucial. Approaches
to limit the gain excursion under these variations can
be taken. With EDFAs of a given length, the medium
inversion depends on its operating gain. The EDFA
can be forced to operate at constant gain, indepen-
dent of the span loss, by adding an adjustable
attenuator to the amplifier, e.g., in the middle of a
dual-stage amplifier, such that the sum of the
attenuator loss and the span loss remains constant.
With Raman amplifiers, the control of the gain
excursion can be realized by adjusting the power of
the pumps when a wavelength-multiplexed pumping
scheme is used. Another possibility is to insert
dynamically adjustable gain flattening devices along
the link. The automatic adjustment of the gain
flatness requires the need of a feedback generally
provided by an optical channel power monitor.

Unrepeatered Systems

Unrepeatered systems are used to connect mainland
sites separated by a water area, such as islands or
cities located on the coast. Their main characteristic
is that they do not use any electronic component
along the transmission fiber; therefore optical
amplifiers cannot be placed under water. The length
of such systems is typically of a few hundred
kilometers, meaning that, even for those systems
where very low loss fiber is used, the loss of the
transmission fiber is in the order of several tens of dB.
To allow sufficiently high OSNR at the receiver,
several options can be used. Among them are the
use of very high-power boosters, distributed Raman
amplification, and remotely pumped discrete
amplification. Remote amplification is obtained by
inserting, along the submerged fiber cable, a piece of
EDF. A 1.48 mm pump is launched into the EDF from
the mainland via the transmission fiber or via a
dedicated fiber running along the transmission
fiber. Figure 21 shows a schematic of a possible
configuration for unrepeatered systems when a very
high-power booster, distributed Raman amplifica-
tion, and remote discrete amplification are used
simultaneously.

Figure 20 Dependence of the maximum distance and span number of a system on its span length (signal power at the output of the

amplifier of 22 dBm; amplifier noise figure of 5 dB; fiber loss of 0.2 dB/km; required OSNR of 20 dB/0.1 nm).

Figure 19 Combination of optical amplifier and gain equalizing filter to provide a flat gain amplifier.
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The total equivalent noise figure, NFEqu
Total, of an

unrepeatered transmission system, using remote
discrete amplification and distributed amplification,
is given by

NFTotal
Equ ¼TNFRemoteþ

1

GRemote

£

 
NFDistributed

Equ þ
NFDiscrete21

GOn=Off

2T

!
½26�

where NFRemote and GRemote are, respectively, the
noise figure and the gain of the remote amplifier; T is
the loss of the transmission fiber between the remote
amplifier and the pre-amplifier ðT,1Þ; NFEqu

Distributed

and GOn/Off are, respectively, the equivalent noise
figure and on/off gain of the distributed amplifier; and
NFDiscrete is the noise figure of the pre-amplifier.

Assuming that the gain and noise figures of the
remote EDFA are, respectively, 10 dB and 7 dB, that
the remote EDFA is located at 100 km from the pre-
amplifier, that the fiber loss per km is 0.2 dB/km, that
the Raman distributed amplifier provides 30 dB of
on/off gain with an equivalent noise figure of 23 dB,
and that the pre-amplifier noise figure is 5 dB, the
equivalent total noise figure of the unrepeatered
system is 210 dB.

List of Units and Nomenclature

Aeff effective area
ASE amplified spontaneous emission
Beff effective erbium doping area
D normalized medium inversion
dB ratio in decibel
dBm power in decibel

DBR distributed Bragg reflector
DCM dispersion compensating modules
Demux optical de-multiplexers
DFB distributed feedback
DSF dispersion-shifted fiber
EDF erbium-doped fiber
EDFA erbium-doped fiber amplifiers
FBG fiber Bragg gratings
gR Raman gain coefficient
G gain
GOn/Off on/off gain
h Planck’s constant
Length meter (m)
MPI multi-path interference
Mux optical multiplexers
neq equivalent input noise factor
NF noise figure of the amplifier
NRZ non-return to zero
NZDSF non-zero dispersion shifter fiber
N2=N1 medium inversion
OSNR optical signal-to-noise ratio
Power watt (W)
SSMF standard single-mode fiber
TDM time-division multiplexing
Time second (s)
WDM wavelength-division multiplexing
t lifetime

See also

Coherent Lightwave Systems. Dispersion Manage-
ment. Fiber and Guided Wave Optics: Nonlinear
Effects (Basics). Optical Amplifiers: Basic Concepts;
Erbrium Doped Fiber Amplifiers for Lightwave
Systems; Raman, Brillouin and Parametric Amplifiers.

Figure 21 Schematic of unrepeatered systems using high-power booster, remote EDFA, and distributed Raman amplification.
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Introduction

Glass fibers for optical communications are made of
fused silica, an amorphous material, to which dopant
materials of various kinds can be added to produce
changes in refractive index. A number of third-order
nonlinear processes can occur; these can grow to
appreciable magnitudes over the long lengths avail-
able in fibers, even though the nonlinear coefficients
in the materials are relatively small. The effects are
particularly important in single-mode fibers, in which
the small mode field dimensions result in substantially
high light intensities with relatively modest input
powers.

Nonlinear optical effects, such as stimulated
Raman scattering (SRS), stimulated Brillouin scatter-
ing (SBS), and four-wave mixing (FWM), can cause
some problems such as nonlinear loss, pulse distor-
tion, and cross-talk between signals in wavelength
division multiplexed (WDM) transmission systems.
However, these effects are also useful for efficient
amplification and frequency conversion of injected
signals, as well as for generation of new frequencies.
In this chapter the main properties of fiber Raman
amplifiers (FRAs), fiber Brillouin amplifiers (FBAs),
and fiber parametric amplifiers (FPAs) will be
reviewed, regarding their applications in the field of
fiber optic communications.

Fiber Raman Amplifiers

Stimulated Raman scattering is likely to occur in
fibers, producing appreciable amplification for

down-shifted signals when moderate pump power
levels are used. This is largely because the process
is phase-matched, so that the long interaction
lengths available in fibers will enhance the
process. Additionally, the small mode field cross-
section yields high intensities for relatively modest
power levels.

In the SRS process one has simultaneously the
absorption of a photon from the pump beam at
frequency vp and the emission of a photon at the
signal (Stokes) frequency, stimulated by the incident
signal beam at frequency vs (Figure 1a). The
difference in energy is taken up by a high energy

Figure 1 (a) Energy-level illustration of the process of

stimulated Raman scattering and (b) schematic diagram of

a fiber Raman amplifier.

OPTICAL AMPLIFIERS / Raman, Brillouin and Parametric Amplifiers 297



phonon (molecular vibration) at frequency vv: Thus,
SRS provides for energy gain at the signal frequency
at the expense of the pump.

Figure 1b shows schematically a fiber Raman
amplifier. The pump and the signal beams are
injected into the fiber through a WDM fiber
coupler. The case illustrated in Figure 1a shows
the two beams co-propagating inside the fiber, but
the counter-propagating configuration is also poss-
ible. In fact, the SRS can occur in both directions,
forwards and backwards. It was confirmed exper-
imentally that the Raman gain is almost the same in
both cases.

Raman Gain and Bandwidth

Figure 2 shows the Raman gain coefficient for fused
silica as derived from the spontaneous Raman
spectrum. At the peak, the Raman gain coefficient
for silica fibers is 9.4 £ 10214 m W21 for a pumping
wavelength lp ¼ 1:0 mm and varies as l21

p :

At this wavelength, a shift of 15 THz corresponds
to 50 nm. The most significant feature of the Raman
gain in silica fibers is that �gR extends over a large
frequency range (up to 40 THz) with a broad
dominant peak near 13 THz. This behavior is due
to the amorphous nature of silica glass, whose
molecular vibrational energy levels merge together
to form a band.

The use of oxide glasses as dopants for fiber
fabrication is suitable to enhance the Raman gain

coefficient. For example, in the case of pure GeO2, the
Raman gain coefficient is about 9.2 times that for
pure SiO2 glass. In fact, doping the core of an SiO2

Raman fiber amplifier with GeO2 has two beneficial
effects. First, the index difference D is raised, which
increases the effective waveguiding and in turn
reduces the effective cross-sectional area Ae: As a
consequence, the rate of SRS is increased. Secondly,
the Raman gain coefficient increases above that of
pure SiO2 in proportion to the concentration GeO2,
and is given by

gR ¼ ð1 þ 80DÞ�gR ½1�

where �gR is the Raman coefficient for pure SiO2.
In spite of the positive aspects mentioned

above, doping with GeO2 also increases the fiber
losses, due to the concomitant rise in Rayleigh
scatter and in the number of dopant-dependent
loss centers. Thus, greatly increasing the GeO2

concentration will not be worthwhile if the
increased fiber losses outweigh the improvement in
amplifier gain.

Gain Saturation

The interaction between the pump and Stokes waves
is governed by the following coupled equations:

dPs

dz
¼ 2asPs þ

gR

Ae

PpPs ½2�

dPp

dz
¼ 2apPp 2

vp

vs

gR

Ae

PsPp ½3�

where Ae is the effective cross-sectional area of the
fiber mode, as and ap are absorption coefficients
which account for the fiber loss at the signal and
pump frequencies, respectively, and the signal wave is
considered to be co-propagating with the pump wave.
Assuming that as ¼ ap ¼ a (which is a reasonable
approximation around the 1.5 mm wavelength region
in a low loss fiber), the following approximate
solutions of eqns [2] and [3] can be written when
Ppð0Þq Psð0Þ:

PpðzÞ ¼
Ppð0Þ expð2azÞ

1 þ FðzÞ
½4�

PsðzÞ ¼
Psð0Þ exp

�
Gð1 2 e2azÞ2 az

�
1 þ FðzÞ

½5�

where

G ¼
gRPpð0Þ

aAe

½6�

Figure 2 Measured Raman gain spectrum for fused silica at a

pump wavelength lp ¼ 1:0 mm. The Raman gain scales

inversely with lp: Reproduced with permission from Stolen RH

and Ippen EP (1973) Applied Physics Letters 22: 276. q 1973

American Institute of Physics.
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and

FðzÞ ¼
vpPsð0Þ

vsPpð0Þ
exp

�
Gð1 2 e2azÞ

�
½7�

The dimensionless parameter FðzÞ accounts for the
effects of pump depletion and the attendant satur-
ation of the gain seen by the signal.

Figure 3 shows the output signal power PsðLÞ versus
the input signal power Psð0Þ for a Raman amplifier
with length L ¼ 8 km and several values of the input
pump power. Typical values gR ¼ 6:7 £ 10214 m W21,
a ¼ 0:2 dB km21, Ae ¼ 30 £ 10212 m2,lp ¼ 1:46 mm
and ls ¼ 1:55 mm were assumed. The transfer
characteristics are linear for Ppð0Þ ¼ 0:1; 0.2, and
0.4 W, but the effects of pump depletion become
discernible for input signal levels Psð0Þ . 215 dB m
when Ppð0Þ ¼ 0:6 W: For a pump power Ppð0Þ ¼
0:8 W the linear behavior of the Raman amplifier
cannot be observed, even for signal power levels as
low as 225 dB m.

Since, in the absence of Raman amplification,
the signal power at the amplifier output would
be PsðLÞ ¼ Psð0Þ expð2aLÞ; the amplifier gain is
given by

GR ¼
PsðLÞ

Psð0Þ expð2aLÞ
¼

exp
�
gRPpð0ÞLe

�
Ae

�
1 þ FðLÞ

½8�

where

Le ¼
1

a

�
1 2 expð2aLÞ

�
½9�

is the effective interaction length and L is the actual
fiber length. The gain given by eqn [8] is seen to be a
function of the input signal power (i.e., a saturation
nonlinearity) through the term FðLÞ:

When FðLÞq 1 we have from eqn [5], that

PsðLÞ ¼
vs

vp

Ppð0Þ expð2aLÞ ½10�

In this case, the amplifier output reaches the pump
level irrespective of the input signal level. This implies
that any spontaneous Raman scatter in the fiber will
be amplified up to power levels comparable to that
of the pump. This is obviously inadmissible in
an amplifier application, thus this operating regime
must be avoided.

On the other hand, when FðLÞp 1 we have, from
eqn [5], that

PsðLÞ ¼ Psð0Þ exp
�
gRLePpð0Þ

�
Ae 2 aL

�
½11�

In this case, the amplifier gain is

GR ¼
PsðLÞ

Psð0Þ expð2aLÞ
¼ exp

�
gRLeP0

�
Ae

�
½12�

From eqn [12], the Raman gain in decibels is expected
to increase linearly with the pump input power.
Raman gains were experimentally confirmed to be
almost the same for forwards and backwards
pumping.

Figure 4 illustrates the variation of the amplifier
gain (full curves, left scale) and the saturation
parameter FðLÞ (dashed curves, right scale) with the
pump power Ppð0Þ for a fixed input signal power
Psð0Þ ¼ 0 dBm and amplifier lengths L ¼ 2; 4, and
8 km. The full curve corresponding to L ¼ 2 km
shows a linear dependence of the gain on the pump
power. However, the other two full curves show how
the pump depletion limits the achievable gain. The
black point on these curves marks the value of the
pump power at which the depletion parameter F

Figure 3 Transfer characteristics for a Raman amplifier with a

length L ¼ 8 km and several values of the input pump power.

Figure 4 Raman amplifier gain (full curves, left scale) and

parameter F (L) (dashed curves, right scale) against input pump

power for three values of the amplifier length.
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becomes equal to unity. Only operating at pump
powers sufficiently below each point ensures linear
operation of the amplifier, whilst choosing to operate
the amplifier significantly above that point will mean
F q 1 and spontaneous scatter will be amplified to
intolerable levels.

Noise Light Power

The dominant noise light in fiber Raman amplifica-
tion is due to the amplified spontaneously Raman
scattered light. In fact, a part of the pump energy is
spontaneously converted into Stokes radiation
extending over the entire bandwidth of the Raman
gain spectrum and is amplified together with the
signal. The output thus consists not only of the
desired signal but also of background noise extending
over a wide frequency range (,10 THz or more).

It has been shown that, for both forwards and
backwards pumpings, the noise light power is equi-
valent to a hypothetical injection of a single-photon
per unit frequency at the fiber input end for forwards
pumping, and at some distance away from the
fiber output for backwards pumping. Assuming that
GR q 1 and aL q 1; the noise light powers for
forwards pumping, PfaspðLÞ; and backwards pump-
ing, PbaspðLÞ; are approximately given by

PfaspðLÞ < hnsDnRðGR 2 1Þ expð2aLÞ ½13�

PbaspðLÞ < hnsDnRðGR 2 1Þ
�

ln GR ½14�

where DnR is the Raman gain bandwidth, h is Planck’s
constant, and ns is the signal frequency. We can
observe from eqn [13] that the noise light power in
the case of forward pumping decreases as the
fiber length is increased. However, in the case of
backwards pumping, it depends mainly on the
Raman gain, being nearly independent of fiber length
and loss.

FRA Performance and Applications

One main limitation affecting the operation of fiber
Raman amplifiers is the requirement of a relatively
high-power laser as a pump source. The experiments
near 1.55 mm are usually carried out using color-
center lasers for this purpose. However, such lasers
are too bulky for communication applications and the
use of compact high-power laser diodes (LDs)
becomes desirable. This objective has recently been
achieved with the advent of high-power multimode
LDs. In some cases, the output lights from
various LDs are combined to attain the necessary
pump power.

In a Raman amplifier, SRS has to compete
frequently with other nonlinear effects. For example,
since the intrinsic gain coefficient for SBS is two
orders of magnitude larger than that for SRS, in some
cases the SBS may occur at lower pump powers and
may affect significantly the SRS process. In particular,
the Raman gain may not only be reduced but also
become unstable. However, the SBS can be sup-
pressed taking into account its narrow linewidth,
which is typically less than 100 MHz. Therefore, if a
pump laser with linewidth broader than the Brillouin
bandwidth is employed, the SBS effect would not be
significant. When a semiconductor laser is used as
pump source, its spectral linewidth can be artificially
increased by direct frequency modulation, resulting in
effective SBS suppression.

Considering its broad bandwidth (.5 THz), fiber
Raman amplifiers can be used to amplify several
channels simultaneously in a multichannel communi-
cation system. The same characteristic also makes
such amplifiers suitable for amplification of short
optical pulses.

Considering a repeaterless transmission system,
the FRA can be used in three different con-
figurations: forwards pumping, backwards pumping,
and bi-directional pumping. In the first case, the
signal amplification occurs near the fiber input, where
the signal power is relatively high. This configuration
for the Raman amplification does not generally affect
the transmission quality and can compensate for the
transmission loss by approximately the value of
the Raman gain. For example, 10 dB Raman gain
provides an increase in transmission distance of
50 km when the fiber attenuation is 0.2 dB km21. In
the case of backwards pumping, the signal amplifica-
tion occurs near the fiber output end before photo-
detection, where the signal power may be very weak,
comparable with the Raman noise power. This
scheme for the Raman amplification can considerably
reduce the minimum detectable signal power, which
results in a corresponding increase of the transmission
distance. However, the transmission quality is
affected due to backwards noise light. The bi-
directional pumping configuration uses both for-
wards and backwards pumping simultaneously and
its performance can be estimated from those for the
respective unidirectional schemes considered above.

The FRAs can also be used in nonregenerative all-
optical multirepeater systems. In this case, the
transmission loss is compensated for by both for-
wards and backwards Raman gain providing the
periodically injected pump light. This scheme can be
used to overcome the fiber loss in soliton-based
communication systems. In this case, the pulse
broadening due to chromatic dispersion of the
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fiber is also eliminated, which provides the possi-
bility of achieving ultralong distance distortionless
transmission.

Fiber Brillouin Amplifiers

The process of SBS can be described as a classical
three-wave interaction involving the incident
(pump) wave of frequency vp; the Stokes wave of
frequency vs; and an acoustic wave of frequency va:

The pump creates a pressure wave in the medium
owing to electrostriction, which in turn causes
a periodic modulation of the refractive index.
This process is illustrated schematically in Figure 5.
Since the acoustic wavefronts are moving away from
the incident pump wave, the scattered light is shifted
downward in frequency to the Stokes frequency:

vs ¼ vp 2 va ½15�

The response of the material to the interference
of the pump and Stokes fields tends to increase
the amplitude of the acoustic wave. Therefore, the
beating of the pump wave with the acoustic wave
tends to reinforce the Stokes wave, whereas the
beating of the pump wave and the Stokes waves tends
to reinforce the acoustic wave. This explains the
appearance of the stimulated Brillouin scattering
process.

In spite of the apparent similarity between SBS and
SRS, these processes differ in three important aspects:
i) Brillouin amplification occurs only when the pump
and signal beams counter-propagate inside the fiber;
ii) the Stokes shift for SBS is smaller by three orders of
magnitude compared with that of SRS; and iii) the
Brillouin gain spectrum is extremely narrow, with a
bandwidth ,100 MHz. These characteristics signifi-
cantly affect the performance and the fiber Brillouin
amplifiers.

Brillouin Gain and Bandwidth

Physically, each pump photon in the SBS process gives
up its energy to create simultaneously a Stokes photon
and an acoustic phonon. Since both the energy and
the momentum must be conserved in this process,

the frequencies of the three waves must satisfy
eqn [15], whereas the wave vectors are related by

~kp ¼ ~ks þ
~ka ½16�

where ~kp and ~ks are the wave vectors of the pump and
signal beams, respectively. The frequency va and the
wave vector ~ka of the acoustic wave satisfy the
dispersion relation:

va ¼ l~kalva ¼ 2val~kplsinðu=2Þ ½17�

where va is the acoustic velocity, u is the angle between
the pump and signal waves, and l~kpl < l~ksl
was used. Equation [17] shows that va vanishes in
the forward direction ðu ¼ 0Þ; whereas it is maximum
in the backward direction ðu ¼ pÞ:The frequency shift
nB in the backward direction is given by

nB ¼
va

2p
¼

2nva

lp

½18�

where eqn [17] was used with l~kpl ¼ 2pn=lp; lp is the
pump wavelength, and n is the refractive index.
Considering n ¼ 1:45 and va ¼ 5:96 km s21 as typical
values for silica fibers, we obtain nB ¼ 11:1 GHz at
lp ¼ 1:55 mm.

Assuming a monochromatic pump, the spectrum of
the scattered light depends on the uniformity of the
fiber parameters. For a uniform medium the spectrum
is Lorentzian with a width DnB determined by the
acoustic attenuation. For 1.5 mm light the width is
about 17 MHz. However, both the frequency shift nB

and the gain bandwidth DnB can vary from fiber to
fiber because of the guided nature of light and the
presence of dopants in the fiber core. In particular, the
inhomogeneities in the core section along the length
determine an increase of the amplifier bandwidth,
which can exceed 100 MHz, although typical values
are 50–60 MHz for lp < 1:55 mm.

The peak value of the Brillouin gain coefficient is
given by

gBðnBÞ ¼
2pn7p2

12g

cl2
pr0vaDvB

½19�

where p12 is the longitudinal elasto-optic coefficient,
r0 the average material density, n the refractive index,
c the vacuum speed of light, and g is a numerical
factor that depends on the polarization properties of
the optical fiber, which assumes the value 1

2 for long
lengths of nonpolarization-preserving optical fiber.
By using the parameter values typical of fused silica,
gB is estimated to be about 2:5 £ 10211 m W21, which
is two orders of magnitude larger than the Raman
gain coefficient at lp ¼ 1:55 mm.

Figure 5 Schematic illustration of the stimulated Brillouin

scattering process.
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The expression for the Brillouin gain in eqn [19]
assumes that the spectral width of the pump
beam (Dnp) is much narrower that the Brillouin
linewidth (DnB). When such condition is not
verified, the Brillouin gain is reduced according with
the relation:

~gBðnBÞ ¼
DnB

DnB þ Dnp

gBðnBÞ ½20�

For this reason, fiber Brillouin amplifiers need to be
pumped by narrow-linewidth semiconductor lasers
(Dnp , 10 MHz).

Gain Saturation

The slowly varying steady-state Fourier amplitudes of
the Stokes (Es) and pump (Ep) electric fields are
related by the following coupled-wave equations:

›Es

›z
¼

"
j
K1K2lEpl

2

d2 jG
þ

a

2

#
Es ½21�

›Ep

›z
¼ 2

"
j
K1K2lEsl

2

dþ jG
þ

a

2

#
Ep ½22�

where G21 is the acoustic phonon lifetime resulting
in a spontaneous Brillouin scattering linewidth
DnB ¼ G=p; a ¼ as < ap is the absorption coefficient,
and the coupling constants are

K1 ¼
K2r0n210

2va

; K2 ¼
n3p12vsðêp £ êsÞ

2cr0

½23�

10 being the free-space permittivity and êp and ês the
unit vectors in the directions of the pump and Stokes
optical fields, respectively. In eqns [21] and [22] it is
assumed that the pump wave is launched at z ¼ 0 and
propagates in the þz direction, whereas the signal
wave is launched at z ¼ L and propagates in the 2z
direction. The parameter d ; vp 2 vs 2 va takes into
account a possible detuning of the signal from the SBS
gain line center.

Equations [21] and [22] can be written in terms of
optical power as follows:

dPs

dz
¼ aPs 2

gBðdÞ

Ae

PpPs ½24�

dPp

dz
¼ 2aPp 2

gBðdÞ

Ae

PsPp ½25�

where Ae is the effective core area and gBðdÞ is the
Brillouin gain coefficient, given by

gBðdÞ ¼
G2

d2 þ G2
gBðnBÞ ½26�

where gBðnBÞ is given by eqn [19].
Considering that a p 1; the following approximate

solutions of eqns [24] and [25] can be written:

PsðzÞ ¼ Psð0ÞDðzÞeaz ½27�

PpðzÞ ¼ Ppð0ÞDðzÞHðzÞe2az ½28�

where

DðzÞ ¼

�
Ppð0Þ2 Psð0Þ

��
Ppð0ÞHðzÞ2 Psð0Þ

� ½29�

and

HðzÞ ¼ exp
n
gB

�
Ppð0Þ2 Psð0Þ

��
1 2 expð2azÞ

���
Aea

�o
½30�

The Brillouin amplifier gain is given from eqn
[27] as

GB ¼
Psð0Þ

PsðLÞe
2aL

¼
1

DðLÞ
½31�

Figure 6 shows the output signal power Psð0Þ
versus the input signal power PsðLÞ for a Brillouin
amplifier with length L ¼ 8 km and several
values of the input pump power. Typical values
gBð0Þ ¼ 2:5 £ 10211 m W21, a ¼ 0:2 dB km21, Ae ¼

30 £ 10212 m2 were assumed. The transfer
characteristics are linear for Ppð0Þ ¼ 0:2 mW; but
the effects of pump depletion become discernible

Figure 6 Transfer characteristics for a Brillouin amplifier with a

length L ¼ 8 km and several values of the input pump power.
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for input signal levels Psð0Þ . 2 mW when
Ppð0Þ ¼ 1 mW: For a pump power Ppð0Þ ¼ 2 mW;

linear behavior of the Brillouin amplifier cannot be
observed even for signal powers as low as 10 nW.

The dependence of the Brillouin amplifier gain on
the input pump power is illustrated in Figure 7 for
several amounts of the signal detuning and two values
of the signal power. The fiber length is L ¼ 5 km and
the gain bandwidth is DnB ¼ 30 MHz, whereas the
other parameter values are equal to those assumed
in Figure 6. The saturated gain shows a significant
dependence on the input signal power. An input signal
of 1 nW, which is comparable to the original value of
spontaneous emission, can be amplified by about
60 dB for a pump power Ppð0Þ < 5 mW. However,
the amplifier gain can be considerably reduced when
the signal is detuned from the gain peak. For example,
for an input signal power PsðLÞ ¼ 1 nW and a pump
power Ppð0Þ < 3 mW, a detuning of 15 MHz (which
corresponds to a reduction of the gain coefficient to
half of its maximum value) determines a reduction of
about 25 dB on the amplifier gain.

Substituting eqn [28] for PpðzÞ in eqn [21], the
following result is obtained for the Stokes field at the
amplifier output:

Esð0Þ ¼ EsðLÞ
ffiffiffiffi
GB

p
exp{2aL=2 2 jf} ½32�

where

f ¼
d

2G
lnðGBÞ ½33�

represents a nonlinear phase change, which depends
on the SBS gain, input signal power, and frequency
detuning. This nonlinear phase shift can impose a
stringent limit on the pump- and signal-frequency
stability when FBAs are used in some phase-sensitive
detection schemes.

Noise Light Power

To describe the spontaneous emission noise we
must add a spontaneous emission term to the
equations describing the evolution of the Stokes and
pump waves. The amplified spontaneous scattered
power per unit frequency is then obtained in the form:

Paspðn; zÞ ¼ ðhn=AeÞgBðdÞðN þ 1ÞGðn; zÞ

£
ðL

z
Ppðz

0Þ½Gðn; z0Þ�21dz0 ½34�

where

Gðn; zÞ ¼ exp

(ðL

z

�
PpðzÞgBðdÞ

�
Ae 2 a

�
dz

)
½35�

is the gain function, h is Planck’s constant, and N is
the thermal equilibrium number of acoustic phonons,
given by

N ¼
1

expðhnB=kTÞ21
< kT

�
hnB < 500 ½36�

where k is the Boltzmann constant and T is the
absolute temperature. The total amplified signal and
spontaneous powers are given by integration of
Psðn; zÞ over the gain profile.

Similarly to the behavior of the gain, the noise
power depends significantly on the signal magnitude
in the saturation regime and becomes particularly
high for low signal powers. This high noise level,
which is about 20 dB above that of an ideal amplifier,
imposes some limitations on the use of FBA as a
receiver preamplifier.

FBA Performance and Applications

Fiber Brillouin amplifiers can provide high gains at
low pump powers. However, the gain bandwidth is
small and the amplified spontaneous emission noise is
substantially larger than that observed with other
amplifiers, leading to a noise figure that is quite large
(.15 dB). This fact limits their usefulness as a
preamplifier. Use as in-line amplifiers at high signal
levels is possible in some configurations. Some
problems in this application are concerned with the
narrow bandwidth and the small saturation power of

Figure 7 Brillouin amplifier gain against the input pump power

for an amplifier length L ¼ 5 km and different amounts of detuning

from the gain center. The full curves and the dashed curves

correspond to input signal powers Ps(L)¼ 1 nW and Ps(L)¼ 1 mW;

respectively. Reproduced with permission from Ferreira MFS,

et al. (1994) Optical and Quantum Electronics 26: 35, with

permission from Kluwer Academic Publisher.
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the FBAs. In particular, the Brillouin linewidth strictly
limits the bandwidth of data signals that can be
amplified in a FBA.

The Brillouin gain bandwidth can be intentionally
extended by more than one order of magnitude by
applying frequency modulation to the pump laser. Of
course, the bandwidth enhancement is accompanied
by a reduction of the peak gain. Consequently, a
higher pump power will be necessary to achieve the
same gain.

The narrow bandwidth of the FBAs can be used to
advantage in coherent lightwave systems to amplify
selectively the carrier of a phase- or amplitude-
modulated wave, thus allowing homodyne detection,
using the amplified carrier as local oscillator. The
scheme should work well at bit rates .100 Mb s21

because the modulation sidebands then fall outside
the amplifier bandwidth, and the optical carrier can
be amplified selectively. However, an inevitable
accompaniment of this narrow-band amplification is
the nonlinear phase shift induced by the pump on the
signal, given by eqn [33]. This phase shift imposes the
most stringent limit on pump- and signal-frequency
stability when FBAs are used for self-homodyne
detection. In the case of amplitude-shift keyed
(ASK) signals, for example, a phase stability of
about 0.1 rad for the amplified signal carrier may be
required, which corresponds to a pump-signal fre-
quency offset ,100 kHz. The nonlinear phase shift
can be used with advantage in some self-homodyne
schemes which require some specific adjustment of
the carrier phase. In the case of a self-homodyne
coherent receiver for phase-shift keyed (PSK) signals,
for example, a quadrature phase correction is
required. Typically, this requires a detuning of only
a few MHz from the SBS gain peak, well within the
Brillouin gain bandwidth.

Another application of the narrow linewidth
associated with the Brillouin gain, is as a tunable
narrow-band filter for channel selection in a densely
packed multichannel communication system. A
channel can be selectively amplified through Brillouin
amplification by launching a pump beam at the
receiver end so that it propagates inside the fiber in a
direction opposite to that of the multichannel signal.
Different channels can be selectively amplified by
tuning the pump laser. The adjustable bandwidth and
high out-of-band rejection can be used to advantage
in this case. In another approach, the fiber
Brillouin amplifier can be used to selectively amplify
multiple subcarrier-multiplexed (SCM) channels car-
ried by a single optical carrier within a WDM
signal, or to amplify a backward-propagating super-
visory signal.

Fiber Parametric Amplifiers

In both stimulated Raman scattering and stimulated
Brillouin scattering, the optical fiber plays an active
role through the participation of molecular vibrations
or acoustic phonons. However, in many other non-
linear phenomena, the fiber plays a passive role
except for mediating the interaction among several
optical waves. Since these phenomena involve the
light-induced modulation of some medium para-
meter, they are known as parametric processes.

The parametric processes can be classified as
second-order or third-order processes, depending on
whether the second-order susceptibility or the third-
order susceptibility is responsible for them. Concern-
ing the second-order parametric processes, they are
not significant in silica fibers, due to the small value of
the second-order susceptibility. In contrast, some
third-order parametric processes, namely third-har-
monic generation, four-wave mixing, and parametric
amplification, can exhibit relatively high conversion
efficiencies. The parametric gain in optical fibers can
be used to make fiber parametric amplifiers, which
find some interesting applications for squeezing and
optical fiber communications.

Phase-Matching in Parametric Processes

The efficiency of the four-wave mixing process
depends on the relative phase among the interacting
optical waves. A high efficiency requires matching
of the frequencies as well as of the wave vectors.
The latter requirement is often referred to as
phase-matching. In contrast with SRS and SBS,
where phase-matching is automatically fulfilled as a
result of the active participation of the nonlinear
medium, the phase-matching condition in parametric
processes requires a specific choice of the frequencies
and the refractive indices.

Considering the case in which two photons at
energies v1 and v2 are annihilated with simultaneous
creation of two photons at frequencies v3 and v4; the
matching of the frequencies imposes the condition:

v1 þ v2 ¼ v3 þ v4 ½37�

On the other hand, the phase-matching is given by the
condition Dk ¼ 0; where

Dk ¼ k3 þ k4 2 k1 2 k2

¼
�
~n3v3 þ ~n4v4 2 ~n1v1 2 ~n2v2

��
c ½38�

where the ~ni are the effective refractive indices of
the fiber modes. It is relatively easy to satisfy the
phase-matching condition when v1 ¼ v2: In this
case, a strong pump at v1 ¼ v2 ; vp generates a
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low-frequency sideband at v3 and a high-frequency
sideband at v4; when we assume v4 . v3: These
sidebands are referred as the Stokes and anti-Stokes
bands, respectively, which are also often called the
signal and idler bands. The frequency shift of the two
sidebands is given by

Vs ¼ vp 2 v3 ¼ v4 2 vp ½39�

The effective indices ~ni in eqn [38] can be written as

~ni ¼ ni þ Dni ½40�

where Dni is the change of index refraction due to
waveguiding. As a consequence, considering the
eqn [40] and the case v1 ¼ v2; eqn [38] can be
written in the form:

Dk ¼ Dkm þ Dkw ½41�

where

Dkm ¼ ðn3v3 þ n4v4 2 2n1v1Þ
�
c ½42�

results from the material dispersion and

Dkw ¼
�
Dn3v3 þ Dn4v4 2 ðDn1 þ Dn2Þv1

��
c ½43�

results from the waveguide dispersion. We must note
that although the two pump waves have the same
frequency, Dn1 and Dn2 are, in general, different if
these waves propagate in different modes.

The material contribution Dkm can be expressed in
terms of the frequency shift Vs given by eqn [39], if
we use an expansion of Dkm about the pump
frequency vp ¼ v1 ¼ v2: By retaining up to terms
quadratic in Vs in this expansion, one obtains

Dkm ¼ b2V
2
s ½44�

where b2 ¼ d2k=dv2 is the group-velocity dispersion
(GVD) coefficient at the pump frequency. In the
description of the evolution of the Stokes and anti-
Stokes waves, an effective propagation constant
appears, given by

k ¼ Dk þ DkNL ¼ Dkm þ Dkw þ DkNL ½45�

In eqn [45], DkNL represents a nonlinear contribution,
given by

DkNL ¼ 2gPp ½46�

where Pp ¼ P1 ¼ P2 is the power in each pump wave
and

g ¼
�n2v

cAe

½47�

is the nonlinearity coefficient, �n2 being the nonlinear-
index coefficient.

Parametric Gain

The evolution of the Stokes and anti-Stokes waves are
governed by the following coupled equations:

dE3

dz
¼ 2jgPp expð2jkzÞEp

4 ½48�

dEp
4

dz
¼ 22jgPp expðjkzÞE3 ½49�

The general solution of eqns [48] and [49] is
given by

E3ðzÞ¼
�
c1expðgPzÞþc2expð2gPzÞ

�
exp

�
2jkz=2

�
½50�

Ep
4ðzÞ¼

�
c3expðgPzÞþc4expð2gPzÞ

�
exp

�
jkz=2

�
½51�

where the coefficients ci are determined from the
boundary conditions and the parametric gain gP is
given by

gP¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2gPpÞ

22

�
k

2

�2
s

½52�

In the range

26gPp#Dk#2gPp ½53�

the radicand in eqn [52] is positive, so a gain
occurs. The maximum gain is achieved when k¼0
and it is given by

gPmax¼DkNL¼2gPp¼ �gP

2Pp

Ae

½54�

where

�gP¼
vp �n2

c
½55�

Considering that �n2¼3:2£10220 m2 W21 and
assuming a pump wavelength lp¼1 mm, we find
that the gain coefficient �gP is larger by a factor of 2
than the peak of the Raman gain coefficient gR:

Consequently, the threshold for the parametric
process is lower than with the Raman effect.
However, the Raman effect dominates in general
for long fibers, since it is difficult to maintain phase
matching because of fluctuations of the core
diameter. One can define a coherence length,
given by

Lcoh¼2p=kmax ½56�

where kmax is the maximum tolerable phase
mismatch. Significant four-wave mixing occurs
only if L,Lcoh:
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In the case of a monomode fiber, Dkw is very small
and can be ignored. For lp below the zero of
dispersion lD < 1:3 mm (b2 . 0), one has to keep
both Dkm and DkNL small by using small frequency
shifts Vs and low pump powers. When Dkm

dominates, we have

Lcoh <
2p

lDkml
¼

2p

b2V
2
s

½57�

In the visible range, one has b2 < 50 2 60 ps2 km21,
and Lcoh < 1 km for fs ¼ Vs=2p < 50 GHz. For a
pump wavelength above the zero dispersion (b2 , 0),
the negative value of Dkm must be compensated by
DkNL: For phase matching one has

k ¼ 0 < Dkm þ DkNL ¼ b2V
2
s þ DkNL ½58�

From this, we obtain

Vs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2gPp

�
lb2l

q
½59�

which coincides with the frequency shift character-
istic of the modulation instability.

Amplifier Gain and Bandwidth

Four-wave mixing can be used, for example, in a
fiber-optical parametric amplifier. In fact, the main
difference between the four-wave mixing experiments
and the parametric-amplification experiments is
whether a signal at the phase-matched frequency is
co-propagated with the pump or not. In the absence
of a signal, the signal and idler waves are generated
from amplifications of noise.

Let us consider the situation in which a signal
wave with a power P3 is launched at z ¼ 0; and
simultaneously an idler wave appears, with P4ðz ¼

0Þ ¼ 0: In this case, considering the solution given by
eqs [50] and [51] and taking into account eqn [52],
we can write the following results for the signal and
idler powers:

P3ðzÞ ¼ P3ð0Þ

"
1 þ

 
1 þ

k2

4g2
P

!
sinh2ðgPzÞ

#
½60�

P4ðzÞ ¼ P3ð0Þ

 
1 þ

k2

4g2
P

!
sinh2ðgPzÞ ¼ P3ðzÞ2 P3ð0Þ

½61�

The single-pass gain of the parametric amplifier
becomes

GP ¼
P3ðLÞ

P3ð0Þ
¼1þ

P4ðLÞ

P3ð0Þ
¼1þ

 
1þ

k2

4g2
P

!
sinh2ðgPLÞ

¼1þ
ð2gPpÞ

2

g2
P

sinh2ðgPLÞ<

 
1þ

k2

4g2
P

!
sinh2ðgPLÞ

½62�

The approximation holds for gPLq1: According to
eqn [52], amplification (gP .0) occurs only in the case:

lkl,4gPp ½63�

Since lkl must be small, this also means good phase-
matching. If one has complete phase-matching (k¼0)
and still gPLq1;one obtains exponential behavior for
the amplifier gain:

GP ¼ sinh2ðgPLÞ<
1

4
expð2gPLÞ¼

1

4
expð4gPpLÞ ½64�

From Eqs [44] and [45], we have that the phase
mismatch k and the frequency shift Vs are related by

k¼b2V
2
s þDkwþDkNL ½65�

From eqn [65] we have

Dk

DVs

¼2lb2lVs ½66�

In order to estimate the amplification bandwidth DVs;

we set

Dk¼kmax ¼4gPp ½67�

From Eqs [66] and [67] we obtain

DVs ¼
2gPp

lb2lVs

¼
2

lb2lVsLNL

½68�

where LNL ¼ðgPpÞ
21 is the nonlinear length. Con-

sidering typical values lb2l¼20–60 ps2 km21,
Vs=2p¼10–100THz; and LNL ,1m; we obtain a
bandwidth in the range ,10–100 GHz. This band-
width lies between that of a fiber Raman amplifier
(,5 THz) and a fiber Brillouin amplifier
(,100 MHz).

For lkl . 4gPp the parametric gain becomes
imaginary and there is no longer amplification,
but rather a periodical power variation of the signal
and idler waves. In particular, if lklq 4gPp; then
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gP < jk=2 and the parametric amplifier gain is

GP ¼ ð2gPpLÞ2
sin2ðkL=2Þ

ðkL=2Þ2
½69�

A convenient measure for the width in this case corres-
ponds to a wavevector mismatch Dk ¼ 2p=L; where L
is the fiber length. Using eqn [66], we then have

DVs ¼
p

Llb2lVs

½70�

Amplifier Performance and Applications

Parametric amplification can induce considerable
crosstalk in WDM communication systems. Such
crosstalk affects the system performance, particularly
for channel spacings less than 10 GHz. Considering
a channel spacing of 5 GHz and 220 dB allowed
crosstalk, calculations show that the input power per
channel should be smaller than 1 mW for a 15 km-
long monomode fiber, and 0.1 mW for 100 km-long
fiber. However, this effect can be avoided by an
appropriate frequency separation of the channels.

Besides the limitation mentioned above, parametric
amplification may be useful in the field of optical fiber
communication systems. In fact, parametric ampli-
fiers have a bandwidth of ,100 GHz, which is
smaller that the bandwidth of fiber Raman amplifiers
(,5 THz) but still sufficiently large for many appli-
cations. On the other hand, the frequency shift in
FPAs can be as large as ,100 THz, which must be
compared with the pump-signal frequency shift of
,13 THz of FRAs. These characteristics of FPAs
allow a considerable flexibility in the choice of the
pump source.

Parametric amplifier gains above 40 dB, with a
30-m-long fiber for input signal powers less than
1 mW and a pump power Pp < 70 W, were already
measured. Such large gain values show clearly the
potential of fiber parametric amplifiers provided
phase-matching can be achieved. In fact, this
condition puts stringent limits on the control of
frequency shift Vs between the pump and signal
waves. One method to satisfy the phase-matching
requirement consists in using large birefringence of
polarization-preserving fibers. Several parametric
amplifiers using this kind of fiber have been demon-
strated. Moreover, the possibility to realize a
parametric laser was also demonstrated, by
placing the fiber inside a Fabry–Perot cavity.

Fiber-optic parametric amplifiers have also
attracted considerable attention in the context of a
phenomenon known as squeezing. In contrast to
coherent light containing equal minimum noise

fluctuations in cophasal and quadrature components,
in squeezed states one of these components acquires a
noise fluctuation below the quantum-noise level at
the expense of the other component. This phenom-
enon can occur in a parametric amplifier for certain
values of the relative phase between the signal and
idler waves. In fact, spontaneous emission at the
signal and idler frequencies generates photons with
random phases. Four-wave mixing increases or
decreases the number of specific signal-idler
photon pairs, depending on their relative phases.
The noise reduction below the quantum-noise level
can be verified using a phase-sensitive detection
scheme in which the phase of the local oscillator is
conveniently adjusted. The phase-sensitive nature of
parametric amplifiers can also be usefully exploited to
reduce the timing jitter in soliton communication
systems.

List of Units and Nomenclature

Ae effective fiber core area, m2

c vacuum speed of light, m s21

Ep amplitude of the pump wave electric
field, V m21

Es amplitude of the signal wave electric
field, V m21

gB Brillouin gain coefficient, m W21

GB Brillouin amplifier gain
gP parametric gain, m21

GP parametric amplifier gain
gR Raman gain coefficient, m W21

GR Raman amplifier gain
~ka wave vector of the acoustic wave,

rad m21

~kp wave vector of the pump wave,
rad m21

~ks wave vector of the signal wave,
rad m21

L amplifier length, m
Lcoh coherence length, m
Le effective amplifier length, m
LNL nonlinear length, m
n refractive index
�n2 nonlinear-index coefficient, m2 W21

p12 longitudinal elasto-optic coefficient
Pasp amplified spontaneous scattered

power, W
Pp pump power, W
Ps signal (Stokes) power, W
na acoustic velocity, m s21

nB Brillouin frequency shift, s21

ap absorption coefficient at the pump
frequency, m21
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as absorption coefficient at the signal
frequency, m21

b2 group-velocity dispersion coeffi-
cient, s2 m21

g nonlinearity coefficient, W21 m21

G inverse acoustic phonon lifetime, s21

d frequency detuning from Brillouin
gain peak, s21

DnB Brillouin gain bandwidth, s21

Dnp pump linewidth, s21

DnR Raman gain bandwidth, s21

10 free-space permittivity, F m21

r0 average material density, kg m23

f nonlinear phase shift, rad
va acoustic wave frequency, rad s21

vp pump wave frequency, rad s21

vs signal (Stokes) wave frequency,
rad s21

Vs sideband frequency shift, rad s21

See also

Optical Communication Systems: Wavelength Division
Multiplexing. Nonlinear Optics, Basics: Four-Wave
Mixing. Scattering: Raman Scattering.
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Introduction

There has been rapid growth in the deployment
and capacity of optical fiber communication net-
works over the past 25 years. This growth has
been made possible by the development of new
optoelectronic technologies that can be utilized to
exploit the enormous bandwidth of optical fiber.
Today, systems are operational which operate at bit
rates in excess of 100 Gb/s. Optical technology is
the dominant carrier of global information. It is
also central to the realization of future networks
that will have the capabilities demanded by society.
These capabilities include virtually unlimited band-
width to carry communication services of almost
any kind, and full transparency that allows
terminal upgrades in capacity and flexible routing
of channels. Many of the advances in optical
networks have been made possible by the optical
amplifier.

Optical amplifiers can be divided into two classes:
the optical fiber amplifier and semiconductor optical
amplifier (SOA). The former dominates conventional
system applications such as in-line amplification to
compensate for optical link losses. However, due to
advances in optical semiconductor fabrication tech-
niques and device design, the SOA is showing great
promise for use in evolving optical communication
networks. It can be utilized as a general gain element
but also has many functional applications, including
optical switching and wavelength conversion. These
functions, where there is no conversion of optical
signals into the electrical domain, are required in
transparent optical networks.

We will review SOA basics, technology (materials
and structures), signal transmission performance
(pattern effects, crosstalk, and ultrashort pulse ampli-
fication), and some important functional applications
(optical switching and wavelength conversion).

Basic Principles

The SOA is based on similar technology as a laser
diode. Optical gain is achieved by electrically pump-
ing a suitable semiconductor material, such that a
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population inversion occurs between the material
conduction and valence bands. An incoming photon
can then be amplified when the resulting stimulated
emission exceeds losses due to stimulated absorption
and internal material losses. SOAs can be designed to
operate in either the 1300 nm or 1550 nm optical
communication windows. The principle of operation
of an SOA with low residual reflectivities ðR < 0Þ is
shown in Figure 1. An input optical power experi-
ences a single-pass gain G ¼ expðgLÞ after traveling
through the SOA active waveguide of length L.
The net gain coefficient g ¼ Ggm 2 aint; where G is
the optical confinement factor (the fraction of the
propagating signal power confined to the SOA
waveguide), gm the material gain, and aint the optical
loss coefficient. gm is a function of the injected carrier
(electron) density and wavelength. The single-mode
active waveguide can support two orthogonal polar-
ization modes: transverse electric (TE) and transverse
magnetic (TM).

The amplification process also adds broadband
noise, amplified spontaneous emission (ASE) to the
output signal. The amplifier noise figure (NF) is a
measure of the signal-to-noise ratio (SNR) degra-
dation of the signal after amplification. It is defined
as the ratio of the SNR of the input to that of the
output when the input noise is shot noise limited.
Expressions for the output SNR are usually calculated
assuming that the SOA is followed by a narrowband
optical filter and an ideal photodetector, such that the
main source of detector noise is the beat noise
between the signal and the ASE falling within the
filter bandwidth. In this case the SOA noise figure is
given by

NF ¼ 2nspK ½1�

with the excess noise factor K given by

K ¼
ð1 þ RGÞðG 2 1ÞGgm

ð1 2 RÞGðGgm 2 aintÞ
½2�

where nsp is the effective population inversion
parameter. To achieve a low NF, the internal losses
must be small and a value of nsp close to one is
required. A favorable value of nsp is achieved by
operating the SOA at high gain.

A low R is required to prevent the SOA from
oscillating at high gains. The residual reflectivity is
manifest as ripples in the amplifier gain spectrum and
ASE spectrum.

SOA Structures

The key parameters required for a practical SOA are:

. low reflectivity (,1024) to ensure low gain ripple
(,0.5 dB);

. low optical loss coefficient to achieve a high gain;

. high material gain to allow low drive current
operation;

. low polarization sensitivity (,0.5 dB) because the
polarization state of the optical signal coming from
a link fiber is usually random;

. high saturation output power ðPsatÞ; defined as the
output power at which the gain is reduced by 3 dB;
and

. low fiber-to-chip coupling losses (,3 dB per facet).

A schematic diagram of a commercial SOA chip is
shown in Figure 2. The active waveguide consists of a
0.2 mm thick InGaAsP bulk active layer sandwiched
between 0.1 mm thick InGaAsP separate confinement
heterostructure (SCH) layers. The central section of
the active waveguide is 600 mm long with a constant
width of 1.4 mm. The mode-expanding active wave-
guide tapers are 150 mm long with a width that
changes linearly from 1.4 mm to 0.4 mm at the tip.
The tapers allow optical coupling to an underlying
passive waveguide enabling efficient coupling to the
input and output optical fibers. The structure
provides a high confinement factor because of the
refractive index mismatch between the layers in the
gain section. The p-n junction formed by the p-InP

Figure 1 SOA basic structure.
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and n-InP layers acts as a current block, thereby
providing good confinement of the injected carriers
from the drive current to the active layer. Very low-
reflectivity (,1026) is obtained by combining buried
windows with antireflection-coated tilted facets
(78 tilt angle).

Because of the active waveguide asymmetry, the TE
confinement factor is larger than the TM confinement
factor. gm is isotropic in bulk material. The introduc-
tion of tensile strain, due to the lattice mismatch
between the active layer and SCH layers, causes the
bulk material band structure to change in such a way
that the TM material gain is greater than the TE
material gain. The introduction of the correct amount
of tensile strain compensates for the difference in the
TE and TM confinement factors leading to low
polarization dependence.

Other SOA structures that can achieve low
polarization dependency are based on active wave-
guides with near square cross-section having almost
the same TE and TM confinement factors or the
combination of compressively strained quantum
wells (higher TE gain) and tensile strained quantum
wells (higher TM gain). Typical specifications and
characteristics of a commercial SOA are listed in
Table 1 and shown in Figure 3.

As Figure 3 shows, gain saturation in conventional
SOAs is manifest at output signal powers well below
Psat. Because the gain recovery time (carrier lifetime) in

SOAs is fast (typically 0.1–1 ns), this can lead to
pattern effects in single-channel systems and severe
crosstalk in wavelength division multiplexed (WDM)
systems. This problem can be greatly reduced by the
use of a gain-clamped SOA (GC-SOA). In a GC-SOA,
lasing action is produced, at a wavelength remote from
the operating wavelength range, by the introduction of
wavelength specific feedback. Once lasing begins, the
carrier density in the SOA active layer is clamped at a
fixed value. Changes in the input signal power lead to
opposing changes in the lasing mode power. This has
the effect of keeping the carrier density fixed (i.e.,
clamped), thereby making the signal gain relatively
insensitive to changes in the total input power. A
common method of providing this feedback is the use
of distributed Bragg reflectors (DBRs) as shown in
Figure 4. A typical GC-SOA gain versus output power
characteristic is shown in Figure 5.

Basic Applications of SOAs in
Optical Communication Systems

The three basic applications of SOAs in optical
communication systems are: booster amplifier, in-
line amplifier, and preamplifier. The main require-
ments of SOAs for such applications are listed in
Table 2.

A booster amplifier is used to increase the power of
a high power signal. Boosting laser power in an
optical transmitter can be used to overcome external
modulator losses, compensate for splitting and tap
losses in optical distribution networks and to increase
the power budget of optical links. The most critical
requirement of a booster amplifier is a high Psat, to
obtain a high output signal power and minimize
pattern effects. SOAs with Psat in excess of 10 dBm
are now available commercially.

The sensitivity of a conventional optical receiver is
limited by thermal noise. The sensitivity is the

Figure 2 SCH SOA with tensile-strained bulk active layer.

Table 1 Typical specifications of a commercial SOA

Wavelength of peak gain 1550 nm

Peak fiber-to-fiber gain 22 dB

Noise figure 6.5 dB

Saturation output power 10 dBm

Polarization sensitivity 0.2 dB

Gain ripple 0.1 dB

3 dB bandwidth 40 nm

Drive current 200 mA
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minimum signal power required at the receiver input
to achieve a desired bit-error-rate (typically 1029). An
optical preamplifier can be used to increase the power
level of an optical data signal prior to detection and
demodulation, leading to an increase in sensitivity.
The performance of a preamplified optical receiver is
dependent on the detector signal-to-noise ratio,
SNR ¼ i2sig = �ı

2
noise: The signal photocurrent isig is

proportional to the amplified signal power. The
mean square noise current �ı2noise includes circuit
noise (thermal noise and detector dark current
noise), signal shot noise, spontaneous emission shot
noise, signal-spontaneous beat noise, and beat noise
between the spectral components of the spontaneous
emission. The best improvement in SNR occurs when
the SOA is operated in the signal-spontaneous beat
noise limit. In this regime, the signal power is
sufficiently large such that the dominant receiver
noise is the signal-spontaneous beat noise that falls
within the signal bandwidth. This usually requires
that the spontaneous emission from the SOA be
reduced using a narrowband optical filter. The noise
figure is a critical parameter in this application and
should be as low as possible.

In long-haul optical transmission systems, in-line
optical amplifiers can be used to compensate for link
losses thereby increasing the spacing between optical
regenerators. The main advantages of in-line SOAs
are transparency to data rate and modulation format
(unsaturated operation), bidirectionality, WDM
capability, simple mode of operation, low power
consumption, and compactness. The latter two
advantages are important for remotely located optical
components. To avoid noise accumulation in the link,
it may be necessary to follow each SOA by a
narrowband optical filter, but this can prevent
capacity enhancements using WDM.

An example of a single channel optical trans-
mission system utilizing booster, in-line, and

preamplifier SOAs is shown in Figure 6. The
transmitter comprised a 1309 nm gain-switched
laser diode directly modulated with a 10 GHz
sinusoid to produce a train of 40 ps wide pulses at a
repetition rate of 10 GHz. At 1309 nm fiber dis-
persion is small and the maximum transmission
distance is mainly limited by the link losses. The
laser output was connected to an external modulator,
driven by a 231-1 pseudo-random bit sequence (PRBS)
to produce an optical data stream with an extinction
ratio of 13 dB. A booster SOA was used to increase

Figure 3 Typical commercial SOA small-signal gain and noise figure versus bias current and gain versus output power

characteristics.

Figure 4 Schematic structure of a GC-SOA.

Figure 5 Typical GC-SOA gain versus output power

characteristic.
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the average transmitted power to between 0 and
2 dBm (7–9 dBm peak power). The transmission fiber
length was 420 km with 12 in-line SOAs, used to
compensate for fiber loss, spaced at 38 km intervals.
At the receiver the signal was passed through a 1 nm
bandpass filter, to reduce the accumulated sponta-
neous emission, amplified by an SOA preamplifier and
filtered by a 1 nm bandpass filter. The signal was then
detected by a p-i-n photodiode followed by an
electronic clock and data recovery circuit. The SOA
preamplifier and filter increased the receiver sensitivity
from 214 dBm to 231 dBm for a BER of 10210. The
receiver penalty after 420 km was 5 dB. In this
experiment, the main limitation on transmission
distance was the accumulation of spontaneous emis-
sion within the optical filter bandwidth.

Pattern Effects and Crosstalk

When an SOA is operated in the unsaturated regime,
the amplifier gain is independent of the number of
input signals and signal data rate. Outside this
regime, the SOA will cause distortion because at

high input powers, the gain saturates and compresses.
Dynamic gain saturation occurs on the same time
scale as the gain recovery time. This leads to pattern
effects where the power of an incoming bit affects the
gain experienced by subsequent bits. This is particu-
larly important when the bit rate is of the same order
as the inverse of the gain recovery time as shown in
Figure 7. In WDM systems cross-gain modulation
(XGM) between the channels can lead to severe
interchannel crosstalk.

A further complication in WDM systems using
SOAs is interchannel crosstalk caused by four-wave
mixing (FWM). FWM is a coherent nonlinear process
between two optical fields within the SOA, resulting
in gain modulation at the beat frequency between the
fields, and in the process generating new sidebands. In
WDM systems with equally spaced wavelengths, the
net effect of FWM is the generation of crosstalk terms
interfering with the desired signals. Although the
crosstalk can be relatively low in power terms, it can
produce significant power penalties due to the
coherent beat noise phenomena. The level of
FWM crosstalk increases as the channel spacing
decreases and the channel output power increases.

Figure 6 10 Gbit/s transmission experiment utilizing booster, in-line and preamplifier SOAs. (Adapted from Kuindersma et al. (1996)

10 Gbit/s RZ transmission at 1309 nm over 420 km using a chain of multiple quantum-well semiconductor optical amplifier modules at

38 km intervals. European Conference on Optical Communications 1996.)

Table 2 Requirements of basic SOA applications

Requirement Booster amplifier In-line amplifier Preamplifier

High gain Yes Yes Yes

High Psat Yes Yes Not critical

Low noise figure Not critical Yes Yes

Low polarization sensitivity Not critical Yes Yes

Optical filter Not necessary Not critical Yes
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FWM crosstalk is of particular importance in dense
WDM systems where the inter channel spacing is less
than 100 GHz. Figure 8 shows a typical SOA output
spectrum for an 8-channel multiplex with FWM-
generated crosstalk signals.

Ultrashort Pulse Amplification

Optical time division multiplexing is an efficient
method for increasing the bit rate of optical trans-
mission systems. This requires the time interleaving
of short optical pulses. The transmission distance is
limited by the fiber group velocity dispersion, which is
proportional to the pulse spectral width. Soliton
transmission is also possible where the pulse shape is
preserved as it propagates in the fiber.

Because an SOA has a very large bandwidth
(typically 5 THz) it is capable of amplifying pulses as
short as 100 fs. An input pulse can be amplified
without significant distortion if the pulse energy is
much less than the saturation energy Esat of the SOA.
Typical SOA saturation energies are of the order of a
few pico Joules. As the pulse energy approaches Esat,
considerable spectral broadening and distortion
can result. For an input pulse width tp (full width
at half maximum) of the order of 10–100 ps spectral
broadening is primarily due to self phase modulation
(SPM). SPM is caused by gain saturation, which
leads to intensity-dependent changes in the SOA
active layer refractive index in response to carrier
density variations. The degree of spectral broadening
and distortion also depends on the input pulse shape.
If tp is much less than the carrier lifetime, the output
pulse power PoutðtÞ and phase foutðtÞ are given
approximately by

PoutðtÞ ¼ PinðtÞ exp½hðtÞ� ½3�

foutðtÞ ¼ finðtÞ2
1

2
ahðtÞ ½4�

with

hðtÞ ¼

"
1 2

 
1 2

1

G0

!
exp

 
2UinðtÞ

Esat

!#21

½5�

UinðtÞ ¼
ðt

21
PinðtÞdt ½6�

where PinðtÞ and finðtÞ are the input pulse power and
phase, respectively. G0 and a are the amplifier
unsaturated gain and linewidth enhancement factor,
respectively. Typical values for a are in the range
2–10 and depend on the amplifier active region
material and operating conditions. The output pulse
spectrum can be obtained from

SðvÞ¼

�����
ð1

21
½PoutðtÞ�

1=2exp½ifoutðtÞþiðv2v0Þt�dt

�����
2

½7�

where n0¼v0=2p is the pulse optical frequency. The
output pulse chirp (frequency variation) is given by

DnoutðtÞ¼2
1

2p

›fout

›t
¼DninðtÞþ

a

4p

›h

›t
½8�

where DninðtÞ is the input pulse chirp. Using the
above theory the shape, chirp and spectrum of an
amplified zero-chirp (transform limited) Gaussian

Figure 7 Typical eye diagrams of 10 Gb/s nonreturn to zero data (a) before and (b) after amplification by an SOA. ASE noise is

present in the output eye diagram.

Figure 8 Typical SOA output spectrum for an 8-channel WDM

multiplex with 100 GHz spacing. Channel 6 has been dropped to

show the FWM crosstalk signal caused by channels 5 and 7.
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pulse of input power

PinðtÞ¼
Ein

t0

ffiffi
p

p exp

 
2

t2

t2
0

!

is shown in Figure 9. Ein is the pulse energy and
tp<1:665t0: The amplified pulse is asymmetric
because the leading edge of the pulse experiences
a larger gain than the trailing edge. The amplified
pulse spectrum is broader than the input pulse and
also develops a multipeak structure. This is due to

the SPM-induced frequency chirp imposed on the
pulse as it propagates through the amplifier. In this
case the chirp is linear around the peak of the
pulse power spectrum. It can be compensated by
transmitting the pulse through an optical fiber with
anomalous group-velocity dispersion. In practice
optical pulses can be far from Gaussian and can
also have an initial chirp. In this case the induced
chirp and resulting pulse spectrum can be more
complex and more difficult to compensate.

When the input pulse width is less than ,10 ps, the
above theory is no longer adequate and other
nonlinear effects within the SOA such as carrier
heating and spectral hole burning must be taken into
account. The resulting pulse power and spectral
distortions induced by an SOA on such pulses can
be very complex.

Functional Applications

SOAs can be used to perform functions that are
particularly useful in optically transparent networks.
Recent advances in photonic integrated circuit and
optoelectronic device packaging technology have
made the deployment of SOA functional elements
feasible. Two of the most important applications
of SOAs are optical switching and wavelength
conversion.

An example of a 2 £ 2 SOA switch module used for
optical routing is shown in Figure 10. Larger switch
matrices can be constructed using this basic element.
The module is based on a hybrid structure consisting of
four integrated SOAs mounted on a silicon submount.
The SOA-array is aligned to input and output polymer
waveguides through V-grooves and alignment inden-
tations. An incoming data packet can be routed to any
output port by switching on the appropriate SOA.
Switching times of the order of 1 ns are possible.

Ultrafast switching (,100 fs) can be achieved by
incorporating SOAs in non-linear loop mirror struc-
tures, such as the terahertz optical asymmetric
demultiplexer (TOAD) shown in Figure 11. Switching
is achieved by placing an SOA offset from the
center of an optical fiber loop mirror and injecting
data into the loop via a 50:50 coupler. The two

Figure 9 Amplified pulse shape, frequency chirp and spectrum

for a transform-limited Gaussian input pulse with Ein=Esat ¼ 0:1

and a ¼ 5: n is optical frequency. The parameter is the amplifier

unsaturated gain.

Figure 10 2 £ 2 hybrid SOA switch module.
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counter-propagating data pulse streams arrive
asynchronously at the SOA. A switching pulse is
timed to arrive after one data pulse but just before its
replica. The switching pulse power is adjusted to
impart a phase change ofp radians onto the replica, so
the data pulse is switched out when the two counter-
propagating components interfere on their return
to the coupler. The TOAD can also be used to
demultiplex high-speed time division multiplexed
pulse streams.

All-optical wavelength converters will play an
important role in broadband optical networks. Their
most important function will be to avoid wavelength
blocking in optical cross-connects in WDM networks.
Wavelength converters increase the flexibility and
capacity of a network using a fixed set of wavelengths
and can be used to centralize network management.
In packet switching networks, tunable wavelength
converters can be used to resolve packet contention
and reduce optical buffering requirements.

Wavelength conversion in SOAs can be achieved
using XGM, cross-phase modulation (XPM), or
FWM. The design of an SOA wavelength converter
based on XPM requires that one or more SOAs be
incorporated into an interferometer, an example of
which is the Mach–Zehnder interferometer (MZI)
shown in Figure 12. An input data signal at
wavelength l1 is used to modulate the upper SOA
refractive index, which controls the phase shift
experienced by a second unmodulated input signal at

l2 in one of the interferometer arms. When the input
data signal is low (logic 0), the arms are in phase and
the l2 signal appears at the top output. When the input
pump signal is high (logic 1) it produces an extra p

phase shift between the two arms, causing them to be
totally out of phase and the l2 signal to appear at the
bottom output. Both outputs contain a copy of the
original data signal imposed onto the new wavelength.
Up and down conversion is possible. The lower SOA is
used to equalize the gain experienced by the l2 signal
in each of the arms. An optical filter is required at the
output to remove l1. Such wavelength converters can
operate at very high bit rates (.10 Gb/s). An
important advantage of the MZI structure is that it
also gives 2R regeneration (re-amplification and
reshaping) of the input data signal with wavelength
conversion. This is because the interferometer non-
linear response increases the converted signal extinc-
tion ratio compared to the input data. All-optical 3R
(2R þ retiming) regenerators are of great interest in
future optical communication networks to restore
degraded transmission signals. SOA-based interfero-
metric structures can be used to achieve 3R (2R þ

retiming) regeneration at data rates .80 Gb/s.

See also

Coherent Lightwave Systems. Lasers: Semiconductor
Lasers. Optical Amplifiers: Basic Concepts; Erbrium
Doped Fiber Amplifiers for Lightwave Systems; Optical

Figure 11 Ultrahigh speed optical switching using a TOAD.

Figure 12 SOA Mach–Zehnder wavelength converter.
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Introduction

Scientists are well known for the diversity of their
interests. One topic that captures the interest of
virtually all scientists, and people in general, is
money. Not only are people engaged in obtaining
money, but they are also fascinated about the
manufacture of money and the protection of its value.

The relationship between manufacturing tech-
niques and the protection of value documents
(currency, stock shares, bonds, etc.) is not accidental.
Technology has always been employed to counter the
contemporary threats of counterfeiters. These threats
vary, depending on the skill set and resources
available to the criminal, as well as the counterfeiting
strategy adopted. While we refer to banknotes

repeatedly in this chapter, the information applies,
as well, to passports, stamps, tax banderoles, identi-
fication cards, visas, licenses, checks, and bankcards.
Banknotes can be considered the most challenging
application for optical anticounterfeiting technol-
ogies. Stamps, banderoles, and checks are single-use
items, and do not have to be as durable as currency.
Identification cards, passports, and the like are used
many times but are generally in protective covers and
are examined by trained personnel. Currency must
endure the rigors of commerce and travel, while still
being easily authenticated by the average citizen.

The ever-increasing availability of low-cost com-
puter hardware and software, along with color
photocopiers and printers, has stimulated the use of
optical and electro-optical technologies that were
previously applied in a limited fashion or not at all.
These optical techniques include: transmitted light
devices, such as watermarks and threads; luminescent
materials; reflective, interference, and diffraction
schemes; modulation techniques (Moiré, for
example); and light polarization effects.

Each of these concepts either has been or is likely to
be applied to value documents to prevent counter-
feiting. Each has its own set of potential benefits and
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application challenges. Also, some of these effects
have been successfully applied to commercial dec-
orative products. It is important to understand the
difference between commercial and security uses.
Effects aimed at commercial uses are mainly decora-
tive or aesthetic, whereas security devices are func-
tional and integrated into a security strategy. To
ensure economic success, decorative products must be
easily manufactured and widely distributed. In
contrast, security products are carefully controlled
in both their availability and the diffusion of
manufacturing expertise.

Historical Perspective

Paper currencies (banknotes) have been printed for
hundreds of years. Their history has been marked by a
succession of technical changes in an effort to prevent
counterfeiting. Sophisticated manufacturing tech-
niques, such as intaglio printing and watermarks,
along with special papers, made it difficult for
counterfeiters to produce acceptable imitations.
Intaglio is the centuries old method of printing,
using incised or engraved metal plates. The tremen-
dous pressure of the intaglio press forces the paper
into an ink-coated plate engraving, forming patterns
of ink on the paper.

In the eighteenth and nineteenth centuries, bank-
note printers often used unique engravings of
guilloche patterns (intricate, overlapping curves),
vignettes, and portraits as anticounterfeiting devices.
These sophisticated patterns effectively discouraged
early, relatively unskilled, counterfeiters. The devel-
opment of photography and lithographic printing in
the late nineteenth century created new opportunities
for counterfeiting. Photochemical technology made it
possible to produce suitable reproductions using print
shop facilities throughout the world.

Photochemical techniques had significant limi-
tations, however. The printed notes were passable
but not high-quality imitations of genuine intaglio
notes. Making lithographic plates required specific
skill, considerable equipment, and left behind mean-
ingful evidence (films, plates, press blankets, etc.) for
police to find.

Until the 1980s, counterfeiting detection methods
by governmental officials were relatively uncompli-
cated, as three general perpetrators could be classified
in fairly predictable ways (Table 1).

Until the advent of home computers, optical
scanners, color printers, and copiers, the challenge
for law enforcement was difficult but focused.
Amateur counterfeiting was virtually nonexistent.
The effort required to make a few notes was daunting,
the risk high, and potential profit meager. This meant
that anticounterfeiting police efforts could be con-
centrated on criminal counterfeiters. Government-
sponsored counterfeiting was certainly known (both
the Germans and the British attempted to de-stabilize
their opponents’ national economies during World
War II), but this was more an issue of foreign policy,
diplomacy, and espionage and not the main province
of national police.

The situation changed quickly and radically in the
late 1980s. Color photocopiers had improved in cost,
quality, and size to the point that commercial
establishments were buying hundreds of machines.
The 1990s introduced numerous new technologies to
seduce the casual counterfeiter. These included home
computers, graphics editing software, color printers,
and low-cost scanners.

The amateur counterfeiter now had an array of
sophisticated tools that could copy, edit, and repro-
duce virtually any kind of document. Banknotes
made by the techniques of ‘digifeiting’ (a term coined
by Dr. Sara Church of the US Treasury Department)
were not of high quality, but passable in small
quantities in low risk situations. It was now possible,
economical, and relatively safe to make one or a
dozen bills, especially in low denominations.

Police efforts were now severely challenged as
the proliferation of amateur counterfeiters made
investigation and prosecution costly. Especially in
the United States, average citizens were lured by the
prospect of augmenting their incomes by printing one
or two notes a week. When apprehended, effective
prosecution and punishment of such small-stakes
criminals was expensive and unpopular.

Large-production criminal counterfeiting was
augmented by new digital and electro-optical

Table 1

Class of threat Typical volume of notes Resources and skills (1980)

Amateur Small (,100) Retail paper, ink. Household chemistry

Criminal Medium to large (1000 to 1 000 000) Litho press, darkroom, plate making, cutting equipment. Skilled

printing personnel

State-sponsored Large (millions) Intaglio press, currency paper. Skilled engravers and printers,

Major distribution networks
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breakthroughs. Lithographic plates could now be
made without cameras or chemistry. Laser ablated
plates made directly on the printing press (such as
Heidelberg/Presstek) accurately duplicated features
as small as 10 or 15 microns. Further, computer-to-
plate technology with erasable plates presented an
unusual opportunity for counterfeit production in
small press shops.

The use of new electronic and optical tools by
amateur and criminal counterfeiters coincided with a
rise in state-sponsored counterfeiting. The United
States, in particular, was victimized in the early 1990s
by high-quality, intaglio-printed notes. One such
note, dubbed the ‘super $100’ was allegedly produced
in huge volumes in the Middle East and circulated
widely in Europe.

Various means of detecting counterfeits were
promoted but remain largely ineffective today. The
so-called ‘detector pen’ applies a small amount of
iodine solution onto a banknote. The iodine reacts
with starch (often used to stiffen paper to give it a
banknote ‘feel’), turning the pen mark from light
brown to black. Unfortunately, the presence or
absence of starch in the paper is not a foolproof
criterion. US currency paper contains no starch, while
the currencies of other countries, such as Canada,
have a starch component.

Concurrent with the availability of new high-tech
counterfeiting tools, optical science has been hard at
work to create protection schemes, utilizing the latest
optical effects and manufacturing technologies. These
new technologies have been largely outside the
skill set and resources of amateur, criminal, and
even state-sponsored counterfeiters.

An analysis of all the types of optical materials used
for anticounterfeiting purposes as well as for dec-
orative purposes shows that all are based on the
control of electromagnetic radiation in the ultra-
violet (UV), visible, and infrared. Exploiting various
degrees of light transmission, reflectance, absorption,
or scatter controls this radiation. In particular, all
anticounterfeit devices fall into one or more of five
basic categories: light patterning, light re-emission,
light diffraction, polarization, or light interference.
Characteristics of an effective anticounterfeiting
solution include:

. quick verification by the average person;

. ability to function in a variety of lighting
situations;

. deterrence of scanning and electronic photocopy-
ing;

. compatibility with existing banknote production
schemes and equipment;

. ability to be verified by machines;

. durable and reliable despite strenuous handling
conditions;

. tight control of materials and manufacturing
processes.

Devices Based on Light Patterning

Watermarks

Images can be created in the paper substrate during
the manufacturing process. Watermarks have been in
use for at least 500 years and are produced by the
arrangement of the paper fibers in the cylinder-mold
paper machine or by impression in wet paper in the
Fourdrinier paper machine. Because they are not on
the surface of a document, watermarks are not readily
visible in reflected light, but become apparent when
light is transmitted through the paper substrate.
Credible counterfeits, however, have been produced
using images created by imprinting paper with waxy
or oily substances. The fatty ‘ink’ is not readily
detected on the surface of the document and serves
to change the light transmission characteristics of
the paper.

Watermarks serve chiefly to authenticate the paper
substrate and to deter the practice of ‘raising’ notes,
that is, bleaching a genuine low-denomination note
and re-printing it as a higher value. The most effective
watermarks are produced by the cylinder-mold
process and use an image that is a duplicate of that
image printed in ink (Figure 1) elsewhere on the
document. This gives the examiner a reference point
to compare the watermark as, for example, on all
high-denomination US currency.

Watermarks are an effective counterfeiting deter-
rent when the general population is educated about
their presence and their function. The limited opport-
unity to expose banknotes to a source of transmitted
light (outdoors or in a dimly lit restaurant, for
example) somewhat reduces their effectiveness.

Figure 1 Watermark portrait of Clara Schumann, famous

pianist and wife of composer Schumann: far left – portrait in

transmitted light; center – portrait in reflected and transmitted

light; and right – banknote in reflection. Courtesy of Papierfabrik

Louisenthal.
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Threads

Thin strips of polymer or metallized polymer can be
imbedded in the paper substrate during the paper-
making process. Such strips are approximately 12
microns thick and 1–5 millimeters wide. These strips
are known as threads because Crane & Company
developed the original concept in the 1860s, using
colored silk thread. Typically, threads are installed
border-to-border in the narrow direction of the
banknote. Because they are inside the paper, they
are not seen in reflected light, but are readily visible
when light is transmitted through the substrate. Such
threads are effective deterrents against counterfeiting
achieved by scanning or photocopying, as the scanner
uses only reflected light and cannot duplicate the
buried thread. Threads have evolved into several
varieties:

. De-metallized threads: Thin polymer coated with
an opaque metal. The metal is selectively removed
to create text or images.

. ‘Window’ threads: Metallized polymer that is
‘woven’ in and out of the paper to permit
observation in both reflected and transmitted
light (Figure 2).

. Fluorescent threads: Polymer impregnated with
ultraviolet inks that emit a specific color under UV
irradiation (Figure 3). See the section ‘Devices
Based on Light Re-emission’ later in this article.

. Diffractive threads: Metallized polymer strips that
have been embossed with diffractive or holo-
graphic patterns and attached by hot-stamping or
adhesive to the surface of the note. See the section
‘Devices Based on Light Diffraction.’

Potential drawbacks to the use of threads are
durability and the temptation of the general public to
try to extract them from the banknote. Also, some
threads can be simulated by printing or by attaching a
polymer film to the surface of the banknote.

Laser Perforation

A modern ‘watermark’ concept is laser perforation
of the banknote substrate. Precise patterns of
microscopic holes (ca. 100 microns diameter) can
be drilled using a high-power laser apparatus. The
200-Franc Swiss banknote features denomination
numbers that are not readily visible in reflected
light. However, when a light source is held behind
the note, the numerals fabricated by laser perfor-
ation are clearly visible (Figure 4). In addition to
being easily authenticated by non-expert observers
with no special viewing apparatus, laser perforation
has forensic advantages. The penetrations made by
laser beams have a particular shape, spacing, and
dimension, which are not easily mimicked. By clever
adaptation of laser scanning software, holes of
different shapes can be made and inter-mixed for
additional security complexity. As a result, manual

Figure 2 Windowed thread. Reproduced with permission from

De La Rue International Limited.

Figure 4 Microperfw laser holes in banknote. Left image in transmitted light; right image in reflected light. Reproduced with permission

from Orell Füssli Security Printing Ltd.

Figure 3 Fluorescent thread embedded into US $100 note.

Reproduced with permission from Crane and Co., Inc.
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pin pricks and mechanically pierced holes can be
discriminated as forgeries.

Reflective Foils

One of the earliest defenses against photocopying and
digital scanning was the use of reflective metallic foils
affixed to the surface of the document. Such foils yield
.80% reflection during scanning and the resultant
scanned image is usually a black field.

Attachment of foils to currency paper or documents
is carried out by applying a thermoset adhesive under
heat and pressure and releasing the optical film from
its carrier web by means of a separate polymeric
release layer. This process is known as hot-stamping.
Alternatively, an ultraviolet curing adhesive can be
used to affix the foil to the paper substrate using a
cold roll-on process.

Foiling may impede the amateur counterfeiter;
since decorative foiling of stationery and packaging is
well known, it presents little challenge to the
professional perpetrator.

Planchettes

Planchettes are small flakes or fragments a few
millimeters in diameter and 10–25 microns thick.
These are often colorful or reflective materials and can
feature a variety of effects including iridescence,
diffraction, fluorescence, magnetic properties, or
thermochromic properties. These fragments are
attached to the banknote substrate by an adhesive
(Figure 5). Planchettes discourage scanning and
photocopying, since the copier cannot duplicate their
special properties. Unfortunately, planchettes have
been found to be non-durable and easy to simulate.
The generally random placement makes it difficult
for an examiner to authenticate a genuine note.

Thermochromic Inks

Inks that react to temperature changes have been
employed on checks and identity cards. Thermo-
chromic inks fluctuate from one color to another

when the temperature of the printed image is raised.
While it is possible for body temperature to activate
this change, the effect is more certain if infrared heat
is used. Since the process requires several seconds to
activate (depending on the heat source), thermo-
chromic materials have not been widely used on
banknotes where immediate authentication is
necessary.

Colored Fibers

Extremely fine fibers (ca. 15 microns diameter) have
been incorporated into currency papers for decades.
The United States, for example, uses a few hundred
grams of red and blue fibers per ton of paper in
making currency. While of some forensic interest, the
amount and size of the fibers makes them nearly
undetectable by the average citizen.

Alternatively, fibers may be impregnated with
fluorescent materials, or with absorbers that selec-
tively absorb the wavelengths of light typically used
in copy machines, producing obvious forgeries when
copied.

Moiré Effects

Images can be created with very fine details that
produce aliasing errors when digitized. Aliasing is the
creation of new and spurious patterns through the
superposition of two patterns whose periodicities are
unequal. It represents interaction between the spatial
frequency of the genuine document and the sampling
frequency of the copying device. Aliasing is com-
monly known as moiré in the printing industry.
Typical moiré generating patterns are constructed as
closely spaced concentric circles, often found around
the eyes in portraits on banknotes. When scanned
digitally, the resulting copy will contain spurious
images (scan traps) that are easily identified as
fraudulent.

For example, if a genuine document is designed in a
1000 dpi (dots per inch) printing process it can later
be scanned on a 1000 dpi scanner and, theoretically,
all the data can be reproduced accurately. If, however,
the scanner and the document are not in synchrony,
the scanner will miss pieces of data, depending on the
registration error, resulting in a digitized image that
does not resemble the original.

In the scanned section of a US $5 note (Figure 6),
one can see patterns of curved lines intersecting in the
background, whereas the authentic image consists of
fine parallel lines that do not intersect. The curvature
and intersections are artifacts of the moiré created by
digital scanning.

Figure 5 Peruvian 100 Nuevo Soles note showing iridescent

planchettes. Reproduced with permission from Flex Products, Inc.
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Modulation Techniques

Images produced by offset lithography are based
on patterns (screens) of fine dots. By varying dot
density, an array of shadings and tones can be created.
More progressive modulation techniques, such as
amplitude modulation (varying dot sizes) and fre-
quency modulation (varying dot spacing) are often
used to produce high-resolution images. To deter
counterfeiting, banknotes can be printed using pixels,
which are lines of equal length but assorted angular
orientation. This technique is known as screen angle
modulation (SAM).

SAM techniques can be used to defeat digital
scanners by preventing the scanning of all available
information due to under-sampling, or by concealing
hidden patterns which are not demodulated by the
human eye, but can be detected with suitable filters
(Figure 7). A variant of this technology, called
Scrambled Indiciaw, has been used to protect US
postage stamps (Figure 8).

Devices Based on Light Re-emission

Ultraviolet Fluorescent Inks

Ultraviolet (UV) inks are widely used on banknotes as
semicovert deterrents. Images printed in UV inks are
challenging to detect in normal lighting situations but
are readily visible under UV (black light) illumina-
tion. Such printed images require a special light
source for authentication and are subject to degra-
dation over time from the handling and chemical
exposure of banknotes. Typically, these products are
sensitive to either short UVat 254 nanometers or long
UV at 366 nanometers.

UV inks provide good protection against photo-
copying but can be readily simulated by more
advanced counterfeiters.

UV Fibers

Several countries mix minute quantities of UV
luminescent fibers into the paper substrate. In most
cases, these are randomly placed and invisible to the
naked eye.

Devices Based on Light Diffraction

Diffractive structures range from simple periodic
surface relief structures (textured surfaces) to multi-
level holographic structures that form a continuum of
products ranging from decorative coatings to anti-
counterfeit devices. Figure 9 shows a generalized
structure for all known types of reflective-based relief
structures.

Most devices are based on reflection; however, in a
few instances where clear polymer is used, devices
may also be based on diffractive light transmission.
The sizes, shapes, and orientation of the grooves vary
according to the exact device. The opaque aluminum
layer insures that the design works in reflected light.
Most of these structures exhibit a rainbow effect
where the color moves from short to long wavelength
as the viewing angle increases. This rainbow effect
can be found for all types of structures with grooves
that have sizes near that of light wavelengths. The
color shifts in a direction opposite to that of a thin
film interference structure. Further, the rainbow effect
can only be seen in a direction perpendicular to the
groove direction. In the special case where the groove
dimensions are less than the wavelength of light, the

Figure 6 Scanned section of US $5 note showing moiré effect.

Authentic image has no intersecting lines. Courtesy of Flex

Products, Inc.

Figure 8 Hidden image in 32¢ US postage stamp decoded by

invisible line screen (left image – normal view; right image – with

decoder in place). Courtesy of Flex Products, Inc.

Figure 7 Top image – hidden image as normally seen; Bottom

image – Image decoded with visible line screen. Courtesy of Joh

Enschedé Security Printing Ltd.

OPTICAL COATINGS / Anti-Counterfeiting and Decorative Coatings 321



rainbow effects disappear and are replaced by
another type of diffraction (zero-order diffraction),
where only specific colors are seen in reflection.
Groove height and width for all diffraction products
range from 0.1 to 10 microns.

For a unique set of discrete angles and for a given
spacing d, the diffracted light from each facet is in
phase with the light diffracted from any other facet,
so they combine constructively:

Gml ¼ sin aþ sin b ½1�

where G ¼ 1=d is the groove density or pitch, a is the
angle between the incident light and the normal to the
grating, b is the angle between the diffracted beam
and the normal to the grating and m is an integer
called the diffraction order.

For m ¼ 0; b ¼ 2a for all l, the grating acts as a
mirror and the wavelengths are no longer separated.
This is called specular or zero-order reflection.

In contrast to grating structures (linear grooves)
that only modify light intensities, holographic

structures are complex surface contours that modify
both the phase and intensity of the reflected light.
Light reflecting off a metallized holographic structure
is capable of producing an image in either two
dimensions (2D) or three dimensions (3D). Heat and
pressure may emboss the relief structure into a
metallized polymeric film by hot-stamping. Alterna-
tively, an embossing metal roller presses the relief
image into a thermoplastic film or thin ultraviolet
curable coating. The embossed structure is sub-
sequently metallized with opaque aluminum or with
a high-index dielectric material such as zinc sulfide or
zirconium dioxide. The latter layers allow printed
information on the substrate to show, while at the
same time provide a holographic image. However,
such high-index holograms are not as bright, since
some of the reflective light is lost in transmission.
Polymethylmethacralate (PMMA), polycarbo-
nate (PC), polyvinyl chloride (PVC), and polyester
(type G) are typical materials that can accept such an
embossing.

Figure 9 Cross-section of diffraction device. Courtesy of Flex Products, Inc.
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Thick metallized embossed plastic films of ca. 50
microns are used for decorative labels. Thin metal-
lized embossed hardcoats of ca. 7 microns, which can
be released from carrier sheets or embossed thin
plastic films, are used for the security field.

Holograms used for high-security applications
have one characteristic that distinguishes them from
ordinary holograms or other diffractive devices used
for decorative purposes. This characteristic finds itself
in the complication of images, multilevel images at
different focal depths, different images that appear at
various viewing angles, images of 3D objects super-
imposed with synthetic 2D images, micro-images, or
images that appear to move as the device is tilted back
and forth. Specific types of diffractive structures are
described below. The list starts with simple holo-
grams used in decorative markets and progresses to
high-security devices.

Diffractive grating: A structure comprised of square
or sinusoidal linear grooves that breaks light into
its component colors. An assemblage of abutting
islands, each randomly oriented and with its own
parallel grooves, gives the viewer a twinkling color
effect (Figure 10).

2D hologram: A relief structure that, upon viewing
with a point source of light, shows a 2D image of
objects, text, logos, or lines that emerge over a
background. Such holograms are often referred to

as ‘cartoon images’ since they are images of
original drawings (Figure 11). Because of their
simplicity and frequent use as decorative packa-
ging, these holograms are generally not used in the
security market.

Multilevel 2D hologram: A relief structure that shows
a simulated 3D effect. This is accomplished by
creating an image with two or more layers of flat
artwork, with each layer at a slightly different
focal depth (Figure 12). These images are well
suited for labels, cards, and other decorative
products. They have also been used on coupons,
gift certificates, and tickets.

3D hologram: A relief structure that reconstructs a
3D image from a real or computer-synthesized 3D
object (Figure 13). A 3D dove has been used on the
VISA credit card as a security device for many
years, though many now consider it more of a
marketing logo than a security feature.

2D/3D hologram: A relief structure that reconstructs
an image showing both a 3D and a 2D object,
created from a 3D sculpture and flat art drawings
(Figure 14). The artwork is created in such a way
that the images appear at different depths of view.

Stereo-hologram: A relief structure that reconstructs
a 3D image such that upon tilting from side to side
one can see around the object, and additional
features can then be viewed. At any given angle, it
appears to be a 3D hologram. The image is created
through multiple exposures of a 3D object during
the holographic mastering process.

Figure 10 Picture of a typical diffractive assemblage of

gratings. Reproduced with permission from Amagic Holographics

Inc./K-Laser Technology, Inc.

Figure 11 2D hologram. Courtesy of American Bank Note

Holographics, Inc.

Figure 12 Multilevel, 2D hologram. Courtesy of American Bank

Note Holographics, Inc.

Figure 13 3D hologram. Courtesy of American Bank Note

Holographics, Inc.
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True color hologram: In contrast to the holograms
described above, a true color hologram is created
by diffraction angle control of the colors red,
green, and blue from a 3D object or color
transparency. The relief structure, when viewed
in white light, reveals a picture in true color, as
opposed to the rainbow effect seen in regular 2D
and 3D holograms (Figure 15).

High-definition security hologram: A relief structure
that produces an image composed of multiple
elements, such as fine line text and complex
patterns that simulate movement as the device is
tilted back and forth. Different images also appear
at different angles (Figure 16). These images occur
because different images are recorded in the
holographic mastering process at different angles.
The complicated imagery and the use of multiple
images is the major holographic technique in use
today for anticounterfeiting.

High-definition diffraction gratings: The relief struc-
ture in Figure 17 shows a multitude of elements,
each with colors that change upon tilting. It
consists of a very fine line grating structure,
1000 lines or greater per millimeter. These
gratings are sometimes combined with holo-
graphic images that change depictions upon
tilting, thus providing a high level of security.

Kinegramsw: This grating structure, based on com-
puter-generated graphic images, is composed of

light diffracting microstructures of less than one
micron, with blaze (saw-tooth) contours that
when viewed display optokinematic movements.
This security device was first used in 1987 on
Austrian 5000 Schillings. When the orientation
of the blaze grating changes across the device,
two distinct images are possible, depending on
the view with respect to the blaze angles. The
images do, however, require an aluminum reflec-
tive layer deposited onto the relief structure in
order to generate the highly reflective colored
images.

A 1808 rotation of the device can lead to a
marked change in the diffraction properties and,
consequently, the image properties. This stands in
contrast to holographic symmetrically based
structures that yield identical images. An example
of a Kinegramw security device is shown in
Figure 18. The letter ‘K’ on the front facet of the
cube is filled with an asymmetric structure,
whereas the background is realized by using the
same structure rotated by 1808. When viewed
from one side, the letter ‘K’ appears bright on a
dark background. Upon rotation in its plane by
1808, the contrast between the letter ‘K’ and the
background is reversed.

Zero-order diffraction grating: This relief structure is
quite different from holographic or normal grating
structures, as it is based on an abrupt change in the

Figure 15 True color hologram. Reproduced with permission

from Light Impressions International, Inc.

Figure 14 2D/3D hologram. Courtesy of American Bank Note

Holographics, Inc. Figure 16 High-definition security hologram. Number 50

appears in various colors in first angle of view. Colored shells

appear at another angle of view. Reproduced with permission

from DeLaRue International Limited.

Figure 17 Left and center images – Exelgrame at two different

viewing angles. Reproduced with permission from CSIRO. Right

image – HiMaxw OVD high security device showing portrait of

Sir Isaac Newton. Reproduced with permission from Light

Impressions International, Inc.
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refractive index from approximately 2.3 to 1.5.
Rather than employing an aluminized layer for
reflection, the structure uses a thin, high-index
layer ðn ¼ 2:3; for example) embedded in an
organic polymer with a refractive index of about
1.5. The high-index layer appears as a parallel
series of lines, approximately 0.2 microns wide,
with another parallel series of lines beneath the
first set, but oriented under the spacing of the first
set of lines at a depth of about 0.2 microns.

This structure not only changes color as the
device is tilted back and forth but also as it is
rotated. In rotation, the color changes from red to
green (Figure 19). Further, the light is polarized as
it reflects. When a linear polarizer is inserted
between the eye and the device, the color changes
to black. The colors seen are based on specular
zero-order reflection, unlike standard diffraction
gratings where the reflected color is based on first-
order reflection. The preeminent effect is when the
device is placed over a black background. Over a
white background the colors are subtler. Viewing
reflection in zero order allows one to see the
reflected colors in both point and diffuse lighting.
The combination of polarization effects and color
in rotation is ideally suited to high-security
applications.

Devices Based on Light Interference

Thin-Film Foils

There are two types of thin-film interference devices.
The first is based on an all-dielectric filter, and the
second is based on a Fabry–Perot resonance
cavity structure of the type absorber/dielectric/reflec-
tor. The all-dielectric filter uses pairs of high and
low refractive index materials at a quarter-wave
thickness. A typical filter is the one used initially on
Canadian currency that employed the design: ZrO2

1QW/SiO2 3QW/ZrO2 1QW/SiO2 3QW/ZrO2

1QW, where the QW (quarter-wave optical
thickness) is centered at 585 nm. This design exhibits
a gold-to-green color shift with viewing angle.

A Fabry–Perot filter also has a gold-to-green color
shift and typically uses the design Cr 5 nm/MgF2

4QW @ 604 nm/Al (opaque). This filter has slightly
higher color saturation than the all-dielectric filter.
The design is opaque and, therefore, the color
observed is independent of the substrate color onto
which it is affixed. This stands in contrast to the all-
dielectric filter that must be laid over a black
background for optical color saturation. If the all-
dielectric filter is placed on a white background, the
transmitted light passing through the optical filter
will reflect off the white background and combine
with the filter’s reflection to give white light.
However, with a varied colored background, the
reflected color will vary depending on the combi-
nation of reflected color from the substrate and the
reflected color from the filter.

The gamut of reflected colors from a metal–
dielectric foil covers all four-color quadrants in the
CIE Lab color space. Brightness of the foil depends on
the materials used and on the design. Figure 20 shows
the theoretical gamut of colors as plotted on the ap bp

plane for the design, using the materials Cr, MgF2

and Al.
Foils based on thin film interference layers contain

a reflectance peak property moving from long
wavelength to short wavelength as the viewing
angle is increased. This is true across the UV, through
the visible and into the near-infrared. To the human
eye, the color moves from red to blue. The anti-
counterfeit foil shown in Figure 21 exemplifies this
effect.

Shifts from long to short wavelength occur because
the path light difference (see the bold line in Figure 22)
between the rays of light that reflect from the surface
and the reflector are a function of the cosine of the
incidence angle.

The path length difference is shown by the term
2d cos u, where u is the angle of incidence within the

Figure 18 The Kinegramw security device as seen in two views

differing from each other by a rotation of 1808 in its plane, while

illumination and viewing conditions remain unchanged. Repro-

duced with permission from OVD Kinegram Corporation.

Figure 19 Zero-order diffraction images in a DIDw security

device: two views 1808 apart in planar rotation. Reproduced with

permission from Hologram Industries.
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filter and d is the distance between the surface of the
filter and the reflector. The angle u and the angle f are
related by Snell’s law: n0 sin f ¼ n1 sin u:

Light interference occurs where the wavefronts
superimpose on one another. The fractional number
of wavelengths that can fit into this path length
difference is given by C ¼ 2n1d cosðuÞ=l; where l is
the wavelength of light. Waves reflected from these
two surfaces will interfere constructively when C is
an integral number of wavelengths and interfere
destructively when C is at multiples of half wave-
lengths. As the viewing angle (f) increases, the angle u
also increases. Thus, constructive interference

translates into a reflectance peak that moves toward
shorter wavelengths as the angle of viewing is
increased due to its cosine dependence.

The Fabry–Perot filter can use any transparent
dielectric (colored or clear), a reflective metal,
although optical metals are preferable since they
have the highest reflectance (e.g., Ag, Al, Ni, Cu), and
an absorber that is partially transmissive and partially
reflective. Thin metals, absorbing dielectrics, and
metal nitrides are typical materials used as an
absorbing layer.

Light Interference Inks

Inks based on interference pigments have been
developed over the last thirty years, starting with
pigments based on high-index thin film coated micas
(typically TiO2 coated micas) and culminating with

Figure 20 Gamut of colors at 08 incidence viewing under Illuminant C produced from Fabry–Perot designs as a function of

quarter-wave optical thickness. Courtesy of Flex Products, Inc.

Figure 21 Anticounterfeit interference foil on brake shoes.

Reproduced with permission from November AG.

Figure 22 Diagram showing the principle of optical shift with

viewing angle. Courtesy of Flex Products, Inc.
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OVPw pigments based on the Fabry–Perot structure
(Figure 23).

Inks created from micas are known as pastel or
pearlescent inks, whereas inks formulated from
OVPw are known as optically variable inks (OVIw).
The latter inks are used as a primary defense against
counterfeiting, defeating color copying and color
printing from computer images. The difficulty with
using interference micas for security features is that
they can be readily purchased in the commercial
world. In contrast, OVPw is a tightly controlled
material and cannot be purchased by the general
public.

OVIw security ink has been formulated into
intaglio, silkscreen, flexographic and gravure appli-
cations. Its use on security documents encompasses
over 75 banknotes worldwide, including the newly
issued Euro notes, post-1996 $10, $20, $50, and
$100 US banknotes, and banknotes for China. With
the use of such inks, postage stamps, tax stamps,
identification cards, and other security documents
have also been effectively protected against counter-
feiting. Color control for OVIw is assured because
OVPw can be blended according to additive color
theory to produce a desired color and color shift. Two
examples of OVIw– the 100 Pula Botswana note and
the new 100 Euro note – can be seen respectively in
Figures 24 and 25.

OVIw inks have been extremely successful for
banknote protection and might even be a de facto
standard, because they meet the seven characteristics
of an effective anticounterfeit solution as described
earlier.

Devices Based on Light Polarization

The use of light polarization as an anticounterfeit
feature has taken several avenues, one as coatings or
pigments, the other as invisible images that are
detected with a linear polarizer. With the exception
of the zero-order diffraction device described earlier,
polarization devices are based on cholesteric liquid
crystals, using either nematic (planar oriented) layers
or helical twisted layers.

Liquid crystal pigments are constructed from
cholesteric polysilozanes that have been oriented
and cross-linked in place with photopolymerization.
With this cross-linking, pigments are relatively stable
to temperature changes. These materials can form
helical structures in either right or left twist orien-
tation. Such materials reflect 50% of a band of
wavelengths, centered at wavelength, l0, of the
incoming light as circularly polarized light and 50%
of the band centered at l0 as transmitted, circular
polarized light, but with the opposite twist. The
remaining wavelengths pass through the structure
with no interaction. The amount and type of the

Figure 23 Left image – cross-section of interference mica; right image – cross-section of optically variable pigment (OVPw).

Courtesy of Flex Products, Inc.

Figure 24 100 Pula Botswana note showing green-to-blue color

shift OVIw with latent images. Reproduced with permission from

SICPA.

Figure 25 100 Euro note showing magenta-to-green OVIw.

Courtesy of Flex Products, Inc.
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chiral phase (components that inherently orient into a
helical structure) in the polymer determine the pitch
of the helical structure. This, in turn, determines the
wavelength of reflection, i.e. l0 ¼ nP where n is the
average refractive index and P is the pitch length of
the material (pitch length determined by 3608
rotation of the helix). At tilted viewing angles, the
color changes according to the formula l ¼ l0 cos u
where u is the viewing angle relative to the vertical,
and l0 is the reflected wavelength seen perpendicular
to the surface. By the judicious combination of
left- and right-handed helical based layers, or by
inserting a half-wave retarder layer between two
layers having the same helical structure, the resulting
pigments reflect nearly 100% at l0.

When these materials are properly processed and
ground (particles 2–50 microns thick, with an
aspect ratio of 3:1 in lateral/thickness dimensions),
particles with the helical structure perpendicular to
the planar surfaces can be realized. Such pigments,
or liquid crystal polymeric coatings, when printed,
have color-shifting properties with viewing angles
that defeat color copiers and the like, since toners
have no color-shifting properties (Figure 26). These
pigments also have an additional security feature,
namely, that when viewed through a circular
polarizer having the opposite twist, the color-
shifting pigments appear black.

A special technology known as linear photo-
polymerization (LPP) is a process to produce
photo-patterned liquid crystal polymer (LCP) l/4
phase retarders, which, when combined with a
series of layers involving a reflector, and a linear
polarizer, shows positive and negative images.
Without the diagnostic linear polarizer, however,
the image is invisible (Figure 27).

Adding a nematic liquid crystal layer, which
exhibits a helical twist configuration, extends this
technology. The latter technology can produce
colored images when viewed with a linear polarizer.
Such devices can be coated or hot-stamped onto a
substrate containing viewable information.

Combination Devices

Beginning in 2000, combinations of holographic
structures with liquid crystal or interference thin
films were developed, which could make counter-
feiting even more difficult. Such structures emerge as
a hologram floating on a color shifting background.
Magnetic layers, integrated into part of the optical
interference stack, allow spatial orientation and 3D
effects during printing.

Decorative Coatings

Coatings Based on Diffractive Pigments

When pigments based on diffractive effects are
created, individual flakes have surface contours
of groove-like structures of 2000–3500 lines mm21.
In spray-out coatings using such pigments, diverse
interplay of subtle rainbow colors results (Figure 28).
The effect is particularly striking in full sunlight
as, for example, on curved surfaces found on
cars and motorcycles. Some manufacturers have
successfully used finely shredded diffraction gratings

Figure 27 Reflective optical LPP/LCP security device showing a complex LPP/LCP retarder image visualized with one polarizer;

rotation of the polarizer changes the image from positive to negative. Reproduced with permission from Rolic Research, Ltd.

Figure 26 Anticounterfeit label showing liquid crystal

coating viewed straight-on and at tilt angles. Courtesy of Flex

Products Inc.
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(ca. 25 microns thick) as flakes mixed in paints for
decorative purposes. The use of such thick flakes
seriously limits the applicability and uniformity of
the coating.

Coatings Based on Interference Pigments

Pigment-based interference effects are widely known
and have been used for decades in the paint, plastics,
and cosmetic industries. These structures are based on
TiO2 coated mica, where the mica thickness is
between 300 and 600 nm with planar diameters
ranging from 1 to 200 microns, depending on the
application.

Depending on the thickness of the TiO2, different
reflective colors of silver, gold, red, blue, and green
are achievable. For maximum color reflection, a black
substrate or viewing at a particular angle is required
so as to prevent dilution of the reflected color from
light reflected from the substrate surface. Colored
mica pigments are platelets of mica coated with
colored oxides. Metallic-like colors are also formed
from iron oxide coated micas. In the first instance,
two colors may be seen: the platelet color (due to
absorption) and the interference color at one angle.
Only the interference color may be seen at another
viewing angle. If the substrate is colored, the color
switches from the interference color to the substrate
color as the viewing angle changes. More recently,
laminar pigments with an all-dielectric optical stack
have been produced with a low-index central core,
encapsulated with high-index layers that cause
interference.

Interference pigments based on absorber/dielec-
tric/metal/dielectric/absorber have also been intro-
duced into the decorative marketplace. These
structures are based on aluminum as the central
layer, a dielectric spacer layer, and either a wavelength
selective absorber layer such as iron oxide (Fe2O3) or
a nonwavelength selective absorber such as chro-
mium (Cr). In Fe2O3 based pigments, the face-on
colors are mainly found in the yellows and reds
whereas for the Cr-based pigments, a full color gamut
is possible.

Diffractive Foils

These foils are based on diffractive and grating
surfaces where the contours are generally less than
2000 lines mm21. These materials show a glittering
effect, i.e., multiple points of color, as the viewing
angle is changed.

Interference Polymeric Films

These films are made from multilayer extrusions of
pairs of polymers of 50 or more layers. Each pair is
composed of two different polymers with a slightly
different refractive index. Each layer is approximately
one-quarter wave in thickness. Due to the small
refractive index differences between layers, the
resultant film is approximately 25 microns thick.
Uniform color at a given viewing angle is generally
not possible due to the lack of thickness control.
Hence, they tend to look like oil slicks, with each
color changing as the viewing angle changes
(Figure 29). Interference polymeric films have found
use as decorative gift wrapping material.

Holographic Foils

As indicated earlier, holograms designed for non-
security markets may range from simple 2D holo-
grams to more complex ones that function for either
decorative or brand protection purposes. Another
application of holographic foils is in holographic
fabrics, whereby small holograms approximating
several millimeters in diameter are affixed in a pattern
to the cloth (Figure 30).

Aluminum Flake Based Inks and Coatings

These inks are composed of leafing or nonleafing
aluminum powders and a polymeric vehicle. The use
of leafing pigments produces images and coatings of
high brilliance, whereas nonleafing pigments produce
a matte or satin-like finish.

Figure 28 Motorcycle painted with diffraction-based pigments.

Courtesy of Flex Products, Inc.

Figure 29 Visual effect from multilayer extruded polymeric film.

Reproduced with permission from Englehard Corporation.
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Summary and Challenges for
the Future

Optical scientists have shown tremendous creati-
vity in discovering and employing clever technical
devices in the fight against counterfeiting of valu-
able documents. Optical solutions have been created
that meet the functional as well as the economic needs
of the document security industry. A cadre of research
institutions and manufacturing companies has
accepted the challenge of protecting the instruments
of our economic and physical security.

This vigilance will have to continue in the future.
Nearly as fast as new defenses are developed,
criminals are illicitly using new tools to defeat the
protection schemes. Financing for sophisticated
counterfeiting efforts is likely to increase, whether
sourced by international terrorists or drug dealers.
Likewise, the more we move toward an information

society, the more we depend on machines to count,
sort, and verify documents and money. This machine-
driven trend will mandate new features, especially in
banknotes and cards.

It is likely that the future of optical anticounterfeit-
ing technology will be strongly influenced by:

. Active, rather than passive, devices. That is,
devices that can be applied to a document and
later stimulated or interrogated by a machine to
elicit a specific effect or signal.

. Schemes that may be merged with new biometric
technologies, especially for individualized docu-
ments, such as passports and identification cards.
In such applications, it will be necessary to confirm
that a document is genuine, and that it is in the
possession of its rightful owner.

. The need to clearly differentiate security appli-
cations from decorative or aesthetic uses. Effective
security products must always be carefully
controlled and their availability limited.

. The willingness of the public to accept regular
changes in the appearance of value documents.
Currency will have to undergo redesign on a three-
to-six year cycle, rather than the long cycles typical
in the past.

This chapter was intended only as a survey of
the issues involved in anticounterfeiting protection.
To learn more about the optical methods discussed
here, or to learn more about the science of anti-
counterfeiting, please consult the “Further Reading”
section and the Internet sites listed in Table 2.

Figure 30 Fabrics showing holographic effects. Reproduced

with permission from Amagic Holographics, Inc./K-Laser Tech-

nology, Inc.

Table 2 Internet sites: Banknote Design & Protection

Sponsor Web Address

Amagic Holographics, Inc. http://www.amagic-usa.com/

American Bank Note Holographics, Inc. http://www.abholographics.com/

Bank of England http://www.bankofengland.co.uk/banknotes/index.htm

Bundesdruckerei GmbH http://www.bundesdruckerei.de/en/products/index.html

Crane & Co. http://www.crane.com/specialty_papers/default.asp

Engelhard Corporation http://www.engelhard.com/

European Central Bank http://www.ecb.int/

Flex Products, Inc. http://www.ocli.com/markets/flex_products.html

Giesecke & Devrient http://www.gdm.de/eng/main/home/index.php4

Graphic Security Systems Corp. http://www.graphicsecurity.com

Hologram Industries http://www.hologram-industries.com/pages/index.htm

Joh Enschedé http://www.joh-enschede.nl/divisies/jess-engels.html

K-Laser Technology, Inc. http://www.klaser.com.tw

Light Impressions International, Inc. http://www.lightimpressions.com/

November AG http://www.november-ag.de

OVD Kinegram Corporation http://www.kinegram.com/

Papierfabrik Louisenthal GmbH http://www.louisenthal.de/

Rolic Research, Ltd. http://www.rolic.com/

SICPA Security Inks http://www.sicpa.com/default.asp?lang¼e

Thomas De La Rue http://www.delarue.com/

United States Bureau of Engraving http://www.bep.treas.gov/
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List of Units and Nomenclature

2D two-dimensional
3D three-dimensional
CIE Commission Internatio-

nale de l’Eclairage; Inter-
national Commission on
Illumination

CIELAB color space (Lp ¼ Lightness; ap.bp ¼

chroma coordinates)
CMYK cyan-magenta-yellow-

black
QW quarter wave

See also

Holography, Techniques: Color Holography; Holo-
graphic Interferometry; Holographic Recording Materials
and their Processing; Sandwich Holography and Light in
Flight. Microscopy: Interference Microscopy. Optical
Coatings: Thin-film Optical Coatings. Polarization:
Introduction; Matrix Analysis.
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What do a human, a plant, the photoresist used in
microfabrication, and a polymer have in common?
Why has carbon become a crucial part of all known
living systems? The answer to these questions may be

embedded in carbon’s hybrid bonding structure (sp,
sp2, and sp3 C–C bonds). Carbon has 4 electrons in
its outermost shell (the valence shell), which is the
second shell. At first sight, one would expect that
these 4 electrons are distributed among its one 2s and
three 2p orbitals. However, it is well known that, in
the diamond lattice, each carbon atom bonds with its
four neighbors. Are the electrons in 2s and 2p orbitals
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responsible for the four bonds? One possible answer
is that the 2s, 2px, 2py, and 2pz orbitals of the carbon
atom form bonds with their neighbors. There are two
problems with this answer. First, these bonds will
have different strengths (s and p orbitals), which is in
contradiction with the experimental fact indicating
an equal strength for all the four C–C bonds in the
diamond. Second, the computed strength of such
bonds will be lower than that found experimentally.
What is then the nature of C–C bonds found in
organic compounds?

The answer to this difficult question was provided
in 1931 by Linus Pauling (1901–1994), the winner of
two Nobel prizes. With the help of quantum
mechanical calculations, Pauling showed how one
s orbital and three p orbitals can mix, or hybridize, to
form four equivalent atomic orbitals with tetrahedral
orientation. The resulting hybrid orbitals are called
sp3 orbitals as shown in Figure 1. The sp2 or sp1

orbital results if two or one p orbital combine with
the s orbital, respectively, to form the hybrid. While
sp3 C–C bonds lead to a diamond lattice, the sp2

C–C bonds lead to graphite, and a material which
contains both sp2 and sp3 C–C bonds is called
diamond-like carbon (DLC). The optical properties,
such as the bandgap, of DLC depend on the sp3/sp2

ratio. If a sheet consisting of a monolayer of graphite,
which consists of sp2 bonds, is wrapped into a pipe,
the resulting structure is called a single-wall nanotube
(SWNT), as shown in Figure 2a. A multiwall
nanotube (MWNT) has many such layers
(Figure 2b–c). Other elements such as oxygen
(in H2O) and nitrogen (in NH3) also form sp3

orbitals but carbon seems to be only one which is
capable of forming sp, sp2, or sp3 bonds, depending
upon the bonding environment (Figure 3).
This may explain why nature has selected carbon

Figure 1 Hybridization of s and p orbitals in carbon to form sp3

orbitals, which form the so-called sigma bonds responsible for the

strong diamond lattice.

Figure 2 CNT: (a) drawing of a single wall CNT showing sp2 bonded layer; (b) a mat of multi-wall CNTs; and (c) a TEM of MWNT

showing 13 sp2 bonded layers.
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(perhaps due to its bonding flexibility, to form long
C–C chains and rings) as the material of choice for
building living systems.

The sp3 bonding in a diamond lattice makes it a
very unique material with a combination of proper-
ties not matched by any other known materials
(Table 1). In fact, the C–C sp3 bond in diamond
is responsible for its remarkable properties leading
to current and potential applications as shown in
Figure 4. Although diamond (for centuries) and its
bonding structure (for over 70 years) has been known
for a long time, the growth of diamond films using
chemical vapor deposition (CVD) took a long time to
mature. Again, this delay relates to the difficulty with

which the diamond lattice with sp3 C–C bonds is
fabricated.

Diamond Growth by CVD

First evidence of diamond growth by CVD, by
Eversole in 1952–1953, led to the use of H2 and
CH4 in the hot filament CVD (HFCVD) to grow
diamond on diamond substrates (homoepitaxial
growth) by Angus in 1971. The inexpensive CVD
polycrystalline diamond (poly-C) was grown on
non-diamond substrates by Deryagin in 1976, Spitsyn
in 1981, and by Matsumoto et al. in 1983. Currently,

Figure 3 Polycrystalline diamond film; crystalline regions separated by grain boundaries containing non-diamond phases.

Table 1 Comparison of semiconductor properties

Property Diamond Si GaA b-SiC

Poly-C Crystalline

Fig. of merit

Johnson, 1023 W V s22 73 856 9 62.5 10 240

Keyes, 102 W cm21 s22 8C 444 13.8 6.3 90.3

Sat. electron vel., 107 cm s21 2.7 1 1 2.5

Carrier mobilities, (cm2 V21 s21)

Holes 1–165 1600 600 400 50

Electrons 2200 1500 8500 400

Resistivity, V cm 1022–108 1023–1013 1024–108 ?–108 150

Breakdown field, MV cm21 0.1–1 10 0.3 6 4

Band gap, eV 5.45 1.12 1.42 3

Dielectric constant 6.7 5.5 11.7 12.5 9.7

Thermal expan. coeff., 1026 8C21 2.6 1.1 2.6 5.9 4.7

Thermal cond., W cm21 K21 20 4–22 1.5 0.5 5

Lattice constant, Å 3.57 5.43 5.65 4.36

Density, g/cm3 3.52 2.32 5.31 3.215

Melting point, 8C 4000a 1412 1240 2540

Hardness, kg mm22 10 000 1000 600 3500

Poisson ratio 0.11 0.15 0.23 0.315

Young’s modulus, 1012 Pa 0.8–1.2 1.1–1.2 0.155 0.085 0.7

aDiamond may convert to graphite well below 4000 8C depending upon the ambient and it oxidizes at 650 8C to form CO2/CO in O2.
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it is believed that, during the CVD of diamond, the
CH3 is responsible for deposition of C as diamond
and non-diamond phases. The atomic hydrogen,
present in the growth environment, removes the
non-diamond phases leaving behind the diamond
phase. Near the end of the 1990s, basic science of
CVD diamond was well understood, and today
diverse plasma and thermal techniques have been
developed to produce poly-C films several mm thick
and over 12 inches in diameter. Optically smooth
300-micrometer thick undoped poly-C wafers are
available on the market. Although there are some
reports of n-type poly-C and crystalline diamond
growth, the well-established techniques exist only for
in situ doping of p-type diamond.

A number of diamond growth techniques are
currently available for the growth of diamond
and carbon nanotubes. Microwave plasma CVD
(MPCVD) can be used for the growth of both
diamond and carbon nanotubes. As shown in
Table 2, the deposition rate of diamond shows
a large variation (0.1–3600 micrometers/hour)
depending on the growth technique. For applications
of diamond in optical coatings, optoelectronic devices
and optical systems, the study of transmission,
reflection and absorption of light for diamond is
very important. These properties of diamond are
responsible for its beauty and glamor. For appli-
cations in optoelectronic materials, devices
and systems, the micro-fabrication and -machining

technologies are crucial, particularly in the case of
inexpensive poly-C films.

Absorption, Reflection, and
Transmission in Diamond

The optical properties, which have been studied for
hundreds of years, of naturally occurring single
crystal diamond have led to the gem commerce. The
fundamental concept involved in the tremendous
historical fame of diamond is its high refractive index,
nd (in the range of 2.38–2.64 depending upon the
wavelength of light). The refractive index of a
material is a measure of decrease of velocity of light
(which is also true for all electromagnetic waves)
when the wave enters the material. Mathematically,
nd is defined by

nd ¼ Vvac=Vd ½1�

where Vvac and Vd are velocities of light in vacuum
and diamond, respectively.

When a beam of light of intensity I0 in air is
incident normally on the surface of diamond, the
reflected part of the beam, characterized by the
reflection coefficient R, depends on nd, and R is
given by

R ¼

�
na 2 nd

na þ nd

�2

½2�

Figure 4 Sp3 bonds in diamond make it a unique material.

Table 2 Different diamond deposition methods

Methods HFCVD MPCVD DC-arc Jet CVD Combustion

synthesis

Multiple pulsed

laser

Deposition rate (mm/hr) 0.1–10 0.1–10 30–150 4–40 3600

Substrate temperature (8C) 300–1000 300–1200 800–1100 600–1400 50

Deposition area (cm2) 5–900 5–100 ,2 ,3 N/A

Advantages Simple, large area Quality, stability High rate, good quality Simple, high rate Ultra-high rate

Disadvantages Contamination,

fragile filament

Rate Contamination,

small area

Small area Expensive

HFCVD, hot filament CVD.
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where na is refractive index of air and nd is given by
Sellmeier dispersion equation:

nd ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ

4:3l2

l2 2 0:0121
þ

0:33l2

l2 2 0:031

s
½3�

where l is the wavelength of light expressed in
micrometers. When the beam enters diamond, part of
it is absorbed in diamond. The absorption, charac-
terized by the absorption coefficient a, is caused by:
(i) impurities (such as nitrogen, boron, hydrogen,
etc.); and/or (ii) intrinsic defects (such as dangling
bonds, sp2 bonds, and sp bonds). However, if the
energy of light is close to or above the bandgap of
diamond (5.5 eV), the absorption can be caused by
electronic transitions from valence to conduction
bands. The intensity IðxÞ at a distance x below the
diamond surface is given by

IðxÞ ¼ I0ð1 2 RÞ expð2axÞ ½4�

The fundamental expressions for a are different for
indirect and direct type semiconductors. However,
the modeling of a, for energies close to the bandgap
of diamond, can be accomplished empirically using
Urbach’s rule according to the following equation:

a ¼ a0 exp

�
s ðTÞðE 2 E0Þ

kT

�
½5�

where a0 and s are Ubach tail parameters, and
E0 (6.5 eV) is direct gap energy of diamond. K is
Boltzmann constant and T is the temperature. As
at T ¼ 300 K, a0 ¼ 4:23 £ 1011 cm21 and s ¼ 0.585,
eqn [5] can be simplified:

a ¼ 4:23 £ 1011 e22:6ðE26:5Þ ½6�

where the units for a and E are in cm21 and eV,
respectively. Using the expression E ¼ 1.24/l, where
E is in eV and l is in micrometers, eqn [6] can be
written as

a ¼ 4:23 £ 1011 e27:9ð1=l25:24Þ ½7�

where l is in micrometers. The variations of a and nd

with wavelength and energy of light are shown in
Figure 5, which are plotted using eqns [3] and [7].
Impurities and intrinsic defects in diamond strongly
affect a, nd, and its other properties.

Impurities in Diamond

A pure diamond with perfect lattice structure is
transparent to ultraviolet (UV), visible, infrared
(IR), millimeter and microwave regions of the

electromagnetic spectrum. However, even an impur-
ity-free diamond has some absorption in the infrared
due to phonon excitations and an ultraviolet cutoff
due to band-to-band absorption. The defects, impur-
ity-related and intrinsic, in single crystal diamond
have been extensively studied because they strongly
affect its properties. In fact, diamonds are classified
according to the type of defects that are dominant.

Impurities in diamond give rise to additional
energy levels in its bandgap. If the density of these
impurities is sufficiently high, they can cause
absorption of electromagnetic radiation (including
light) on one hand and break the lattice symmetry on
the other. The breaking of the lattice symmetry
can lead to one-phonon IR absorption, which is
forbidden in pure diamond. The fact that impurities
affect the optical properties of diamond led to its
classification into types Ia, Ib, IIa, and IIb which
correspond to pale yellow, golden yellow, no color,
and blue, respectively. The transmission properties
of these various types of diamond are depicted
in Figure 6. The dominant impurities are nitrogen

Figure 6 Transmission spectra of natural diamond and CVD

polycrystalline diamond (poly-C).

Figure 5 Wavelength and energy dependence of absorption

coefficient and refractive index of diamond.
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(5–2500 ppm atomic) in type I and boron (10 ppm
atomic) in type II. It may be pointed out that
boron-doped diamond is a semiconductor with
p-type conductivity measured at room temperature.
Nitrogen-doped diamond does not show n-type
conductivity at room temperature as the donor levels
are too deep to be ionized.

Polycrystalline CVD Diamond

Due to the lack of a reliable hetero-epitaxial diamond
growth technique, the crystalline diamond films are
very expensive (require single crystal diamond sub-
strates for their growth) and, consequently, their
widespread commercial use is severely limited.
Polycrystalline diamond (poly-C) grown by CVD,
which can be as inexpensive as any other material if
mass produced, is very attractive for optical and other
applications (Figure 2). The properties of high-quality
(with high density of sp3 C–C bonds) poly-C films are
comparable to those of crystalline films.

As shown in Figure 6, the transmission properties
of poly-C are comparable to or better than those of
type I and II diamonds for part of the energy range.
Free-standing commercial poly-C films are typically
polished and have thicknesses in the range of 50–300
micrometers (the least expensive are 300 mm thick).
White poly-C films transparent to visible light are also
available. Such films, with optically smooth surface,
can be considered free of scattering effects. These
films can be considered as a transparent plate in
air and, for normal incidence of light with energy
less than the bandgap, the transmission coefficient
is given by

T ¼
ð1 2 r2

1Þð1 2 r2
2Þ

1 þ r2
1r2

2 þ 2r1r2 cosð2dÞ
½8�

where the Fresnel coefficients are given by

r1 ¼
na 2 nd

na þ nd

; r2 ¼
nd 2 na

nd þ na

½9�

where na and nd are refractive indexes of air and
poly-C, respectively, and d is phase change for a
poly-C film with a thickness of t:

d ¼
2p

l
ndt ½10�

Using na ¼ 1.0003, nd ¼ 2:4, and t ¼ 100 mm, eqn [8]
can be written as

T ¼
1

1:49 2 0:493 cos

�
3015

l

� ½11�

or

T ¼
1

1:49 2 0:493 cosð0:048 kÞ
½12�

where l is in mm and k, the wavenumber, is in cm21.
Variation of T as a function of l and k, is shown in
Figure 7. A similar behavior is observed for non-
polished poly-C films if the wavelength is larger than
the surface roughness of the films. For a sample with a
very rough surface, scattering effects need to be
included in eqn [8].

Electroluminescence in Poly-C

In a luminescence process, the electron must first be
excited to higher energy, which can be accomplished
by light (photoluminescence), electron beam (cath-
odoluminescence) or electrical energy (electrolumi-
nescence). A subsequent electron transition to lower
energies leads to emission of light. A common
example of electroluminescence is a forward biased
p–n junction made out of direct bandgap type
semiconductor such as GaAlAs. The light emitting
diodes (LED) and LASERS are based on electro-
luminescence. Red, green, and blue LEDs are made
from GaAlAs, GaP, and SiC/GaN, respectively.
Indirect bandgap type semiconductors, such as
diamond, typically do not exhibit electrolumines-
cence. The fact that electroluminescence has experi-
mentally been observed in crystalline diamond and
poly-C seems to be, at first sight, a contradiction of its

Figure 7 Transmission coefficient of a polished poly-C film

with a thickness of 100 mm as a function of (a) wavelength and

(b) wavenumber.
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indirect bandgap. In fact, defects in diamond are
believed to be responsible for their luminescence
properties. All types of diamond are found to have a
number of defects related to vacancies and impurities.
Due to a unique combination of properties of
diamond (Table 1), its electroluminescence properties
offer a very unique application potential in optical
microelectromechanical systems (MEMS), displays
and communication devices in IR, visible and UV
regions.

Electroluminescence (EL) in optoelectronic devices
is produced by excitation of electrons by electronic
current. Yellow-green EL has been observed in
Schottky diodes made of boron-doped poly-C.
Blue-green and blue-violet EL has been observed in
free-standing poly-C films, with thicknesses in the
range of 15–400 micrometers, when the samples were
subjected to applied fields in the range of 2 V/mm.
The EL peaks are observed at energies in the range of
3–3.85 eV, with the main peak occurring at 3 eV.

Recently, a very interesting type of EL has been
observed in poly-C and carbon nanotubes, which
seems to have an application potential in displays and
optical MEMS. Under applied electric fields in the
range of 20–40 V/mm, electrons are known to tunnel
out of a poly-C film into vacuum and the process is
called field emission. EL has been observed during the
field emission process, and this new effect is called
field emission EL (FEEL). A typical FEEL spectra is
shown in Figure 8. It is believed that FEEL results
from direct type defects in poly-C, which are
populated during the field emission process. The
electrons in these defects, instead of being field
emitted, make transitions to lower energy levels

leading to light emission. The main FEEL peak is
observed at 2.6 eV which is in the visible range.

Poly-C Applications

The current applications of diamond, which include
optical windows, temperature sensors, heat sinks,
cutting tools, surgical instruments, and optical coat-
ings, are based on natural, synthetic, and CVD
diamond. The cost of producing diamond has always
been prohibitive in widespread diamond appli-
cations. Fortunately, over the past 20 years, the
development of CVD diamond technologies has
eradicated the fears of diamond being too expensive
for its widespread applications. As the CVD poly-C
can be as inexpensive as any other electronic material,
widespread applications of diamond are expected for
poly-C. In the area of micro- and nanostructures,
the poly-C can provide a unique opportunity for both
polycrystalline and crystalline microdevices. Using
the present fabrication techniques, the grain size in
poly-C can be varied in the range from a few tens of
nanometers (nanocrystalline diamond) to hundreds
of micrometers (commercial free-standing poly-C
films). This leads to a whole range of device structures
ranging from inter- to intra-grain devices. An intra-
grain device made in poly-C will be an inexpensive
single crystal device with properties better that those
found in natural/synthetic diamonds, because an
intra-grain poly-C device will have a higher degree
of purity (because it is grown by CVD).

The applications of poly-C in microsystems
(current, in-progress, and future) include optical
MEMS, biological/protective/hard coatings, sensors,

Figure 8 FEEL spectra in poly-C as function of wavelength and emission current (inset).
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field emission displays, and WIMS (wireless inte-
grated microsystems). Intra-grain microlenses,
RFMEMS, heat pipes, sensors, microabrasives, and
spectrometers may lead the way for unique poly-C
applications.

Optical MEMS

A basic MEMS structure, with electrostatic actuation
mechanism, is shown in Figure 9. Currently, most of
the Optical MEMS and RFMEMS (radio frequency
MEMS) devices are made from poly-Si (polycrystal-
line Si) using surface or bulk micro-machining
fabrication techniques. The ability to integrate
micro-optical elements with movable structures and
micro-actuators has opened up many new opportu-
nities for optical and optoelectronics systems, as
MEMS allow a more effective manipulation of optical

structures than the conventional methods. Optical
MEMS have applications in displays, sensing, data
storage, and communication systems. Some of the
examples are optical switches, optical cross-connects,
wavelength division add/drop mixers, tunable filters/
lasers/detectors, dispersion components, polarization
dispersion components, and spectrometers.

Material-related limitations put some constraints
on the current optical MEMS technologies and
applications. Diamond is an excellent material for
optical MEMS and can extend the application range
and reliability. The use of poly-C in optical MEMS
can also remove the traditional cost constraints
associated with the use of single crystal diamond.
Although the poly-C optical MEMS are in their
infancy, recent developments are very exciting.
Figure 10 shows a poly-C resonator structure
fabricated using a poly-C fabrication technology
compatible with Si processing techniques. Such
structures, if used as filters and switches, can lead to
a superior performance as compared to any other
currently used material. Poly-C on-chip spec-
trometers are also expected to operate in a large
wavelength range.

Figure 9 A simple MEMS structure with electrostatic moving of

the cantilever beam.

Figure 10 A poly-C MEMS combdrive for high-quality factor

resonators, inertial sensors, optical MEMS, etc. Poly-C is superior

to poly-Si as its Young’s modulus is 4 times higher than that of

poly-Si.

Figure 11 Poly-C microabrasive structures two different

densities of pyramids. (Courtesy of Dr. H. Bjorkman of Upsala

University.)
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Microabrasives

Poly-C is also a very promising material for micro-
abrasives. Micromachined poly-C MEMS structures
have recently been fabricated for possible use for
microabrasives. Figure 11 shows micromachined
MEMS structures which are expected to enhance
the life of a tool. Such abrasives by design are
inherently cost-effective because they are batch
fabricated.

See also

Light Emitting Diodes.

Further Reading

Asmussen J and Reinhard D (2002) Diamond Handbook.
New York: Marcel Dekker.

Kim U and Aslam DM (2003) Field emission electrolumi-
nescence on diamond and carbon nanotube films.
Journal of Vaccum Scientific Technology B 21(4):
1291–1296.

McMurry J (1996) Organic Chemistry. New York: Brooks/
Cole.

Pan LS and Kania DR (1996) Diamond: Electronic
Properties and Applications. Boston, MA: Kluwer.

Spear KE and Dismukes JP (1994) Synthetic Diamond:
Emerging CVD Science and Technology. New York:
Wiley.

Laser Damage in Thin Film Coatings

D Ristau, Laser Zentrum Hannover e.V., Hannover,
Germany

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Since the very beginning of laser technology, Laser-
induced Damage Thresholds (LIDT) of optical
components were always an obstacle for the devel-
opment of laser systems operating at high power
levels. In such systems, the surface or the bulk of the
optical components can be damaged by laser radia-
tion of sufficiently high power or energy density
resulting in an uneconomical standstill of the laser
and its application. In the early days of high power
laser development, mainly inclusions in laser rod
materials were discussed as a major complication for
an augmentation of the output power in solid state
laser systems. Nowadays, in the course of the
development of optical materials with excellent
quality and power handling capability, the
problem of laser-induced damage has shifted from
the bulk to the surface of the optical component. The
optical surface is subjected to various production
steps and environmental influences, which modify
its structure and composition. Especially, the thin
film coating, which is deposited on the optical surface
to adapt its reflectance and transmittance to the
application, contributes predominantly to the
reduction of the LIDT values. As a consequence,
the measurement and optimization of the power
handling capability of thin films is considered as one
of the primary research areas in modern optics
technology and is supported by an extensive scientific
community.

In the following, a brief review will be given on
selected fundamental damage mechanisms in thin
films, considering also the scaling of LIDT values for
different operation conditions. Also, current stan-
dards for the measurement of LIDT will be described,
and examples illustrating some practical aspects of
high power optical coatings will be presented.
Finally, a summary of the present state of the art
will be given and recent trends in laser technology will
be discussed in respect to research in laser-induced
damage.

Fundamental Damage Mechanisms
in Thin Films

During thirty years of intense research in laser
damage of thin films, a broad spectrum of different
damage and degradation mechanisms had been
discovered and studied for a variety of laser operation
conditions and wavelengths. For prominent high-
power laser systems often applied in industrial
production fields or fundamental research, specific
models for laser-induced breakdown have been
developed, which are also of practical relevance. In
many experiments, damage sites with the mor-
phology illustrated in Figure 1 are observed. The
coating is delaminated from the surface of the optical
component in the center of the laser beam area.
Obviously, mechanical stress has built up in the
coating by heating, which is induced by the absorbed
laser power. At a certain stress level, exceeding
the adhesion strength of the coating to substrate
surface, the thin film cracks and may even delaminate
from the component. In other cases of this absorp-
tion-induced damage effect, the film reaches its
melting point prior to the mechanical threshold and
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evaporates or changes its crystalline structure. The
morphology of such damage sites exhibits a discolor-
ing or an increased surface roughness in the center of
the laser beam (see Figure 2). Absorption-induced
damage is dominated by the instantaneous heating of
the coating material in the area of interaction with the
laser beam and can be described on the basis of the
heat diffusion equation. In this approach, the source
term in the heat diffusion equation is given by the heat

coupled into the system by the absorbed laser power,
and the boundary conditions are determined by the
geometry and the structure of the layer system as well
as the spatial laser beam profile. Apparently, absorp-
tion-induced damage has to be considered only for
components with significant absorptance at their
operation wavelength. Typical examples for coating
materials and wavelength regimes, where absorption-
induced damage is frequently observed, are the
wavelength 10.6 mm of the CO2-laser with ZnSe,
ZnS, and fluorides as coating materials, or the DUV/
VUV-wavelengths dominated by excimer lasers and
fluoride coating materials. The effect of absorption-
induced damage in optical materials is also of
practical relevance for cw- and long-pulse operation
conditions of the laser system corresponding to long
thermal diffusion lengths. For cw-irradiation, the
temperature rise in the component can be calculated
by numerical methods involving finite elements or
differences. For boundary conditions with circular
symmetry and a Gaussian beam profile (beam
diameter w; power P), an analytical expression can
be derived for the temperature rise DT in the center of
an irradiated circular component

DT ¼
2bsP

p 3=2kw
tan21

�
16ktI

w2

�1=2

½1�

In this model the temperature rise is dependent
on the thermal properties (k: thermal conductivity,
k: thermal diffusivity), on the surface absorption of
the component ðbSÞ; and on the beam diameter. For
irradiation times tI; long compared to the typical heat
diffusion time w2=k; eqn [1] reduces to the asymptotic
dependence

DT !
bsP

p1=2kw
tI !1 ½2�

Obviously, the temperature rise DT scales with the
P=w for these long-time irradiation conditions com-
pared to the short pulse regime, where the scaling of
the temperature rise is proportional to P=w2: For the
application of optical components in high power
cw- and long-pulse lasers, this P=w scaling law has to
be considered carefully, because the power handling
capability depends critically on the size of the
irradiated area. Also, the onset of damage may be
delayed in respect to the start of irradiation by time
constants in the range of several 10 seconds.

In the course of the development of improved
coating processes, optical absorptance could be
reduced to very low levels in the near infrared and
visible spectral region. For example, high reflecting
mirrors for the wavelength of the Nd:YAG-laser with
total losses below 1 ppm can be produced with

Figure 1 SEM-picture of a damage site on an alternating

coating of SiO2/HfO2. The system was irradiated by a Nd:YAG-

laser with an energy density of 45 J/cm2. As a dominant damage

mechanism, a delamination of the coating by extreme mechanical

stress is suggested. Reproduced with permission from Ristau D,

Ebert J and Welling H (1989) Optische Beschichtungen für

Hochleistungslaser. Laser und Optoelektronik 21(4): S.49.

Figure 2 Nomarski micrograph (magnification 250£ ) of a

damage site on an antireflecting coating of SiO2 / Ta2O5. The

system was irradiated with an energy density of 51 J/cm2 at a

wavelength of 1.064 mm. A delamination of the coating in the

center of the beam is surrounded by a recrystallization zone.
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advanced ion beam sputtering processes nowadays.
Therefore, another principal damage mechanism,
which is based on inclusions or defects in the
coatings, is often found in the near infrared spectral
range. A detail of a damage site representing inclusion
dominated damage induced by a pulsed Nd:YAG-
laser in a coating of HfO2/SiO2 is shown in Figure 3.
In the laser beam area numerous craters are located,
which extend from circular voids with different
diameters in a range below 1 mm. At the high
magnification of the employed electron microscope,
the multilayer structure of the coating system can be
resolved indicating an origin of damage approxi-
mately in the same depth of the layer structure at the
substrate surface. The underlying damage mechanism
is initiated by inclusions or other defects with an
absorption, which is significantly higher than for the
surrounding thin film material. As a consequence, the
inclusion is rapidly heated during the interaction with
the laser beam and explodes removing the covering
layer structure. This inclusion breakdown can be
modeled by calculating the temperature behavior TðrÞ
at the radial position r of a sphere (radius g; thermal
conductivity kE; diffusivity kE) which is embedded
in a medium with defined properties (see eqn [3]).
The interaction of the sphere, which has a size in the
range of the wavelength l and a refractive index n0,
with the laser irradiation, is described by the Mie
absorption coefficient Q: For the instant of damage, a
critical temperature at the outer surface of the sphere
ðr ¼ gÞ is assumed, which is often related to the
melting point of the layer material

TðrÞ ¼
3QI

4pkEg

2
64 kE

3k
þ

1

6

 
12

r2

g2

!

2
2gb

rp

ð1

0
dyexp

 
2

y2tp

t1

!

£
ðsiny2ycosyÞðsinry=gÞ

y2
h
ðcsiny2ycosyÞ2þb2y2 sin2 y

i
3
75

½3�

Q ¼ pg2

"
1þ

2expð28pn0g=lÞ

8pn0g=l
þ

expð28pn0g=lÞ21

ð8pn0g=lÞ2

#

t1 ¼
g2

kE

b¼
k

kE

 ffiffiffiffi
kE

p ffiffi
k

p

!
c ¼ 12

k

kE

Besides the thermal properties of the host material
(thermal conductivity k; diffusivity k), the properties
and the statistic distribution of the inclusions have to

be known for a quantitative description of inclusion
breakdown.

In contrast to the nearly deterministic behavior of
absorption induced damage, defect dominated
damage mechanisms often exhibit a statistical nature.
Since the inclusions are not homogeneously distri-
buted in the layer structure, a variation of the thres-
hold value is observed for different damage sites on a
single sample. The assessment of the inclusion para-
meters is extremely difficult in practice. Therefore, the
inclusion model is mainly employed for the prediction
of tendencies for the LIDT as a function of the beam
parameters and the properties of the layer materials.

Different aspects related to the substrate polishing,
cleaning, and deposition process have to be con-
sidered for an investigation in the various origins of
inclusions or defects in a layer structure. Besides
contamination of the substrate surface prior to the
deposition process, particles may be generated during
the deposition process by mechanical abrasion of
material from moving parts in the plant or by
delamination of material coated on the inner walls.
Also, the deposition source may contribute to the
formation of defects by sputtering of particles or
droplets from the melt or the target. Especially in low
energetic thermal deposition processes, defects are
often the origin for the formation of nodules. These
conical faults in the layer structure reduce the LIDT
because they are less resistant against intensive laser
radiation than the bulk of the coating system.

Besides models, which are based on the transform-
ation of laser radiation into heat, direct electronic
excitation has to be considered as a breakdown
mechanism for short-pulse lasers. In these intrinsic
breakdown models for dielectric materials, the

Figure 3 SEM-picture of damage site on a high reflecting

coating of SiO2/HfO2. This inclusion-dominated breakdown

mechanism was initiated at an energy density of approximately

130 J/cm2 with a Nd:YAG-laser.
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generation of a high electron density in the conduc-
tion band is assumed. This carrier generation can be
explained by high field ionization of electrons in the
valence band of the dielectric material. Many
theoretical concepts introduce the avalanche effect
as an important mechanism contributing to the
generation of free electrons. Electrons excited by
strong field ionization can interact with the electric
field and accumulate excitation energy. By collisions
with the lattice, this energy can be also transferred to
the electrons in the valence band. Thus, when the
energy of the free electrons exceed a critical value,
other electrons can be excited to the conduction band,
and a carrier generation like an avalanche arises.
Another theoretical approach is the multiphoton
model which is formulated on the basis of multi-
photon absorption for the generation of free elec-
trons. In most intrinsic models it is assumed, that
laser-induced damage breakdown occurs when the
electron density in the conduction band reaches a
critical value of approximately 1021 1/cm3. At this
high electron density, a plasma state is reached and
the impinging radiation is coupled efficiently into the
layer structure resulting in its destruction.

Intrinsic damage is often characterized by a
deterministic damage behavior with a well defined
threshold value which is also characteristic for
damage in bulk materials. As a prominent example,
damage induced by ultra-short pulses with a duration
below 1 ps can be often attributed to intrinsic
mechanisms, because the diffusion length of thermal
effects can be neglected in comparison to the intensive
interaction of the laser radiation with the electrons of
the coating materials. In this case, the generation rate
dn=dt of electrons in the conduction band can be
described on the basis of the impact ionization rate
and multiphoton excitation

dn

dt
¼ anðtÞqIðtÞ þ bm

h
qIðtÞ

im
½4�

In this model IðtÞ is the power density of the laser
radiation, and q is a correction factor representing
interference effects in the coatings, which may result
in a local power exceeding the power density of
the radiation impinging on to the layer system. The
electron excitation mechanisms are described by the
impact ionization coefficient a and the m-photon
absorption coefficient bm: The relative contributions
of both excitation mechanisms to laser-induced
breakdown are depending on the pulse duration and
the bandgap energy of the layer material.

In a rough approximation, the damage threshold
increases with the bandgap energy of the materials as
a consequence of the photon absorption coefficient

bm decreasing with its order m: For short pulse
durations below a few 10 fs, multiphoton processes
contribute significantly in the range of some 10% to
the free-carrier generation. In most materials, ava-
lanche ionization develops to the dominant gener-
ation mechanism for pulse durations above 100 fs.
These tendencies could be demonstrated for single
layers of selected oxide material deposited by ion
beam sputtering on quartz substrates, which were
tested in a pulse duration regime from 20 fs to 1 ps.
According to the theoretical model, the expected
increase of the damage also influencing values with
the pulse duration was observed in the damage
experiments.

In practice, the power handling capability of
optical components is also often limited by imperfec-
tions like scratches, digs, and areas with high rough-
ness on the optical surface. In most deposition
techniques applied in optical technology, the layer
system tends to replicate or even enhance surface
imperfections of the substrate. In the application,
additional weak points may be introduced by
improper handling or contamination of the optical
surfaces. If the contaminants are not removed by the
impinging high-power laser radiation, they increase
the surface absorption and act as initiation points for
laser-induced damage. Voids, grooves, pores, or
scratches reduce the power capability of the optical
element, because they act as concentrators for the
electric field.

Units and Scaling of Laser-Induced
Damage Threshold

According to the theoretical models of laser-induced
damage, the appropriate units of measurement for
LIDT values are mainly given by the dominant
damage mechanism and the irradiation time. For
pulsed laser radiation and dielectric breakdown
effects, the laser-induced damage threshold is usually
reported in W/cm2. In the case of absorption-induced
damage or inclusion dominated breakdown and a
pulse duration short compared to the thermal
diffusion time in the layer structure, LIDT values
are often scaled in J/cm2. The unit of linear power
density (W/cm) is indicated for the LIDT of long-
pulse, cw-lasers or other sources, which induce a
temperature increase in the optical component with
rise times in the regime of seconds.

Laser-induced damage thresholds of optical thin
films are critically dependent on the operation
conditions of the applied laser system and on the
design of the layer structure. For example, even the
damage mechanism can change if the wavelength
or the pulse duration is varied. Therefore, LIDT

342 OPTICAL COATINGS / Laser Damage in Thin Film Coatings



values should be scaled with the irradiation
parameters only for small intervals, in cases
where the fundamental damage mechanism is
clarified. In all other situations, the extrapolation
of threshold values is extremely difficult and may
lead to inaccurate results. Especially, an over-
estimation of the LIDT value holds severe dangers
in practical applications, where the replacement of
a damaged component and the repair of other
parts impaired by the damage event causes high
expenses. If the damaged components consist of
toxic materials (e.g., ZnSe, GaAs, CdTe, ThF4,
chalcogenides, Be, Cr, etc.) severe health hazards
may occur, and an expensive decontamination of
the environment may be necessary. Therefore, the
determination of the laser-induced damage
threshold using the actual laser parameters under
controlled environmental conditions is always
recommended for unclear cases.

In the present state of research in laser-induced
damage mechanisms, only few tendencies are
generally accepted as confident for scaling of LIDT
values. As a function of the pulse duration, laser-
induced damage thresholds increase for longer pulses.
For inclusion and absorption dominated breakdown,
a tp

1/2-law is often used in the pulse duration regime
between 10210 to 1028s. This dependency can be
extended to other pulse regimes up to pulse lengths in
the ms-range, if the exponent is replaced by a value
between 0.5 to 2. In respect to the laser wavelength, a
decrease of the LIDT value with decreasing wave-
length is observed for most materials and operational
conditions. Investigations in the influence of the beam
diameter have been performed by many research
groups, indicating a decrease of the LIDT values for
increasing beam diameters. Especially for inclusion
dominated breakdown, the event of damage for a
certain laser irradiated site will be dependent on the
distribution of inclusions at that position. If the beam
size is small, the probability for interrogating a defect
vulnerable to damage is low. By increasing the spot
diameter, this probability will asymptotically reach
unity, because at a certain beam diameter, at least
one defect will always be covered by the beam.

Therefore, the onset of laser-induced damage is not
dependent on the beam diameter for inclusion-
dominated breakdown, which is often encountered
in conventional optical coating systems. Another
special case is the scaling of the cw-damage threshold
with the beam diameter. Since the cw-LIDT is
expressed in linear power density, the power handling
capability increases more slowly with the beam
diameter for the cw-lasers than expected from the
normal pulsed operation. For example, extrapolating
the LIDT value of 100 W at a beam diameter of 1 mm
for a laser mirror to a beam diameter of 10 mm,
results in a maximum power load for the component
of 1 kW according to the correct P/w-law. The
threshold power would be extremely overestimated
to approximately 3.2 kW, if the general P/w2-depen-
dence is applied.

Measurement of Laser-Induced
Damage Thresholds

As a consequence of the complicated relation
between the laser damage mechanism and a broad
spectrum of thin film properties and laser para-
meters, laser-induced damage threshold measure-
ments have to be performed under well-defined
conditions. To investigate the comparability of
LIDT measurements, an extended international
round-robin experiment has been conducted on
coated optics for the wavelength of 1.064 mm at
the beginning of the 1980s. This experiment
indicated the need for a clearly specified LIDT-
measurement procedure, and conceptual work was
initiated to develop a corresponding ISO-Standard
series. During recent years, an International Standard
(ISO 11254) has been adopted covering testing
conditions relevant for most typical laser appli-
cations. In the first part of ISO 11254 1 on 1-testing
of optical surfaces, in respect to laser damage, is
described. The fundamental approach of the stan-
dard measurement procedure is illustrated in
Figure 4. A laser source operating in transversal
and longitudinal single mode is employed for
the irradiation of the sample surface. The beam

Figure 4 Fundamental setup for the measurement of laser-induced damage thresholds.
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parameters of the laser are assessed by a beam
diagnostic system which monitors the spatial and
temporal profile as well as the energy of the laser
radiation in the target plane. In order to achieve the
high energy density levels necessary to destroy the
surface of the specimen, a well characterized
focusing system is installed. For adjustment of the
laser energy in the target plane, an attenuating
system is employed. In the 1 on 1 measurement
protocol, each site on the sample surface is subjected
to a single laser pulse once only. In a test sequence,
the test surface is examined by pulses of different
energies, covering low values without damage and
high values causing damage. After the test, the
specimen will be inspected with a Nomarski inter-
ference contrast or a darkfield microscope at a
magnification of 150£ or higher to identify the
damaged sites. For the evaluation of the damage test,
the damage probability method is recommended. In
this evaluation scheme, the ratio of the number of
damaged sites to the total number of sites objected to
a certain energy or power level is interpreted as the
damage probability. The plot of these damage
probability values as a function of energy or
power, which is called the survival curve of the
optical component, provides an insight into the
damage mechanisms involved. The damage
threshold is given by the highest quantity of laser
radiation for which the extrapolated probability of
damage is zero. A typical example for a 1 on 1
damage test at the wavelength 1.064 mm and the
extrapolated LIDT value is depicted in Figure 5.

In most catalogs of optics manufacturers, the 1 on 1
LIDT values are used to illustrate the power handling

capability of their products, even though 1 on 1 data
are of limited importance for practical applications,
where an optical component is always subjected more
than one time to a laser beam. This customary
situation is covered by Part 2 of the ISO-LIDT-
Standard which describes a damage test procedure for
a series of pulses (S on 1-tests). For an assessment of
the reliability, the concept of the characteristic
damage curve is introduced by this standard. This
curve is deduced directly from the S on 1 test data by
plotting the energy density for a selected damage
probability as a function of the number of pulses (see
Figure 6). By an extrapolation of the characteristic
damage curve to high pulse numbers in the order of
109 to 1012 shots, the lifetime of the optical
component can be roughly estimated. For a certifica-
tion of optical components in respect to their power
handling capability, a third part of ISO 11254 is
under development, which is concentrated on differ-
ent testing protocols of a defined surface fraction at
power levels expected in the application. The funda-
mental approach of these tests is a simulation of
conditions at the upper limits of operation parameters
encountered in practice.

Optical Coatings for High Power
Lasers

For the development and application of coating
systems with high LIDT values, several major aspects
have to be considered. In the first approach, appro-
priate materials and processes have to be selected
which deliver coatings with sufficient power resist-
ance. In many studies, a correlation of the LIDT
values of the constituent single layers to the power

Figure 5 Survival curve of an anti-reflective layer system (two

layer V-coating, SiO2/ Ta2O5) on fused silica substrate for the

Nd:YAG-laser wavelength. The measurement was performed at a

wavelength of 1.064 mm, a beam diameter of 420 mm, and a pulse

duration of approximately 15 ns, respectively.

Figure 6 Characteristic damage curve of a high reflecting mirror

of SiO2/TiO2 for fs-laser systems. The layer structure was tested

with a high repetition (1 kHz repetition rate) fs laser system

operating at a pulse duration of 150 fs.
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handling capability of a layer system was observed.
Therefore, single layers of potential deposition
materials were investigated at the wavelengths of
prominent laser systems from the VUV- to the FIR-
spectral region. For specific deposition processes,
often a clear ranking of the coating materials in
respect to their power handling capability could be
demonstrated. An example for a Nd:YAG-laser
with a pulse duration of 15 ns is illustrated by
Table 1. With the exception of the ZrO2-layer,
which exhibited severe inhomogeneity and a high
inclusion density, a correlation can be assumed
between the LIDT value and the melting point of the
bulk materials under these operation conditions. This
dependency can be attributed to absorption-induced
damage as well as to the inclusion model, and
therefore, the damage morphology has to be studied
in each case to identify the dominating damage
mechanism. In the fs-regime or the UV/VUV-spectral
range, often a dependence of the power handling
capability on the bandgap of the materials is found.
According to the relationships of the avalanche and
other dielectric breakdown models, materials with
highest bandgaps are frequently encountered at the
top of an LIDT ranking.

For the influence of the coating process on the laser-
induced breakdown of optical coatings, no clear
tendencies can be detected. For example, Ion Beam
Sputtering (IBS), which is considered as the depo-
sition process for coatings with extremely low losses
and contamination, cannot always surpass conven-
tional thermal deposition processes in laser stability.
In general, ion or plasma assisted deposition tech-
niques produce coatings with lower LIDT values than
conventional coating processes for most operation
conditions. Sol-gel processes, which were developed
for the deposition of removable coatings on large
optics in laser fusion, can reach superior power
handling capabilities. In general, as a consequence of
the complicated relation between the production

parameters and laser-induced breakdown, pro-
duction processes for optical coatings have to be
optimized separately for different wavelength regimes
and irradiation conditions.

Besides the fundamental production parameters,
the design of the coating system is of similar
importance for the achievement of high LIDT values,
because damage is directly driven by the electric field
strength in the layer structure. A standing wave field
pattern is depicted in Figure 7 for a high reflecting
stack of Ta2O5 and SiO2. The design consisting of
layers with an optical thickness of 1 QWOT is typical
for most standard laser mirrors. The power density
reaches extreme values always at the interfaces
between the layers and even exceeds the incoming
irradiation power density (100%). Interfaces between
the layers can be considered as weak points in a
coating system, because additional contamination
may occur during the switching of the material in the
production process. Also, the adhesion between the
adjacent layers may be reduced, and mechanical
stress may be built up by the different materials. To
improve damage thresholds of laser mirrors, the
thickness of the first few layer pairs can be adjusted to
shift the points of maximum field strength into the
bulk of the layer with higher damage resistivity (see
Figure 8). Also, a thick layer can be attached to the
system in order to stabilize the outer layer pair in
respect to thermal or mechanical stress. Another
technique, which can be applied to enhance the
stability of the interface is the codeposition of
materials, resulting in a gradual interface with a
mixing zone of materials between the layers. This
region of codeposited material exhibits a higher
resistance against mechanical stress resulting in an
improvement of LIDT values of up to 20%.

The effect of the internal electric field strength
distribution on the power handling capability of a
layer system should be most apparent for intrinsic
damage mechanisms, which are dominant in the ultra
short pulse regime below 1 ps. According to the
fundamental model (see eqn [4]), a direct relationship
of the damage threshold to the maximum field
strength value within the layer system is expected.
As an example, an investigation in the threshold
behavior of ion beam sputtered coating systems with
different field strength values is illustrated in Figure 9.
In this experiment, the maximum field strength in the
last low index layer of SiO2 has been adjusted to
factors between 0.4 and 1.6 of the impinging field
strength (see upper diagram in Figure 9) by depositing
different designs on a basic 1-QWOT layer stack of
TiO2/SiO2. In the lower part of Figure 9, the S on 1
LIDT values, measured with a fs-laser, are depicted
for selected pulse numbers N. For all layer systems,

Table 1 Laser induced damage thresholds of selected single-

layer coatings in relation to the melting points of the corresponding

bulk materials. In the last column, LIDT values of anti-reflective

coatings (AR-Coating) composed of the high index material and

SiO2 are compiled to illustrate the correlation between single LIDT

values and the damage threshold of layer systems

Material Melting point

( 8C)

LIDT value

(J/cm2) single layer

LIDT value

(J/cm2) AR-coating

TiO2 1775 13 ^ 1 14 ^ 1

Ta2O5 1918 28 ^ 2 32 ^ 5

HfO2 2758 41 ^ 3 46 ^ 6

ZrO2 2700 34 ^ 4 28 ^ 1

Al2O3 2072 39 ^ 1

SiO2 1723 34 ^ 7
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Figure 7 Distribution of the power density in a high reflecting layer stack of SiO2/Ta2O5. The first nine layers of the system and a final

thick stabilizing layer of SiO2 next to the air interface are depicted. The incoming energy density is calibrated to 100%. Reproduced with

permission from Ristan D, Ebert J and Welling H (1989) Optische Beschichtungen für Hochleistungslaser. Laser und Optoelektronik

21(4): S.53.

Figure 8 Distribution of power density in a high reflecting layer stack of SiO2/Ta2O5. The first nine layers of the system, which is

designed for reduced power density at the interface in the first layer pair are depicted. Reproduced with permission from Ristan D,

Ebert J and Welling H (1989) Optische Beschichtungen für Hochleistungslaser. Laser und Optoelektronik 21(4): S.53.
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which were deposited in separate deposition runs, a
strong correlation between the maximum field
strength and the laser threshold is observed. This
experiment clearly demonstrates the role of the
electric field strength distribution in high-power
coatings and the potential of advanced thin film
design strategies.

Besides the properties of the coatings, the quality of
the substrate has to be considered in respect to surface
imperfections and to the polishing procedure. For
example, substrates for the production of high-
quality optics with enhanced power handling capa-
bility in the VIS/NIR-spectral range should be
polished to a surface roughness of less than 1 nmrms

with a surface imperfection value 5=1 £ 0; 010
according to ISO 10110. For an illustration of
the effect of the polishing grade on the LIDT
values, selected results are compiled in Table 2 for
substrates of BK7-glass and high reflecting mirrors.

Substrates with the polishing Type I and Type II were
processed with powder of different grain diameter
(2 mm and 3 mm) in conventional pitch polishing. For
the LIDT values of the bare substrate and the
coatings, a clear relation to the surface roughness
can be observed. Especially for optical coatings with
significant transmittance, subsurface damage in the
substrate has to be taken into account. As a
consequence of the chemical and mechanical inter-
action of the surface with the polishing compounds,
impurities and dislocation are introduced in the
surface structure resulting in a reduction of the
damage threshold.

Summary

In the course of the rapid development of laser
technology, a large background in high power optical
coatings had been built up during the last three
decades. Nowadays, the corresponding experience in
the production of high power coatings is mainly
located at industrial companies and a few research
institutes, which are also involved in the characteriz-
ation of optical coatings. For an illustration of the
present state in thin film technology, damage
threshold values of advanced optical components
are summarized in Table 3 for laser systems and
operation conditions often applied in industrial
production environments.

Besides the spectacular experiments in laser fusion,
isotope separation, and fundamental physics, indus-
trial applications of lasers in material processing,
medicine, information technology, and semiconduc-
tor lithography are considered as major pacemakers
for the progress of high power optics. Therefore,
trends in these technology fields will dominantly
govern the future development of thin film techno-
logy. For example, in semiconductor lithography at a
wavelength of 157 nm, which would open the way to
feature sizes well below 100 nm, optical coatings
with extended lifetimes are still on rank 6 of the list of
challenges to achieve an effective lithographic pro-
duction facility. In next generation lithography, optics

Figure 9 Damage thresholds (lower diagram) and internal field

strength relative to the field strength of the impinging wave (upper

diagram). The damage thresholds were measured with an ultra-

short pulse laser operating at a repetition rate of 1 kHz, a pulse

duration of 150 fs, and a beam diameter of 100 mm on the sample

surface. Damage thresholds for selected numbers between N ¼

30 to N ¼ 30 000 of pulses are indicated by columns. The plotted

maximum field strength in the last SiO2-layer is adjusted on the

basis of design variation.

Table 2 Laser-induced damage threshold values of samples

polished using compounds of different grain size. Besides the

LIDT values of the uncoated surfaces, also data for anti-reflective

coatings of selected materials on these surfaces are summarized

Coating type LIDT value

(J/cm2) polishing type I

LIDT value

(J/cm2) polishing type II

Bare surface 76 ^ 1 68 ^ 12

Ta2O5/SiO2 44 ^ 2 38 ^ 1

HfO2/SiO2 47 ^ 16 35 ^ 5

Nd2O3/MgF2 34 ^ 6 24 ^ 8

OPTICAL COATINGS / Laser Damage in Thin Film Coatings 347



of even smaller wavelengths, around 13 nm, have to
be optimized to achieve the 60 nm node. Ultra-short
pulse lasers gain importance as innovative tools for
material processing, laser medicine, and biology, as
well as the analysis and control of chemical reactions.
For the development of fs lasers needed in these
applications, special high-power broadband coating
systems are required. In addition to high LIDT values,
these coatings have to fulfil demands with respect to
their group delay dispersion for the compensation of
dispersion effects in the laser systems. Other chal-
lenges have to be expected from applications, where a
combination of the high-power handling capability
with additional properties has to be achieved. As a
typical example, high-power laser coatings with
improved mechanical or chemical stability for
applications in laser medicine can be considered.

List of Units and Nomenclature

dn=dt generation rate of electrons in the
conduction band

g radius of a spherical inclusion; (cm)
IðtÞ power density of laser radiation,
k thermal conductivity; (W/(cm 8C))
kE thermal conductivity of a spherical

inclusion; (W/(cm 8C))
LIDT laser induced damage threshold

(J/cm2; W/cm2; W/cm)
n0 refractive index of a spherical

inclusion; (1)
P output power of a laser; (W)
q correction factor representing inter-

ference effects in coatings
Q Mie absorption coefficient of a

spherical inclusion;

QWOT quarter wave optical thickness: unit
for the thickness of the layer

tI irradiation time for a cw-laser; (s)
TðrÞ temperature in a spherical inclusion

at the radial position r; (8C)
w diameter of a laser beam with

Gaussian profile; (cm)
a impact ionization coefficient; (1)
bm m-photon absorption coefficient; (1)
bS surface absorption of an optical

component; (1)
DT temperature rise in the center of an

irradiated circular spot; (8C)
k thermal diffusivity; (cm2/s)
kE thermal diffusivity of a spherical

inclusion; (cm2/s)
l wavelength of a laser; (cm)

See also

Optical Coatings: Thin-Film Optical Coatings.
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Introduction

Black surfaces play an important role in many, if not
most, optical systems. Optical instruments and
systems of all types often rely on black surfaces to
help minimize the effect that stray or off-axis light can
have in degrading optical system performance. The
strategic selection and placement of appropriate
black surfaces can often limit significant detrimental
stray light effects in an optical systems, thereby
dramatically improving system performance. The
high emissivity of black surfaces also gives them an
important role in the design and construction of black
bodies, calibration surfaces, and radiator surfaces.

The characterization and selection of black sur-
faces is an important field of optics and optical system
design. However, the selection of black surfaces is a
specialized undertaking requiring careful study to
ensure the proper selection of particular surfaces for
each optical system. A black surface that works well
in one application may not be at all appropriate for a
different application, where different systems per-
formance goals are desired. The wavelength of
operation of the system is an important consideration
since a surface which has low reflectance at one
wavelength band may have different reflective proper-
ties at another wavelength or range of wavelengths.
Specialized measuring devices called goniophot-
ometers are often used to characterize the reflectance
and scatter of black surfaces for a given wavelength
or set of wavelengths. Goniophotometric measure-
ments can be used to create a specialized functional
description of reflectance and scatter off a surface,
called the Bidirectional Reflectance Distribution
Function (BRDF) or Bidirectional Scatter Distri-
bution Function (BSDF). In practice, having the

BRDF or BSDF of a surface is extremely valuable
for surface selection and is more useful than other
reflectance and scatter measurement measurements
or descriptions. Comparing the measured BRDF or
BSDF of several surfaces helps to distinguish the
general optical properties of these surfaces and allows
a direct comparison of the value of these different
surfaces in an optical system as they contribute to
overall system performance.

The BRDF distinguishes, at a particular wave-
length, how a surface specularly reflects or how it
scatters light in different directions when incident
light from a particular direction relative to the surface
(at a given angle of incidence) interacts with the
surface. By understanding the BRDF of a surface, the
optical designer can understand how the surface
behaves in a given system location when illuminated
from a specific direction. The BRDF of a black surface
is also important because it can be used as a
mathematical function in stray light analysis pro-
grams to predict system performance. The BRDF and
other properties of surfaces can be input into stray
light codes so that the propagation of light from black
surfaces can be modeled through Monte Carlo-based
propagation models. Using these models, the stray
light can be directed through the placement of black
surfaces into directions less likely to degrade system
performance. Thus a measure of stray light control
can be gained through absorption by black surfaces
or by redirection of the stray light into less critical
directions.

Black surfaces may be considered a subset of a class
of surfaces known as spectrally selective surfaces. The
term ‘spectrally selective surface’ indicates that the
spectral properties of many surfaces are different
when examined in various spectral regions. For
applications such as the design of blackbodies,
space radiators, and baffles, surfaces with unique
spectral emissive and reflection properties are needed.
Large databases of spectrally selective surfaces are
available to allow the optical designer flexibility in
choosing surfaces for applications where specific
optical reflectance and optical scatter properties
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are desired. Spectrally selective surfaces are import-
ant for applications that range from solar energy to
telescope design. In some applications, it is desirable
for a surface to be highly absorbing at one wavelength
and more reflective at another, rather than to be
highly absorbing of light over a wide range of
wavelengths. An analysis of the spectral properties
of a large number of surfaces allows the optical
designer to choose surfaces optimized for a particular
application.

Black surfaces come in many types, but may be
generally characterized as being more shiny (specular)
or more diffuse (Lambertian) in their reflective and
scattering properties, depending on the form of their
BRDF curve. Surfaces are often described in compu-
ter models as a combination of their respective
specular and Lambertian properties for a given
wavelength. Many black surfaces have significant
reflectivity at some region of the electromagnetic
spectrum, even if they are highly absorbing at one
wavelength. Some black surfaces are constructed to
be remarkably nonreflecting over a range of wave-
lengths; these surfaces are often used as baffle surfaces
for telescopes and instruments that must operate over
a wide range of wavelengths. No black surface can
work well in all optical systems. Optical designers
must understand the specific optical properties of a
black surface to determine if the surface can work in
their particular system. To characterize a surface, it is
helpful to know at least the BRDF of the surface at the
wavelength of interest as well as basic materials
properties of the surface. The specific BRDF at the
most appropriate wavelength for the system can be
used with the optical system stray light model to
determine if the surface can fulfill the designer’s,
expectations of it for the system performance. The
placement and choice of black surfaces in an optical
system are often critical decisions with highly
significant effects on overall system performance.

For this reason, optical designers rely greatly on
databases of the reflection and scatter properties of
black surfaces in order to make the right choice of
surface. These databases have been created to provide

the optical engineer with the information needed to
understand a wide variety of candidate surfaces and
select the most appropriate ones. These databases not
only describe the optical properties of surfaces but
also elucidate material properties so that the selection
process can examine the heat resistance, outgassing
rates, fade resistance, durability, and a myriad of
other surface or material properties that may be
relevant.

The reflectance and scatter data on black surfaces
are often taken using a variety of reflectance-
measuring instruments and the data format often
varies greatly. When published and unpublished data
sets are compiled, they are often confusing and
sometimes even contradictory. This has made the
comparison of surfaces a difficult proposition. In
recent years, there have been successful attempts to
gather existing large amounts of existing data so that
comparisons among black surfaces can be made in a
data-rich environment so that anomalous data can be
ignored. A significant amount of reflectance data on
black surfaces has been created by private or
governmental organizations such as NASA and
NIST – the US National Institute for Standards and
Technology. These data now appear in databases of
BRDF and reflectance measurements. Designers are
relying increasingly on databases of BRDF surfaces
rather than the individual measurements that can be
found in the optical physics and applied optics
published literature.

Uses of Black Surfaces

Table 1 lists some of the major areas in which black
surfaces or black coatings may be used in instruments
and optical systems. The optical properties of
desirable surfaces may be different for the specific
categories in the table. Plausible surfaces for these
different applications can be found in materials
databases such as the SOLEXISe database which
contains a useful compilation of data from private

Table 1 Possible uses for black surfaces and black coatings in optical systems

Apertures Baffles Barrels Calibration screens Choppers

Cold shields Detectors Dewars Diffusion screens Domes for telescopes

and instruments

Enclosures and

curtains for rooms

and instruments

Integrating sphere

enclosures

Lens edges Light traps Mounts

Radiators Radiometers Solar collector

absorbers and

concentrators

Standards and

references of

reflectance

Targets
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and governmental data compilations from the US,
Canada, and the former Soviet Union.

Selection of Optical Black Surfaces

The selection of appropriate black surfaces for a given
application becomes progressively harder as the
number of optical requirements (e.g., reflectivity,
scatter, emissivity, etc.) and materials requirements
(e.g., stiffness, coefficient of thermal expansion, etc.)
increase. Because of this, the selection process for
specialized surfaces for space applications can be quite
involved, since there are a large number of criteria,
each of which may be regarded as an essential
requirement.

The optical system designer must consider at least
the following aspects of the system in selecting a
surface:

. the wavelength(s) and waveband(s) of interest;

. the position of the surface in optical system;

. the general robustness required of the surface;

. the environment of the optical system;

. the cost including inspection, handling, and
assembly; and

. the production and delivery schedule, including
spares.

The selection process must carefully address the
system needs as well. Poor decisions are often made
when only a cursory study of potential black surfaces
is made or when databases and the literature on the
subject are neglected. Therefore, an important part of
the selection process is the management of the timing
of the selection, in order to give the designer time to

access available information and to influence the
system design in a timely manner.

If black surfaces are used for stray light control,
then the use of these surfaces must be planned at the
beginning of the optical system design process. If the
placement of black surfaces and the array of potential
surface treatments are examined early in the pro-
gram, the optimal choices can often be determined in
a careful manner that enhances the system perform-
ance. If the selection is saved until the very end of the
program, the choice of surfaces will be more limited
and improvements in system performance may be
minimal, even with the most excellent black surfaces.
This is because the location of the surfaces in the
system often proves to be as critical as the choice of
surface. If the surface is in the wrong location, the
best optical black may not be able to improve
the stray light performance. For best results, the
layout of the system and the placement of baffles
must be considered first, before the baffle surfaces
are selected.

An optimal flowchart of good system design for
black surface selection is given in Figure 1. Figure 2
describes a work flowchart where black surface
selection is neglected until the end of the program,
often with dire consequences for system performance,
cost, and schedule.

For space-based systems, the effect of atomic
oxygen in a low-earth orbit environment is an
important consideration. For space systems, the
designer must also examine how black surfaces may
be affected by or contribute to contamination and
outgassing. Other considerations are the generation
of particles during launch, the effect of solar

Figure 1 Diagram of the system design process which treats black surface selection as an important part of basic system design, to be

done early in the design process. This gives the designer an opportunity to conduct system tradeoffs to optimize system performance.
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ultraviolet radiation on black surfaces, and how
spacecraft charging may affect conductive, dielectric,
or insulating black surfaces. Since black surfaces may
have a large surface area in an optical system, the
designer must ensure that the black surfaces do not
contribute significantly to the risk of system failure
through some degradation process that may contami-
nate other optical surfaces. For space-based systems,
data on surface outgassing and the past performance
of a surface in a specific space environment is
essential.

There are a variety of resources available to assist
in the selection of black surfaces. The best databases
allow the user to create 2-dimensional and 3-dimen-
sional BRDF plots for extensive lists of potential
black surfaces. For most surfaces, with no preferred
directionality in the structure of the surface, a
2-dimensional BRDF plot is adequate. Most of these
databases provide information on a wide variety of
spectrally selective materials including black, white,
and reflective surfaces for thermo-optical appli-
cations for ground and space-based instrumentation.
The BRDF plots can be examined by the user or fed
into existing, commercially available optical design
and analysis software packages. The results of
these models indicate whether the chosen surfaces
give adequate performance or whether more
specialized coatings are necessary to achieve the
desired level of performance.

A significant problem for many designers is that
the formulations of many paints and other surface
treatments often change. Sometimes the name of
the coating remains the same even as the optical
properties change, due to a change in the
compounds or methods used to prepare the coat-
ing. Sometimes the name changes with or without
a change in the formulation. These often unpub-
lished changes increase the risk of using older plots
from the published literature as definitive optical
modeling data. Experts in the optical blacks area
continuously investigate these changes and their
implications and can advise optical designers of the
implications of recent changes in the paint and
coating arena. These experts are often aware of
situations where coating failures have occurred or
where mission performance was degraded by
unanticipated changes in coatings, even if reports
of this incidents were never published.

In summary, the selection process, by its very
nature, must be a deliberate and careful effort to
examine the best surface options. Some of the better
surfaces which were considered laboratory standards
(e.g., 3M Black) are no longer easily available and
replacements must be found. For the most systematic
decision-making process, access is needed to the best
optical black surface databases, often commercial
databases with hundreds to thousands of BRDF
curves on several hundred materials. The use of

Figure 2 Diagram of a poor system design process. This process addresses the selection of black surfaces late in the system design

process, where selection is significantly more difficult, expensive, and risky. Even with a late selection, there may be severe impacts

on schedule.
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these optical surface databases can substantially
reduce the costs, time, and scope of a measurement
program, as well as streamline the selection process.
Additionally it allows the designer to consider
materials used successfully in other programs which
may not be familiar to the designer. Finally, the
designer may avoid using materials that have been
rendered unreliable through changes in the manufac-
turing process or in the coating chemistry.

Characterization of Black and
Spectrally Selective Surfaces

Optical Characterization

An understanding of black surfaces relies heavily
upon an understanding of the meaning and use of the
BRDF. While the optical properties of surfaces can be
characterized through specular and diffuse reflectance
measurements, the use of BRDF measurements has
become extremely important. BRDF measurements
are equally adept at characterizing highly specular
and highly diffuse surfaces and the myriad of surfaces
with both characteristics. The BRDF is often used in
general to describe the angle-dependent optical
scatter from these surfaces. This is important as the
angular distribution of scatter can be used to calculate
if the scatter from a black surface will be a limiting
factor in the resolution or noise level of the system.
BRDF measurements can even be used in computer
graphics visualization programs that illustrate what a
surface may look like under various illumination
conditions. For example, the BRDF is used in
computer graphics models to render a certain color
for an automobile or a countertop in a kitchen. For
some black surfaces, the angular distribution of
scatter can be used to calculate a variety of surface
parameters such as the surface roughness, given
certain assumptions about the surface. For opaque
black surfaces, BRDF measurements have proved to
be one of the best overall descriptors of the optical
properties of the surface.

BRDF is defined as the ratio of scattered radiance
(watts/(cm2 sr)) to surface irradiance (watts/cm2); its
units are inverse steradians. Radiance is used in the
definition, in order to make the BRDF independent of
the parameters of the measuring instrument, such as
the detector aperture and distance to the detector.
BRDF measurements are made by a variety of
instruments for a number of wavelengths. For
example, BRDF measurements of surfaces have
been made in wavelengths ranging from the vacuum
ultraviolet to the far infrared. The most common
BRDF measurements made on black surfaces
are made at laser wavelengths of 0.6328 and

10.6 micrometers. However, these measurements
may be of limited value if the system is operating at
substantially different wavelengths, where the
surface’s BRDF is significantly different.

To make a BRDF measurement requires a light
source, a sample mounted and illuminated by that
source, a receiver (detector) to measure the scatter
from the sample, and the computer/electronics
package to accurately record the detection of the
scattered light. Additionally the sample and/or light
source must be able to be moved so that the sample
can be illuminated from nearly every angle, and
scattered light from the surface can be detected in a
hemisphere around the sample. The geometry of the
BRDF measurement is illustrated in Figure 3.

To make a BRDF measurement on black surfaces,
appropriate sources, detectors, and low-scatter optics
must be used. This becomes more difficult for
wavelengths less than about 0.25 micrometers. At
longer, infrared wavelengths, diffraction effects
become important. Despite the instrumental difficul-
ties, it is often better to measure the amount of scatter
at a specific wavelength l and angle us; rather than try
to predict it from theoretical models. This is because
the extrapolation to new angles or wavelengths using
scaling theories is not always accurate or even
possible. Methods for wavelength scaling (extra-
polating from BRDF data for one wavelength to
data for any other wavelength) or angle scaling
(where data taken at particular incident and scatter
angles are extrapolated to other angles) will not be
discussed as BRDF curves are now widely available
for many surfaces at a variety of wavelengths and
angles.

The definitions of BRDF are given in Table 2.

Figure 3 Geometry of BRDF measurement and the angle

conventions accepted by the American Society for Testing

Materials (ASTM). The plane of incidence is the I-0-ZB plane and

the scatter plane is the S-0-ZB plane.
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Given these definitions, BRDF, is mathematically
described by

BRDF ¼
Le

Ee

¼
ðPs=VA cos usÞ

ðPi=AÞ
¼

Ps

PiV coss

½sr21�

The BRDF is a function of many measurable
quantities. It depends on the angle of incidence of
the incident flux and the wavelength of this radiation.
It also depends on the direction in which the scattered
light is measured as well as the wavelength and
polarization of the incident and scattered flux.
The BRDF can be calculated for a given angular
configuration of incident source and detector from the
average radiance divided by the average irradiance.

The BRDF is therefore referenced by the incident
power. The cos us term in the formula accounts for
the foreshortening of A as the angle us increases, so
that true radiance is being used in the calculation.
Because of this, the BRDF is constant for a surface
with Lambertian (uniformly diffuse) properties. The
detector must have a field of view so that all of A can
be viewed and such that Pi includes the entire beam.
In practice, Pi is measured by removing the sample
from the measurement position. Then the detector is
moved into the straight-through position. Often a
reference detector is used to monitor the incident
beam power so that any changes after the initial Vi;

measurement can be recorded.

Table 2 BRDF term definitions

Bidirectional reflectance

distribution function BRDF

The sample radiance divided by the sample irradiance. The procedures given in

this practice are correct only if the field of view (FOV) determined by the receiver

field stop is sufficiently large to include the entire illuminated area

Scatter The radiant flux that has been redirected (by interaction with the sample) over a

range of angles

Sample coordinate system A coordinate system is fixed to the sample and used to a specify position on the sample

surface for the measurements. The sample coordinate system may be application

and sample specific. A Cartesian coordinate system is recommended for flat

samples, with the origin at the geometric center of the sample face with the Z axis

normal to the sample

Plane of incidence, PLIN The plane defined as containing the central ray of the incident flux and the sample

normal

Beam coordinate

system, XB, YB, ZB

A Cartesian coordinate system defined with the origin on the central ray of the incident

flux at the sample surface, the XB axis in the plane of incidence (PLIN) and the ZB

axis normal to the surface. The angle of incidence, scatter angle, and incident and

scatter azimuth angles are defined with respect to the beam coordinate system

Incident direction The central ray of the incident flux specified by ui and wi in the beam coordinate system

Angle of incidence, ui Angle between the central ray of the incident flux and the ZB axis

Incident azimuth angle, wi The fixed 1808 angle from the XB axis to the projection of the incident direction onto the

XB–YB plane. It is convenient to use a beam coordinate system in which wi ¼ 1808

since this makes ws the correct angle to use directly in the familiar form of the grating

equation. Conversion to a sample coordinate system is straight forward, provided the

sample location and rotation are known

Scatter direction The central ray of the scattered flux specified by us and ws in the beam coordinate

system

Scatter angle, us Angle between the central ray of the scattered flux and the ZB axis

Scatter azimuth angle, ws Angle from XB axis to the projection of the scatter direction onto the XB–YB plane

Specular direction The central ray of the reflected flux that lies in the PLIN with ui ¼ us and ws ¼ 0

Delta theta, Du The angle between the specular direction and the scatter direction

Delta beta, Db The projection of Du onto the XB–YB plane, that is, the Du angle measured in direction

cosine space. For scatter in the PLIN, Db ¼ sin us2sinui: For scatter out of the

PLIN, the calculation of Db becomes more complicated

Receiver solid angle, V The solid angle subtended by the receiver aperture stop from the sample origin

Sample radiance, Le A differential quantity that is the reflected radiant flux per unit projected receiver solid

angle V per unit sample area. Le is often an average calculated from scattered

power, Ps collected by the projected receiver solid angle V cosus; from the

illuminated area, A: The receiver aperture and distance from the sample determines

V and the angular resolution of the instrument

Sample irradiance, Ee The radiant flux incident on the sample surface per unit area. In practice, Ee is an

average calculated from the incident power, Pi; divided by the illuminated area, A:

The incident flux should arrive from a single direction; however, the acceptable degree

of collimation or amount of divergence is application specific and should be reported

Table adapted from ASTM E1392-90 “Standard Practice for Angle Resolved Optical Scatter Measurements on Specular or Diffuse

Surfaces,” American Society for Testing Materials, 1990.

354 OPTICAL COATINGS / Optical Black Surfaces



For BRDF measurements to be meaningful, the
instrument signature must be examined and under-
stood. This is particularly important in the measure-
ment of low-scatter surfaces. The instrument
signature is the BRDF when the sample is removed
and there is no sample scatter. In this case the stray
light and scatter signature of the device will be
apparent. Angular positioning errors and electronic
noise can also be important. For example, as us

approaches 908 the accuracy of measuring us becomes
critical due to the 1=cos us term in the BRDF equation.
Ideally the instrument signature is a small fraction of
the BRDF being recorded. An understanding of the
instrument signature provides the needed information
to decide where the BRDF data loses its meaning.

The BRDF is most often displayed in a plot,
where the BRDF value (vertical axis) and the angle
of scatter (horizontal axis) are plotted on logarith-
mic scales. In these ‘log–log’ plots it is easy to
examine the scatter distribution close to the
specular direction which, for shiny surfaces, rep-
resents the bulk of the scattered light. For surfaces
that are diffuse in nature, a log–log plot of the
BRDF generally yields a straight line. The slope of
this plot is characteristic of the surface of the
process which is used to produce the surface. This
straight-line plot is useful in comparing samples
made with the same process. Deviations from the
slope of the line or the value of the points on the line
indicate that there may be problems with a sample.

Thus the simplest scattering instrument can be used
for quality control of black samples. For a fixed
angle of incidence and a fixed detection angle,
variations in the BRDF value may indicate changes
in the materials or the processes which created their
surfaces. The quality control process can be
performed by looking for variations in the BRDF
among the different samples.

The BRDF can be used as a measure of surface
roughness – an important attribute for a diffuse
black surface. As random surface roughness fea-
tures increase on a surface, the scatter from the
surface also increases. Because of this, the BRDF
can be used to characterize surface roughness
parameters. If the surface roughness is all in the
form of small, micro-rough surface features, the
BRDF value then is very much proportional to
the surface power spectral density function (PSD),
which is a measure of the power plotted against
spatial frequency. The characterization of surface
roughness by BRDF scatter measurements only
works if the scattered energy is due to surface
micro-roughness. If the scatter is from larger sur-
face features or from surface contamination, then it
will be difficult to accurately characterize the
surface roughness. Thus only smooth, mirror-like
black surfaces can be used for this simple leap
from BRDF values to surface roughness par-
ameters. Some sample BRDFs of black surfaces
are found in Figures 4–7.

Figure 4 BRDF at wavelength of 0.633 micrometers and 608 incidence angle of black anodize sample. Plot generated by SOLEXIS

using CASI software from Schmitt Measurement Systems, Portland, OR, USA.
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Figure 5 BRDF at wavelength of 10.6 micrometers of black anodize at 458 incidence. Plot generated by SOLEXIS using CASI

software from Schmitt Measurement Systems, Portland, OR, USA.

Figure 6 BRDF at a wavelength of 10.6 micrometer of Martin Optical Black at 458 incidence. Plot generated by SOLEXIS using CASI

software from Schmitt Measurement Systems, Portland, OR, USA.
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Examples of Black Surfaces

Black surfaces appear in many forms. They may be
either diffuse or specular in nature, or both. Black
surfaces may be created by painting a surface, by
altering a surface (such as through an anodization
process), or by any number of other surface treatment
effects. For example, absorbing compounds may be
added to paint or to a surface to decrease reflection.
Adding large (compared to the wavelength) craters or
holes to a surface may result in multiple reflections
within the surface leading to decreased reflection.
Surfaces may be modified to increase their light-
scattering ability, with the hope that reflection in a
specific direction will be reduced. Sometimes surfaces
may be created in such a way as to enhance thin-film
interference effects, leading to reduced reflection.
These and other techniques may be combined
together in an attempt to reduce reflection and
make the material appear blacker in a particular
wavelength range of interest or in a particular
direction.

Some sample black surfaces are given in Table 3,
although databases are much more current on current
names and manufacturers.

Many black surfaces use surface texture to enhance
their light-absorbing ability. Scanning electron micro-
graphs of surfaces reveal the surface morphology and

how multiple reflections can be used for light
trapping. Surface chemistry, changes in the index of
refraction, and the use of particles of different sizes
are also used to create better absorbers. A variety of
other proprietary methods are used as well
(Figures 8–11).

Future Developments

There are many new kinds of black surfaces being
developed for specialized applications. Black surfaces
can be created using a variety of new techniques and
materials. For example, new surfaces can be created
using laser ablation or chemical microetching of
surfaces. Surfaces can also be created using new
materials such as carbon nanotubes or by using the
technology used to create flocked materials. These
new kinds of surfaces generally have good absorption
at a variety of wavelengths. Even with the creation of
these new surfaces, the greatest gain in an optical
system will probably be attained through a concerted
effort to choose the appropriate black surfaces early
in the program and to place them properly in the
optical system. An early selection of surfaces and an
analysis of their performance will lead to a higher
level of system performance than a search for
an exotic, ultrablack surface at a late stage

Figure 7 BRDF at a wavelength of 0.488 micrometers of a glossy black surface at 608 incidence. Plot generated by SOLEXIS using

CASI software from Schmitt Measurement Systems, Portland, OR, USA.
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Table 3 Selected optical black surfaces

Name Manufacturer Notes Type

Aeroglaze L300 Lord Corporation Erie, PA Formerly called Chemglaze L300 Paint

Aeroglaze Z004 Lord Corporation Erie, PA Formerly called Chemglaze Z004 Paint

Aeroglaze Z302 Lord Corporation Erie, PA Formerly called Chemglaze Z302 Paint

Aeroglaze Z306 Lord Corporation Erie, PA Formerly called Chemglaze Z306 Paint

Aeroglaze Z306

with microspheres

Lord Corporation Erie, PA Formerly called Chemglaze Z306

with microspheres

Paint

Aeroglaze Z307 Lord Corporation Erie, PA Formerly called Chemglaze Z307 Paint

Aeroglaze Z313 Lord Corporation Erie, PA Formerly called Chemglaze Z313 Paint

Ames 24E

(Ames 24E2)

NASA Ames Research

Center Moffett Field, CA

Paint

Cardinal 6450 Cardinal Industrial Finishes

South Elmonte, CA

Formerly ‘Cardinal 6550’ Paint

Cornell Black Cornell University Paint

DeSoto Flat Black Courtaulds Paint

Electrically Conductive

Black Optical Paint

Jet Propulsion Laboratory

Pasadena, CA

Has no trade name Paint

IITRI Bone Black D-111

(IITRI D111)

Illinois Institute of Technology

Chicago, IL

Paint

LMSC Black Lockheed Martin Palo Alto Painted multilayer coating

MH21-I Illinois Institute of Technology

Chicago, IL

Paint

MH55 Illinois Institute of Technology

Chicago, IL

Paint

MH2200 Illinois Institute of Technology

Chicago, IL

Formerly 3M’s ECP 2200 paint,

but sold to IIT

Paint

Solarchem Eastern Chem Lac Corporation

Malden, MA

Paint

463-3-8 Akzo Coatings, Inc. Orange, CA Formerly called ‘Cat-a-lac 463-3-8’

diffuse black paint

Paint

443-3-8 Akzo Coatings, Inc. Orange, CA Formerly called ‘Cat-a-lac 443-3-8’

glossy black

Paint

443-3-17 Akzo Coatings, Inc. Orange, CA Formerly called ‘Sikkens 443-3-17’ Paint

Infrablack Lockheed Martin Denver, CO For Al substrates only Anodization process

Martin Black Lockheed Martin Denver, CO For Al substrates only Anodization process

Martin Black,

Enhanced

Lockheed Martin Denver, CO For Al substrates only Anodization process

Infrablack Lockheed Martin Denver, CO For Al substrates only Anodization process

Black Chrome

Type Surfaces

Lockheed Martin Denver, CO For many kinds of metal

substrates

Electrodeposition process

Black Cobalt Type

Surfaces (Cobalt

Black)

Lockheed Martin Denver, CO

and many more companies

For many kinds of metal

substrates. References to Black

Copper, Black Steel etc. are

covered by Black Cobalt

Electrodeposition process,

and can be followed by

chemical or thermal oxidation

Black Nickel –NIST For many kinds of metal

substrates

Deposition and etching

process

(NBS Black) –Ball Aerospace

(Ball Black) –Lockheed Martin and others Ball modified the process

developed by NBS

Black Kaptone Foil Foil

Black Tedlare Foil Foil

Boron Black Lockheed Martin Denver, CO For many kinds of metals Plasma spray deposition

process

Boron Carbide Lockheed Martin Denver, CO For Ti substrates only Proprietary process

Silicon Carbide Lockheed Martin Denver, CO

and other companies

For many kinds of metals Chemical vapor

deposition

Textured Surfaces –NASA Ames Research Center

Moffat Field, CA

For many kinds of metal

substrates

Either: –sputter coated

–ion beam etched

–SPIRE Corporation Bedford, MA

–Optics MODIL Oak Ridge

National Laboratory

–sputter coated then

etched

Note that finish names and manufacturers change regularly. Table adapted from SOLEXISe database, Stellar Optics Research

International Corporation (SORIC), 78 Normark Dr., Thornhill, Ontario, Canada L3T 3R1.
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in the program. Although better black surfaces are
constantly being developed, the most important
future development in the area of black surfaces
may be a wider realization of the importance of an
early and comprehensive surface selection process.
The value of starting the selection process early
using black surface databases has been confirmed
repeatedly by optical designers.

See also

Instrumentation: Photometry; Telescopes. Scattering:
Scattering from Surfaces and Thin Films.

Figure 9 Scanning electron micrograph of phosphoric acid

etched electroless nickel surface. This surface is a good absorber

in the visible wavelength region. (Courtesy of Stephen Pompea

and Donald Shepard.)

Figure 10 Scanning electron micrograph of Aeroglaze Z-306 painted surface with embedded microspheres. This surface is used

primarily at visible wavelength. (Courtesy of Stephen Pompea and Donald Shepard.)

Figure 11 Scanning electron micrograph of tungsten hexa-

fluoride surface. This surface is a good absorber at visible and

near infrared wavelengths. (Courtesy of Stephen Pompea and

Donald Shepard.)

Figure 8 Scanning electron micrograph of Martin Optical Black

surface on 6061T6 aluminum. This surface is a good absorber

at ultraviolet, visible, and near infrared wavelengths. (Courtesy of

Stephen Pompea and Donald Shepard.)
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Thin-film optical coatings are employed to adapt the
properties of an optical surface to its specific
application. Commonly, optical coatings comprise a
sequence of single layers of different transparent
materials with a thickness in the range of the
operation wavelength. Depending on this coating
design, the spectral characteristics of an optical
surface can be tuned to nearly any required transfer
function including a suppression of reflection for a
broad spectral range by an antireflective coating or
even the achievement of highest reflectance values up
to 99.999% using a high reflecting layer stack.
Besides these basic functions, optical coatings can
be employed to realize a variety of transfer spectra
specified for multiple wavelengths or wavelength
ranges to manipulate radiation according to even

extremely sophisticated demands in optical systems
for laser technology, communication, or fundamental
research. Moreover, the desired optical properties can
be combined with additional specifications, for
example, concerning the mechanical or chemical
stability of an optical surface by selecting adapted
coating materials. As a consequence of this enormous
versatility, thin-film optical coatings can be found in
nearly every product and development of modern
optical technology today. Aside from the large market
of consumer optics including ophthalmology, camera
objectives, binoculars, and optical systems for data
storage, progress in optical coating technology is
predominantly driven by demanding applications in
many future technology fields. As one prominent
pace-setter, semiconductor lithography imposes new
demands on optical coatings extending the operation
wavelength of stepper systems in chip production to
the extreme ultraviolet (EUV)-spectral range. Other
examples can be found in communication technology,
where thin-film filters with a bandwidth below
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0.5 nm are required, or also in laser material
processing, where coatings with high power handling
capability and lifetime are indispensable for the
development of cost-efficient laser tools.

In this article a concentrated review will be given
on the design, production, and on specific properties
of optical coatings. After an introduction to the
fundamental principles of operation of coating
systems, basic expressions for the optical transfer
function of a single layer will be derived and extended
to layer structures on the basis of the matrix method.
Selected conventional and ion processes for the
production of coatings will be discussed with respect
to the achievable optical and structural properties of
the coatings. Also, the thickness control of the
coatings during production will be considered intro-
ducing the crystal monitoring technique as well as
optical measurement strategies at a single wavelength
or in a broad spectral range. The article will conclude
with a review of the present state of optical coatings
and an analysis of future trends.

Design of Optical Coatings

The colorful appearance of optical coatings and
microstructures, which can be observed on some
butterflies and other insects, was present in nature
long before mankind invented them. The beginning of
the technical evolution of optical surfaces may be
dated back to Greek culture, where polished metal
surfaces were used as mirrors. Considering the
application of transparent coatings, the investigations
of Joseph Fraunhofer in the reflectivity of aged glass
surfaces during the year 1819 should be mentioned as
a first approach towards an antireflective coating. On
the basis of controlled etching, this technique was
further developed for different glass materials by
Dennis Taylor in 1891 to realize the first antireflective
coatings on lenses for applications in optical devices.
In 1899, the Fabry–Perot theory was developed as a
milestone in the theoretical description of multilayer
structures. This theory describes the interference of
partial waves reflected from two parallel optical
surfaces, which can be considered as the fundamental
arrangement of a multilayer structure (see Figure 1).
In an optical thin-film system, layers of different
transparent materials are composed on a stack
deposited on the surface of the optical component
(substrate refractive index nT). In general, to adjust
the spectral characteristics of the layer system to the
demanded specifications, at least two layer materials
with a high refractive index nH and a low index nL

have to be selected. The choice of the thin-film
materials is dependent on the application wavelength
and the desired stability of the coating system as well

as on their optical properties essential for the specific
design and the targeted optical quality. Similar to the
Fabry–Perot principle, the optical function of the
layer structure is based on the interference of partial
waves reflected and transmitted at the interfaces
between the layers. The trace of the incoming wave
and the induced partial waves are depicted in Figure 2
for a single layer, which can be considered as the basic
unit for coating systems even with highest complexity.
For a theoretical description of the transfer function
of this single layer, the contributions of the individual
partial waves have to be calculated and accumulated
to form the total transmitted and reflected wave. In
this classic approach, the incoming wave can be
described by the function of a plane wave with
amplitude E0, wavenumber k ¼ 2p=l incorporating
the wavelength l, and frequency v:

Eðx; tÞ ¼ E0 exp½2iðkx 2 vtÞ� ½1�

At the first interface, a part of this plane wave is
directly reflected with an amplitude of A0 ¼ E0r1

Figure 1 Basic structure of a thin-film system. Transparent

layers of at least two different materials (nH, nL) are deposited on a

substrate with refractive index nT.

Figure 2 Schematic path of a plane wave incident onto a single

layer with refractive index n1. The reflection and transmission

coefficients for the amplitudes at the interfaces m ¼ 1;2

are denoted by tm and rm, respectively. A prime added to the

coefficients indicates a transfer of the wave opposite to the

direction of incidence.
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(order zero), which can be calculated using the
reflection coefficient r1 given by the Fresnel formulas.
After passing the first interface, a reflection and
transmission of the incoming wave at the second
interface has to be considered. Also a phase shift has
to be taken into account, which is introduced by
the path of the wave from the front to the rear
interface of the single layer. This phase shift di is
dependent on the thickness di of the layer and the
refractive index ni:

di ¼
2pnidi cos ui

l
½2�

For oblique incidence also the angle of incidence ui in
the layer, which has to be calculated by Snell’s law, has
to be taken into account. The index i has been chosen
in this consideration for convenience to account for
the layer number in coating systems, which will be
discussed later. Following the wave reflected the first
time inside the layer, a further phase shift for the path
from the rear side to the front side has to be taken into
account. This partial wave is then transmitted by
the front surface resulting in an amplitude A1 of the
first-order wave leaving the layer:

A1 ¼ t1t 0
1r2E0 expð2i2dÞ ½3�

where t1
0 is the transmission coefficient for the

amplitude of the wave passing the layer at the interface
to the ambient. By following the wave further through
the layer, the amplitudes Ak of each partial wave of
order k can be determined:

Ak ¼ t1t01r2E0 expð2i2dÞ p ðr01r2 expð2i2dÞÞk21 ½4�

Obviously the contributions of the partial waves
follow the rule of a geometric expansion, and therefore
the total amplitude of the wave reflected by the layer,
which is the sum of the amplitudes of the partial
waves, can be expressed in closed form:

Atot ¼

"
r1 þ

t1t 0
1r2 expð2i2dÞ

1 2 r 0
1r2 expð2i2dÞ

#
E0 ½5�

The reflection coefficient rS of the single layer is
given by the ratio between the total amplitude of
the reflected wave and the amplitude of the
incoming wave:

rS ¼
r1 þ r2 expð2i2dÞ

1 þ r1r2 expð2i2dÞ
½6�

In this equation, the coefficients r1
0 and t1

0 have been
replaced by using the relations

t1t01¼ð12r01Þð12r1Þ¼ð12r1Þð1þr1Þ¼12r2
1 ½7�

In principle, this method of compiling the contri-
butions of the partial waves reflected at the layer
interfaces can be extended also to the calculation of
systems with more than one layer. But, considering the
enormously increasing number of partial beams, the
resulting equations become extremely complicated for
multilayer structures. Therefore, the matrix formal-
ism, which can be deduced from the boundary
conditions of the electric and magnetic field at the
interfaces, is usually employed for the calculation of
thin-film systems. The major advantage of this
approach, which was developed in the 1940s, is the
representation of each layer by a single matrix Mi

containing all specific parameters of the film. The
matrix Mi of a thin film at position i within the layer
system relates the electric ðEi21Þ and magnetic ðHi21Þ

field strength at the front face to the field strength
values (Ei and HiÞ at the rear face of the layer:

0
@Ei21

Hi21

1
A¼Mi

0
@Ei

Hi

1
A¼

0
BB@ cosdi

i

ni

sindi

ini sindi cosdi

1
CCA
0
@Ei

Hi

1
A ½8�

By considering the boundary conditions for the field
strengths at the interfaces, the matrix components
given in eqn [8] can be determined. On the basis of
the matrix formalism, the transfer function of a
layer system can be simply accomplished by multipli-
cation of the matrices Mi representing the constituent
single layers. Thus, the transfer matrix MS of a stack,
which is formed by a number K of single layers with
layer 1 located at the first interface with respect to the
incoming wave, is given by

MS¼M1M2M3…MiMiþ1…MK ½9�

For calculating the reflection coefficient rSK of the
entire arrangement including the substrate (index of
refraction nT) and the ambient medium (index of
refraction n0), again the ratios of the amplitudes have
to considered:

rSK¼
n0M11þ in0nTM122 iM212nTM22

n0M11þ in0nTM12þ iM21þnTM22

½10�

As a consequence of its perceptible structure, the
matrix method can be readily transferred into
computer codes, which cover the calculation of all
important properties of even extremely complicated
layer systems. In particular, considering the funda-
mental relations of the matrix method, also the field
strength distribution within the layer structure can be
determined. In software packages, which are commer-
cially available as standard tools for optical thin-film
technology, often the film thickness Di of the layers is
expressed in the units of QWOT (quarter wave optical
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thickness) at the design wavelength lZ :

Di¼
4nidi

lZ

½11�

In the case of normal incidence, the matrices Mi reduce
to simple expressions for layers of integer QWOT
values, because the corresponding phase shift terms
are multiples of p/2. Clearly, an integer QWOT value
of optical thickness also represents an extreme value in
the spectral behavior at the design wavelength. This
fact is often exploited for a precise thickness control by
optically monitoring the reflectance or transmittance
of the growing layer at the design wavelength lZ: by
recording the transfer behavior as a function of time
during production, extreme values and accordingly
thickness values of multiple QWOT can be accurately
determined. Thus, if a layer structure is composed
only of multiple QWOT layers, switching between the
layer materials can always be precisely performed at a
minimum or maximum read-out of the optical
monitor tuned to the design wavelength. In respect
of this advantage in production, most coating designs
are based on QWOT layers indicating the practical
importance of the unit QWOT. For an efficient
description of the designs, often a notation in capital
letters is used, which indicate a 1 QWOT layer of a
certain coating material. For example an alternating
QWOT-stack with 11 layers of a high-index material
(H, refractive index nH) and a low-index material
(L, refractive index nL) is described by the sequence
HLHLHLHLHLH or even more condensed by
(HL)5H. The QWOT stack is the fundamental design
for dielectric high reflecting mirrors and represents the

basis for a variety of functional coatings in optical
thin-film technology. By applying the matrix method,
an approximate expression for the reflectance RS at the
design wavelength can be derived for such a stack:

RS<124n0nT

n2N
L

n2ðNþ1Þ
H

½12�

This expression is only valid for a large number N of
QWOT layers and underlines the role of the materials
for the practical production of optical coatings.
Highest reflectivity with lowest number of layers can
be achieved only by selecting materials with a high
contrast of their refractive indices. This contrast also
influences the spectral broadness of the high-reflecting
region of the stack (Figure 3).

Besides highly reflecting mirrors, antireflective
coatings are another important class of functional
coatings for modern optics and laser technology.
Antireflective coatings often involve non-QWOT
layer structures of more than two materials in order
to accomplish the demands of lowest residual
reflectivity for a broad spectral range. Eye glasses
with antireflective coatings covering the entire visible
spectral range can be considered as a prominent
example for consumer optics, which impose require-
ments on the coatings also in respect to their stability
against cleaning and other environmental influences
during normal use. In this context, the introduction of
optical plastic materials is an additional challenge in
consumer optics and ophthalmology, which has to be
mastered by adapted designs and production pro-
cesses. In contrast to the typical demands of consumer
optics, antireflective coatings on laser windows are

Figure 3 Spectra calculated for high-reflecting QWOT stacks (15 layers, substrate index nT ¼ 1:52) composed of a low-index material

ðnL ¼ 1:46Þ and different materials with high indices of refraction varying between nH ¼ 1:7 (solid), 1.9 (dashed), 2.1 (dotted) and

2.3 (dash-dotted). The spectral broadness and the reflectivity increase with the ratio nH/nL.
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often restricted to one wavelength, but have to fulfill
extreme requirements with respect to optical losses
and power handling capability. Therefore, most
antireflective coatings in laser technology are com-
posed only of two thin layers to minimize the total
thickness, which is often a direct measure of the
expected losses of the layer system. With such a
coating, which is often called V-coating according to
its spectral characteristic (Figure 4), the reflectivity of
the window surface can be suppressed ideally for
one wavelength.

Production of Optical Coatings

The industrial production of optical coatings
started in the 1940s on the basis of glass bell jar

systems equipped with diffusion pumps and boat
evaporators for the deposition of single layers of
metals for mirrors and fluoride materials for
antireflective coatings. Metal containers are used
as boat evaporation sources. These containers are
filled with the deposition material and heated by
electric currents up to several 100 A (Figure 5). In
the course of the rapid improvement of vacuum
systems and especially the development of the
electron beam evaporator over the next three
decades, new materials with improved optical and
mechanical quality could be combined to form
more complicated dielectric coating systems. The
layout of an e-beam deposition plant of these times,
which can still be considered as fundamental for
the advanced deposition systems of today, is
illustrated in Figure 6. In such a box coater, the

Figure 5 Boat evaporation source in operation. The deposition

material is put into the boat which is made of a metal with high

melting point. A high electric current is conducted through the boat

for heating to temperatures up to 2000 8C.

Figure 6 Outline of a modern box coater used for the production

of optical coatings with e-beam deposition processes.

Figure 4 Spectrum of an antireflective coating for the wavelength 1.064 mm, which is designed as a V-coating with two layers of Ta2O5

(nH ¼ 2:03; dH ¼ 0:383 QWOT) and SiO2 (nL ¼ 1:46; dL ¼ 1:308 QWOT) for a quartz substrate (substrate index nT ¼ 1:46).
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substrates are installed in a calotte which is rotated
to achieve a uniform distribution of the layer
thickness. The deposition materials are put in
water-cooled crucibles and are subjected to an
electron beam operated at currents in the range
between 0.1 A to more than 10 A and voltage levels
of several kilovolts. As a consequence of the
interaction with the energetic electrons, the depo-
sition material can be heated to high temperatures
above 5000 K allowing the evaporation of most of
the desired deposition materials. These achievable
high temperatures in conjunction with the good
controllability are the major advantages of e-beam
sources (Figure 7) in comparison with the classical
boat evaporation process. In particular, e-beam
evaporation opened the way for the deposition of
oxide materials and other optical materials with
high evaporation temperatures, which exhibit opti-
cal properties as well as a high mechanical and
chemical stability superior to the material classes
accessible with boat evaporation. However, the cost
efficient boat evaporation technique is still applied
today for the deposition of metals or temperature-
sensitive materials for coating systems in the
vacuum ultraviolet (VUV)/UV and mid-infrared
(MIR) spectral ranges. If the shutter above the
deposition source is opened, the evaporated
material reaches the substrates and forms the
layer by condensation. This condensation process
is sensitively dependent on the environmental

conditions of the substrates and the deposition
sources. Sufficient microstructural properties of the
growing layer can generally be achieved only under
fine vacuum below 100 Pa and heating of the
substrates to temperatures in the range of some
100 8C. Even under well-optimized conditions, the
typical microstructure of such thermally evaporated
coatings exhibits specific deficiencies (Figure 8)
which influence the optical and mechanical proper-
ties of the layer systems. Often, microcrystallites
with diameters in the range of a few nm are
observed, which are arranged in columns of a
typical size growing from the substrate interface to
the outer surface of the layer. For a simulation of
the growing mechanisms for this low energetic
deposition process, uncomplicated models with a
few input parameters already lead to satisfactory
results. Assuming a kinetic energy of 0.1–0.3 eV,
which is typical for thermal evaporation according
to the Boltzmann distribution, the impinging atoms
can move only a small distance or even adhere
directly at their position of incidence on the
growing layer. As a consequence of this small
mobility, the atoms are not able to reach their
energetically optimum positions in the layer, and
they even obstruct the path of the following atoms
by shadowing. On the basis of these assumptions,
computer simulations of the growing process result
in structures which are comparable to the columnar
growth observed in practice. The packing density of
such a columnar structure is significantly below the
bulk values of the corresponding deposition
materials, and it contains also a high number of
defects and voids, which reduce the optical quality
of the coating. In particular, the coating tends to

Figure 7 Electron beam source in operation. The deposition

material is put in a water-cooled crucible and subjected to an

e-beam. Since the zone heated by the e-beam is entirely

embedded in the surrounding deposition material, very low

contamination levels and temperatures above 5000 8C can be

achieved. For the generation of the e-beam an arrangement

similar to the system of a cathode ray tube is employed: the

electrons emitted by a hot filament are focused by an aperture and

accelerated by a high voltage.

Figure 8 Microstructure of a MgF2 single layer (geometric

thickness approximately 780 nm) deposited by conventional boat

evaporation. For the preparation of the TEM picture, the coating

has been fractured and replicated.

OPTICAL COATINGS / Thin Film Optical Coatings 365



adsorb water from the normal atmospheric
environment into its internal structure leading to a
shift of the spectral characteristics as a function of
the ambient conditions. Besides this loss of spectral
stability, the adsorbed water also induces an
increased optical absorption of the coatings in the
VUV and the MIR spectral ranges.

The increasing demand in laser technology and
other optical applications for coatings far exceeds the
quality level of conventionally deposited coatings and
this was the driving force for the development of
advanced concepts for the production of optical
coatings during the last three decades. Considering
the fundamental growth mechanism of conventional
optical coatings, two basic approaches for an
improvement of the microstructure are available.
On one hand, the mobility of the atoms on the surface
of the growing layer can be increased by the insertion
of additional energy from other sources. This concept
leads to the development of ion-assisted deposition
processes, where the additional energy is transferred
to the adatoms by collisions with ions generated
directly in the plant by an ion source at energy levels
of approximately 30–300 eV (Figure 9). Especially,
by the deposition of oxide materials, which can be
assisted directly with oxygen ions for balancing their
stoichiometry, coating systems with high environ-
mental stability and low optical losses can be
achieved for the VIS up to the MIR spectral range.
On the other hand, the energy of the adatoms can be
directly increased in sputter processes which deliver
deposition energies orders of magnitude higher than
the thermal energy range. Besides adapted activated
reactive magnetron sputter processes, particularly ion

beam sputtering (IBS) was developed for a coating
process delivering high-end coatings mainly for laser
technology with an unsurpassed optical quality
(Figure 10). For example, mirrors with total losses
below one ppm can be produced for the Nd:YAG
laser (wavelength 1.064 mm) with adapted IBS
processes.

In addition to stable deposition processes, precise
control of the layer thickness with an accuracy below
1 nm is a further important step towards the
realization of complex optical coatings. Most depo-
sition plants are equipped with quartz crystal
monitors, which measure the optical thickness on
the basis of the resonance frequency shift of an
oscillating quartz crystal induced by the increase
in mass of the deposited coating. The relative
accuracy of these monitors ranges from 2% to 10%
and is well suited for the regulation of the deposition
rate. In order to achieve the required precision for
high-quality coatings, optical monitors are often
employed, which record the transmittance of the
growing layer system at a single wavelength or even in
a broad spectral range. Since these systems account
directly for the optical properties of the deposited
layer system, an efficient and accurate control of the
film thickness is possible allowing the production of
extremely sensitive filters with bandwidths below
1 nm for telecommunications or mirrors with defined
group delay dispersion for fs-laser systems
(Figure 11).

Figure 9 Ion assisted deposition. An additional ion source is

installed, which delivers inert or reactive ions impinging on the

growing layer. The energy transfer from the ions to the adatoms

results in improved microstructure of the produced coatings with

higher packing density.

Figure 10 Principle of the ion beam sputtering (IBS) process.

Inert ions with an energy in the range 1–2 KeV are generated in

an ion source and directed onto the target which consists of the

desired deposition material. Material is sputtered from the target

and reaches the substrates. As a consequence of the high energy

of the adatoms (5–30 eV) the formed layer exhibits a superior

microstructure.
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Quality Parameters of Optical
Coatings

Besides the spectral characteristics, a variety of
specific parameters has to be considered for each
application of optical coating systems (Table 1). For
laser systems the laser-induced damage threshold and
the optical losses have to be evaluated in the
context of technical and also economic requirements.
Absorption is a loss channel, which transforms a
fraction of the impinging radiation energy into heat,
inducing a temperature increase in the coating. This
generated temperature profile influences the imaging
properties of the optical component via thermal
expansion and temperature-induced alterations of

the refractive indices of the coating as well as the
substrate materials. Despite numerous technical
problems, absorption always implies the loss of
laser energy which is produced with high economic
expense. Absorption losses are related to defects and
impurities, which are introduced during the pro-
duction process into the layer by a variety of
contamination mechanisms. Furthermore, an unba-
lanced stoichiometry with a higher metal content is
often observed as a cause for increased absorption in
dielectric optical coatings, which are mainly com-
posed of binary metal compounds. Absorptance
values of optical components are determined by laser
calorimetric techniques described in ISO 11551.
In this measurement scheme, the temperature increase
in the sample is monitored during irradiation with a
well-characterized laser beam. After this heating
phase, the laser beam is blocked and the temperature
curve during the cool-down cycle is also recorded.
On the basis of the measured temperature
development, the absorptance can be calculated
taking into account the laser power and the heat
capacity of the specimen.

All mechanisms, which deflect radiation from its
specular direction, contribute to optical scattering
representing the second major loss channel in optical
coatings. Since scatter losses are mainly attributed to
microstructural imperfections and the surface rough-
ness of the layers, a scaling with wavelength can be
deduced from the corresponding theoretical models.
Especially in the VUV/UV spectral range, high scatter
values are apparent and may dominate the losses of
the optical components. For longer wavelengths, the
contribution of scattering is decreased to a point in
the MIR spectral range where it can be neglected in
comparison to the absorption losses. Scatter effects

Figure 11 Example of a complicated layer system deposited

under the control of an advanced optical broadband monitoring

device: double chirped mirror (56 non-QWOT layers of SiO2/

TiO2). Only small deviations between the calculated spectrum and

the spectrum of the produced coating can be observed.

Table 1 Selected quality parameters of optical coatings and surfaces in conjunction with corresponding ISO standards and

measurement principles

Specification Parameter/Unit Standard/Measurement principle

Laser induced damage cw-LIDT W/cm ISO 11254-1: cw-laser irradiation

threshold (LIDT) 1 on 1-LIDT J/cm2 ISO 11254-1: irradiation with single pulses

S on 1-LIDT J/cm2 ISO 11254-2: repetitive irradiation with pulses

Assurance J/cm2 DIS 11254-3: irradiation sequence

Optical losses Absorptance ppm ISO 11551: laser calorimetry

Total scattering ppm ISO 13696: integration of scattered radiation

Transfer function Reflectance % CD 13697: precise laser ratiometric method

Transmittance % DIS 15368: spectrophotometry

Surface quality Scratch/Digs ISO 10110: 13 parts containing different types of imperfections

Roughness

Stability Abrasion ISO 9211: different test methods

Environmental ISO 9022: 21 parts containing a variety of conditioning methods

Stability
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may impair the imaging properties or the resolution,
and they reduce the efficiency of an optical system.
Besides the economic aspect of each loss effect,
scattering can also be considered as relevant for
safety in high-power laser systems, where some
100 ppm of scattered radiation carry enough power
to injure or blind the operator. In the ISO 13696
standard, measurement procedures based on the
collection or integration of the total radiation
scattered by the sample are described.

Depending on their application, coatings have to
withstand also manifold mechanical, chemical, and
environmental influences. Severe mechanical and
chemical requirements are imposed onto coatings
for ophthalmology or consumer optics, which are
often cleaned with abrasive and aggressive cleaning
solvents and tissues. To qualify coatings for these
applications, various testing procedures have
been developed and are routinely employed in
industrial quality management. Coatings for laser
systems and precision optics are predominantly
certified according to conditioning methods
described in the ISO standard series 9211. Test
procedures with respect to environmental
influences are extensively outlined in the more
than 20 parts of ISO 9022, which is dedicated to a
variety of climatic, mechanical, and chemical
conditioning cycles.

Summary and Outlook

Optical coatings are the major tool for engineering
the properties of functional optical surfaces for an

extensive spectrum of applications. On the basis of
the matrix algorithm, a comprehensive theoretical
model for the spectral transfer characteristics of
optical coatings is available, which has been trans-
ferred to commercial computer programs. Now, most
design problems can be solved with these computer
codes, whereas the reproducible and precise pro-
duction of optical coatings with high quality could
only be partially achieved until today (Table 2).
Besides conventional thermal processes, new ion-
assisted deposition processes and sputtering concepts
are gaining importance in optical thin-film technol-
ogy. For the quality management of optical coatings,
a variety of often standardized testing procedures
has been developed during the last two decades
including the determination of the power handling
capability, the measurement of the optical losses
and a broad spectrum of conditioning methods for
optical coatings.

Demanding future challenges will be imposed on
optical coatings by the development of semiconduc-
tor lithography in the EUV spectral range to achieve
nodes well below 100 nm in chip production.
Another important trend is directed by new laser
applications in material processing, medicine and
communication technology, operating at extremely
high repetition rates and power levels, or with
ultrashort pulses in the fs-regime. Other requirements
will be defined by the rapid development of optical
technology towards a broad range of special products
with short innovation cycles obligating significant
progresses in thin-film technology in the direction
towards flexible and reproducible process concepts

Table 2 Selected quality parameters of optical coating systems for laser applications

Laser, wavelength Type Absorption ISO 11551 Total scattering ISO 13696 Laser induced damage threshold, ISO 11254

157 nm, F2 excimer HR/th 1–4%

193 nm, ArF excimer AR/th 0.7–2.5% 0.2–0.5% 1–2 J/cm2 (1on1, 20 ns)

HR/th 0.4–2.0% 0.2–2.5% 2–4 J/cm2 (1on1, 20 ns)

248 nm, KrF excimer AR/th ,0.025% 10 J/cm2 (1on1, 30 ns)

HR/th ,500 ppm ,0.2% .20 J/cm2 (1on1, 30 ns)

HR/IB ,0.1% .3 J/cm2 (1on1, 30 ns)

633 nm, HeNe laser HR/th ,30 ppm ,30 ppm –

HR/IB ,5 ppm ,5 ppm –

1.064 mm, Nd:YAG AR/th ,20 ppm ,100 ppm .60 J/cm2 (12 ns, 0.25 mm)

HR/th ,50 ppm ,100 ppm .100 J/cm2 (12 ns, 0.25 mm)

HR/IB ,1 ppm ,1 ppm .80 J/cm2 (12 ns, 0.25 mm)

10.6 mm, CO2 laser AR/th ,0.16% – .20 J/cm2 (100 ns, 1.4 mm)

.2 kJ/cm2 (1.2 ms, 250 mm)

.3 kW/mm (cw, 100 mm)

HR/th ,0.10% – .25 J/cm2 (100 ns, 1.4 mm)

.2 kJ/cm2 (1.2 ms, 250 mm)

Types: HR: highly reflecting mirror; AR: antireflective coating; th: thermal evaporation; IB: ion beam sputtering.

368 OPTICAL COATINGS / Thin Film Optical Coatings



for coatings with increasing complexity. In all fields of
modern optics, optical thin films will represent an
enabling technology which will play a key role for
many future applications and products.

List of Units and Nomenclature

A0 amplitude of partial wave of order zero
A1 amplitude of first-order partial wave
Ak amplitude of the partial wave of order k
di thickness of layer number i
Di film thickness expressed in units of

QWOT
E0 amplitude of a plane wave
Ei, Hi electric field strength and magnetic field

strength at the rear front of layer
number i

IAD ion-assisted deposition
IBS ion beam sputtering
k wavenumber of a plane wave k ¼ 2p=l
Mi matrix of layer number i
MS composite matrix of a layer stack of K

single layers
n0 index of refraction of the ambient

medium
nH refractive index of a high-index

material
ni refractive index of layer number i
nL refractive index of a low-index material
nT refractive index of the substrate
QWOT quarter wave optical thickness: unit for

the thickness of the layer
r1, r1

0 reflection coefficients of the ambient–
layer interface

r2 reflection coefficient at the layer–
substrate interface

rS reflection coefficient of a single layer
rSK reflection coefficient of a layer stack of

K single layers
RS reflectance of a QWOT stack
t1, t1

0 transmission coefficients of the
ambient–layer interface

di phase shift of a plane wave in layer
number i

l wavelength of a plane wave
lZ design wavelength
ui angle of incidence in layer number i
v frequency of a plane wave

See also

Optical Coatings: Laser Damage in Thin Film Coatings.
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X-Ray Coatings
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In all spectral ranges, there exist two principal
options for coating an optical element. This may be

a simple layer, as for example a metallic layer is
frequently used in the visible spectral region. The
second option is to use a multilayer coating, making
use of the optical properties of two or more materials
to achieve enhanced reflectivity over a limited spectral
range. In both cases, a knowledge of the refractive
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index of the materials (real or complex) is required,
and of course one must choose materials that can be
coated in a practical deposition process. A frequent
side-advantage of coating is to make it possible to
choose the material of the substrate for its mechanical
or cooling properties without regard to the optical
properties of the coatings.

Originally (at the beginning of the twentieth
century) the progress of X-ray optics was hampered
by a poor understanding of the nature of these rays,
and in particular by the observation that they are very
weakly reflected and refracted. After the electromag-
netic nature of these rays had been confirmed, the
problem of producing polished surfaces that were
sufficiently smooth on an atomic scale to reflect
X-rays still remained. Optical coatings gave little
hope of improvement due to the growth of roughness
during the coating process. Thus early attempts to
make X-ray mirrors produced poor results and little
progress was made until the 1960s. However, in the
past 30 years, much technical progress has been
made, and now many optical principles used in the
visible spectral region have been extended to very
short wavelengths. Even refractive and diffractive
focusing lenses (not treated here) have been
implemented in the X-ray region.

In the first section we outline the history of the
discovery of the properties of X-rays, which were
achieved mainly in experiments using crystals. This
allows us to understand how their electromagnetic
nature was discovered, and how they interact with
materials. We then describe the phenomenon of the
‘total reflection’ of X-rays, which occurs only at very
high angles of incidence (‘grazing incidence’) and its
main applications in X-ray optics. Finally, we outline
the principles of mirrors based on interference, their
applications in the X-ray region, their advantages and
their limitations.

X-rays Compared to the Other
Electromagnetic Spectral Regions

Infrared radiation was discovered by W. Herschel in
1800, and ultraviolet rays by J. Ritter in 1801.
These were the only ‘invisible rays’ known before
Maxwell’s contribution to the understanding of the
electromagnetic spectra through the development of
his equations in 1869. The discovery of radio waves
by H. Hertz in 1887 confirmed that our eyes are blind
to most of the electromagnetic spectrum.

In 1895, W. Roentgen discovered some previously
unknown ‘rays’ that had the surprising property of
being able to penetrate low-density material opaque
to visible light. This discovery was a side-effect of his

studies of low-pressure electrical discharges, fashion-
able at the time. The nature of these unknown or ‘X’-
rays as Roentgen named them, remained unknown
for 12 years or so. Were they electromagnetic waves
or particles? Roentgen used lenses, prisms and
mirrors to try to detect a reflective, refractive or
focusing effect, with inconclusive results. Although
the electromagnetic nature of the X-rays was favored,
the magnitude of the frequency or the refractive index
was unknown. We note that natural radioactivity and
gamma rays were discovered a year after X-rays, and
the same questions concerning their nature were
raised. However, in neither case did the ignorance of
the nature of the radiation impede their use in medical
radiography or in cancer therapy.

In 1906, the experiments of C. Barkla provided the
first evidence of the electromagnetic nature of X-rays.
In scattering X-rays from blocks of a light element (in
this case, carbon), he was able to show that the
scattered radiation was polarized, and therefore had
the nature of a transverse wave. This kind of
experiment had been performed almost a century
previously to demonstrate the transverse wave nature
of visible light. In 1916, following a suggestion by
M. von Laue that X-rays might be diffracted from a
grating of period comparable to their wavelength,
Friedrich and Knipping succeeded in diffracting
X-rays from the atomic planes of a natural
crystal. This experiment established definitively the
electromagnetic nature of X-rays and also the scale of
their wavelength.

In 1915 W. L. Bragg summarized the diffraction
rules for crystals through his equation [1], now
known as the simplified Bragg law:

2di sin ui ¼ Nli ½1�

This equation relates the diffracted X-rays wave-
length li to a set of parallel atomic planes separated
by a distance di and to the incidence angle ui. N is an
integer indicating the order of diffraction, as in the
grating equation. In using this equation, care is
needed because of two peculiarities compared to the
usual mirror or grating equations in the visible range.
In the Bragg equation, the angle of incidence u is
measured from a given atomic plane to the incident
rays. However, inside a crystal several different
atomic planes exists, not only the planes parallel to
the surface as indicated in Figure 1. In addition, u is
not measured from the normal as is usual in optics;
hence the angle u is referred to as the glancing or
grazing angle of incidence.

We note that the Bragg equation is not restricted to
X-rays, but is a coherent scattering phenomenon
which is common to all cases where waves, such as
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sound waves or ripples on water, are diffracted by
regular arrays of scattering centers.

In order to visualize the phenomena, we refer to
Figure 1 which is a schematic representation of a
plane wave incident upon a two-dimensional array of
scattering centers (electrons around nucleus, in the
case of X-rays), shown here as dots. As the sine
function has a maximum value of 1, the maximum
wavelength l that can be reflected from a spacing d is
given by l ¼ 2dmax. As the largest value of 2d that can
be found in natural crystals is about 2 nm (in natural
muscovite mica, for example), X-rays of 2 nm, with
an equivalent energy of about 620 eV, are the ‘softest’
(least energetic) that can be reflected in this manner.

The model shown in Figure 1, similar to that
proposed by M. von Laue, does not take into account
the detailed interaction of the atoms with the X-rays,
and therefore ignores effects such as absorption and
refraction, and discrete atomic transitions.
A.H. Compton attempted the first treatment of the
interaction of matter with X-rays from an atomic
viewpoint. In 1917, he developed a classical theory in
which the electrons bound to the nucleus are treated
as harmonic oscillators. In this way, he was able to
derive an expression for the atomic scattering
coefficients and to describe resonance effects at
frequencies corresponding to specific atomic tran-
sitions. A few years later, he was able to establish a
link between these ‘atomic scattering factors’ and the
macroscopic concept of refractive index. This new
formulation allowed the use of the Fresnel equations,
widely used in other spectral regions, to calculate the
intensity of X-rays reflected from smooth, polished
surfaces. These surfaces may be amorphous as well as
crystalline.

The refractive index can be written in several ways;
since it is close to unity over the X-ray range, the most
common form is complex:

n ¼ 1 2 d2 ib ½2�

where d is the refractive index decrement, and the
imaginary part b the absorption index. For photon
energies corresponding to X-rays, both have small
negative values, typically 1023–1026, and are cor-
recting factors to the vacuum index 1. As in other
photon energy ranges, the absorption and the
refraction coefficient variations are linked
through the Kramers–Krönig relations. In the visible
range the index values are usually larger than 1, being
below 1 only around specific optical thresholds. In the
UV region, the index values become smaller
than unity at energies above about 30 eV, which
corresponds to the energy range for which atoms can
be ionized.

At an early stage, Roentgen demonstrated X-ray
absorption by sheets of materials. The demonstration
of refraction took much longer and was more
difficult. The first direct X-ray refraction index
measurement was achieved in 1924, using a prism
and an X-ray tube. Figure 2 is the scheme of the
experiment, which is easy to perform in the visible
range to measure the refraction of a transparent
material. The footprint of the direct beam on the
photographic plate is made before inserting the prism.
In the visible range for which n . 1, the beam is
refracted at larger angle than the glancing incidence
angle, and so below the direct beam direction as
shown in Figure 2a. At the contrary, as indicated in
Figure 2b, the X-ray beam is refracted toward the
prism surface and such an experiment effectively
demonstrated that the index was slightly inferior to
unity, as suggested by A.H. Compton. We will return

Figure 1 The geometry for the conditions leading to selective

reflection on a periodic medium.

Figure 2 The geometry of the experiment used to evaluate the

magnitude and the sign of the refractive index in the X-ray and the

visible ranges.
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to this peculiarity in the following section, when the
total reflection phenomenon is described.

More details about the successive steps in our
understanding and the pioneering works on X-rays
can be found in standard textbooks.

Total Reflection X-Ray Mirrors

Using Fresnel’s equations and tabulated values of the
refractive index one can verify that, on any material,
grazing incidence is necessary to reflect X-rays.
Reflectivity calculations over the range from EUV to
X-rays (30 eV to 10 keV), with approximations to
allow calculations for rough surfaces, can be carried
out using the web site of the Center for X-ray Optics
of Lawrence Berkeley Laboratory http://www-cxro.
lbl.gov, and curves similar to those presented below
can be reproduced.

In the case of normal incidence, Fresnel’s equation
indicates that for any material the X-ray reflectivity
R2 ¼ lðn 2 1Þ=ðn þ 1Þl2 is very low, typically below
1024. This is a direct consequence of the X-ray index
values, which are close to unity, as mentioned above.

In the visible range, normal incidence reflectivity
from the surface of a transparent medium is low but
can be increased just by going to glancing incidence.
This is also the case in the X-ray region but in
addition as the real part of the X-ray refractive index
is lower than that of the vacuum, we have an
‘external’ total reflection phenomenon. From
Figure 2 one can see how, for a sufficiently small
incidence angle, the refracted wave becomes parallel
to the interface. This is well known in the visible
range (in which case it is the ‘internal’ reflection) and
the phenomenon is used, for example, in fiber optics.

Figure 3 shows examples of calculated reflectivity
variations versus grazing incidence angles, for per-
fectly smooth glass (SiO2), nickel, and platinum
surfaces. Curves are drawn for the 8 keV energy
photons, corresponding to the Cu Ka line produced
by conventional X-ray tubes. One observes that for
this energy the reflectivity is low beyond a grazing
angle around 18, then rises quickly at low angles.
This is typical of the total reflection phenomenon.
The grazing angle corresponding to a 50% reflectivity
is called the critical angle Qc, its value being
roughly proportional to the refractive index decre-
ment at the relevant photon energy. Notice that
weaker absorption materials, lower Z, lead to more
abrupt reflectivity variation but with smaller critical
angles.

Such reflectivity variations at grazing incidence
were systematically studied with X-ray tubes as early
as the 1930s. The penetration depth of X-rays at
grazing incidence was also studied. The evanescent
wave inside the material, under total reflection
conditions, is confined to a surface layer of a few
tens of wavelengths. Hence, in the total reflection of
X-rays, a coating having a thickness of a few tenths of
a micron, on any substrate, is all that is required.

Figure 4 shows examples of the variation in
nickel reflectivity calculated over the energy range
0.3–10 keV, for several grazing incidence angles.
Nickel is one of the coatings commonly used for
X-ray mirrors. The abrupt reflectivity variations and
the dips correspond to the energies of the nickel
atomic thresholds L (0.85 keV) and K (7.5 keV) for
which the index tables predict a rapid change in
absorption and refraction coefficients. Choosing an
incidence angle provides a practical way of limiting
the reflected spectral range. The energy cut-off of the

Figure 3 Examples of calculated reflectivity variations versus

the incidence angle in the case of 8 keV X-rays on perfect

platinum, nickel and glass surfaces.

Figure 4 Calculated reflectivity variations versus photon

energy, on a perfect nickel surface, for different incidence angles.
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X-ray mirror acts as a filter for the higher-energy
photons. That is effectively the method of suppressing
the short wavelengths from an incident spectrum if
they are not desired in an experiment.

When using highly divergent sources such as X-ray
tubes, the restriction to operation at grazing incidence
leads to a strong limitation of the collected solid
angle, and thus of the beam size and angular aperture.
These constraints are less stringent on highly colli-
mated beams emitted by synchrotron sources. Thus,
most synchrotron beam lines use total reflection
optics in the form of curved mirrors, to refocus the
beams and remove the undesired high X-ray energies.
Recently, X-ray imaging optics, consisting of a series
of parabolic and hyperbolic nested grazing incidence
mirrors to increase the collected aperture, have been
launched on satellites.

The reflectivity curves in Figures 3 and 4 are
calculated for perfect surfaces. Real surfaces, even
polished surfaces, have roughness created by
defects over a large and continuous range of
spatial frequencies, ranging from several centi-
meters down to the atomic scale. Coating a surface
replicates the large period defects. Eventually new
defects are added at near-atomic scale by nuclea-
tion of the coating material. Interferometric
methods have been developed to study the range
of defects from centimeter to micron spatial
periods, whereas the atomic force microscope
(AFM) is able to measure roughness from the
micron down to the 0.1 nm scale. As waves are
scattered most efficiently by asperities of a size
comparable to their wavelength, scattering
measurements are used in the X-ray region to
probe defects of atomic scale. The prevalence of
scattering explains why mirrors that reflect well in
the visible range were disappointing when used in
early X-ray experiments. The recent development
of adaptive polishing methods has almost solved
this problem.

The main effect of scattering by an optical
system is not to decrease the number of photons
coming out, but to modify their angular distri-
bution. Scattering measurements are experimentally
studied to test and evaluate the spatial defect
distribution. In X-rays, one first characterizes the
incident beam angular distribution in measuring its
angular variation intensity after a scanning slit.
Performing the same measurement after the optic,
across the reflected beam in the case of mirrors,
provides the modified angular distribution. From
such a measurement, a few theoretical models
adapted to the X-ray range can be used to deduce
the mirror spatial defect distribution and so to
check progress in polishing methods. The simplest

model, coming from early crystal studies, is
describing defects by a single parameter named
roughness and denoted s. Figure 5 shows an
example of calculated reflectivity; on nickel sur-
faces versus photon energy and for increasing
roughness; it shows how many photons have
deviated from the symmetrical direction. Corres-
ponding angular distributions can also be
calculated.

The coating systems used for X-ray mirrors are
material dependent. Deposition methods are similar
to those used for visible optics coatings, but specific
effort has been devoted to avoid nucleation growth to
achieve uniform smooth layers. In general, one tries
to give the evaporated particles, ions or clusters a
kinetic energy lying within a specific range, which
promotes mobility on the surface but is below the
energy needed for implantation. In the case of
electron beam deposition the energy distribution is
thermal, but an auxiliary ionic bombardment can be
used during deposition to provide the necessary
energy to the previously deposited atomic layer (ion
assisted deposition). For each material, the specific
sputtering deposition and ionic bombardment con-
ditions need to be carefully studied.

Until the 1970s, Bragg reflection by crystals and the
total reflection phenomenon was the only way to
reflect X-rays.

Multilayer X-Ray Mirrors

In the visible range, optics are frequently coated with
stacks of dielectric multilayers obtained by periodic
deposition of layers of two amorphous transparent
materials. Such stacks are highly selective reflectors,
or bandpass filters. They operate on the principle of

Figure 5 Calculated reflectivity variations versus photon

energy, on nickel surfaces having different roughness, for different

incidence angles.
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constructive interference between all the waves
partially reflected by the successive interfaces. They
can be regarded as analogous to two-dimensional
Bragg reflectors, in which the interfaces play the same
role as atomic planes in crystals. Hence the Bragg
equation [1] can be applied, the relevant period d
being the thickness of an individual bilayer, if the
stack is truly periodic.

The concept of using artificially deposited stacks of
thin films, of alternating high and low electron
density, to reflect and diffract X-rays dates back at
least to the 1920s. It was not until 1944, however,
that DuMond and Youtz were able to demonstrate
significant X-ray reflection from such an artificially
layered structure. Their work used alternating layers
of copper and gold, laid down by evaporation.
Unfortunately these materials diffuse into one
another, reducing the electron density contrast and
hence the X-ray reflectivity. In 1967 Dinklage and
Frerichs succeeded in making a structure of alternat-
ing layers of iron and magnesium, which do not
interdiffuse quickly, and thus produced the first stable
X-ray reflecting multilayer.

Since then, enormous progress has been made in
the fabrication and application of such multilayer
reflectors, principally because of the efforts of two
pioneers. Troy Barbee, while at Stanford University,
developed open loop sputtering methods for
controlling the thickness of the many thin (,nm)
layers required to make up such a stack, while
Eberhard Spiller at IBM developed an evaporation
method using in situ X-ray monitoring to achieve
similar thickness control. Almost all of the many
multilayer deposition systems in use around the world
are based on one of these two methods.

As for the total reflection mirror, only recent
progress in methods for deposition and controls has
made this new kind of X-ray optics practical. Present
applications range from the extreme ultra violet
(30 eV) region to hard X-rays having energies of a
few tens of keV.

Prediction of the reflectivity variations can be
simulated by calculations on the same web site
mentioned in the preceding section. Multilayer
mirrors are based on interference, so the reflectivity
coefficient and the width of the reflected bandpass
are determined by the amount of absorption inside
the stack and the partial reflectivity at each
interface. The more efficient pairs of materials
have the lowest X-ray absorption and the highest
refractive index difference at the required energy.
The selection of real materials is constrained by the
coating conditions and the need to achieve smooth
interfaces. In particular, a low interdiffusion coeffi-
cient between the successive material pairs is a

requirement for temporal stability. Epitaxial depo-
sition methods have been considered but no useful
pair of materials has yet been found.

An example of a flourishing application is multi-
layer-coated normal incidence X-ray optics. Optical
schemes used in the visible region for telescopes and
microscopes have excellent optical performance and
high numerical aperture but a very low reflectivity in
the X-ray region if coated with a single layer. However,
if coated with multilayers they can be used, providing
that extremely low-roughness surfaces can be pro-
duced. The interface qualities of the deposited thin
layers presently limit normal incidence optics to the
soft X-ray energy range, typically below 300 eV so
around the carbon edge. This corresponds to periods
of about 2 nm, or a few atomic layers, and the resulting
roughness seriously decreases the reflectivity.

Figure 6 is a reflectivity curve versus energy for a
quasinormal incidence Mo/Si multilayer mirror opti-
mized to get the first-order peak at 93 nm. On Mo/Si
mirrors, precise control of the layer period and the
quality of the interfaces allow the manufacture of
mirrors with reflectivity only a few percent below the
theoretical limit shown here. Considerable effort has
been invested in such mirrors, with a view to
applications to EUV projection lithography.

It is possible to build polarizer mirrors over the soft
X-ray range. An incidence angle of 458 corresponds to
the Brewster angle, because the X-ray index is close to
unity. X-ray multilayer and semitransparent selective
beam splitters now permit the development of
Michelson interferometers for newly developed soft
X-ray lasers.

Figure 7 is an example of a tungsten/carbon (W/C)
reflectivity curve for a multilayer adapted to the
8 keV energy of Cu Ka, mentioned before. The curve

Figure 6 Calculated reflectivity versus incidence angle for a

typical Mo/Si multilayer, optimized around 93 eV, under quasi-

normal incidence.
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of reflectivity versus glancing angle has been calcu-
lated from the total reflection range to the second-
order peak. This kind of multilayer is being used in X-
ray tubes to premonochromatize the beam and make
it parallel. In such an application, the period of the
coating is continuously graded laterally to satisfy
locally the Bragg law at each point of the curved
mirror.

As a final example of the new possibilities offered
by X-ray multilayers, we mention the possibility
of widening the reflected bandpass by varying
continuously the period from the bottom to the top
of the deposited stack. This is the equivalent of
multilayer neutron ‘supermirrors’. Such interference
mirrors are usable at quite high X-ray energies, and
give high reflectivity and a larger incidence angle than
total reflection mirrors working over the same energy
range.

The continuous fast development of coating
technologies and X-ray multilayer applications can
be followed through the proceedings of dedi-
cated meetings at, for example, on a web site like
http://PXRM.

Summary and Perspectives

After the discovery of X-rays in 1895, almost 25
years were necessary to understand their charac-
teristics compared to the visible range. Only in
1923 did F. Holweck and R.A. Millikan demon-
strate the continuity of electromagnetic radiation
from X-rays to ultraviolet. The selective Bragg
reflection by natural crystals is limited to energy
commonly larger than about 2 keV photons. Below
this energy the total reflection mirror was the only
optical device to reflect and focus wavelengths

shorter than the far UV until the development of
adapted interferential mirrors.

During the 1960s, the EUV and X-UV ranges
gained interest due to the spread of fusion research
and in the astrophysics community studying the Sun
and stars. For both communities, the continuum and
the lines emitted at short wavelengths by ionized
matter were a convenient tool to evaluate high
plasma temperatures. At about the same time, the
development of synchrotron radiation sources
increased the need for X-ray optics. In addition, this
last source offered the possibility to attempt new
optical solutions with convenient intense and parallel
beams from UV to X-rays. Finally, the concomitant
progress in various microtechnologies afforded the
necessary tools to produce new adapted optical
devices for short wavelengths. At the present time,
adapted optics are under development to take
advantage of various applications from microscopy
to interferometry over the very large electromagnetic
energy X-ray range.

As a matter of fact, it is now possible to tailor a
choice of mirror coatings adapted to each X-ray
photon energy and application. Such coatings are
specific because they must be optimized to take
into account the inevitable absorption energy
dependence.

Progress achieved in blank polishing and evapor-
ation methods has led to efficient and high-quality
X-ray mirrors even able to keep the spatial coherence
of synchrotron sources. Such technological advances
are also steps to master surfaces and interfaces at the
atomic scale. They are now becoming applicable to
the other spectral ranges and to various micro- and
nanotechnologies.

List of Units and Nomenclature

Crystal period d [nm] 1 nm ¼ 1029 m
Incidence Angle Q [degree]
Photon Energy E [eV] (h/2p)v.l ¼ hc ¼

1239.842 eV.nm
Wavelength l [nm] 1 nm ¼ 1029 m

See also

Diffraction: Fresnel Diffraction. Geometrical Optics:
Lenses and Mirrors. Incoherent Sources: Synchrotrons.
Optical Coatings: Thin-film Optical Coatings.
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Introduction

Since modern lightwave communication started in the
1970s, extensive efforts have been made to increase
data rate and transmission distance. Recently, the bit
rates for single-channel and multichannel systems
have exceeded 40 and 2 Tb/s on single fibers
respectively, for transoceanic distances. One revolu-
tionary development in lightwave systems has been
the deployment of erbium doped fiber amplifiers
(EDFAs). These amplifiers facilitate transmission of
an optical signal over long distances, by providing
periodic analog-like amplification rather than digital-
like regeneration. The wide bandwidth provided by
EDFAs has made possible the increased use of

wavelength division multiplexing (WDM) in which
multiple lightwave signals, each having a different
wavelength, are co-propagated on a single fiber.
EDFAs and WDM techniques can enhance the
lightwave system capacity, both in terms of obtain-
able transmission distance, and total number of data
rates (see Figure 1).

Figure 1 Bit rate product. Data from T. Li (private

communication).
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Optical Fiber

Most telecommunication fibers are made of silica,
therefore following the attenuation of silica material.
Figure 2 shows the silica fiber attenuation as a
function of wavelength. The downward slope
towards 1.6 mm and upward slope away from
1.6 mm, are the theoretical limits due to Rayleigh
scattering and absorption of silica material, respect-
ively. The absorption peak near 1.4 mm is due to
water molecule absorption. There are two low
attenuation regions: ,1.3 mm and 1.55 mm, both of
which are used for communications in general, and
some other wavelengths are also used for shorter
distance communications. Figure 2 also shows the
comparison between gain bandwidth of EDFA
(,3 THz) and the low attenuation window around
1.55 mm (,25 THz). The typical values of attenu-
ation at 1.3 mm and 1.55 mm for single-mode
fiber (SMF) are ,0.35 dB/km, and 0.2 dB/km,
respectively.

When an electromagnetic wave interacts with the
bound electrons of a silica fiber, the medium response
depends upon optical frequency ðvÞ: This property,
referred to as material dispersion, manifests itself
through the frequency dependence of the refractive
index nðvÞ: Fiber material dispersion plays a critical
role in propagation of short optical pulses since
different spectral components associated with the
pulse travel at different speeds, given by c=nðvÞ:
Consequently, the optical pulse at the output of the
fiber is broadened in time. The commonly used system
parameter is called the dispersion parameter D
(the negative D value is called normal dispersion, and
the positive D value is called anomalous dispersion),
and is measured in ps/(nm·km); D for SMF is ,þ

17 ps/(nm · km) at 1.5 mm. However, because of
dielectric waveguiding, the effective mode index is
slightly lower than the material index nðvÞ; with the
reduction itself being v-dependent (waveguide dis-
persion). This results in a waveguide contribution that

must be added to the material contribution to obtain
the total dispersion (see Figure 3).

Generally, the waveguide contribution to dispersion
D is to shift zero dispersion wavelength ðl0Þ to longer
wavelengths. Furthermore, the waveguiding can be
tailored to shift the l0 from 1.3 mm to 1.5 mm, the
wavelength at which the fiber has the minimum
attenuation loss. The fiber having l0 in the neighbor-
hood of 1.5 mm, is called dispersion-shifted fiber
(DSF); D for DSF is usually between 22.5 and
þ2.5 ps/nm·km, at a wavelength of 1.5 mm. The
typical dispersion parameter, D; as a function of a
wavelength for both SMF and DSF, is shown in
Figure 4.

Figure 2 Silica fiber attenuation versus wavelength.

Figure 3 Total dispersion ðDÞ and contribution of material

dispersion and waveguide dispersion in conventional SMF.

Figure 4 Dispersion versus wavelength for conventional SMF

and DSF.

OPTICAL COMMUNICATION SYSTEMS / Basic Concepts 377



In addition to chromatic dispersion, optical fiber
has another dispersion properties related to polariz-
ation. An optical wave of arbitrary polarization can
be represented as the superposition of two ortho-
gonally polarized modes. In an ideal fiber, these two
modes are indistinguishable, and have the same
propagation constants owing to the cylindrical
symmetry of the waveguide. However, in real fibers
there is some residual anisotropy due to unintentional
circular asymmetry, usually caused by noncircular
waveguide geometry or asymmetrical stress around
the core, as shown in Figure 5.

In either case, the loss of circular symmetry gives
rise to two distinct orthogonally-polarized modes
with different propagation constants (differential
phase velocity) responsible for polarization mode
dispersion (PMD) in the fiber, and can be related to
the difference in refractive indices (birefringence)
between the two orthogonal polarization axes. The
differential phase velocity indicated is accompanied
by a difference in the group velocities for the two
polarization modes, therefore the pulse at the end of
the transmission fiber is broadened by this differential
group delay (DGD). DGD is usually expressed in
units of ps/km for a short length (1 m to 1 km) of
birefringent fiber. However, DGD does not accumu-
late along a long fiber link in a linear fashion. Instead,
because of random variations in the perturbations
along a fiber span, the DGD in one section may either
add to or subtract from another section of the fiber.
As a result, average DGD in long fiber spans
accumulates in a random-walk-like process that
leads to a square root of transmission-length depen-
dence. Therefore, average DGD is expressed in
ps/km1/2 in long fiber spans, referred to as the
PMD of the fiber, and the typical PMD parameter
has a value of 0.01 to 10 ps/km1/2. Because of
the many perturbations that act on a real-world
fiber (e.g., temperature, vibration, etc.), transmission
properties typically vary with time. Therefore,
the PMD of the fiber link fluctuates randomly,
thus causing random fluctuations in system
performance.

It is well known that optical fibers show nonlinear
behavior under conditions of high power and long
interaction length. The power-times-distance pro-
ducts for amplified transmission systems can be
large enough to make fiber nonlinear effects the
dominant factor in the design of long-distance
systems.

There are two categories of fundamental optical
nonlinear effects: stimulated scattering effects and
refractive index effects. Stimulated scattering effects
arise from parametric interactions between light and
acoustic or optical phonons in the fiber. Two non-
linear effects fall into this category: stimulated
Brillouin scattering (SBS) and stimulated Raman
scattering (SRS). The main difference between the
two is that optical phonons participate in SRS, while
acoustic phonons participate in SBS. In a simple
quantum-mechanical picture, a photon of the inci-
dent field is annihilated to create a photon at a longer
wavelength. The new photon is co-propagated and
counter-propagated along the original signal in SRS,
while counter-propagated in SBS. Refractive index
effects are caused by modulation due to changes in
light intensity. There are three types of refractive
index effects: self-phase modulation (SPM), cross-
phase modulation (XPM), and four-wave mixing
(FWM). SPM introduces the change of optical phase
by its own intensity, and, this leads to frequency chirp
of the pulse, depending on the relative position from
the peak. When this nonlinear frequency chirp
interacts with the fiber dispersion, the pulse either
broadens or compresses, depending on the sign and
the amount of dispersion along the fiber. In XPM, the
phase of the signal in one wavelength channel is
modulated by the intensity fluctuation of the other
wavelength channels. In a WDM system, XPM
imposes far more damaging effects than SPM because
XPM is stronger by a factor of two than SPM when
the channel power is the same, and large number of
WDM channels can contribute to XPM. FWM is the
generation of modulation sideband at new frequen-
cies, due to the phase modulation of channels
between lights at different frequencies in multi-
channel system. FWM causes penalties in a WDM
system if the newly generated frequency is either
equal to or close to the frequency of existing WDM
channels.

Fiber nonlinearities impose significant degradation
in optical transmission system, and limit the system
on allowable number of channels, channel power, and
channel spacing (see Figure 6). But, the effects can be
well suppressed by carefully designing the fiber
dispersion profile (i.e., dispersion map) in the
transmission system, and controlling the optical
launch power for each fiber span.Figure 5 Origin of PMD.
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Communication Components

Distributed feedback laser (DFB) is widely used as a
light source for metro, long-haul, and undersea
applications, due to its narrow spectral width, and
wavelength stability. Fabry–Perot (FP) lasers, and
vertical cavity surface emitting lasers (VCSEL) are
used for local area networks (LAN), and for access
applications, because these are cheaper than DFB
lasers. For an application, where the cost is the most
important parameter with low data modulation
speed, light-emitting diode (LED) is used as a light
source.

In optical data modulation, the simplest and easiest
technique is turning ON or OFF the laser, depending
on the binary logic ‘1’ or ‘0’ (direct modulation). This
type of modulation is simple and cheap compared to
external modulation technique. But, its application is
limited by the bandwidth of modulation, and the
induced frequency chirp (i.e., difference in optical
frequency at the turn ON state and just before
the turn OFF state of laser) that limits the

transmission distance. Two different types of external
modulators are widely used for digital optical data
transmission. Electro absorption modulator (EAM)
uses the Franz–Keldysh effect, where it is observed
that the wavelength of the optical absorption edge in a
semiconductor is lengthened by applying an electric
field. Electro-optic modulator (EOM) utilizes the
linear electro-optic effect, called the Pokels effect,
which changes the refractive index of the material
caused by and proportional to an applied electric field,
so therefore changes the phase of the optical signal.
This phase change is used to modulate the intensity of a
lightwave through a Mach–Zehnder (MZ) interfero-
meter (see Figure 7). Because the Pockels effect exists
only in crystal, lithium niobate crystal (LiNbO2) or
electro-optic polymers are used for EOM.

EDFA is a wideband optical amplifier that
has merits in that: (i) erbium ions (Er3þ) emit light
in the 1.55 mm loss-minimum band of optical fiber,
(ii) a circular fiber-based amplifier is inherently
compatible with a fiber optics system; (iii) it provides

Figure 6 Limitation due to fiber nonlinearities in (a) maximum channel power and number of channels, and (b) channel spacing and

dispersion. Reproduced with permission from Chraplyvy AR (1990) Limitation on lightwave communications imposed by optical-fiber

nonlinearities. IEEE Journal of Lightwave Technology 8:1548–1557. Copyright q 1990 IEEE.

Figure 7 (a) EOM: MZ interferometer on LiNbO2, (b) operation of EOM; constructive and destructive interference resulting in intensity

modulation.
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amplification independent of bit-rate, modulation
format, power, and wavelength; and (iv) it has low
distortion and low noise during amplification. EDFA
contains a gain medium (i.e., erbium-doped fiber)
that must be inverted by a pump source. A signal
initiates stimulated emission, resulting in gain, and
spontaneous emission occurs naturally, which results
in noise.

Figure 8 shows the energy level and transition
diagram of EDFA. A 0.98 mm pump photon is
absorbed and excites a carrier (Er3þ ions) into higher
excited states, and the excited carrier decays rapidly
to the first excited state that has a very long lifetime of
,10 ms (metastable state). In contrast, a 1.48 mm
pump photon is absorbed and excites a carrier into a
metastable state. This long metastable state is one of
the key advantages of EDFA, and intersymbol
distortion and interchannel crosstalk are negligible
as a result of these slow dynamics. Depending on the
external optical excitation signal, this carrier will
decay in a stimulated or spontaneous fashion to the
ground state and emit a photon. Both absorption and
emission spectra have an associated bandwidth
depending on the spread in wavelengths that can be
absorbed or emitted from a given energy level. This is
highly desirable because (i) a pump laser does not
need to be an exact wavelength; and (ii) the signal
may be at one of several wavelengths, especially in a
WDM system. Figure 9 shows the bandwidth in the
1.48 mm absorption and 1.55 mm fluorescence spec-
trum of a typical erbium-doped amplifier.

When the noise characteristics of EDFA are
considered, noise figure (NF) is an important para-
meter, which is defined by NF ; SNRin/SNRout,
where SNRin (SNRout) is the electrical equivalent
signal-to-noise ratio (SNR) of the optical wave going
into (coming out) of the amplifier, if it were be
detected. The typical value of NF in commercially-
available EDFA is 4.5–6 dB. The importance of NF in

optical communication systems is presented later in
this chapter, when the required optical SNR (OSNR)
for error-free optical data transmission is considered.
Figure 10 shows an example of EDFA diagram.

Recent development of EDFA in longer wavelength
regimes or L-band (1570–1620 nm) has doubled the
useful transmission bandwidth over the conventional
band or C-band (1525–1265 nm). L-band gain of
EDFA is generally achieved by proper arrangement of
pump lasers through longer lengths of erbium-doped
fiber than conventional C-band EDFA. Figure 11a
shows the concept of wideband EDFA. The incoming

Figure 8 Energy level and transition diagram of EDFA. Reproduced with permission from Willner AE (1997) Mining the optical

bandwidth for a terabit per second. IEEE Spectrum Apr.: 32–41. Copyright q 1997 IEEE.

Figure 9 The absorption and fluorescence spectra for erbium

near 1.5 mm. Reproduced with permission from Miniscalco WJ

(1991) Erbium-doped glasses for fiber amplifiers at 1550 nm. IEEE

Journal of Lightwave Technology 9: 234–250. Copyright q 1991

IEEE.

Figure 10 Typical EDFA diagram.
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WDM signal is split into two bands (C- and L-
bands), amplified separately, and combined at the
output. Gain and NF characteristics of this wideband
EDFA is shown at Figure 11b.

Because SRS transfers the energy of a lower
wavelength channel into the higher wavelength
channel in the optical fiber, the transmission fiber
itself can be used as a gain medium on specific
channel (or channels) when the proper pump signal
(or signals) are provided in the fiber. Even though
Raman gain is much lower than the gain of EDFA
(i.e., ,0.1 dB gain/mW pump in Raman amplifier
(RA) compared to a few dB gain/mW pump in
EDFA), RA has several advantages over EDFA (i) RA
has the capability to provide gain at any signal
wavelengths, (ii) the amplification window is expand-
able by combining multipump wavelengths; and
(iii) RA offers improved noise performance because
the signal is amplified over transmission fiber (i.e.,
distributed amplifier). Especially improved noise
performance increases system OSNR, which can be
used to extend system reach or create more wave-
length channels on the system. The Raman pumps
are typically located ,100 nm shorter than the
wavelength of the signal to be amplified, and
a few 100s mW pump lasers are used to get a
10–15 dB gain.

In general, telecom receiver (RCVR) consists of
photo diode (PD) with transimpedence amplifier

(TIA), followed by limiting amplifier (LA) or auto-
matic gain control amplifier (AGC), low pass filter,
and clock data recovery circuit (CDR) (see Figure 12).

Vertically illuminated positive-intrinsic-negative
(PIN) photodiode and avalanche photo diode (APD)
are the most common PD that is used in RCVR. In
PIN, incoming light is absorbed in the n2 (low doped
or intrinsic) region and generates an electron-hole
pair, which drifts to a depletion region and collected
nþ and pþ regions, therefore generating electric
current. APD is used for high-sensitivity detection
up to 10 Gb/s. It is structured as absorption, grading,
and multiplication layers. The multiplication layer of
APD provides additional transit time delay compared
to PIN, therefore the bandwidth of APD is smaller
than PIN in general. TIA is a broadband low noise
amplifier that is used to convert and amplify the weak
current from PD to the desired output voltage. A low
pass filter is used to suppress the noise and data
distortion from high frequency components with a
typical cut-off frequency ,0.7 bitrate. LA and AGC
are amplifiers that limit the output voltage as a
constant. LA is a nonlinear amplifier that makes a
decision either to make logic ‘1’ or ‘0’ based on input
voltage level, and limits output voltage as fixed
values. AGC is a linear amplifier that limits the output
voltage by adjusting the gain of the amplifier based on
input voltage level. CDR consists of a phase lock loop
(PLL) with a voltage controlled oscillator (VCO)

Figure 11 Wide band EDFA. Reproduced with permission from Yanada M (1997) Electronics Letters. Copyright q 1997 IEEE.

Figure 12 Block diagram of functions performed in advanced receiver packages.
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and data flip-flop circuit. The PLL is used to
synchronize the VCO to the incoming high-speed
bit stream, therefore recovering the system clock. The
recovered clock is used in D-FF to retime and
regenerate the data.

Data Modulation Formats

In digital optical communications, numerous modu-
lation formats have been developed and utilized, in
order to achieve higher spectral efficiency (i.e., ratio
of individual channel bit rate to dense WDM
(DWDM) separation), and to improve system
performance over fiber impairments. A simple
amplitude modulation of lightwave is still the
most widely used method for optical communi-
cation. The easiest amplitude modulation technique
is to using a nonreturn-to-zero (NRZ) format.
Figure 13a shows an example of NRZ binary
sequence in time domain, and the corresponding
frequency domain spectrum. In NRZ, data ‘1’ and
‘0’ correspond to the ON and OFF state of a
lightwave transmitter, respectively, occupying entire
bit time (i.e., binary symbol time). When the ON or
OFF state of a lightwave transmitter does not
occupy the entire bit time ðTBÞ (i.e., when the data
pulse duration ðTdÞ is less then ðTBÞ; it is called the
return-to-zero (RZ). Figure 13b shows a binary
sequence of RZ, and its frequency spectrum when
Td < 0:5 TB: The Fourier transform of the square
wave is the Sinc function. Therefore, the frequency
spectrum of an ideal NRZ and RZ follows the
pattern of a Sinc square function. Note that the first
null of frequency spectrum of RZ is about twice as
high as the null of NRZ.

Even though NRZ is better in spectral efficiency
than RZ, RZ has an advantage over NRZ in

tolerance of fiber impairments. Figure 14 shows an
example on eye closure penalty comparison
between NRZ and RZ data formats at a 16-
channel WDM system at 40 Gb/s data rate. It is
clearly seen that the penalty of RZ is much less
severe than the penalty of NRZ, as the trans-
mission distance increases. (Note, nonlinearities and
dispersion increases as the transmission distance
increases.)

There has been much effort to increase the spectral
efficiency, to improve the system performance over
fiber impairments, or to achieve both simultaneously.
Figure 15 shows some of examples of these. Chirped
RZ (CRZ) is the modulation format inducing
frequency chirp on conventional RZ. CRZ is robust
on fiber impairment at the cost of losing spectral
efficiency. In carrier-suppressed RZ (CS-RZ), a strong
un-modulated optical carrier is removed from con-
ventional RZ, therefore suppressing the nonlinear
effects. Duo-binary is a three-level signal modulation
format generated by a series of delay and added

Figure 13 Amplitude modulation (a) nonreturn-to-zero (NRZ), and (b) return-to-zero (RZ).

Figure 14 System performance of different modulation format

(NRZ vs. RZ).
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circuits in the transmitter. The advantage of
duo-binary is that its bandwidth is reduced to one
half of conventional NRZ, therefore having enhanced
spectral efficiency, and has a high tolerance in
chromatic dispersion, and suppression of fiber
nonlinearites.

Single-sideband (SSB) or vestigial singleside band
(VSB) can be generated into either NRZ or RZ, by
either optically utilizing optical filtering with a sharp
cut-off filter, or electrically applying tapped-delay-line
filter approximation on both amplitude and phase
modulators. SSB (or VSB) has about a two times
higher spectral efficiency and higher tolerance on
chromatic dispersion than conventional modulation
formats.

Data Multiplexing

At their most basic, optical networks can imitate
electrical networks in which time division multi-
plexing (TDM) is overwhelmingly used for digital
data transmission. A fiber can carry many time-
multiplexed channels, in which each channel can
transmit its data in an assigned time slot. A typical
TDM link is shown in Figure 16, in which N

transmitters are sequentially polled by a fast multi-
plexer to transmit their data. The time-multiplexed
data are sequentially and rapidly demultiplexed at the
receiving node.

Time multiplexing and demultiplexing functions
can be performed either electrically with an ele-
ctrical time (DE)MUX switch and an optical
transmitter/receiver, or optically with multiple
optical transmitters/receivers and an optical time
(DE)MUX switch. The major advantage of TDM is
that there is no output–port contention problem
(each data bit occupies its own time slot and there is
only a single high-speed signal present at any given

Figure 15 Examples of bandwidth efficient modulation formats. (a) Chirped RZ (CRZ) generation, (b) carrier suppressed-RZ (CS-RZ)

generation, (c) duo-binary generation, and (d) vestigial single side band (VSB) RZ generation.

Figure 16 Concept of bit-interleaving TDM.
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instant). The disadvantage of TDM is that the scheme
requires a ultra-high-speed switching component if
the individual signals are themselves high-speed and
if there are many users.

In WDM, multiple wavelength channels are trans-
mitted through a single fiber, therefore enabling the
fiber to carry more throughput. By using wavelength-
selective devices for the ON and OFF ramps,
independent signal routing also can be accomplished.
Figure 17a shows a simple point-to-point WDM
system in which several channels are multiplexed at
one node, the combined signals transmitted across a
distance of fiber, and the channels demultiplexed at a
destination node. As shown in Figure 17b, the
wavelength becomes the signature address for either
the transmitter or the receivers, and the wavelength
will determine the routing path through an optical
network.

Many interesting challenges face the eventual
implementation of WDM systems and networks.

Several of these challenges involve the control and
management of the data through this novel high-
speed network. Figure 18 shows a small subset of
critical component technologies typically required for
a WDM system, including multiple-wavelength
transmitters, multiport star couplers, passive and
active wavelength routers, EDFAs, and tunable
optical filters.

Some generic goals that a WDM-device technol-
ogist aims to achieve include; large wavelength tuning
range; multi-user capability; wavelength selectivity
and repeatability; low cross-talk; high extinction
ratio; minimum excess losses; fast wavelength tun-
ability; high-speed modulation bandwidth; low
residual chirp; high finesse; low noise; robustness;
high yield; potential low cost. Depending on system
requirements, device availability and cost, WDM
technologies divide into two; course-WDM
(CWDM) and dense-WDM DWDM. Figure 19
shows the wavelength allocation for CWDM and

Figure 17 (a) A simple point-to-point WDM transmission system; (b) a generic multiuser network in which the communication links

and routing paths are determined by the wavelengths used within the optical switching fabric.

Figure 18 Schematic of a small subset of enabling device technologies for a WDM system.
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DWDM. CWDM technology uses an International
Telecommunication Union (ITU) standard 20 nm
spacing between the wavelengths from 1310 nm to
1610 nm. Also DWDM technology uses an
ITU standard 100 GHz or 200 GHz between
wavelengths, arranged in several bands at around
1500–1600 nm.

Dispersion Management
and Compensation

As mentioned previously, chromatic dispersion is one
of the most basic characteristics of fiber, although it is
possible to manufacture fiber that induces zero
chromatic dispersion. But such fiber is incompatible
with the deployment of a WDM system since harmful
nonlinear effects are generated, therefore chromatic
dispersion must exist, and must be compensated for.
The effect of chromatic dispersion is cumulative
and increases quadratically with the data rate
(see Figure 20).

The quadratic dependence of dispersion with the
data rate is a result of two effects. First, a doubling of
the data rate will double the Fourier-transformed
frequency spectrum of the signal, thereby doubling
the effect of dispersion. Second, the same doubling of
the data rate makes the data pulse only half as long in
time and therefore twice as sensitive to temporal
spreading due to dispersion. The conventional
wisdom for the maximum distance over which data
can be transmitted is to consider a broadening of
the pulse equal to the bit time period. For a bit
period B; a dispersion value D and a spectral
width Dl; the dispersion-limited distance is given by
LD ¼ 1=ðD·B·DlÞ (see Figure 21).

In theory, compensation of chromatic dispersion
for high-speed or long-distance systems can be fixed
in value if each link’s dispersion value is known. A
simple yet elegant solution is to create a dispersion
‘map’, in which the designer of a transmission link
alternates elements that produce positive and then
negative dispersion (see Figure 22). This is a very
powerful concept: at each point along the fiber
the dispersion has some nonzero value, effectively

Figure 19 WDM wavelength allocation.

Figure 20 Pulse broadening at two different data rates

(2.5 Gbit/s, and 10 Gbit/s) as a result of quadratic nature of

chromatic dispersion.

Figure 21 Dispersion-limited (uncompensated) transmission

distance in single-mode fiber (SMF) as a function of data rate for

intensity-modulated optical signals. Courtesy of L.D. Garrett.

Figure 22 Typical static management of chromatic dispersion.
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eliminating FWM and XPM, but the total accumu-
lated dispersion at the end of the fiber link is zero, so
that minimal pulse broadening is induced. The
specific system design, as to the periodicity of
management, depends on several variables, but a
typical number for SMF as the embedded base is a
compensation at every 80 km in a 10 Gb/s system.
Dispersion-compensating fiber (DCF) has been gen-
erally used as a dispersion compensating element.

However, there are several important aspects of
optical systems and networks that make tunable
dispersion compensation solutions attractive, includ-
ing: (i) it significantly reduces the inventory of
different required types of compensation modules;
(ii) it tunes to adapt to routing path changes in a
reconfigurable network, (iii) it tracks dynamic
changes in dispersion due to environment, and
(iv) it achieves a high degree of accuracy necessary
for 40 Gb/s channels (see Figure 23).

One brute-force method to achieve tunable dis-
persion compensation is to build a module with
optical switches used to add or remove sections of
fixed DCF to achieve a discrete set of dispersion
compensation. Many other elegant, yet viable,
approaches have been developed for tunable dis-
persion compensation, and these approaches
include linearly chirped FBG with nonuniform
heating, nonlinearly chirped Fiber Bragg grating
(FBG) with a simple mechanical stretcher, virtually
imaged phase array, electronic tap delay filter with
weights, multiple stage all pass filter, etc.

System Performance Parameters

An eye diagram provides a simple and useful tool to
visualize intersymbol interference between data bits.
Figure 24a shows a perfect eye diagram. A square bit
stream (i.e., series of symbol ‘1’s and ‘0’s) is sliced
into sub-bit stream with predetermined eye intervals

(i.e., several bit periods), and displayed through bit
analyzing equipment (e.g., digital channel analyzer),
overlapping the sliced sub-bit stream in order to obtain
the eye diagram. When a perfect transmitter and
receiver (i.e., infinite receiver bandwidth with zero
noise characteristics and jitter), and a perfect trans-
mission media (i.e., no dispersion and nonlinearites)
are used, the received eye diagram is shaped as a
perfect rectangular. In reality, the transmitter and
receiver have a limited bandwidth with noise and jitter,
and the transmission media (i.e., optical fiber) has
dispersion and nonlinearites. Therefore, the eye
diagram deviates from the perfect rectangular shape.
Figure 24b shows the eye diagram close to a real
situation. The shape of the eye is generally broadened
and distorted (i.e., eye is closed) due to limited
bandwidth and fiber impairments, and noise and
timing jitter are added onto this broadened and
distorted eye shape.

The Q-factor ðqÞ is also an important system
parameter widely used in long-distance optical
transmission system design. It is defined as the
electrical signal-to-noise ratio before the decision
circuit at receiver. The Q-factor is directly related to
bit-error-rate (BER: the percentage of bits that has an
error relative to total number of bits received in a
specific time) by: BER ¼ 0.5·erfc(q/20.5), where
erfc(x) is the complementary error function. The
Q-factor is an unitless linear ratio, and is express in
dB by 20·log(q). As a conventional relationship,
Q-factor of 15.6 dB (i.e., linear ratio 6) is required to
achieve BER ¼ 1029. Figure 25 shows the relation-
ship of eye diagram, Q-factor, and BER.

Figure 23 Effect of tunable compensation at 40 Gb/s (OC-768);

it allows a wide range of transmission distance. On the contrary,

the 80 km fixed compensator allows only small range of

transmission around 80 km.

Figure 24 (a) A perfect square eye diagram, (b) a closed eye

diagram due to bandwidth, fiber impairments, noise, and timing

jitter.

Figure 25 The relationship of eye diagram, Q-factor, and BER

(m1, m2: mean levels of logic ‘1’ and ‘0’, s1, s2: standard deviation

of logic ‘1’ and ‘0’).
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Power penalty (PP) is one of the most important
system parameters, and is defined as the received
optical power difference in dB with and without
signal impairments at a specified BER (conventionally
1029), from measured BER versus optical power
curve. Therefore, 1 dB PP means that a system with
signal impairments requires 1 dB more optical power
at the receiver in order to achieve the same BER
performance compared to the system without signal
impairments. Figure 26 shows the typical BER curve
as a function of received optical power and PP. Note
that PP reduces from ,3.5 dB to ,1 dB with
dispersion compensation.

In long-haul and undersea transmission system
with many EDFA chains, OSNR is an important
system parameter to design and characterize the
optical transport system. OSNR is defined as
the ratio of the power of signal channel to the
power of ASE in a specified optical bandwidth

(conventionally 0.1 nm). The OSNR (in dB) of a
signal channel at the end of the system is approxi-
mated by: OSNR (dB) ¼ 58 þ Pout 2 Lspan 2

NF 2 10 log(Namp), when the system has Namp fiber
spans, span loss Lspan (in dB) followed by an optical
amplifier with output power Pout (in dBm) per
channel launched into the span and noise figure
(NF) (in dB). As an example, a typical OSNR
requirement for BER ¼ 1029 is about 17 dB at
10 Gb/s data rate. The required OSNR should be
increased by 6 dB when the data rate is increased by a
factor of 4. Improving the amplifier’s NF can increase
OSNR, and the improved OSNR can be used to
increase the system reach, reducing the channel
power in order to suppress the nonlinearities, etc.

See also

Fiber and Guided Wave Optics: Light Propagation.
Imaging: Multiplex Imaging. Optical Amplifiers: Erbrium
Doped Fiber Amplifiers for Lightwave Systems. Optical
Communication Systems: Wavelength Division Multi-
plexing.
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Introduction

This article describes the development of optical fiber
communication systems. After describing some of the
motivations for using optical fiber communications
and the advantages of this technology, the key
milestones and the principal people involved in

developing optical fibers and compatible light sources
are presented. Following this, the article looks at the
evolution of fielded systems and the use of optical
fiber links in undersea applications.

One of the principal needs of people since antiquity
has been to communicate. This need created
interests in devising communication systems for
sending messages from one distant place to another.
Many forms of such systems have appeared over the
years. The basic motivations behind each new one
were either to improve the transmission fidelity, to
increase the data rate so that more information could

Figure 26 BER curve and power penalty.
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be sent, or to increase the transmission distance
between relay stations. Prior to the nineteenth century,
all communication systems operated at a very low
information rate and involved only optical or acous-
tical means, such as signal lamps or horns. One of the
earliest known optical transmission links, for
example, was the use of a fire signal by the Greeks in
the eighth century BC for sending alarms, calls for help,
or announcements of special events.

The invention of the telegraph by Samuel FB
Morse in 1838 ushered in the era of electrical
communications. In the ensuing years an increasingly
larger portion of the electromagnetic spectrum,
shown in Figure 1, was utilized for the conveying of
information from one place to another. The reason
for this trend is that, in electrical systems, the data
usually are transferred over the communication
channel by superimposing the information onto a
sinusoidally varying electromagnetic wave, which is
known as the carrier. When reaching its destination
the information is removed from the carrier wave and
processed as desired. Since the amount of information
that can be transmitted is related directly to the
frequency range over which the carrier operates,
increasing the carrier frequency theoretically
increases the available transmission bandwidth
and, consequently, provides a larger information
capacity. Thus the trend in electrical communication
system developments was to employ progressively
higher frequencies (shorter wavelengths), which offer
corresponding increases in bandwidth or information
capacity. This activity led to the birth of communi-
cation mechanisms such as radio, television, micro-
wave, and satellite links.

Another important portion of the electromagnetic
spectrum encompasses the optical region shown in
Figure 1. In contrast to electrical communications,
transmission of information in an optical format is

carried out, not by frequency modulation of the
carrier but by varying the intensity of the optical
power. Similar to the radio-frequency spectrum, two
classes of transmission medium can be used: an
atmospheric channel or a guided-wave channel.
Whereas transmission of optical signals through the
atmosphere was done thousands of years ago, the use
of a guided-wave optical channel such as an optical
fiber is a fairly recent application.

Fiber optic communication systems have a
number of inherent advantages over their copper-
based and radio-transmission counterparts. Fiber
optic cable can transmit at a higher capacity, thereby
reducing the number of physical lines and the amount
of equipment needed for a given transmission span.
The lower weight and smaller size of optical fibers
offer a distinct advantage over heavy, bulky copper
cables in crowded underground cable ducts, in
ceiling-mounted cable trays, and in mobile platforms
such as aircraft and ships. Their dielectric compo-
sition is an especially important feature of optical
fibers, since this ensures freedom from electro-
magnetic interference between adjacent fibers, elim-
inates ground loops, and results in extremely low
fiber-to-fiber crosstalk. In addition, an optical fiber
affords a high degree of data security since the
optical signal is well confined within the optical
waveguide.

Optical Fiber Development

Since an atmospheric channel requires a line-of-sight
link and because it can be adversely affected by
weather conditions, a guided-wave channel is the
preferred approach in most cases for communication
system applications. A challenge in using an optical
fiber channel is to have a flexible, low-loss medium
that transfers the optical signal over long distances

Figure 1 Electromagnetic spectrum for electrical and optical communications.
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without significant attenuation and distortion. Glass
is an obvious material for such applications. The
earliest known glass was made around 2500 BC and
glass already was drawn into fibers during the time of
the Roman Empire. However, such glasses have very
high attenuations and thus are not suitable for
communication applications. One of the first known
attempts of using optical fibers for communication
purposes was a demonstration in 1930 by Heinrich
Lamm of image transmission through a short bundle
of optical fibers for potential medical imaging.
However, no further work was done beyond the
demonstration phase since the technology for produ-
cing reasonably low-loss fibers with good light
confinement was not yet mature.

Further work and experiments continued on using
optical fibers for image transmission and by 1960
glass-clad fibers had attenuations of about one decibel
per meter. This attenuation allowed fibers to be used
for medical imaging, but it was still much too high for
communications. Optical fibers had attracted the
attention of researchers at that time, because
they were analogous in theory to plastic dielectric
waveguides used in certain microwave applications.
In 1961, Elias Snitzer demonstrated this similarity
by drawing fibers with cores so small they carried
light in only one waveguide mode. He published a
classic theoretical description of single-mode fibers in
May 1961. However, to be useful for communication
systems, optical fibers would need to have a loss of no
more than 10 or 20 decibels per kilometer.

As a reminder, decibels measure the ratio of the
output power to the input power on a logarithmic
scale. The abbreviation for a decibel is ‘dB.’ The
power ratio in decibels is given by the expression ‘10
log (power out/power in).’ As an example, a power
loss of 20 dB over a 1-km distance in an optical fiber
means that only 1% of the light injected into the fiber
comes out of the other end. Table 1 gives some typical
examples of various power ratios and their decibel
equivalents.

In the early 1960s Charles Kao pursued the idea of
using a clad glass fiber for an optical waveguide,

building on optical waveguide research being done at
the Standard Telecommunication Laboratories in
England. After he and George Hockman painstak-
ingly examined the transparency properties of various
types of glass, Kao made a prediction, in 1966, that
losses of no more than 20 dB/km were possible in
optical fibers. In July 1966, Kao and Hockman
presented a detailed analysis for achieving such a
loss level. Kao then went on to actively advocate and
promote the prospects of fiber communications,
which generated interest in laboratories around the
world to reduce fiber loss. It took four years to reach
Kao’s predicted goal of 20 dB/km, and the final
solution was different from what many had expected.

To understand the process of making a fiber,
consider the schematic of a typical fiber structure
shown in Figure 2. A fiber consists of a solid dielectric
(glass or plastic) cylinder of refractive index n1 called
the core. This is surrounded by a dielectric cladding
which has a refractive index n2, that is less than n1, in
order to achieve light guiding in the fiber. This
structure is then encapsulated by a buffer coating to
protect the fiber from abrasion and outside contami-
nants. The first step in making a fiber is to form the
clear glass rod or tube called a preform. This
normally is done by a vapor-phase oxidation process.
The preform has two distinct regions that correspond
to the core and cladding of the eventual fiber.
Fibers are made from the preform by precision
feeding it into a circular furnace that softens the end
of the preform to the point where it can be drawn into
a very thin filament which becomes the optical fiber.

Most researchers had tried to purify the compound
glasses used for standard optics, which are easy to
melt and draw into fibers. A different approach was
taken at the Corning Glass Works where Robert
Maurer, Donald Keck, and Peter Schultz started with
fused silica. This material can be made extremely
pure, but has a high melting point and a low
refractive index. Silica has the approximate attenu-
ation versus wavelength characteristic shown in
Figure 3. Note that for early silica fibers there are
regions of low attenuation around 850, 1310, and
1550 nm, which the literature refers to as the first,
second, and third windows, respectively. The large
attenuation spikes in the 1000- and 1400-nm spectral

Table 1 Examples of some optical power ratios and their

decibel equivalents

Power ratio (Pout /Pin) Decibel equivalent (dB)

0.01 220

0.10 210

0.50 23

1 0

2 3

10 10

100 20
Figure 2 Typical optical fiber structure.
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regions are due to absorption by residual water
molecules in the glass. Although ultra-pure material
processing techniques can eliminate these spikes to
produce what are known as full-spectrum or low-
water-peak fibers, most installed fibers still have a
relatively large attenuation between 1350 and
1500 nm.

Note that since the attenuation spikes no longer are
present in various types of fibers, the idea of operating
windows has been replaced by the concept of spectral
bands. The International Telecommunications Union
(ITU) has designated six spectral bands for use in
intermediate-range and long-distance optical fiber
communications within the 1260 to 1675-nm region.
The regions, which are known by the letters O, E, S,
C, L, and U, are defined as follows:

. Original Band (O-Band): 1260 to 1360 nm

. Extended Band (E-Band): 1360 to 1460 nm

. Short Band (S-Band): 1460 to 1530 nm

. Conventional Band (C-Band): 1530 to 1565 nm

. Long Band (L-Band): 1565 to 1625 nm

. Ultra-long Band (U-Band): 1625 to 1675 nm

The Corning team made cylindrical preforms by
depositing purified materials from the vapor phase.
To produce a fiber that has light guiding properties
they carefully added controlled trace levels of
titanium to the core to make its refractive index
slightly higher than that of the cladding without
raising the attenuation significantly. In September
1970, they announced the fabrication of single-mode
fibers with an attenuation of 17dB/km at the 633-nm

helium-neon line. The fibers were fragile, but
independent tests at the British Post Office Research
Laboratories facility in Martlesham Heath, England
confirmed the low loss.

This dramatic breakthrough was the first among
the many developments that opened the door to fiber
optic communications. The ensuing years saw further
reductions in optical fiber attenuations. By mid-1972,
Maurer, Keck, and Schultz at Corning had made
multimode germania-doped fibers with a 4-dB/km
loss and much greater strength than the earlier brittle
titania-doped fibers. In order to couple a sufficient
amount of optical power into a fiber, early appli-
cations used multimode fibers with a refractive-index
gradient between core and cladding of around 2%
and core diameters of 50 or 62.5 micrometers.

Single-mode fibers have much smaller core diam-
eters on the order of 9 micrometers in order to allow
only one propagation mode. This type of fiber has a
much higher transmission capacity since the effect of
modal dispersion is eliminated. The first single-mode
fibers were optimized to have a zero dispersion value
at 1310 nm, since the silica material used at that time
exhibited a low loss within a spectral band around
this wavelength. Figure 4 shows the dispersion
characteristic of this type of fiber as a function of
wavelength in the S-, C-, and L-bands. As a result of
its widespread use in early single-mode transmission
systems, this fiber design has been standardized by the
International Telecommunication Union (ITU-T)
under the designation Recommendation G.652.

Standard G.652 silica fibers provide the lowest
attenuation at 1550 nm, but have a much larger signal

Figure 3 Attenuation versus wavelength approximation for silica fibers.
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dispersion at this wavelength than at 1310 nm. Since
system designers wanted to use fibers at a 1550-nm
wavelength, in order to transmit high-speed data over
longer distances, fiber manufacturers overcame the
larger signal dispersion limitation by creating the so-
called dispersion-shifted fibers. This was done
through a clever manipulation of the core and
cladding designs that allowed the zero-dispersion
point to shift to longer wavelengths. In particular,
the ITU-T created a specification for operation at
1550 nm which is designated as recommendation
G.653. Figure 4 also shows the dispersion character-
istic of this type of fiber as a function of wavelength.

Although the G.652 and G.653 fibers work well for
single-wavelength operation, a different type of fiber,
having non-zero dispersion within a broad spectral
range, is needed when implementing systems that use
many independent light sources simultaneously
within a particular wavelength band. This led to the
specification of the non-zero dispersion shifted fiber
(NZDSF) in the ITU-T Recommendation G.655 that
are designated to operate around 1550 nm. The main
purpose of having a positive dispersion value over the
entire operating spectrum is to mitigate a nonlinear
optical effect called four-wave mixing (FWM),
which is analogous to intermodulation distortion in
electrical systems. Figure 4 shows the dispersion
characteristic of the G.655 fiber in the S-, C-, and
L-bands.

Light Sources

The fiber by itself is not practical unless there is a
compatible optical source for launching light signals
into it. The most suitable device for this is a
semiconductor light-emitting diode (LED) or a laser
diode. In the 1960s, a great deal of effort took place to
achieve laser action in pn-junction diodes. The early
devices were GaAs and GaAsP lasers that operated at
a temperature of 77 K, emitted at a wavelength

around 850 nm, and had high lasing threshold
current densities. To make devices that were more
application-friendly by operating at room tempera-
ture, structures consisting of sandwiched layers of
AlGaAs and GaAs were investigated. Finally, in 1970,
researchers at Bell Laboratories and a team at the
Ioffe Physical Institute in Leningrad made the first
semiconductor diode lasers based on a layered
AlGaAs/GaAs/AlGaAs structure that were able to
emit continuous-wave light in the 850-nm region at
room temperature.

Major improvements in laser diode performance
and reliability followed this achievement during
the next decade. In addition, around 1976, room-
temperature laser diodes operating at longer wave-
lengths, in the 1100 to 1600-nm region, started to
appear. Of particular interest were GaInAsP/InP-
based laser diodes emitting in the 1310-nm and
1550-nm low-loss windows of optical fibers.
The progressive development of ever-improving
devices during the 1980s and 1990s, included
single-frequency emission with narrow linewidths
under continuous operation, low levels of chirp under
direct modulation, high output power, and the ability
to tune specially constructed laser diodes over a
wavelength range of up to 30 nm.

Fielded Systems

The bit rate-distance product B £ L; where B is the
transmission bit rate and L is the repeater spacing,
measures the transmission capacity of optical fiber
links. Since the inception of optical fiber communi-
cations in the mid-1970s, the link transmission
capacity has experienced a tenfold increase every
four years. Several major technology advances
spurred this growth. Among the technology develop-
ments are laser diodes emitting over an extremely
narrow spectral band, optical amplifiers, fibers with
low losses and low dispersions, and the concepts of
wavelength division multiplexing.

Some of the initial telephone-system field trials in
the USA were carried out in 1977 by GTE in Los
Angeles and by AT&T in Chicago. These trans-
mission links were largely for the trunking of
telephone lines, which are digital links consisting of
time-division-multiplexed 64-kb/s voice channels.
Similar demonstrations were carried out in Europe
and Japan. Applications ranged from 45 to 140 Mb/s
with repeater spacings around 10 km.

With the advent of high-capacity fiber optic
transmission lines in the 1980s, service providers
established a standard signal format called synchro-
nous optical network (SONET) in North America
and synchronous digital hierarchy (SDH) in other

Figure 4 Dispersion characteristics of three types of standard

optical fibers.
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parts of the world. These standards define a
synchronous frame structure for sending multiplexed
digital traffic over optical fiber trunk lines. The basic
building block and first level of the SONET
signal hierarchy is called the synchronous transport
signal–level 1 (STS-1), which has a bit rate of
51.84 Mb/s. Higher-rate SONET signals are obtained
by byte-interleaving N STS-1 frames, which are then
scrambled and converted to an optical carrier–level
N (OC-N) signal. Thus the OC-N signal will have a
line rate exactly N times that of an OC-1 signal. For
SDH systems, the fundamental building block is the
155.52-Mb/s synchronous transport module–level 1
(STM-1). Again, higher-rate information streams are
generated by synchronously multiplexing N different
STM-1 signals to form the STM-N signal. Table 2
shows commonly used SDH and SONET signal
levels.

The development of optical sources and photo-
detectors capable of operating at 1310 nm allowed a
shift in the transmission wavelength from 850 nm to
1310 nm. This resulted in a substantial increase in
the repeaterless transmission distance for long-haul
telephone trunks, since optical fibers exhibit lower
power loss and less signal dispersion at 1310 nm.
Intercity applications first used multimode fibers, but
in 1984 switched exclusively to single-mode fibers,
which have a significantly larger bandwidth. Bit rates
for long-haul links typically range between 155 and
622 Mb/s (OC-3 and OC-12), and in some cases up to
2.5 Gb/s (OC-48), over repeater spacings of 40 km.
Both multimode and single-mode 1310-nm fibers are
used in local area networks, where bit rates range
from 10 Mb/s to 100 Mb/s over distances ranging
from 500 m to tens of kilometers.

In the next step of system evolution, links operating
in the low-loss window around 1550 nm attracted
much attention for high-capacity, long-span terres-
trial and undersea transmission links. These links
routinely carry traffic at 2.5 Gb/s over 90-km
repeaterless distances. By 1996, advances in high-
quality lasers and receivers allowed single-wave-
length transmission rates of 10 Gb/s (OC-192).

In 1989, the introduction of optical amplifiers gave
a major boost to fiber transmission capacity.
Although there are GaAlAs-based solid-state
optical amplifiers for the first window and InGaAsP
amplifiers for the second window, the most successful
and widely used devices are erbium-doped fiber
amplifiers (commonly called EDFAs) operating in
the 1530 to 1560-nm range and Raman fiber
amplifiers that are used for operation in the 1560 to
1600-nm region.

During the same time period, impressive demon-
strations of long-distance high-capacity systems were
made using optical soliton signals. A soliton is a
nondispersive pulse that makes use of nonlinear
dispersion properties in a fiber to cancel out chromatic
dispersion effects. As an example, solitons at rates of
10 Gb/s have been sent over a 12 200-km experimen-
tal link using optical amplifiers and special
modulation techniques.

Entrance of Wavelength Division
Multiplexing

The use of wavelength division multiplexing (WDM)
offers a further boost in fiber transmission capacity.
The basis of WDM is to use multiple sources
operating at slightly different wavelengths to transmit
several independent information streams over the
same fiber. Although researchers started looking at
WDM in the 1970s, during the ensuing years it
generally turned out to be easier to implement higher-
speed electronic and optical devices than to invoke
the greater system complexity called for in WDM.
However, a dramatic surge in WDM popularity
started in the early 1990s, as electronic devices neared
their modulation limit and high-speed equipment
became increasingly complex.

Figure 5 shows the concept of implementing many
closely spaced wavelengths within a spectral band
centered around 1552.524 nm. This scheme is
referred to as dense WDM or DWDM. Concep-
tually, the DWDM scheme is the same as frequency

Table 2 Commonly used SONET and SDH transmission rates

SONET level Electrical level Line rate (Mb/s) SDH equivalent Common rate name

OC-1 STS-1 51.84 –

OC-3 STS-3 155.52 STM-1 155 Mb/s

OC-12 STS-12 622.08 STM-4 622 Mb/s

OC-24 STS-24 1244.16 STM-8

OC-48 STS-48 2488.32 STM-16 2.5 Gb/s

OC-96 STS-96 4976.64 STM-32

OC-192 STS-192 9953.28 STM-64 10 Gb/s

OC-768 STS-768 39,813.12 STM-256 40 Gb/s
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division multiplexing (FDM) used in microwave
radio and satellite systems. Just as in FDM, the
wavelengths (or optical frequencies) in a DWDM
link must be properly spaced to avoid interference
between channels. In an optical system this inter-
ference may arise from the fact that the center
wavelength of laser diode sources and the spectral
operating characteristics of other optical
components in the link may drift with temperature
and time, thereby giving rise to the need for a guard
band between wavelength channels.

Since WDM is essentially frequency division multi-
plexing at optical carrier frequencies, the ITU devel-
oped DWDM standards that specify channel spacings
in terms of frequency. The ITU-T Recommendation
G.694.1, which is entitled ‘Dense Wavelength
Division Multiplexing (DWDM),’ specifies WDM
operation in the S-, C-, and L-bands for high-quality,
high-rate metro area network (MAN) and wide area
network (WAN) services. It calls out for narrow
frequency spacings of 100 to 12.5 GHz (or, equiva-
lently, 0.8 to 0.1 nm at 1550 nm). This implemen-
tation requires the use of stable, high-quality,
temperature-controlled and wavelength-controlled
(frequency-locked) laser diode light sources.

With the production of full-spectrum (low-water-
content) fibers, the development of relatively inex-
pensive optical sources, and the desire to have
low-cost optical links operating in metro and local
area networks, came the concept of coarse WDM
(CWDM). In 2002, the ITU-T released a standard
aimed specifically at CWDM. This is Recommen-
dation G.694.2, which is entitled ‘Coarse Wavelength
Division Multiplexing (CWDM).’ The CWDM grid
is made up of 18 wavelengths defined within the
range 1270 nm to 1610 nm (O-through L-bands)

spaced by 20 nm with wavelength-drift tolerances of
^2 nm. This can be achieved with inexpensive
light sources that are not temperature-controlled.
The targeted transmission distance for CWDM is
50 km on single-mode fibers, such as those specified
in ITU-T Recommendations G.652, G.653, and
G.655.

Wavelength tunability of a source is an important
property of WDM systems. Obviously it is not
desirable or practical to maintain an inventory of
dozens of lasers that emit at different wavelengths for
WDM applications. The ideal tunable laser should be
adjustable to emit at a specific wavelength across a
broad spectral range. One such device is a distributed
Bragg reflector (DBR) laser diode that can be tuned
over a 10 to 20 nm spectral range. Work on perfecting
such devices are still underway.

Starting in the mid-1990s, a combination of
EDFAs and WDM was used to boost fiber infor-
mation capacity to even higher levels and to
increase the transmission distance. A major system
consideration in these super-high capacity links is to
ensure that there is appropriate link and equipment
redundancy, so that alternate paths are available in
case of disruptions in communications resulting
from cable ruptures (for example, caused by
errant digging from a backhoe) or equipment
failures at an intermediate node. Such disruptions
otherwise could have a devastating effect on a large
group of users.

Undersea Optical Cable Systems

The first transoceanic fiber optic cable systems were
installed in the Atlantic and Pacific Oceans in 1988
and 1989. Initially these systems operated at
280 Mb/s per fiber pair using 1310-nm lasers and
single-mode fibers. The links consisted of a series of
point-to-point optical fiber segments between
electronic-based undersea regeneration points that
were located nominally 60 km apart. Later the
transmission capacity of these links was upgraded
to 2.5 Gb/s and the regenerator spacing was increased
to 100 km by converting the 1310-nm multiple-
frequency light sources to 1550-nm single-frequency
laser diodes. Later, the regenerator spacing was
increased to 140 km.

Although these cable systems significantly
improved the quality of the international telephone
service, the optical-to-electrical conversion process at
each regeneration point remained a capacity bottle-
neck. The introduction of erbium-doped optical fiber
amplifiers (EDFA) eliminated this bottleneck from
undersea lightwave systems by amplifying signals

Figure 5 Wavelength division multiplexing (WDM) concept.
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directly in the optical domain. Since EDFAs operate
over a 30-nm wavelength band, they are well suited
for use with undersea WDM links, which have
provided a further capacity increase. These undersea
optical amplifiers are typically spaced about 45 km
apart.

One example of the many worldwide installations
of optically amplified WDM networks is the SEA-
ME-WE-3 Cable System. This undersea network runs
from Germany to Singapore, connecting more than a
dozen countries in between. Hence the name SEA-
ME-WE, which refers to Southeast Asia (SEA), the
Middle East (ME), and Western Europe (WE). The
network has two pairs of undersea fibers with a
capacity of eight STM-16 wavelengths per fiber.

See also

Lasers: Optical Fiber Lasers. Optical Communication
Systems: Architectures of Optical Fiber Communication
Systems; Wavelength Division Multiplexing.
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Simple Optical Fiber Links

The most basic optical fiber communication system
architecture is a point-to-point link consisting of the
elements shown in Figure 1. The key sections are a
transmitter consisting of a light source and its
associated drive circuitry, a cable offering mechanical
and environmental protection to the optical fibers
contained inside, and a receiver consisting of a
photodetector plus amplification and signal-restoring
circuitry. Very long links may include periodic optical
amplifiers for boosting the level of the optical signal.
In networks that use only simple point-to-point links,
the optical fiber is used principally as a transmission
medium and all the switching and processing of
information bits is done by electronics.

At the transmitting end of an optical fiber link,
information bits consisting of electronic pulses are
used to modulate the light output of the source. The
resulting light pulses are coupled into an optical fiber.
As they travel along the fiber these signal pulses
become progressively weakened and distorted due to
attenuation and dispersion mechanism that are
characteristic of an optical fiber. At the end of the
fiber link a photodetector converts the optical pulses
back to an electrical format for switching to another
link or for processing at the end station.

Figure 1 Basic elements of a point-to-point fiber optic link.
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The cabled fiber is one of the most important
elements in an optical fiber link, since it determines
operational parameters such as transmission distance
and achievable data rates. In addition to protecting
the glass fibers during installation and service, the
cable may contain copper wires for powering optical
amplifiers or signal regenerators, which are needed
periodically in long-distance links for amplifying and
reshaping the signal.

Analogous to copper cables, the installation of
optical fiber cables can be either aerial, in ducts,
undersea, or buried directly in the ground. As a result
of installation and/or manufacturing limitations,
individual cable lengths will range from several
hundred meters to several kilometers. Practical
considerations such as reel size and cable weight
determine the actual length of a single cable section.
The shorter segments tend to be used when the cables
are pulled through ducts. Longer lengths are used in
aerial, direct-burial, or undersea applications. Spli-
cing together individual cable sections forms con-
tinuous transmission lines for these long-distance
links. For undersea installations, the splicing and
repeater-installation functions are carried out on
board a specially designed cable-laying ship.

One of the principal characteristics of an optical
fiber is its attenuation as a function of wavelength, as
shown in Figure 2. Early technology used the 800 to
900 nm wavelength band, since in this region the

fibers made at that time exhibited a local minimum in
the attenuation curve, and optical sources and
photodetectors operating at these wavelengths were
available. This region originally was referred to as the
‘first window’. By reducing the concentration of
hydroxyl ions and metallic impurities in the fiber
material, in the 1980s manufacturers were able to
fabricate optical fibers with very low loss in the 1100
to 1600 nm region. Two windows are defined here,
these being the ‘second window’ centered around
1310 nm and the ‘third window’ centered around
1550 nm.

In 1998 a new ultra-high purifying process
patented by Lucent Technologies eliminated virtually
all water molecules from the glass material. The
resulting fiber is designated as either a low-water-
peak or a full spectrum fiber. By dramatically reducing
the water-attenuation peak around 1400 nm, this
process opens the transmission region between the
second and third windows to provide around 100 nm
more bandwidth than in conventional single-mode
fibers. This particular fiber allows wider spectral
tolerances on optical components, which reduces
costs for moderate-distance metropolitan network
applications.

Since the attenuation of low-water-peak fibers
makes the designation of transmission windows
obsolete, the concept of operational spectral bands
arose for the 1260–1675 nm region. As shown in

Figure 2 Attenuation versus wavelength for silica fibers and the concept of spectral bands.
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Figure 2, the regions are known by the letters O, E, S,
C, L, and U, which are defined as follows:

. Original band (O-Band): 1260–1360 nm;

. Extended band (E-Band): 1360–1460 nm;

. Short band (S-Band): 1460–1530 nm;

. Conventional band (C-Band): 1530–1565 nm;

. Long band (L-Band) 1565–1625 nm;

. Ultra-long band (U-Band): 1625–1675 nm.

Once the cable is installed, a light source that is
dimensionally compatible with the fiber core is used
to launch optical power into the fiber. Semiconduc-
tor light-emitting diodes (LEDs) and laser diodes are
suitable for this purpose, since their light output can
be modulated rapidly by simply varying the bias
current at the desired transmission rate, thereby
producing an optical signal. The electric input
signals to the transmitter circuitry for the optical
source can be either of an analog or digital form.
For high-rate systems (nominally greater than
1 Gb/s), direct modulation of the source can lead
to unacceptable signal distortion. In this case, an
external modulator is used to vary the amplitude
of a continuous light output from a laser diode
source.

After an optical signal is launched into a fiber, it
will become progressively attenuated and distorted
with increasing distance because of scattering,
absorption, and dispersion mechanisms in the
glass material. At the receiver a photodiode will
detect the weakened optical signal emerging from
the fiber end and convert it to an electric current.
The design of an optical receiver is inherently more
complex than that of the transmitter, since it has to
interpret the content of the weakened and
degraded signal received by the photodetector.
The principal figure of merit for a receiver is the
maximum optical power necessary at the desired
data rate to attain either a given error probability
for digital systems or a specified signal-to-noise
ratio for an analog system. The ability of a receiver
to achieve a certain performance level depends on
the photodetector type, the effects of noise in the
system, and the characteristics of the successive
amplification stages in the receiver.

Networks of Links

With the advent of fiber optic transmission lines, the
next step in the evolution of the digital multiplexing
scheme used by telecommunication providers was
a standard signal format called synchronous
optical network (SONET) in North America and

synchronous digital hierarchy (SDH) in other parts
of the world. In the mid-1980s, efforts started on
developing a standard that would allow network
engineers to interconnect fiber optic transmission
equipment from various vendors through multiple-
owner trunk networks. This resulted in a series of
standards for SONET by the American National
Standards Institute (ANSI) and a series of rec-
ommendations for SDH from the International
Telecommunications Union (ITU). Examples of
particular interest are the ANSI T1.105.06 standard
and the ITU-T G.957 recommendation. Although
there are some implementation differences between
SONET and SDH, all SONET specifications conform
to the SDH recommendations. A key characteristic
of SONET and SDH is that they are usually
configured as a ring architecture. This is done to
create loop diversity for uninterrupted service
protection purposes in case of link or equipment
failures. The SONET/SDH rings commonly are
called self-healing rings, since the traffic flowing
along a certain path can be switched automatically
to an alternate or standby path following failure or
degradation of the link segment.

The basic building block and first level of the
SONET signal hierarchy is called the Synchronous
Transport Signal – Level 1 (STS-1), which has a bit
rate of 51.84 Mb/s. Higher-rate SONET signals are
obtained by byte-interleaving N STS-1 frames,
which are then scrambled and converted to an
Optical Carrier – Level N (OC-N) signal. Thus the
OC-N signal will have a line rate exactly N times
that of an OC-1 signal. For SDH systems the
fundamental building block is the 155.52 Mb/s
Synchronous Transport Module – Level 1 (STM-1).
Again, higher-rate information streams are generated
by synchronously multiplexing N different STM-1
signals to form the STM-N signal.

Three main features, each with two alternatives,
classify all SONET/SDH rings, thus yielding eight
possible combinations of ring types. First, there can
be either two or four fibers running between the nodes
on a ring. Second, the operating signals can travel
either clockwise only (which is termed a uni-
directional ring) or in both directions around the
ring (which is called a bidirectional ring) Third,
protection switching can be performed either via a
line-switching or a path-switching scheme. Upon
link failure or degradation, line switching moves all
signal channels of an entire OC-N channel to a
protection fiber. Conversely, path switching can move
individual payload channels within an OC-N channel
(e.g., an STS-1 channel within an OC-12 channel)
to another path.
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Of the eight possible combinations of ring types,
the following two architectures have become popular
for SONET and SDH networks:

. two-fiber unidirectional path-switched ring (two-
fiber UPSR);

. two-fiber or four-fiber bidirectional line-switched
ring (two-fiber or four-fiber BLSR).

The common abbreviations of these configurations
are given in parentheses. They also are referred to as
unidirectional or bidirectional self-healing rings
(USHR or BSHR).

Figure 3 shows a two-fiber unidirectional path-
switched ring network. By convention, in a uni-
directional ring the normal working traffic travels
clockwise around the ring, as indicated by the heavy
arrows. For example, the connection from node 1 to
node 3 uses links 1 and 2, whereas the traffic from
node 3 to node 1 traverses links 3 and 4. Thus, two
communicating nodes use a specific bandwidth
capacity around the entire perimeter of the ring. If
nodes 1 and 3 exchange information at an OC-3 rate
in an OC-12 ring, then they use one-fourth of the
capacity around the ring on all the primary links.
In a unidirectional ring the counter-clockwise path is
used as an alternate path for protection against link or
node failures. To achieve this, the signal from a
transmitting node is dual-fed into both the primary
and protection fibers. This establishes a designated
protection path on which traffic flows counter-
clockwise, i.e., from node 1 to node 3 via links 5
and 6 (in that order), as shown in Figure 3b. A heavy
line and a dashed line indicate the primary and
protection paths, respectively.

Consequently, two identical signals from a particu-
lar node arrive at their destination from opposite
directions, usually with different delays, as denoted in
Figure 3b. The receiver normally selects the signal
from the primary path. However, it continuously
compares the fidelity of each signal and chooses the
alternate signal in case of severe degradation or loss
of the primary signal. Thus, each path is individually
switched based on the quality of the received signal.
For example, if path 2 breaks or equipment in node 2
fails, then node 3 will switch to the protection
channel to receive signals from node 1.

Figure 4 illustrates the architecture of a four-fiber
bidirectional line-switched ring. Here two primary
fiber loops (with fiber segments labeled 1p through
8p) are used for normal bidirectional communication,
and the other two secondary fiber loops are standby
links for protection purposes (with fiber segments
labeled 1s through 8s). In contrast to the two-fiber
UPSR, the four-fiber BLSR has a capacity advantage

since it uses twice as much fiber cabling and because
traffic between two nodes is only sent partially
around the ring.

To see the function and versatility of the standby
links in the four-fiber BLSR, consider first the case
where a transmitter or receiver circuit card used on
the primary ring fails in either node 3 or 4. In this
situation the affected nodes detect a loss-of-signal
condition and switch both primary fibers connecting
them to the secondary protection pair, as shown in
Figure 5. The protection segment between nodes 3
and 4 now becomes part of the primary bidirectional
loop. The exact same reconfiguration scenario will

Figure 3 Schematic of a two-fiber unidirectional path-switched

ring network.
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occur when the primary fiber connecting nodes 3 and
4 breaks. Note that in either case the other links
remain unaffected.

Now suppose an entire node fails, or both the
primary and the protection fibers in a given span are
severed, which could happen if they are in the same
cable duct between two nodes. In this case the nodes
on either side of the failed span internally switch the
primary-path connections from their receivers and
transmitters to the protection fibers, in order to loop
traffic back to the previous node. This process again
forms a closed ring, but now with all of the primary
and protection fibers in use around the entire ring, as
shown in Figure 6.

Single-Span WDM Links

An interesting and powerful aspect of an optical
communication link is that many different wave-
lengths can be sent along a fiber simultaneously in
the 1300–1600 nm spectrum. The technology of

combining a number of wavelengths onto the same
fiber is known as wavelength division multiplexing or
WDM. Figure 7 shows the basic WDM concept. Here
N independent optically formatted information
streams, each transmitted at a different wavelength,
are combined with an optical multiplexer and sent
over the same fiber. Note that each of these streams
could be at a different data rate. Each information
stream maintains its individual data rate after being
multiplexed with the other streams, and still
operates at its unique wavelength. Conceptually, the
WDM scheme is the same as frequency division
multiplexing (FDM) used in microwave radio and
satellite systems.

To see the potential of WDM, consider the
characteristics of a high-quality optical source such
as a distributed feedback (DFB) laser, which has a
very narrow frequency spectrum on the order of
1 MHz, which is equivalent to a spectral linewidth
of 1025 nm. When using such a source, a guard band
of 0.4–1.6 nm is typically employed. This is done to
take into account possible drifts of the peak
wavelength due to aging or temperature effects, and
to give both the manufacturer and the user some
leeway in specifying and choosing the precise peak
emission wavelength. With such spectral band
widths, simplex systems make use of only a very

Figure 4 The architecture of a four-fiber bidirectional, line-

switched ring.

Figure 5 Reconfiguration of a four-fiber BLSR under transcei-

ver failure.

Figure 6 Reconfiguration of a four-fiber BLSR under node or

fiber-cable failure.

Figure 7 The basic WDM concept.
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small portion of the transmission bandwidth
capability of a fiber. This can be seen from Figure 2,
which depicts the attenuation of light in a silica fiber
as a function of wavelength. The curve shows that the
two low-loss regions of a single-mode fiber extend
over the wavelengths ranging from about 1260 to
1360 nm (the O-band) and from 1460 to 1625 nm
(the S-, C-, and L-bands).

These regions can be viewed either in terms of
spectral width (the wavelength band occupied by the
light signal and its guard band) or by means of optical
bandwidth (the frequency band occupied by the light
signal). To find the optical bandwidth corresponding
to a particular spectral width in these regions,
consider the fundamental relationship c ¼ ln; which
relates the wavelength l to the carrier frequency n,
where c is the speed of light. Differentiating this yields
Dn ¼ ðc=l2ÞDl; where the deviation in frequency Dn

corresponds to the wavelength deviation Dl around
l. Thus the optical bandwidth is Dn ¼ 14 THz for a
usable spectral band Dl ¼ 80 nm in the O-band.
Similarly, Dn ¼ 15 THz for a usable spectral band
Dl ¼ 120 nm in the region spanning the S-, C-, and
L-bands.

Since the spectral width of a high-quality source
occupies only a narrow optical bandwidth, the two
low-loss windows provide many additional operating
regions. By using a number of light sources, each
emitting at a different peak wavelength that is
sufficiently spaced from its neighbor so as not to
create interference, the fidelities of the independent
messages from each source are maintained for
subsequent conversion to electrical signals at the
receiving end.

Since WDM is essentially frequency division multi-
plexing at optical carrier frequencies, the WDM
standards developed by the ITU specify channel
spacings in terms of frequency. A key reason for
selecting a fixed frequency spacing, rather than a
constant wavelength spacing, is that when locking a
laser to a particular operating mode it is the frequ-
ency of the laser that is fixed. The ITU-T Recommen-
dation G.692 specifies selecting the channels from a
grid of frequencies referenced to 193.100 THz
(1552.524 nm) and spacing them 100 GHz (0.8 nm
at 1552 nm) apart. Suggested alternative spacings
include 50 GHz and 200 GHz.

Historically the term dense WDM (DWDM) was
used somewhat loosely and generally referred to the
spacings denoted by Recommendation G.692. In
2002 the ITU-T released an updated standard aimed
specifically at DWDM. This is Recommendation
G.694.1, which specifies WDM operation in the S-,
C-, and L-bands for high-quality, high-rate metro
area network (MAN) and wide area network (WAN)

services. It calls out for narrow frequency spacings of
100 to 12.5 GHz (or, equivalently, 0.8 to 0.1 nm at
1550 nm).

Alternatively, by using the larger spectral window
available in low-water-content fibers, one can relax
the spectral tolerances on the optical components and
space the individual sources much further apart. This
is the basis of coarse WDM (CWDM), which is useful
for metropolitan area networks where variations in
attenuation between different wavelength channels
is not critical over short transmission distances.
In 2002 the ITU-T released Recommendation
G.694.2, which is aimed specifically at CWDM.
The CWDM grid is made up of 18 wavelengths
defined within the range 1270–1610 nm (O- through
L-bands) spaced by 20 nm with wavelength-drift
tolerances of ^2 nm.

A key feature of WDM is that the discrete
wavelengths form an orthogonal set of carriers
which can be separated, routed, and switched with-
out interfering with each other. This holds as long as
the total optical power intensity is kept sufficiently
low to prevent nonlinear effects such as stimulated
Brillouin scattering and four-wave mixing processes
from degrading the link performance.

The implementation of WDM networks requires a
variety of passive and/or active devices to combine,
distribute, isolate, and amplify optical power at
different wavelengths. Passive devices require no
external control for their operation, so they are
somewhat limited in their application in WDM
networks. These components are mainly used to
split and combine or tap off optical signals. The
performance of active devices can be controlled
electronically, thereby providing a large degree of
network flexibility. Active WDM components include
tunable optical filters, tunable sources, and optical
amplifiers.

Passive Optical Networks

Another step towards realizing the full potential of
optical fiber transmission capacity is the concept of
all-optical WDM networks to extend the versatility
of communication networks beyond architectures
such as those provided by SONET. These networks
can be classified as either broadcast-and-select or
wavelength-routing networks. In general, broadcast-
and-select techniques employing passive optical stars,
buses, or wavelength routers are used for local
network applications, whereas active optical com-
ponents form the basis for constructing wide-area
wavelength-routing networks. Broadcast-and-select
networks can be categorized as single-hop or multi-
hop networks. Single-hop refers to networks where
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information transmitted in the form of light
reaches its destination without being converted to
an electrical form at any intermediate point. On the
other hand, intermediate conversion can occur in a
multihop network.

Figure 8 shows two alternate physical architectures
for a WDM-based local network. Here N sets of
transmitters and receivers are attached either to a star
coupler or a passive bus. Each transmitter sends its
information at a different fixed wavelength. All the
transmissions from the various nodes are combined in
a passive star coupler or coupled onto a bus and the
result is sent out to all receivers.

Each receiver sees all wavelengths and uses a
tunable filter to select the one wavelength addressed
to it. In addition to point-to-point links, this
configuration can also support multicast or broadcast
services, where one transmitter sends the same
information to several nodes. An interesting point
is that these passive WDM networks are protocol
transparent. This means that different sets of
communicating nodes can use different information-
exchange rules (protocols) without affecting the
other nodes in the network. This is analogous to
current time-division-multiplexed telephone lines in
which voice, data, or facsimile services are sent
in different time slots without interfering with
each other.

Although the architectures of single-hop broadcast-
and-select networks are fairly simple, there needs
to be careful dynamic coordination between the
nodes. For example, if the network is set up so that

a transmitter sends its information at a unique fixed
wavelength, then the destined receiver needs to be
informed when a message is being sent to it, so
that it can tune its selective filter to that wavelength.
Also conflicts need to be resolved in cases where
two stations transmitting at different wavelengths
want to send information to the same recipient
simultaneously.

A drawback of single-hop networks is the need for
rapidly tunable lasers or receiver optical filters. The
designs of multihop networks avoid this need.
Multihop networks generally do not have direct
paths between each node pair. Each node has a small
number of fixed-tuned optical transmitters and
receivers. Figure 9 shows an example of a four-node
broadcast-and-select multihop network where each
node transmits on one set of two fixed wavelengths
and receives on another set of two wavelengths.
Stations can send information directly only to those
nodes that have a receiver tuned to one of the two
transmit wavelengths. Information destined for other
nodes will have to be routed through intermediate
stations.

The flow of traffic can be seen from Figure 9. If
node 1 wants to send a message to node 2, it first
transmits the message to node 3 using l1: Then node 3
forwards the message to node 2 using l6: In contrast
to single-hop networks, with this scheme there are no
destination conflicts or packet collisions in the
network, since each wavelength channel is dedicated
to a particular source–destination link. However, for
H hops between nodes, there is a network throughput
penalty of at least 1=H:

Wavelength-Routed Optical Networks

Wavelength-routed networks overcome the limi-
tations of passive optical networks through wave-
length reuse, wavelength conversion, and optical
switching. The physical topology of a wavelength-
routed network consists of optical wavelength routers
interconnected by pairs of point-to-point fiber links

Figure 8 Two alternate physical architectures for a WDM-based

local network.

Figure 9 Example of a four-node broadcast-and-select multi-

hop network.
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in an arbitrary mesh configuration, as illustrated in
Figure 10. Each link can carry a certain number of
wavelengths, which can be directed independently
to different output paths at a node. Each node may
have logical connections with several other nodes
in the network, where each connection uses a
particular wavelength. Provided the paths taken by
any two connections do not overlap, they can use
the same wavelength. Thereby the number of
wavelengths is greatly reduced. For example, the
connection from node 1 to node 2 and from node 2
to node 3 can both be on l1; whereas the connec-
tion between nodes 4 and 5 requires a different
wavelength ðl2Þ:

A high degree of path modularity, capacity scaling,
and flexibility in adding or dropping channels at a
user site can be achieved by introducing the concept
of an optical cross-connect architecture in the
physical path structure (the so-called path layer) of
an optical network. These optical cross-connects
(OXCs) operate directly in the optical domain and
can route very high-capacity WDM data streams
over a network of interconnected optical paths.

Contentions could arise when channels having the
same wavelength but traveling on different input
fibers enter the OXC and need to be switched simul-
taneously to the same output fiber. This could be
resolved by assigning a fixed wavelength to each
optical path throughout the network, or by
dropping one of the channels and retransmitting it
at another wavelength. However, in the first
case, wavelength reuse and network scalability
(expandability) are reduced, and in the second
case the add/drop flexibility of the OXC is lost.
These blocking characteristics can be eliminated
by using wavelength conversion at any output of
the OXC.

As an example consider the 4 £ 4 OXC shown in
Figure 11. Here two input fibers are each carrying
two wavelengths. Either wavelength can be switched
to any of the four output ports. The OXC consists of
three 2 £ 2 switch elements. Suppose that l2 on
input fiber 1 needs to be switched to output fiber 2
and that l1 on input fiber 2 needs to be switched to
output fiber 1. This is achieved by having the first two
switch elements set in the bar state (the straight-
through configuration) and the third element set in
the cross state, as indicated in Figure 11. Obviously
without wavelength conversion there would
be wavelength contention at both output ports.

Figure 10 The physical topology of a wavelength-routed

network.

Figure 11 Example of a 4 £ 4 optical cross-connect (OXC).

OPTICAL COMMUNICATION SYSTEMS / Architectures of Optical Fiber Communication Systems 401



By using wavelength converters, the cross-connected
channels can be converted to noncontending
wavelengths.

See also

Lasers: Optical Fiber Lasers. Optical Communication
Systems: Wavelength Division Multiplexing.
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Introduction

Free space optical (FSO) communication is the
wireless transmission of data via a modulated optical
beam directed through free space, without fiber optics
or other optical systems guiding the light. The
fundamental idea goes back to ancient times, as
light (or smoke) signals were used to transmit
information. From a more modern point of view,
Graham Bell’s patent on the photophone may mark
the onset of modern FSO techniques, as it transmitted
audio signals (i.e., voice) via the modulation of
sunlight. A renaissance of FSO systems started with
the availability of lasers, light sources with high
output power and high coherence, which allowed
the accurate direction of the light beams over
long distances. During the 1970s and 1980s the
main proposed application of FSO systems was for
secure and long distance (50–1000 km) communi-
cation, mainly targeted for ground–satellite or
satellite–satellite communication. This focus chan-
ged drastically over the last decade as a new market

for FSO grew in the establishment of high bandwidth
data link and their integration over a locally restricted
area.

The main competitors in this market are the fiber-
based optical network, the RF communication
system, as well as the low bandwidth copper cable-
based system. In comparison to the closely related
wireless radio frequency transmission, the higher
frequency of the optical carrier (,1014–1015 Hz)
thereby allows for much higher transmission rates,
comparable to those of typical fiber optic networks.
On the other hand, the use of an optical carrier also
results in much more directed beam propagation,
which requires an undisturbed line-of-sight between
emitter and detector. This restricts the application of
most FSO systems to a range between a few hundred
meters up to several kilometers, which are still
favorable for distribution of high bandwidth net-
works over a locally restricted area. This makes FSO
a highly attractive candidate for the ‘last-mile’
distribution of high-bandwidth Ethernet to the
individual homes.

The simplicity of setup of FSO links, as well as their
modularity, is thereby their biggest advantage, com-
pared to fiber-based networks. It makes them not only
highly cost efficient, but it eases the maintenance or
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allows for fast and easy upgrades, as it does not
require any extensive and time-consuming installa-
tion – in contrast to the installation of fiber optic
cables. This advantage makes FSO highly attractive
for temporary installations (emergency or short-time
high broadcast situations, such as the Olympic
Games), as well as to overcome geometrical restraints
(river, seas, etc.). As most detector and emitter systems
are typically based on the same electro-optical
components used for fiber optic networks, they
seamlessly integrate and expand an existing network
without complications in data handling.

Standard FSO System

Figure 1 shows schematically the setup for a typical
FSO system connecting two separate local networks.
It consists of: an electronic data input; a small but
powerful light source which can be modulated; emitter
optics which shape the emitted beam to a highly
directed beam; the atmosphere as transmitting device;
detector optics which receive the transmitted light
and focus it onto a photodetector; and an electronic
amplifier which serves as data output.

Compared to a fiber optical communication
system, the main difference is the use of the
atmosphere as the transmission medium, in contrast
to guided optical propagation. The transmission
properties are thereby determined by the atmospheric
conditions, which can lead to degradation and/or
redirection of the beam. The main influences which
have to be taken into account are atmospheric
scattering, molecular absorption, turbulence effects
(including beam wander and fading), as well as the
impact of low-visibility weather situations like rain,
snow, or fog. These depend strongly on wavelength
and linewidth of the used emitter system, distance
between emitter and receiver, as well as the
environmental conditions. As a consequence, the

characteristics of the atmospheric channel determine
the layout of the other FSO components – and have
to be considered first.

Atmospheric Losses

The overall losses of the atmospheric transmission are
determined by the Beer–Lambert absorption law:

I ¼ I0 exp½2aL� ½1�

where I is the intensity at the receiver, I0 the intensity
of the transmission beam after the emitter optics, and
L is the range (i.e., distance between emitter and
detector optics). The total extinction coefficient a ¼

aRayleigh þ aMie þ aAbsorption is based on three different
contributions: Rayleigh scattering, Mie scattering,
and absorption.

In contrast to absorption, the losses due to
scattering originate from redirection of light and
will be discussed first. Depending on the size of the
scattering partner, two separate regimes have to be
taken into account. For scatter smaller than the
wavelength, the effect can be described based on
Rayleigh’s classical formula. The scattering cross-
section of an element with mass m, charge q, natural
oscillation wavelength l0, is then:

ss ¼
fq4l4

0

6p12
0m2c4

1

l4
½2�

where 10 is the dielectric constant, c the speed of
light, and l the wavelength of the incident
light, leading to an extinction coefficient of
aRayleigh ¼ ssNs; where Ns is the concentration of
the scattering elements. The l24 dependence in the
scattering predicts stronger scattering for shorter
wavelengths and Rayleigh scattering is therefore
dominant for short and visible wavelengths (which
gives the sky its blue color). For typical FSO

Figure 1 Typical components of a FSO system.
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wavelengths in the region of near-infrared radiation
(NIR, 800–2000 nm) or mid-infrared radiation
(MIR, 2000–20 000 nm), the contribution of
Rayleigh scattering is typically relatively low and
can be neglected.

On the other hand, Mie scattering is, in most
cases, the strongest contribution for FSO systems –
but also the hardest to predict. It is due to resonant
scattering effects, where the particle size is of the
wavelength of the scattered light. For the typical
FSO wavelengths these particles include water
and oil droplets, dust, smog, fly ash, and aerosols
(which can originate from pollution). A correct
calculation of the Mie scattering coefficient is
possible, but requires knowledge of the exact particle
concentration as well as their size distribution. As
these numbers are not only difficult to measure, but
also fluctuate continuously depending on weather
situation, time of day, season, temperature, climate,
pollution, and other factors, a numerically correct
evaluation is not possible.

Historically, most systems rely on an empirical
formula, which estimates the attenuation coefficient to

sMie ¼
3:91

V

�
l

550

�2p

½3�

where V denotes the visibility and the value of p
ranges from 1.6 for high visibility (V . 50 km) and
1.3 for average visibility (50 km . V . 6 km) down
to 0.585 V1/3, respectively for low visibility. The
formula is based on data collected in the 1950s and
1960s. More accurate measurements show that the
actual scattering cross-sections differ quite strongly,
especially for low-visibility cases. Especially, the
predicted dependence on wavelength is not correct.
The failure of such a general model is not surprising,
as the actual scattering properties are strongly
dependent on the weather situation and the environ-
mental conditions. It is the focus of ongoing research
to find more accurate models describing the scatter-
ing condition in multiple environments and con-
ditions to provide the background for more accurate
empirical models.

Apart from the light redirection due to scattering,
absorption either by molecules or aerosols is nearly as
important for the transmission calculation of a FSO
system. The strongest molecular absorptions are
typically due to water, carbon dioxide, as well as
ozone. A typical absorption spectrum can be easily
calculated using standard software together with the
publicly available HITRAN database, both available
from ONTAR. The upper part of Figure 2 shows a
low-resolution transmission spectrum for the inter-
esting wavelength region for a path length of 1 km.

Within this spectrum, several well-known atmos-
pheric windows exist, which are naturally preferred
for FSO applications. These include the region
around 830 nm, 1550 nm, and from 8 mm to 12 mm.
For the exact selection of a wavelength, a closer look is
needed. As an example, a high-resolution analysis of
the atmospheric windows around 9.5 mm is shown
in the lower part of Figure 2, which identifies
additional absorption lines as well as highly trans-
parent wavelength ranges within the window. Such
substructure has to be taken carefully into account for
the FSO wavelength selection, especially if lasers are
employed, which have a linewidth comparable to the
width of the absorption line.

Besides the molecules, aerosol particles also con-
tribute to the absorption spectrum. Calculation of
their contribution can also be performed using
available software package, such as Air Force’s
MODTRAN and LOWTRAN program as well as
OPAC from the LMU University in Munich. Figure 3
shows a typical low-resolution transmission spectrum
for 50% humidity as well as 99% humidity, where
by scattering as well as absorption effects have
both been included in the calculation. The occur-
rence of sharp absorption features, as well as the
increasing losses for wavelengths above 10 mm, is
typically due to the aerosol absorption, whereas the
scattering dominates the function for wavelengths
below 3 mm. Losses due to the aforementioned
Rayleigh scattering are also shown in the same
diagram, demonstrating its low influence at longer
wavelengths.

MODTRAN and LOWTRAN also allow the
calculation of transmission spectra under rain and
snow conditions, where rain and snow consist of

Figure 2 Upper: Low-resolution transmission spectrum of the

atmosphere showing molecular absorption for a path length of

1 km. Lower: high-resolution spectrum of the atmospheric

windows around 9.5 mm.
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clusters of water and aerosol with diameters from
200 mm to 2 mm and above. Depending on the
severity of the precipitation, the losses can range
from ,0.5 dB/km for light rain up to 13 dB/km for
cloudbursts, requiring an additional power margin in
the preparation of the FSO link. Significantly stronger
is the impact of fog, as typically particles with much
lower sizes are present. The losses inflicted by a
moderate fog (visibility 500 m) range above
20 dB/km, surpassing the effect of a cloudburst; for
thick fog the attenuation can even grow beyond
200 dB/km. However, depending on the size distri-
bution within the fog itself, the losses can be highly
wavelength dependent. Recent experiments show
that long wavelength FSO systems operating in the
MIR wavelength region have a much stronger
stability under the influence of thick fog than one
operating at NIR wavelengths.

Turbulence and Scintillation

In contrast to a static medium, the atmosphere is a
dynamic mixture which undergoes continuous
changes due to wind, temperature, and other
influences. This creates a constant change in the
parts of the atmosphere which are contributing to
the FSO channel and therefore in the optical proper-
ties of the beam path. The index of refraction can

differ, not only in its total value, but also within
subsections of it, creating a random fluctuation in the
beam paths. Such localized changes in the refractive
index of the air are schematically shown in Figure 4,
where turbulences of different sizes modify the beam
path and disturb the beam front. The turbulence in
the atmosphere can be quantified by the refractive-
turbulence structure coefficient C2

n; which can range
from 10213 m22/3 in the middle of the afternoon
(highest value) to 10217 m22/3 one hour after sunrise
or sunset. As the turbulence effect is typically due to
strong temperature difference, C2

n is strongest near
hot surfaces (e.g., tar roofs or asphalt in the summer)
and decreases with altitude. The effects of such
turbulences on a directed light beam (such as used
in FSO systems) include mainly beam wander and
scintillation effects.

Beam wander is thereby based on large size
turbulences which act as a lens on the propagating
beam. Consequently, a narrow focused beam could be
randomly steered away from the detector area,
creating a fluctuation in the detected intensity.

Stronger impact for FSO links has scintillation,
which is better known as the twinkling of a star or the
heat shimmer of the horizon on a hot day. It is based
on the continuous variation of the beam front which
can lead to intensity fluctuations (like the twinkling)
and loss in the image resolution (heat shimmer).
Strong intensity fluctuations can thereby cause
signal loss as well as receiver saturation, both
resulting in downtime in the link. Such local
intensity disturbances can occur up to sizes of

ffiffiffiffi
lL

p
;

reaching, for example, 4 cm for a 1.55 mm link after
1 km. For small fluctuations, the intensity follows a
classical stochastic behavior and can be described by
the irradiance variation (normalized to its mean
value) as

s2 ¼ exp

"
0:5

�
2p

l

�6=7

L11=6C2
n

#
2 1 ½4�

Figure 3 Typical low-resolution transmission spectrum calcu-

lated based on absorption and scattering losses from aerosols for

50% humidity (dashed line) and 99% humidity (solid line). The

dotted line shows additionally the losses due to Rayleigh

scattering.

Figure 4 Schematic depiction of atmospheric turbulences

with different sizes in FSO systems. Shown below are illustrations

of its main effects on a directed beam causing intensity

fluctuations and beam wander.
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with usual values in the range from 5 to 70%.
Nonetheless, it should be pointed out that actual
turbulence effects can differ quite strongly from these
predictions, due to local inhomogeneities in tempera-
ture distribution. Consequently, test measurements
are necessary for the correct evaluation of a specific
installation site.

What makes scintillation effects difficult to handle
for communications systems is the relatively slow
frequency of fluctuations in the order of a few
hundred Hz or less. The corresponding downtimes
for a link can range from 1 ms to 10 ms, or even up to
seconds. This is magnitudes higher than typical
downtimes in standard communications links and
cannot be compensated by standard forward error
correction systems. One possibility to reduce the
influence of scintillation is the method of aperture
averaging, whereby multiple beams originating from
slightly different positions are deployed and targeted
at the same receiver. Assuming that the variation in
each of the separate beam paths is random and
uncorrelated, the signal-to-noise ratio will decrease
by the square root of the number of beams. Recent
experiments have impressively demonstrated this
effect and allow reduction of intensity fluctuation to
an acceptable level.

Another alternative to decreasing the scintillation
effects is in the application of longer wavelength FSO
systems. Whereas beam wander is relatively indepen-
dent from the wavelength, scintillations effects scale
with l7/6, as turbulences smaller than the wavelength
cannot obscure its beam front. Using a 2 times longer
wavelength, for example, should have the same
impact as signal averaging with 4 different beams.

Beam Spreading and Pointing

Based on optical diffraction theory, the beam leaving
the emitter optics will be divergent and its beam
diameter will consistently increase during trans-
mission through the optical channel. Assuming an
optimal alignment and using standard geometrical
optics, the losses due to beam spreading can
estimate the ratio of emitted power (PE) to received
power (PR):

RBS ¼
PR

PE

¼
DR

ðDE þ LuÞ
½5�

where DR is the diameter of the receiving optics, DE

the diameter of the emitting optics, and u the
divergence of the beam. The minimal divergence of
the beam is typically determined by the light source
and is given by uL ¼ l=DLM2; where DL is the initial
size of the laser beam and M2 the laser-mode structure

parameter, for a typical semiconductor laser uL below
0.1 mrad. In many cases, the divergence of the emitted
beam is commonly enlarged by slight defocusing of the
emitting optics – if the power budget allows for the
additional losses. The beam size at the receiver is
typically several times larger than the receiving
aperture, which not only eases the alignment of the
system, but also reduces pointing losses. This includes
the effect of beam wander due to turbulence as well as
swaying of the buildings or the mount. If those effects
are solely compensated for by an increased beam
spread, divergence can easily reach values of
2–20 mrad for short-distance links. Obviously this is
not an option for longer-distance FSO links, as
the losses will increase dramatically. In these cases,
active tracking systems are incorporated in the emitter
optics allowing for continuously adjustment to
achieve and keep an optimal alignment. Typical
tracking devices are thereby based on servo-driven
Gimbal mounts, steering mirrors, or recently, MEMS
devices.

Laser Eye Safety

As the atmospheric transmission channel of most FSO
systems is not completely isolated, there exists the
possibility of a human person intercepting the beam.
To allow for this, most FSO systems are designed to
be eye-safe following the voluntary ANSI standard,
which limits the output irradiance to a certain value
depending on the deployed wavelength. As radiation
below 1400 nm is still being focused on the retina, it
causes a higher irradiance, which results in a lower
damage threshold. For 800 nm laser systems, the
minimum permissible exposure (MPE) level for a 10 s
long exposure is therefore recommended not to
exceed 1 mW cm22, whereas for 1.55 mm or longer
wavelength systems, an MPE of 100 mW cm22 is
suggested. The recommendations for incoherent
light sources such as LEDs are thereby less
stringent as they cannot be focused quite as strongly
as laser light.

The Light Source

Following the discussion above, the optimal light
source for FSO system should be emitting at a
wavelength away from any absorption line (or should
be much broader then the absorption line), have a
relatively long wavelength as well as a relative low
divergence, be eye-safe, and allow for high modu-
lation speed. In reality, most FSO systems use either
GaAsAl laser diodes or LEDs emitting at 0.8 mm, or
the typically more expensive 1.5 mm laser diodes
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based on the InGaAsP semiconductor system.
The output power of both laser systems is typically
in the range of 1 mW to 100 mW, which for the
longer wavelength case can be boosted to 1–10 W
using erbium-doped fiber amplifiers (or even higher
for specific applications). The longer wavelength
system has the additional advantage of higher ANSI
standards as discussed above, allowing stronger
eye-safe emission power, but is typically far more
expensive.

Both laser types were developed and optimized for
standard fiber-based communication systems allow-
ing direct modulation up to 10 Gbit/s. To achieve
higher bandwidth in FSO systems, standard tech-
niques known from fiber-based networks can easily
be deployed, like wavelength division multiplexing
which increases the bandwidth up to state-of-the-art
levels of fiber-based networks.

Contrary to semiconductor lasers, LEDs provide
a much less expensive alternative, but allow only
for modulation up to 10–100 MHz. Their broad
emission spectrum is thereby an advantage, as it is
less sensitive to sharp absorption lines which –
as discussed earlier – can have a drastic impact
on the FSO link performance. Consequently, LEDs
have been successfully implemented in several com-
mercial FSO systems targeted at the short-range
market.

Recently developed sources, which have also been
applied for FSO systems, include vertical-cavity
surface-emitting lasers as well as quantum cascade
lasers (QCL) which emit in the mid-infrared regime.
The latter devices have been predicted to have a
strong impact on the FSO market, as they combine
high-output power (up to 1 W) together with
fundamentally high modulation bandwidth
(2.5 Gbit/s recently demonstrated and higher rates
predicted) at wavelengths ranging from 3.5 mm to
12 mm and beyond. They can access the long-
wavelength atmospheric window atmospheric for
the FSO systems (typically reserved for CO2 lasers)
with the convenience of direct semiconductor
lasers like direct electrical modulation, small size,
and low power consumption. Recently, first FSO
experiments, employing experimental QCLs,
demonstrated the predicted higher stability of the
link in low-visibility situations, including strong fog
as well as high dust concentration. Nonetheless, to
date the high cooling requirement for QCLs restricts
more general use of them, but their very fast
development, recent reports of cw-operation of
room-temperature QCLs as well as FSO links with
TE-cooled QCLs in pulse operation, give hope for a
solution to this problem.

The Detector System

Once the light reaches the receiver, it is typically
collimated using a short focal length telescope or a
single lens system. To optimize efficiency without
sacrificing ease of alignment a compromise has to be
made between a wide aperture for greater light
collection and a short focal length. The concentrated
light then hits the detector, which, depending on the
wavelength, is either Si or InGaAs-photodiodes. Si-
based devices can detect up to wavelengths of
1100 nm and InGaAs systems are typically used for
the 1.5 mm region, respectively. To enhance the
sensitivity of the detectors, avalanche photodiodes
are preferred which internally enhance the detected
signal by a factor ranging from 20 to 100. To ensure
high bandwidth operation (10 MHz–10 GHz), the
size of the detecting device has to be kept relatively
small (20 to 100 mm) avoiding parasitical capacitance
effects – but raising the requirement on the detecting
optics.

The sensitivity of these NIR detectors is typically
limited by the shot-noise, which is due to statistical
fluctuations of the received phonons and scales with
the square root of its number. For practical purposes
the internal noise of the detector is quantified
using the corresponding amount of incident optical
power leading to a comparable signal. The values for
this noise equivalent power (NEP) can range from
microwatts to tens of nanowatts. Other sources
for detector noise can include a background current
from the detector–amplifier combination, typically
referred to as Johnson noise.

Mid-infrared detectors are additionally objected to
strong background radiation due to thermal emis-
sion, which peaks around the 10 mm at temperature
of 300 K. The use of additional cold filters and high-
resolution spectral filters can help to overcome this
restriction, but still the sensitivity of those detectors is
lacking compared to NIR systems.

For communication system the noise is more
commonly quantified as bit error rate (BER), quanti-
fying the average percentage of wrongly received
bits (submitted ‘1’, detected ‘0’ or vice versa). A BER
greater than 1029 is usually referred to as an
error-free system, as the residual errors can be
corrected employing forward error correcting
algorithms. In contrast, the performance of FSO
systems can more easily be measured in its signal-to-
noise ratio (SNR). Following standard communi-
cation theory, a peak SNR of 12 and an average
SNR of 6 is required to achieve a BER of 1029,
guaranteeing error-free communication. Con-
sequently range limits for FSO links are typically
based on SNR ¼ 6.
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Link Budget and FSO
Range Equation

Classical link budget estimation is a commonly used
tool to access the performance of FSO systems. To
take into account the losses due to atmospheric
absorption, scattering, turbulence, and beam spread-
ing, as well as optical losses in the used receiver and
emitter optics, they are deducted from the starting
power emitted from the FSO light source. The
estimated intensity at the detector is then compared
with the intensity needed to establish error-free
communication (for example SNR ¼ 6), the calcu-
lated difference is the link margin of the specific
system, i.e., the amount of additional losses under
which the FSO link will still be working.

Comparing this number to losses from nonpredict-
able fluctuations (like heavy rain or fog) gives an
insight under which implications the link will fail.
Using weather station data, the frequency of such
extremely low-visibility occurrences can be obtained
and a number for the reliability of the FSO link be
estimated. Typical well-installed FSO systems esti-
mate very high reliabilities, between 99.9% and
99.999%, which have been obtained in installation
and verified in long-term measurements.

Another way to estimate the performance for a
given system is based on the FSO range equation,
where the received power on the detector (PR) is
calculated to

PR ¼ PE

DR

ðDE þ LuÞ2
TK exp½2aL� ½6�

T denotes the optical losses of the transmission and
receiver system, and K denotes additional losses
for incoherent lights sources and is given by the
ratio of LED emitting area to detector area, and is
K ¼ 1 for laser light sources. This equation can also
be used to estimate losses for different weather
situations and obtain the maximum range L of a
specific FSO system.

Recent Research and Future
Considerations

Existing FSO systems have impressively demon-
strated their versatility and stability, as well as
their seamless integration into existing networks,
on multiple occasions. A prime example is the
re-establishment of communication links between
Merrill–Lynch Brokerage and Wall Street in New
York, in the aftermath of the terrorist attack on
September 11th, which destroyed one of the central
fiber optic hubs in downtown Manhattan.

The installation of a commercial FSO system by
Terabeam ensured a fast replacement and a stable
continuation of their work.

The demonstrated performance of such links
compares to standard fiber-based links. The inclusion
of wavelength division multiplexing as well as other
standard or nonstandard techniques in FSO systems
proves the strengths of a system, which is based on
identical hardware for emitter and detectors as fiber-
based networks. Nonetheless, FSO allows a multitude
of applications not possible in fibers, which current
research projects are targeted at. This includes, for
example, long wavelength FSO communication
systems, continuously ground-satellite links and
free-space quantum communication for extreme
secure data transmission – to list only a few of the
possibilities. One very obvious example is extreme
wavelength division multiplexing, which uses one
link operating in all atmospheric windows at the same
time. Such a FSO system would not only allow very
high data rates and extreme stability against weather
effects, but could also employ new kinds of wave-
length-based modulation and encoding schemes
increasing the security of the data link. Concluding
the actual state of the FSO system as well as ongoing
research, free space optical communication has all
the ingredients needed to be one of the mayor
key ingredients of future networks – and based on
the increasing demand of bandwidths they will
contribute strongly.

List of Units and Nomenclature

c speed of light
Cn refractive-turbulence structure coefficient
DE diameter of the emitting optics
DR diameter of the receiving optics
I intensity
L range (i.e., distance between emitter and

detector optics)
m mass
M2 laser-mode structure parameter
Ns concentration
PE emitted power
PR received power
q charge
T optical losses of the transmission and recei-

ver system
V visibility
a extinction coefficient
10 dielectric constant
u divergence of the light beam
l wavelength
l0 natural oscillation wavelength
ss scattering cross-section
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Environmental Measurements: Doppler Lidar; Optical
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Infrared Imaging; Lidar.
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Introduction

Optical fiber telecommunications has changed
human society forever, providing the capacity for
affordable and ubiquitous communication. It pro-
vides data rates and transport economies far in excess
of those available using purely electronic means. It is
doubtful whether the Internet and worldwide web, or
the vast infrastructure of wireless cellular telephony,
would be viable without optical fiber technology. Its
rapid development and acceptance has been driven
largely by contemporaneous successes in manufactur-
able low-loss optical fiber cables, sensitive pin-FET
photoreceivers, and reliable high-performance laser
diode-based transmitters. The earliest developments
in silica glass fibers at Standard Telecommunication
Laboratories, UK, (then part of the US-based ITT
Corporation) and Corning Glass Works (USA) in the
1960s and 1970s, were pivotal in determining the
directions of modern fiber technology, as were
later key inventions of rare-earth doped fiber
amplifiers at the University of Southampton (UK)
and AT&T Bell Laboratories (USA) in the 1980s and
early 1990s. However, perhaps the greatest contribu-
tors to the success of fiber optics have been
semiconductor injection lasers, or laser diodes,
which in various forms have made up the vast
majority of all fiber optic transmitters, and the
entirety of long-haul transmitters, as well as pump

sources for the doped-fiber amplifiers which enable
modern networks. The fascinating story of the
development of fiber optics is to a large extent driven
by the dramatic progress in the development of high-
performance, reliable semiconductor lasers. These
emitted at wavelengths near 1300 and 1550 nm,
which respectively correspond to the dispersion and
attenuation minima of single-mode silica optical
fibers.

Semiconductor Laser Principles

Semiconductor lasers were first demonstrated
in research laboratories at General Electric, IBM
Corporation and the MIT Lincoln Laboratory (all
USA) as early as 1962, although it took almost two
decades for the basic science and engineering of
materials, fabrication, reliability, and performance
design issues to be developed sufficiently for their use
in practical communication systems. Early successes
were obtained using the GaAs/AlGaAs lattice-
matched material system, in which a lightly doped
GaAs or ternary compound AlGaAs active layer is
sandwiched between two lattice-matched heterojunc-
tions with n- and p-doped AlGaAs layers with higher
Al fractions than the active layer, so that their
refractive indices are lower and their bandgaps higher,
providing optical and charge-carrier confinement. In
all cases the material is epitaxially grown, meaning
that the entire laser chip forms a single crystal. The
gain, and hence the laser emission, occurs at the direct
bandgap of the active layer, at wavelengths in the
range 750–870 nm depending on the Al fraction.
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Later evolutions used the quaternary compound
GaInAsP clad by InP guiding layers, where the In and
P fractions are chosen to match the lattice constant to
the InP substrate.

In general, optical gain in a laser diode is generated
by creating an electron-hole plasma in the vicinity of
the forward-biased junction, a situation correspond-
ing to population inversion in a conventional laser,
and with sufficient forward current the material
becomes transparent, in that the gain exactly equals
the absorption and scattering losses, at a particular
wavelength. When this arrangement is enclosed
within a suitable optical cavity, and the forward
current is increased further, the system begins to lase,
that is to oscillate continuously to produce coherent
optical radiation at a wavelength which satisfies
two basic conditions: it must be within the set of
wavelengths at which the material produces
sufficient gain, and it must be close to one of the
electromagnetic modes at which the optical cavity is
resonant. These conditions, which define lasing
threshold, are characterized by the equality of the
optical gain and the total losses, that is the material
losses (absorption, scattering, and free-carrier plasma)
and the cavity losses which include the light output.

Early laser diodes in both the GaAs/AlGaAs and
GaInAsP/InP systems were of the edge-emitting
type, in which the light is emitted from the edge
of the laser chip, perpendicular to the growth
direction in the plane of the wafer. Although this
geometry complicates laser production flow, par-
ticularly the testing function which requires that the
wafer be scribed into bars to define the laser output
facets, edge-emitting lasers (EELs) make up the vast
majority of optical fiber transmission sources. An
alternative laser diode structure is the vertical
cavity surface-emitting laser (VCSEL), in which
emission occurs in the growth direction perpen-
dicular to the plane of the wafer. VCSELs offer
major advantages in spectral stability, beam quality,
manufacturability and cost, but their output powers
are low (a few mW) and they are not yet available
at the key telecommunication windows around
1300 nm and 1550 nm, due to difficulty in forming
the necessary high-reflectivity Bragg mirrors in the
GaInAsP/InP material system. Major initiatives are
currently underway to produce long-wave VCSELs
in the GaAs/AlGaAs system using InAs quantum
dots, or dilute nitrides such as InGaAsN, or hybrid
approaches such as InP-based gain media fused to
high-reflectivity mirrors using GaAs/AlGaAs, dielec-
tric coatings, air gaps, and others. At present,
however, all long-haul optical fiber transmission is
based on edge-emitting laser diodes fabricated in
GaInAsP/InP.

General Structure and Requirements
of Optical Fiber Communication
Systems

The first optical fiber communication links were
simple point-to-point affairs, consisting essentially of
series-connected transmitters, fibers, and receivers.
The transmitters were simple Fabry–Perot laser
diodes, onto which data were encoded by direct
digital modulation of the injection current at rates
,100 Mbit/s. The first commercial optical fiber link
was built in 1976, a single fiber cable linking two
switching centers of the Illinois Bell Telephone Co just
2.5 km apart in the Chicago metropolitan area, using
850 nm GaAs laser technology. In 1988, the first
transatlantic fiber link, AT&T’s TAT-8, was com-
pleted linking endpoints in New Jersey, England, and
France with three fiber pairs carrying signals gener-
ated by 1300 nm GaInAsp single mode lasers. In these
early systems, data were regenerated frequently by
repeaters each consisting of a receiver, signal condi-
tioner and transmitter. Each fiber in TAT-8 carried a
single optical frequency modulated at 280 Mbit/s and
the construction cost of the system was ,$50 k/km,
resulting in an economic figure of merit of over
$600 k/Mbit/s. Twenty-five years later, current sys-
tems cost the same per kilometer to build in absolute
dollars despite inflation, a major effective cost
reduction enabled largely by replacement of the
expensive repeaters by doped-fiber optical amplifiers.
Moreover, each fiber is now highly multiplexed, with
the potential for hundreds of wavelengths each
carrying 10 Gbit/s signals generated by 1550 nm
laser transmitters, so that the unit cost has plummeted
to ,$200/Mbit/s, a reduction of three and a half
orders of magnitude.

In the remainder of this article, we will describe
transmitters for both short- and long-haul systems
where the channel spacing is only tens of GHz in the
optical carrier frequency. Modern short-haul systems
either feed client networks as part of bi-directional
transceivers, or drive metro and local access networks
connected directly by photonic switches to terminals
of the long-haul systems.

DWDM Transceivers

Modern practice uses modular units containing
transmitters and receivers allowing bi-directional
data flow. In the send mode, data are applied to a
long-haul transmitter at the local (client) source and
coupled through the external fiber network to the
remote long-haul receiver. In the receive mode,
data arrive from a remote long-haul transmitter and
are coupled (via a regenerator including signal
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conditioning, clock recovery, and error correcting
steps) to a local short-haul transmitter leading to the
client’s internal network. Each transceiver card
therefore contains a long-haul transmitter and
receiver set (known collectively as dense wavelength
division multiplexing (DWDM) transport devices)
and a short-haul transmitter and receiver set (known
as client interfaces or local transport devices).

Transmitter Requirements

Short-haul transmitters may be simple Fabry–Perot
edge-emitting laser diodes, or vertical cavity laser
diodes, or even superluminescent LEDs for sub-Gbit/s
data rates. They are generally not required to be at one
of the minimum-loss telecom windows near 1550 nm,
as the transmission distances are short. However, as
client networks grow into large metropolitan net-
works, it is likely that 1300 nm sources will be used to
minimize dispersion. Power requirements are modest,
a few mW peak, at data rates ,1–10 Gbit/s. Single
mode laser emission and polarization control are
not required by present day systems, although
polarization-mode dispersion may limit transmission
at higher data rates. Both return-to-zero (RZ) and
nonreturn-to-zero (NRZ) coding may be used, and
direct modulation of the laser amplitude is the norm.

For long-haul transmitters the situation is dramati-
cally different. Operation in one of the standard
erbium-doped fiber amplifier (EDFA) bands near
1550 nm is mandatory: the C (conventional) band
extends from 1530–1565 nm, the S (short-wave)
band from 1460–1530 nm) and the L (long-wave)
band from 1565–1625 nm. In the C-band, output
powers ,10 mW are generally sufficient, and powers
above ,30 mW are limited by nonlinear effects such
as self-phase modulation and four-wave mixing in the
fiber. In the S- and L-bands, where the available
gain from EDFAs is less, lasers may need to operate
close to the nonlinear limit, several tens of mW,
although various schemes (differential pumping,
gain-flattening filters, etc.) are being evaluated to
flatten the global EDFA gain spectrum.

In current practice, a single fiber utilizing DWDM,
using only the C-band, can carry up to 1 Tbit/s
comprising 100 channels at 10 Gbit/s on each
channel, the current standard. For such performance
a channel spacing of 50 GHz in optical frequency is
required. Using all three bands with similar density
would enable ,3 Tbit/s, which could be doubled by
using 25 GHz channel spacings. Ultimately, even
higher channel densities and hence overall system
data rates are possible, with a practical limit
,10 Tbit/s. The channel spacing is a key parameter
in that it determines the laser design, specifically its

spectral stability and linewidth, and the overall
transmitter design in that laser chirp (modulation
induced dynamic spectral shift) must be less than
half the channel spacing. In practice, only single-
wavelength and coarse wavelength division multi-
plexing (CWDM) systems may be modulated directly.
All modern DWDM systems require external modu-
lation, for example using electro-absorption or
Mach–Zehnder interferometric devices outside the
laser cavity. For the latter cases, stabilization of the
laser wavelength is required for example by on-chip
gratings to form distributed feedback (DFB) or
distributed Bragg reflector (DBR) lasers, or by
external fiber gratings.

Directly Modulated Lasers

Direct modulation of semiconductor lasers is con-
venient and effective: by modulating the laser injec-
tion current, one modulates the carrier density and
hence the optical gain, resulting in modulation of the
laser output up to ,10 Gbit/s. The actual modulation
bandwidth is determined by interactions between
photons and carriers, whose respective decay life-
times, ts and tp, are determined by cavity losses and
total recombination rates. The simplest form of such
interactions is described by the photon and carrier
rate equations for the injected carrier density N and
photon density S in a single lasing mode:

dN=dt ¼ J=ed 2 gNS 2 N=ts ½1�

dP=dt ¼ gNS þ bN=ts 2 S=tp ½2�

where J is the injected current density, e the electronic
charge, d is the thickness of the active region (hence
J=ed is the rate of injection of carriers per unit volume),
g is the gain coefficient per unit length and b is the
fraction of the spontaneous emission coupled into the
lasing mode, typically,1022–1025 for edge-emitting
lasers (product of geometric and spectral overlap
factors). These equations simply state that the rate of
change of the carriers or photons is given by the rate of
generation less the loss rate. Additional terms are
required in the presence of optical feedback or
coupling (in which case the photon density is replaced
by the complex amplitude and phase of the optical
electric field) or for extremely rapid modulation
where the traveling wave nature of the disturbances
in the photon fields is significant. These so-called
traveling-wave rate equations for the photons are of
the form:

dSþ=dt þ cdSþ=dz ¼ gNSþ þ bN=ts ½3�
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dS2=dt 2 cdS2=dz ¼ gNS2 þ bN=ts ½4�

with the same carrier rate equation as [1] using the
total photon number S made up of the forward-
traveling component Sþ and the backward-traveling
component S2 : S ¼ Sþ þ S2:

Both sets of rate equations are based on approxi-
mations such as homogeneous gain broadening,
neglect of transverse field effects, and diffusion.
These are valid in most situations but care is
required when analyzing lasers with large transverse
apertures, or when ultrashort (picosecond) pulses
are involved.

Small-Signal Modulation

Small-signal modulation may be analyzed by a linear
perturbation analysis of the rate equations, leading to
a conjugate pair of poles in the response function,
with damped relaxation oscillations at frequency:

fR ¼ ð1=2pÞ
p
ðgS0=tpÞ ½5�

or, in terms of the injected current density J (assuming
S , Gð J 2 JthÞ=ed with G the electromagnetic con-
finement factor of the mode):

fR ¼ ð1=2pÞ
p
½Ggð J 2 JthÞ=ed�

fR can be regarded as the resonant frequency for the
interaction between the carriers and photons. As a
practical matter, lasers can be modulated up to ,2fR

but the modulation response rolls off rapidly with
increasing frequency above fR. Using explicit
expressions for the threshold gain, we can write fR as:

fR ¼ ð1=2pÞ
p
½ðGNTgtp þ 1Þð J=Jth 2 1Þ=tstp� ½6�

where NT is the transparency carrier density
,1018 cm23. fR can take values in excess of
10 GHz for a well-designed laser. It should be
noted, however, that high modulation bandwidth
almost always requires high differential gain dg=dN
and short tp. Increasing dg=dN requires p-doping
(which increases optical loss) and/or some special
quantum-confining structure such as wells, wires, or
dots. Decreasing tp inevitably leads to greater optical
loss and thus a higher threshold.

The damping rate of the relaxation oscillations is
also important in limiting modulation bandwidth,
and also (when increased) in reducing the sensitivity
of the laser to optical feedback. For bulk or quantum
well lasers, the condition for critical damping is
A2 ¼ 4B with A ¼ ðS=gtsÞ2 s ½N 2 NT�=gtp and
B ¼ s ½1 þ ðS0=gtsÞ2 ð1 2 bÞðN 2 NTÞ�: For quan-
tum dot lasers there are additional damping terms

due to carrier transport and thermalization which may
restrict small-signal modulation bandwidths to a
few GHz.

Experimentally, small-signal modulation proper-
ties may be determined using a simple sampling
oscilloscope, low-noise tunable signal generator and
spectrum analyzer. A combination of these elements
with automated frequency sweeping may be found in
a scalar network analyzer acting as an s-parameter
test set. The modulated laser is connected to port 1
and a high speed photodetector connected to port 2,
then a swept-frequency measurement of the
transfer characteristic s21 is performed. In addition
to the limitations on modulation response due to
the carrier-photon resonance, practical lasers are
limited by RC parasitics in the laser chip (junction
impedance) and its package. For the highest
modulation speeds, packages need to be designed
as microwave transmission line components with
effective impedance matching and low back reflec-
tions, as characterized by the voltage standing wave
ratio (VSWR).

Large-Signal Modulation

Large-signal direct modulation can be analyzed by
numerical integration of the rate equations. In general,
its results are beyond the scope of this review, but for
effective high-speed response, digital modulation of
laser diodes should be carried out with a pre-bias close
to threshold. Modulation bandwidth also increases
with laser power, which is limited for systems
considerations by fiber nonlinearities, and for reasons
of laser reliability. In pulse code modulation, care must
be taken that the laser is near critical damping, to
minimize thermal patterning effects due to long
strings of ones (high power) or zeros (low power).
Experimentally, large signal modulation is
analyzed by constructing eye diagrams, in which
pulse traces on a fast oscilloscope are continuously
overlaid when the laser is modulated using pseudor-
andom binary pulses. When the signal quality is high,
the high and low digital levels are easily distinguish-
able, resulting in an open ‘eye’ in the accumulated
traces.

Requirements for Externally
Modulated Lasers

The requirement for external modulation occurs when
the laser chirp exceeds half the desired channel spacing
in the communication system. Chirp occurs due to
changes in the refractive index, and hence the optical
phase, during modulation. This dynamic phase shift
then results in an instantaneous frequency shift.
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For direct modulation we have instantaneous
wavelength

lðtÞ ¼ lð0ÞðmðtÞ=mð0Þ ½7�

Where mðtÞ is the refractive index at time t: m shifts
with carrier density N due to combinations of several
factors (free carrier plasma dispersion, thermal
bandgap shrinkage, bandgap renormalization, dyn-
amic Burstein–Moss effects) which give dm=dN ,
23 £ 10220 cm3, which for large signal digital
modulation can result in tens of GHz. The actual
degree of chirp depends on the so-called antiguiding
or linewidth enhancement factor a given by

a ¼ 22k0ðdm=dNÞ=ðdg=dNÞ ½8�

where k0 ¼ 2p=l0 is the free-space wavenumber. a as
defined is positive, typically in the range 2–7 depend-
ing on the material, operating carrier density, and
wavelength relative to the gain peak. Distributed
feedback (DFB) or distributed Bragg reflector (DBR)
lasers, which use integrated gratings to control the
lasing wavelength, can have lower chirp by detuning
from the gain peak but therefore are likely to require
careful temperature stabilization. Quantum dot
lasers, based on 3D nanoclustered active regions,
have the potential for very low chirp, narrow line-
widths, and reduced wavelength shifts, so that directly
modulated DWDM transmitters may be possible.

Integration of laser diodes with electro-absorption
or Mach–Zehnder type modulators is achieved in the
transmitter optical subassembly and may in some
cases be accomplished by monolithic integration on
the same chip. Using separate modulators allows each
device to be optimized independently but requires
optical assembly, alignment, and retention. Mach–
Zehnder modulators in X-cut lithium niobate, for
example, have essentially zero chirp and can operate
to 40 Gbit/s and above, with dynamic extinction
ratios (ratio between fully on and fully off) of ,20 dB.
Integrated semiconductor M-Z modulators have
chirp an order of magnitude less than those of directly
modulated lasers, so that channel spacings ,25 GHz
are possible in DWDM systems with suitable
temperature and wavelength controls. Although the
details of such modulators are beyond the scope of
this article, the laser requirements are to generate
,10 mW of continuous power with stable center
wavelength and narrow linewidth. Such lasers are
usually mounted in hermetic packages (e.g., the
current 14-pin butterfly standard) with integrated
thermo-electric cooler, power monitor photodiode,
an optical isolator to suppress optical backreflections
which cause instabilities and self-pulsing, and
optional wavelength locking optics.

Reliability of Lasers in Fiber Optic
Systems

From the early days, when laser diode lifetimes were
measured in seconds even at cryogenic temperature,
enormous progress has been made in achieving
materials purity and reducing crystalline defects.
Today’s fiber optic laser transmitters have projected
lifetimes of decades. In common with electronic
devices, diode lasers fail at a rate given by a ‘bathtub’
curve, that is the failure rate rðtÞ defined as the
probability of failure per unit time at time t; has
relatively high values at low t (early failures) and high
t (wearout failures) and very low values in between.
In terms of the population of lasers nðtÞ we have:

rðtÞ ¼ ð21=nðtÞÞ dnðtÞ=dt ½9�

If Dn is the number of samples which fail in time Dt;
then assuming Dt begins at t ¼ 0; the effective or
average failure rate reff over the interval is

reffðtÞ ¼ DtDn=nð0Þ ½10�

In reliability science it is customary to define reff in
FITs (failures integrated in time) with the time-span
chosen to yield statistically significant numbers. For
electronic and photonic devices, it is customary to
select the time interval Dt ¼ 109 h (1 billion operating
hours), so that if 1% of the devices fail in 10 years
(,105 hours) we have reff , 100 FITs, which is the
order of magnitude required by modern fiber optic
laser sources.

In terms of actual statistical models, failure rates
can be estimated using failure probability density
functions f ðtÞ: This is related to rðtÞ by f ðtÞ ¼ rðtÞSðtÞ
where SðtÞ is the cumulative probability of surviving
until t: When rðtÞ is nearly constant, as in early
failures due to material defects or process errors, the
statistics are approximately exponential:

f ðtÞ þ ð1=tÞ expð2t=tÞ ½11�

or Weibull-distributed (an exponential is a Weibull
distribution with b ¼ 1):

f ðtÞ ¼ ðb=tbÞtb21 exp½2ðt=tÞb� ½12�

but this description is not suited to wearout failures
for which f ðtÞ shows a significant increase as the
population ages. For such cases, the lognormal
distribution is often applicable:

f ðtÞ ¼ ð1=s t
p
ð2pÞÞ exp½2ðln t 2 ln tÞ2=2s 2� ½13�

where in each case t is approximately the mean time
to failure (MTTF).
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Laser diodes undergo standardized qualification
tests to demonstrate sufficient reliability prior to
being used in commercial systems. Operationally,
failure statistics must be tabulated and the best fit
obtained. Burn-in procedures are used to screen early
failures. Chip and module failures should be distin-
guished clearly, as the latter includes many additional
factors such as thermal and power management, light
coupling, mechanical or chemical integrity.

Given that effective lifetimes of decades are
required, it is clearly necessary to accelerate aging
to produce statistically meaningful failure rates in
reasonable times ,103 h. For the most common
modes of laser chip degradation, due to recombina-
tion-induced aggregation of defects in the crystalline
epitaxial material, these are thermally activated and
current driven, so that it is customary to use a
modified Arrhenius law at temperature T:

t , ð1=JnÞ expðEa=kBTÞ ½14�

where J is the operating current density, n is an index
,2, Ea is the activation energy, and kB is Boltzmann’s
constant. In terms of thermal acceleration, we have a
factor F ¼ t ðTAÞ=t ðTBÞ with:

F ¼ exp
�
ðEa=kBÞð1=TA 2 1=TBÞ

�
½15�

Typical values of Ea for laser diodes are ,1 eV so that
acceleration factors ,103 are possible.

Finally, it should be noted that laser diodes are
generally subject to catastrophic failure in the event of
overdriving or static discharge, the failure mode being
thermal facet damage at ,1–10 MW/cm2 for con-
tinuous-wave operation, the exact value depending on
the material, surface preparation and specifically surf-
ace state absorption and its temperature coefficient.

Conclusions

Laser diodes are ideal sources for optical fiber
communication systems and have propelled the
development of fiber optics from its origins in the
1960s to the present day. They are compact, rugged,
efficient, and reliable sources of light at key wave-
length ranges such as 1300–1310 nm (short haul high
speed links) and 1500–1600 nm (long haul amplified
systems). They are capable of direct modulation at
gigabit rates for simple systems but require external
modulation and careful wavelength control for dense
wavelength division multiplexed terabit systems.
Transmitter lasers for real systems must satisfy
stringent reliability conditions.

See also

Lasers: Edge Emitters; Semiconductor Lasers. Semi-
conductor Physics: Quantum Wells and GaAs-based
Structures.
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Introduction

Local area networks (LANs) are privately owned
networks that are used to carry internal traffic
loads within an organization. A LAN may exist on
many levels categorized by its application and
speed. This is illustrated in Figure 1 whereby, at
the simplest requirement, a low-speed LAN may be
used to interconnect a cluster of personal compu-
ters and workstations. Such a scenario may exist in
a department within a university campus, or a
building within a technology park. If need be, these
individual departmental or building LANs may be

interconnected using a moderately high-speed
backbone LAN. The backbone LAN may also
provide interconnection to servers which support
mass storage devices that are shared by the individual

lower speed LANs. In larger organizations, a much

higher speed LAN is linked to the backbone LAN to

support bulk data transfer between mainframes,

supercomputers, and other office equipment.
The common transmission mediums for traditional

low-speed LANs are coaxial cable and twisted pairs.
High-speed backbone LANs advocate the use of the
optical fiber. The continuing progress in fiber-optic
technology and devices, and the availability of
appropriate standards have given rise to LANs that
can span distances of hundreds of kilometers or more,
and that operate at data rates in the order of hundreds
to thousands of megabits per second (Mb/s).
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The increase in demand, to extend LAN capabilities
towards higher data rates and across larger geographi-
cal areas, is fueled primarily by the need to provide
new bandwidth intensive services such as multimedia
teleconferencing, image processing, and streaming
video, to a significantly higher number of end-users.

This article focuses on three existing fiber-optic
LAN standards, namely Ethernet, Fiber Distributed
Data Interface (FDDI), and Distributed Queue Dual
Bus (DQDB). While the current uses of FDDI and
DQDB are not as widespread as Ethernet, both
standards have significantly contributed to the initial
deployment of fiber-optics for LAN applications, with
standard-based products still commercially available.
In general, standards are required to ensure inter-
operability between components and equipment from
different vendors and suppliers. Two key features are
addressed by the standards: the physical topology,
and the medium access control (MAC) protocol. A
network’s physical topology defines the way in which
the users, or nodes, are interconnected to each other
and to the transmission medium. Common optical
LAN topologies are the star (e.g., Ethernet), bus
(e.g., DQDB and Ethernet), and ring (e.g., FDDI).
In comparison, the MAC protocol controls network
access such that its capacity is efficiently and fairly
shared amongst all nodes.

Access control can be either centralized or decen-
tralized. In the former, a node wishing to transmit
must wait until it receives permission from a
controller, whereas in the latter, nodes collectively
determine the transmission order. Further, capacity

allocation to each node can be either synchronous or
asynchronous. The synchronous approach guarantees
a specific capacity to each node, e.g., using time
division multiple access (TDMA), whereby nodes are
allowed to transmit only during a designated time
slot. In contrast, the asynchronous approach allows
capacity to be dynamically allocated to each node.
The asynchronous approach can be further categor-
ized into round robin, reservation, and contention
schemes. With round robin, nodes take it in turn to
transmit in a cyclic manner and a node may transmit
up to a maximum amount of data during its turn.
With the reservation scheme, time on the medium
is divided into slots, and a node wishing to
transmit must reserve future slots by transmitting
additional control information into the network.
With the contention scheme, nodes randomly
access the network. The Ethernet standard, dis-
cussed in the following section, is based on the
contention scheme.

Ethernet

Overview

The IEEE (Institute of Electrical and Electronics
Engineers) 802.3 standards committee first stand-
ardized 10 Mb/s Ethernet in 1985. It is now the most
widely used technology for high-speed LANs, with
standards extended to cater for operating speeds of
100 Mb/s, 1 Gb/s and 10 Gb/s, and encompassing the
use of the optical-fiber transmission medium. Low-
speed 10 Mb/s and 100 Mb/s Ethernet LANs use the

Figure 1 Interconnection of local area networks (LANs).
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carrier-sense multiple access with collision detection
(CSMA/CD) MAC protocol, whereas a switched
technique is used for the 1 Gb/s and 10 Gb/s options.

In CSMA/CD, a node wishing to transmit an
Ethernet frame first listens to the transmission
medium by detecting the presence of signals on the
channel (i.e., carrier-sense). This process allows the
node to determine if another transmission is in
progress. If the medium is in use, the node continues
to listen until the medium is idle, and then transmits
immediately. While transmitting, the node continues
to listen to the medium. It may happen that two or
more nodes may attempt to transmit at the same time.
If this occurs, there will be a collision, and data from
both transmissions will become garbled.

A collision can be indicated by a combined signal
that exceeds a predefined CD threshold voltage at the
carrier-sense receiver, taking into account the col-
lision between frames from nodes that are located
furthest apart. If a collision is detected during
transmission (i.e., collision detection), the transmit-
ting node ceases transmission and proceeds to
transmit a brief jamming signal to notify all nodes
of the collision. After transmitting the jamming
signal, the node must back off before attempting to
transmit the same data frame again. The back-off
period is random, and is determined by a binary
exponential back-off algorithm. Every time a node
attempts to retransmit, the mean value of the random
back-off period is doubled until the tenth attempt.
After that the node is allowed to retransmit a further
six times with the same mean random delay before
discarding the frame and reporting an error to higher
control layers.

The transmission medium remains unusable when
frames collide but only until the collision is detected.
As such, the minimum transmission time of a frame
must be longer than the maximum propagation delay
of the network so that collision is detected prior to the
end of transmission. If shorter frames are used, then
collision detection does not occur, and CSMA/CD
thus exhibits the same performance as its less efficient
predecessor protocol, CSMA. Accordingly, the
CSMA/CD standards specify a minimum frame
length and maximum network size, which place
fundamental limitations on the practical application
of a pure CSMA/CD LAN.

IEEE 802.3 10 Mb/s Ethernet

In 1993, the IEEE 802.3 committee extended the
10 Mb/s Ethernet standard to include the optical-
fiber transmission medium. The standard notation
of this option is 10BASE-F. Each transmission
link comprises a pair of graded-index 62.5 mm core

multimode optical fibers (MMF), one for each
direction of transmission. The transmission wave-
length is 850 nm. 10BASE-F can be further categori-
zed into three specifications. The first, denoted
10BASE-FP (fiber passive star), specifies a broadcast
star topology that can interconnect up to 33 nodes
and repeaters. Each of these devices is attached to a
passive star coupler via two optical-fiber links with
distances up to 500 m. The passive star coupler splits
the optical power of any incoming frame equally
amongst its output links, allowing all nodes or
repeaters in the network to receive the frame, albeit
at a lower optical power level.

The second and third specifications, denoted
10BASE-FL (fiber link) and 10BASE-FB (fiber back-
bone) respectively, define point-to-point links over
distances of up to 2 km. 10BASE-FL supports both
nodes and repeaters, whereas 10BASE-FB supports
only repeaters. A repeater is a device that detects the
optical signals on its incoming link, performs
electrical signal regeneration, and then optically
retransmits the signals on its output link. Repeaters
used in 10BASE-FB have an additional function in
which the detected signals are retimed with a local
clock before being retransmitted. This prevents the
propagation of timing distortions, allowing distances
of up to 15 cascaded repeater links to be
implemented. The characteristics of the three speci-
fications for 10BASE-F, along with the 100 Mb/s and
1 Gb/s specifications to be discussed in the following
sections, are summarized in Table 1.

IEEE 802.3 100 Mb/s Ethernet (Fast Ethernet)

Fast Ethernet refers to the standard developed by
the IEEE 802.3 committee to provide low-cost,
Ethernet-compatible LANs operating at 100 Mb/s.
The optical-fiber transmission medium option is
denoted 100BASE-FX. Originally defined for FDDI
(covered in the section on FDDI below), 100BASE-
FX specifies the use of two 62.5 mm MMF links,
each operating at a unidirectional rate of 100 Mb/s.
While 10 Mb/s Ethernet can only operate in half-
duplex mode, whereby a station can either
transmit or receive a frame but cannot do both
simultaneously, Fast Ethernet can operate in either
half- or full-duplex modes. A node operating in full-
duplex mode can simultaneously transmit and receive
data frames.

In order to deploy full-duplex Fast Ethernet, all
repeaters must be replaced with switching hubs.
Figure 2a illustrates a repeater located in the central
point in an active star topology. Each node is attached
to the repeater via two optical links. The repeater
retransmits frames received from any one of its input
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links to all of its output links. If more than one node
transmits at the same time, then collisions will occur
at the repeater, as illustrated in Figure 2b. A switching
hub, on the other hand, switches an incoming frame
from a particular input to an appropriate output line.
The same switching function can be performed
simultaneously on other input–output links without
interference to the frames involved, as illustrated in
Figure 2c. As such, each node has a dedicated
capacity equal to that of the transmission rate of the
LAN, and the switching hub can support mixed
capacity links, e.g., 10 Mb/s and 100 Mb/s. With
dedicated access to the medium and appropriate
buffering at the switch to avoid contention of the
same output link, there is no need to implement the
CSMA/CD access algorithm. Nonetheless, the con-
ventional Ethernet frame format is used to ensure

inter-operability between existing 10 Mb/s and
100 Mb/s LANs.

IEEE 802.3 1 Gb/s Ethernet (Gigabit Ethernet)

The IEEE 802.3 1 Gb/s Ethernet standard, commonly
referred to as Gigabit Ethernet, was finalized in 1998.
An example of a Gigabit Ethernet backbone LAN is
shown in Figure 3, whereby a Gigabit Ethernet
backbone switch connects central servers to high-
speed workgroup switches. In turn, each workgroup
switch supports gigabit high-performance workgroup
servers, as well as 100 Mb/s workstations and hubs.
As in the 100 Mb/s standard, Gigabit Ethernet uses
the conventional Ethernet frame format and allows
both half-duplex and full-duplex operation. For half-
duplex operation, the CSMA/CD access protocol is

Table 1 Summary of IEEE 802.3 physical and MAC layer specifications for 10 Mb/s, 100 Mb/s and 1 Gb/s Ethernet

10BASE-FP 10BASE-FL 10BASE-FB 100BASE-FX 1000BASE-SX 1000BASE-LX

Data rate 10 Mb/s 10 Mb/s 10 Mb/s 100 Mb/s 1 Gb/s 1 Gb/s

Transmission

wavelength

850 nm 850 nm 850 nm 850 nm 850 nm 1310 nm

Transmission

medium

62.5 mm

MMF pair

62.5 mm

MMF pair

62.5 mm

MMF pair

62.5 mm

MMF pair

50 mm or

62.5 mm

MMF pair

10 mm SMF,

50 mm or

62.5 mm

MMF pair

MAC protocol CSMA/CD

(half duplex)

CSMA/CD

(half duplex)

CSMA/CD

(half duplex)

CSMA/CD

(half duplex)

Switched

(full duplex)

CSMA/CD

(half duplex)

Switched

(full duplex)

CSMA/CD

(half duplex)

Switched

(full duplex)

Figure 2 (a) Shared LAN repeater. (b) Collision at a shared LAN repeater due to simultaneous transmission of frames. (c) LAN switch

(adapted from William S (2004) Data and Computer Communications, 7th edn, Ch. 15–16. Upper Saddle River, NJ: Pearson

Education).
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equipped with two additional features. The first
feature, known as carrier extension, extends the
propagation time of short frames by adding nondata
symbols to the end of frames. The minimum length of
a frame for Gigabit Ethernet is 512 bytes as opposed
to the specified minimum of 64 bytes in the preceding
two standards. The second feature, known as frame
bursting, allows a node to transmit multiple consecu-
tive frames, up to a specified maximum, without
having to undergo the contention process for each
transmission. Both features improve the efficiency of
the protocol.

There are two optical-fiber transmission medium
specifications for Gigabit Ethernet. The short
wavelength option, denoted 1000BASE-SX, is for
850 nm transmission. Specified maximum link dis-
tances are 275 m using 62.5 mm MMF, and 550 mm
using 50 mm MMF. The long wavelength option,
denoted 1000BASE-LX, is for 1310 nm trans-
mission. Achievable duplex link distances are
550 m using 62.5 mm or 50 mm MMF, and 5 km
using 10 mm SMF.

IEEE 802.3 10 Gb/s Ethernet (10GbE)

The Ethernet standard was extended to incorporate
10 Gb/s (10GbE) in 2002, fueled by ever-increasing
Internet traffic and bandwidth intensive applications.
10GbE fulfills not only LAN specifications, but also
metropolitan and wide-area network specifications.
It is envisioned that with the emergence of
10GbE metropolitan and wide-area networks, the
deployment of 10GbE LANs will enable a seamless
transport of Ethernet frames across different network

boundaries, thus simplifying network management
and optimizing operational costs.

Unlike its predecessor standards, the physical layer
options for 10GbE include only the optical-fiber
transmission medium and allow only for full-duplex
operation. Four specifications are defined for 10GbE.
10GBASE-S is designed for 850 nm transmission on
63.5 mm MMF, while 10BASE-L and 10BASE-LE use
10 mm single mode fiber (SMF) for 1310 nm trans-
mission and 1550 nm transmission, respectively. The
corresponding maximum achievable distances are
300 m, 10 km, and 40 km, respectively. An alterna-
tive specification, 10GBASE-LX4, is designed for
wavelength division multiplexed (WDM) trans-
mission links. The specification caters for four
2.5 Gb/s transmission channels within the 1270–
1355 wavelength region on either 10 mm SMF, 50 mm
MMF, or 62.5 mm MMF. Single-mode transmissions
can reach distances of up to 10 km, while multimode
transmissions can reach distances up to 300 m. The
characteristics of these physical layer specifications
are summarized in Table 2.

Fiber Distributed Data
Interface (FDDI)

Overview

The Fiber Distributed Data Interface (FDDI) standard
was developed by the Accredited Standards Commit-
tee X3T9.5, and approved by both ANSI (American
National Standards Institute) and ISO (International
Standards Organization) in 1989. While not as

Figure 3 Gigabit Ethernet backbone network (adapted from William S (2004) Data and Computer Communications, 7th edn,

Ch. 15–16. Upper Saddle River, NJ: Pearson Education).
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widely deployed as the Ethernet family of LANs, due
to the high cost of equipment and devices, it
remains as the first to be standardized for high-
speed fiber-optic LAN applications and is now
mainly used to interconnect existing FDDI-
compatible LANs. Extensions have been made to
the FDDI standard to incorporate single-mode
fiber operation for increased signal reach.

FDDI specifies a dual counter-propagating ring
network as shown in Figure 4a. Each ring operates at
the speed of 100 Mb/s, and can reach a maximum
length of 100 km. The dual ring topology is self-
healing against fiber-cuts and node failures. Under
normal operation, frame transmission and reception
are performed on a primary ring. The secondary ring is
utilized to form a closed loop when a node or link
failure occurs, as illustrated in Figure 4b. In FDDI, the
interface between each node and the optical-fiber
transmission medium is a repeater. Data frames, each
of which carries its source and a destination address in
a defined field in the frame header, are transmitted
sequentially around the ring from one repeater to
another. Each frame can vary in length by up to 4550
bytes. Each repeater copies the destination address
field of all incoming frames and, upon recognizing the
destination address as its own, additionally copies

the remainder of the frame. The repeater attached to
the source node also facilitates the removal of frames it
has transmitted after a round-trip propagation around
the ring.

FDDI employs a distributed timer-controlled,
token-passing mechanism, referred to as timed
token rotation protocol, to control access to the
shared optical fiber ring. While Ethernet-based
LANs are highly suited to support throughput
sensitive services which can sustain reasonable
delay in return for high throughput, FDDI provides
an additional capability to support delay sensitive
services such as packetised voice and video. For
such services, frames must be received within a
certain time interval for quality of service require-
ments. A node connected to an FDDI network can
therefore transmit both classes of services: the
former referred to as burst traffic and the latter as
stream traffic. In addition, the timed token rotation
protocol can limit the amount of frames that can be
transmitted by a particular node for each class of
service, ensuring efficient and fair network access
amongst all nodes and services. FDDI is thus well-
suited to carry the mixture of burst and stream
traffic expected in a backbone network which
supports a number of smaller LANs.

Table 2 Summary of IEEE 802.3 physical and MAC layer specifications for 10 Gb/s Ethernet

10GBASE-S 10GBASE-L 10GBASE-E 10GBASE-LX4

Data rate 10 Gb/s 10 Gb/s 10 Gb/s 4 £ 10 Gb/s

Transmission

wavelength

850 nm 1310 nm 1550 nm 1270 nm to 1355 nm

Transmission

medium

62.5 mm MMF pair 10 mm SMF pair 10 mm SMF pair 10 mm SMF or 50 mm,

62.5 mm MMF pair

MAC protocol Switched

(full duplex)

Switched

(full duplex)

Switched

(full duplex)

Switched

(full duplex)

Figure 4 (a) FDDI ring network. (b) Use of secondary ring for protection against link failures.
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MAC Protocol

Token-passing mechanism

In FDDI, access to the shared transmission medium is
governed by a timed token rotation protocol. A token
is a special frame created during network (re)-
initialization by a pre-assigned node. The token
circulates the ring network and gives the node that
holds it the right to transmit. Figure 5 gives an
example of a single frame transmission from Node A
to Node C, and from Node B to Node A. Node A has
a frame to transmit to Node C and thus waits for a
token (Figure 5a). Upon recognizing that a token
frame is passing through, it aborts the token
transmission without regenerating the token bits.
After Node A has completely received the token, the
node begins transmitting frame FA addressed to Node
C, and appending a new token upon completion
(Figure 5b). Meanwhile, Node B regenerates and
retransmits FA as it circulates past. When FA reaches
Node C, the node copies FA in addition to regenerat-
ing and retransmitting FA. Node B captures the token
issued by A and transmits FB to Node A (Figure 5c).
Eventually FA recirculates back to its originating
node, Node A, whereby it is removed from the ring
(Figure 5d). At the same time, Node B finishes
transmitting FB and releases the token. Nodes C
and D, with no frames to transmit or receive,
regenerate and retransmit both FB and the token.
When FB reaches Node A, it is copied by the node.
Node A also regenerates and retransmits both FB and
the token. FB is finally removed from the ring by
Node B (Figure 5e), and the token remains in the ring

to be received by the next node with a frame to
transmit (Figure 5f).

Aside from source and destination address fields,
each dataframe also contains a frame status field
which comprises error detected (E), address recog-
nized (A), and frame copied (C) indicator bits. Each
node can check passing frames for errors and can set
the E indicator if an error is detected using the
standard cyclic redundancy check procedure. If a
node detects its own address, it sets the A indicator,
and upon copying the frame, the station may also set
the C indicator. When a dataframe recirculates back
to its source node, the indicator bits are examined. If
both A and C are not set, then the destination node
does not exist or is inactive. On the other hand, if the
frame has not been copied by an active destination
node or an error has been detected, higher control
layers are notified for future retransmission.

Time-controlled mechanism
FDDI uses a time-controlled mechanism to prevent
nodes from dominating the network capacity. During
initialization, a target token rotation time (TTRT) is
established based on the shortest allowable time
between token arrivals at each node. The same TTRT
value is then stored at all nodes. In addition, each
node has a maximum capacity guaranteed for the
transmission of its stream traffic. The total trans-
mission time of this stream traffic and the latency of
the ring (i.e., total round-trip propagation time, the
transmission time of a maximum length frame and
the token frame) must never exceed the TTRT.
During network operation, each node measures the

Figure 5 Fiber Distributed Data Interface (FDDI) token passing mechanism.
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time interval between successive token arrivals, using
a token-rotation timer (TRT). The TRT is enabled
only upon a token arrival, and expires if the counter
reaches the TTRT value. In turn, a late counter (LC) is
incremented and TRT is reset to zero. The number of
TRT expirations since a token was last received is,
therefore, counted by LC. Any token that arrives at a
node with a nonzero LC value is referred to as a late
token. Likewise, an early token is one which arrives at
a node with a zero LC value.

The action of a node when it receives a token
depends on whether the token is early or late. When a
late token is received, LC is reset to zero but TRT
continues to run. The node then transmits for the
period of time which corresponds to the predeter-
mined bandwidth for steam traffic transmission. The
node is not allowed to transmit any bursty traffic
frames. In the event of an early token reception, the
node transfers the current value of TRT to a second
timer, the token-holding timer (THT) but does not
enable it. TRT is reset to zero and is enabled to track
the next rotation of the counter. The node then
transmits stream traffic frames for the allocated
period of time. After that, THT is enabled and bursty
traffic frames are transmitted until THT reaches the
TTRT value. The THT is then reset and the node
releases the token into the ring. The transmission of
bursty frames may be further controlled by two
additional mechanisms. The restricted-token mech-
anism allows only two nodes in the network to use all
the available bursty bandwidth, and restricts all other
nodes to their stream bandwidth. This is facilitated by
the use of a restricted token which is issued by one of
the two nodes. The priority mechanism provides each
station with the capability to transmit bursty frames
according to eight priority levels. Each priority level
corresponds to a different time threshold in the THT.

Note that the time-controlled mechanism of the
MAC protocol guarantees a maximum response time
for the ring because, in the worst case, the time
between the arrival of two successive tokens will
never exceed twice the value of TTRT. Most multi-
media applications, such as video conferencing, real-
time video, and entertainment video can be supported
on FDDI with stream service and a small TTRT.
However, since the TTRT cannot be less than the ring
latency, applications requiring time bounds less than
twice the ring latency cannot be supported by FDDI.
Long and continuous isochronous services which
must adhere to strict periodic access require FDDI-II.

FDDI-II

FDDI-II provides the additional circuit-switching
capability to support constant bit-rate telecommuni-

cation applications. Like FDDI, the transmission
bit-rate of FDDI-II is 100 Mb/s. FDDI-II can operate
in either complete isochronous mode, complete
packet-switching mode, or in hybrid mode in which
both isochronous as well as bursty and stream
services are supported. Strict periodic access required
by isochronous services are accomplished with
transmission opportunities repeated every 125 ms.
At 100 Mb/s, time on the ring is divided into several
frames, each 1562.5 bytes long. Out of the 1562.5
bytes, 1560 bytes are used for data transmission while
the remaining 2.5 bytes are used as interframe gap. In
turn, the 1560 bytes are divided into 16 wideband
channels of 96 bytes each. Each wideband channel
thus provides a bandwidth of 6.144 Mb/s, sufficiently
adequate for television broadcast and multiple voice
channels. For operation in the hybrid mode, some of
the wideband channels are allocated for packet mode
transmission. Likewise, if complete packet-switching
operation is required, all wideband channels are
allocated for packet switching transmission.

IEEE 802.6 Distributed Queue
Dual Bus (DQDB)

Overview

The IEEE 802.6 Distributed Queue Dual Bus
(DQDB) standard, finalized in 1990, specifies a dual
bus network with an operating speed of 150 Mb/s.
DQDB is now mainly used for MAN applications,
although it can be readily deployed for LAN back-
bone interconnection. Figure 6 illustrates the basic
architecture of a DQDB network with access nodes,
Node 1 to Node N, distributed along two counter
propagating buses, BUS A and BUS B. Each access
node is considered to be connected to a lower speed
LAN. At the head end of each bus, a slot generator
continuously generates fixed-size time slots which
propagate along its respective bus. The contents of
each time slot are regenerated at each access node it
passes, and upon reaching the end of the bus, a sink
terminal receives and removes the time slots from the
network. Data are transported across the network
from one access node to another in the form of fixed-
size segments. A node transmits a segment by
changing the contents of a passing time slot. Each
segment needs only be transmitted on one of the two
buses, the choice depending on the locations of the
transmitting and receiving nodes. For example,
referring to Figure 6, a downstream transmission
from Node i to Node i þ 1 requires the use of BUS
A. On the contrary, an upstream transmission from
Node i to Node i 2 1 uses BUS B.
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MAC Protocol

In DQDB, permission to transmit segments into the
network is determined by a global distributed
queueing algorithm. The algorithm allows each
node to continuously monitor both buses, counting
the requests and available time slots that pass by. In
addition to maintaining a global first-in-first-out
queue (DQ) for each bus, the algorithm relies on
information in the header of time slots, namely the
BUSY and REQ fields, and counters at the access
nodes to coordinate transmissions. A ‘BUSY ¼ 0’
field represents the availability of a time slot for the
transport of a segment. For example, time slots
generated at the head end of each bus have default
‘BUSY ¼ 0’ and ‘REQ ¼ 0’ fields. The BUSY field
is set to 1 when a segment is transmitted into an
available time slot.

The REQ field is used in conjunction with
the counters to inform nodes of an impending

transmission from downstream. To simplify the
explanation, consider only packets propagating on
BUS A. A node wishing to transmit a segment
downstream needs to queue the segment in the
appropriate DQ. The node with an impending
transmission must then notify all upstream nodes
that it has inserted a segment in the DQ so that an
available time slot can be reserved for the trans-
mission. This is accomplished by setting the first time
slot propagating in the opposite bus, BUS B, with
REQ ¼ 0 to REQ ¼ 1. As such, the node maintains
the outstanding segments in the DQ belonging to
downstream nodes via the value in the REQ field.

To illustrate, Figure 7a shows an arbitrary node,
Node i, in an idle state, whereby the node has no
segments to transmit downstream on BUS A. With
every ‘REQ ¼ 1’ observed on BUS B, a request
counter, REQ_CNT is incremented by one. However,
with every empty slot, i.e., ‘BUSY ¼ 0’, observed on

Figure 6 Distributed Queue Dual Bus (DQDB) architecture.

Figure 7 Behavior of Node i during (a) idle state; and during (b) countdown state.
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the BUS A, REQ_CNT is decremented by one. When
Node i has a segment to transmit, it enters the
countdown state as illustrated in Figure 7b. The
value in REQ_CNT is transferred into an independent
countdown counter, CD_CNT, and REQ_CNTis reset
to zero. Node i also sets ‘REQ ¼ 1’ in the opposite bus,
BUS B. As in the idle state, each ‘REQ ¼ 1’ observed
on BUS B increments REQ_CNT while each
‘BUSY ¼ 1’ observed on BUS A decrements it. When
CD_CNTreaches zero, Node i transmits its segment in
the first time slot with ‘BUSY ¼ 0’ on BUS A and sets
‘BUSY ¼ 1’. The node returns to the idle state if there
are no other segments to transmit. The algorithm
allows the node to determine the number of time
slots reserved by downstream nodes and the time
to transmit a segment into an available time slot.
Note that both the idle and countdown states are
replicated for transmissions on BUS B.

The DQDB standard also specifies a limited
support of isochronous services. Nodes which pro-
vide and receive such services are reserved a certain
amount of time slots which are indicated with
additional header information. The remaining time
slots are used by all other access nodes for the
transport of packet-switched traffic, and access to
these time slots is managed by the global distributed
queueing algorithm. A priority mechanism based on
using multiple DQs, each with a different priority
level, may also be implemented to guarantee access to
certain segments in the network.

Summary

Due to the explosive demand for high-bandwidth
applications, fiber-optics has become an essential
technology in LANs. Table 3 compares the various
fiber-optic LAN standards discussed in this article.
The Ethernet family remains the most prevalent of
LAN technologies. Its widespread use is contributed
by the availability of low-cost chipsets, mature and
familiar management and analysis tools. The future
of fiber-optic LANs operating beyond 10 Gb/s
will depend upon WDM solutions. The current
usage of one transmission channel per network is
impeded primarily by the limitation of the speed of

electro-optic conversion, and thus does not fully
exploit the massive transmission bandwidth of the
optical fiber. With WDM, multiple transmission
channels are concurrently transmitted on a single
optical fiber, thereby greatly increasing the capacity of
an optical LAN. Ongoing research efforts have been
directly towards advancing WDM component tech-
nology and addressing prevailing issues such as
polarization control, chromatic dispersion, and
four-wave mixing among others.

List of Units and Nomenclature

CD_CNT countdown counter
CSMA/CD carrier-sense multiple access with

collision detection
DQ global first-in-first-out queue
DQDB distributed queue dual bus
FDDI fiber distributed data interface
LAN local area network
LC late counter
MAC medium access control
MAN metropolitan area network
MMF multimode fiber
REQ_CNT request counter
SMF single mode fiber
TDMA time division multiple access
THT token-holding timer
TRT token rotation timer
TTRT target token rotation timer
WDM wavelength division multiplexing

See also

Information Processing: Optical Neural Networks.
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Introduction

As the demand for bandwidth continues to grow,
driven by the massive increase in Internet usage, so
will the necessity to have communications networks
that can handle very high data rates. The use of optical
fiber networks is the clear choice for such systems
given the huge available bandwidth of the fiber
transmission medium. However, in a basic optical
communication system comprising a laser transmitter,
an optical fiber transmission medium, and a receiver,
the capacity is essentially limited by the speed at
which light can be modulated at the transmitter. To
overcome this limitation, which is basically due to the
speed of available electronics, it is necessary to use
optical multiplexing techniques, and one such tech-
nique, known as optical time division multiplexing
(OTDM), will be the subject of this article.

Principles of Time Division
Multiplexing

Time division multiplexing (TDM) has long been the
traditional method for electrically combining infor-
mation channels. If we take the most fundamental
data rate to be that of a simple voice call at 64 kbit/s,
then the transmission of data at higher bit rates is
achieved by electrically multiplexing a large number
of 64 kbit/s channels in the time domain. With the
evolution of standards, a number of different data
rates have been specified as standard transmission
rates. In Europe the synchronous digital hierarchy
(SDH) has a basic data rate of 155.52 Mbit/s, which
is known as the synchronous transport module –
Level 1 (STM-1). This particular data rate is
essentially obtained by electrically multiplexing over
2000 voice calls in the time domain (with some of the
capacity required for overhead information). By
subsequently multiplexing a number of STM-1

channels together we can obtain transmission at the
higher standard data rates of STM-4 (622 Mbit/s),
STM-16 (2.48 Gbit/s), and STM-64 (9.88 Gbit/s), as
outlined in Table 1.

Figure 1 illustrates how basic electrical TDM is
used in standard optical communication systems.
Clearly as we approach the higher data rates of
STM-64, a serious level of electrical multiplexing is
required, and as the data rates increase so does the
cost and complexity of the electrical equipment at
the transmitter and receiver. Indeed the present state
of the art in electronics seems to suggest 40 Gbit/s
as the limit for electrically multiplexed communi-
cation systems. However, as we stated earlier,
communications traffic has been growing explo-
sively over the last decade and will continue to do
so. In order to meet this demand for capacity, and
better exploit the massive available bandwidth of
optical fiber, it is necessary to use optical multi-
plexing techniques for communications systems.
The two main optical multiplexing techniques
available are wavelength division multiplexing
(WDM) and optical time division multiplexing
(OTDM). WDM essentially involves transmitt-
ing data at a number of different wavelengths on
the same fiber. Although electrical multiplexing may
be limited to data transmission rates of around
40 Gbit/s using one laser, by multiplexing together
N different wavelength channels each carrying
40 Gbit/s, we can achieve overall data rates up to
and beyond a terabit/s.

The second of these optical multiplexing tech-
niques, OTDM, is the subject of this article. Whereas
WDM multiplexes optical data channels in the

Table 1 Standard data rates for SDH transmission systems

SDH standard Data rate (Mbit/s)

STM-1 155.52

STM-4 622.08

STM-16 2488

STM-64 9953

STM-256 39 813
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wavelength domain, the basic principle of OTDM
communications is to increase the system capacity by
multiplexing optical data channels in the time
domain. This multiplexing is usually achieved by a
process known as bit-interleaving. This process can
be explained by considering Figure 2, which shows a
basic schematic of an OTDM based transmission
system. The main component of the overall system is
a source of ultrashort optical pulses (pulse duration t)
at a certain repetition rate, R. The optical pulse
source is initially split into N channels using a passive
fiber coupler, and each pulse train is subsequently
modulated by electrical data which is at a data rate
of R. The resulting output from each modulator is
essentially an optical data channel where the data are
represented using ultrashort optical pulses (return-to-
zero data format). The data from each modulator
then passes through a fixed fiber delay line which
delays each channel by a time equal to 1/RN relative
to its adjacent channel (as shown in Figure 2). The N
modulated and delayed optical data channels are then
recombined in another passive fiber coupler to form

the OTDM data signal. We can consider that the
delay lines essentially assign each data channel to a
specific bit slot (of width 1/RN) in the overall
multiplexed signal. The multiplexed data signal may
then be transmitted over optical fiber before arriving
at the receiver which is responsible for demultiplexing
the optical signal into its discrete channels.

The duration of the optical pulse source is
extremely important in determining the maximum
overall data rate which can be achieved. The overall
data rate is basically defined by the temporal
separation between channels in the multiplexor, but
in order to avoid cross-channel interference, this
separation must be significantly greater than the pulse
duration. Thus to increase the overall data rate we
must use shorter optical pulses. However, as we
reduce the optical pulse width to raise the data rate
we need to take into account the problems that may
be encountered as this high-speed data signal
propagates over optical fiber, and also the difficulty
in demultiplexing a high-speed OTDM data signal.
The following section will look in greater detail at

Figure 1 Electrical time division multiplexing (ETDM) in a basic optical communication system.

Figure 2 Basic configuration for an OTDM transmission system comprising transmitter, transmission fiber, and receiver.
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these key elements of the OTDM communication
system, namely the optical pulse source, the
transmission of the ultrahigh capacity signal, and
the demultiplexing at the receiver.

Key Elements of an OTDM
Communication System

Ultra-Short Optical Pulse Sources

As stated earlier, the optical pulse source is a key
element in any OTDM-based communication system.
The important characteristics of the pulse source that
will affect its usefulness in an OTDM system are the
pulsewidth, the spectral width, and the temporal
jitter. The pulse duration clearly has to be short
enough to support the desired overall transmission
rate. For example, if we wish to design an OTDM
system with an aggregate data rate of 100 Gbit/s
(which will have a delay of 10 ps between each
channel in the multiplexed signal), then the pulse-
width should normally be less the 30% of the channel
spacing to avoid cross-channel interference (i.e.
around 3 ps). For terabit/s OTDM systems we
would require pulsewidths less than 0.5 ps. The
spectral width of the pulse source is also important,
as it will have a major impact on how the pulse will
evolve during propagation in the fiber. A standard
figure of merit which is employed is the time–
bandwidth product, and ideally we require the pulse
source to be transform limited, which implies that
the spectral width is as small as possible for the
associated pulsewidth. The impact of temporal jitter
on the pulses can be easily understood by considering
the above example of a 100 Gbit/s system, employing
3 ps pulses, with the multiplexed channels spaced by
10 ps. Obviously if the jitter on the pulses becomes
significant in relation to the channel spacing, then this
can also lead to interference between adjacent
channels in the overall OTDM system. A large
number of techniques have been employed to develop
ultrashort pulse sources suitable for use in
OTDM systems, but the three main methods which
will be described below are active mode-locking,
gain-switching, and external modulation of a CW
light signal.

Active mode-locking of laser diodes normally
involves modulating the amplitude of the optical
field inside the laser cavity at a frequency which is
equal to the mode spacing of the laser. This can be
achieved by applying an electrical sinusoidal signal at
the correct frequency, and results in the generation of
optical pulses at the repetition rate of the applied
signal. This technique has been successfully
employed in the generation of subpicosecond pulses

at repetition rates up to and beyond 40 GHz, with
excellent spectral and temporal jitter characteristics.
However, an inherent problem in all mode-locked
pulse sources is the difficulty in synchronizing the
mode-locked frequency to a specific SDH standard
data rate.

Gain switching of semiconductor laser diodes is
probably the simplest and most reliable technique to
generate optical pulses. The technique, which is
presented in Figure 3, involves applying a high-
power electrical pulse (or electrical sinusoidal signal)
to the laser in conjunction with a certain bias current.
By ensuring that the electrical pulse signal and the
bias signal have the correct level, the relaxation
oscillation phenomenon of the laser results in the
production of optical pulses with durations between
10 and 30 ps, at the repetition rate of the applied
electrical signal. The frequency of the electrical signal
applied to the laser is essentially arbitrary (provided it
is not larger than the modulation bandwidth of the
diode), thus making it straightforward to synchronize
the optical pulse train to a SDH line-rate. The main
problem with this technique is that the spectral width
of the pulses generated is such that the pulses are far
from transform-limited, which would affect their
subsequent propagation in the fiber. In addition,
temporal jitter on gain-switched pulses can also be a
problem. However, by using novel arrangements such
as external injection into the gain-switched laser, this
difficulty can be overcome.

The third pulse generation technique mentioned
above involves external modulation of a cw light
signal with an electro-absorption modulator. The
experimental configuration for this pulse generation
technique is shown in Figure 4. By biasing the
modulator around its null point, and applying an
electrical sinusoidal signal to it, the cw light passing
through the modulator becomes shaped into optical
pulses. The optical pulse train which is generated due

Figure 3 Pulse generation using the gain-switching technique

followed by pulse compression.
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the nonlinear response of the electro-absorption
modulator is at a repetition rate of twice the applied
electrical signal. The pulses generated are normally
transform limited with extremely low temporal jitter,
and the repetition rate is arbitrary as in the gain-
switching technique (with the limit being ultimately
determined by the modulation bandwidth of the
modulator). This method may be readily used to
generate pulses at repetition rates up to 40 GHz with
pulsewidth around 5 ps, and it has the advantage that
the optical source and the modulator can be
integrated in a single device to form a compact
pulse source suitable for OTDM communication
systems.

It should also be noted that in addition to the
various techniques that have been outlined, it is
possible to use pulse compression in order to reduce
the pulse width. The main issues concerned with pulse
compression are the shape and spectral width of the
optical pulses after compression. One of the most
attractive methods of achieving pulse compression
involves using nonlinear compression in dispersion-
decreasing fiber, with the main advantage of this
technique being the ability to maintain a transform
limited pulse after compression. By employing this
compression scheme, optical pulse sources at 10 GHz
with pulsewidths below 200 fs have been developed,
and such pulsewidths would be suitable for use in
Tbit/s OTDM systems.

Transmission of an OTDM Signal over Fiber

The transmission performance of an OTDM data
signal is vital in determining the distance over which
the data can be transmitted successfully. The main
fiber parameters, which will affect the signal trans-
mission, are attenuation and dispersion. If we
consider OTDM systems operating at a wavelength
of around 1550 nm (minimum loss wavelength), to
overcome the fiber attenuation and maintain a
suitable optical power budget for the system, optical

amplifiers are normally employed. If we thus assume
that the amplifiers overcome the fiber loss problem,
then the maximum transmission distance will be
limited by the fiber dispersion. In a very basic OTDM
system operating at 1550 nm, with transmitter and
receiver linked using standard fiber (dispersion
parameter of about 16 ps km21 nm21), the maximum
transmission distance will be limited by the overall
data rate, and the pulsewidth and spectral width of
the optical pulse source. For example, consider a
40 Gbit/s OTDM data signal which is formed using
8 ps optical pulses with a spectral width of 40 GHz
(0.32 nm). From the spectral width we can calculate
the signal broadening due to dispersion to be around
5 ps km21, and as the pulses broaden and spread into
adjacent channels of the OTDM signal then this
interference will make it increasingly difficult to
correctly detect the signal at the receiver. In this
case after propagation through 5 km of fiber, the
signal pulses will have already dispersed to around
25 ps duration, the same value as the temporal bit slot
into which each channel is placed. This will clearly
result in serious loss of signal integrity. A straightfor-
ward possibility to increase the transmission distance
of OTDM systems is to employ dispersion shifted
fiber; the dispersion parameter is now around
1–2 ps km21 nm21, at an operating wavelength of
1550 nm. This reduction in dispersion will obviously
increase the allowed transmission distance by about
an order of magnitude for the example described
above. However, to develop ultrahigh-speed, long-
haul OTDM communications we require more
complex transmission schemes. Two possibilities for
this include dispersion compensation, and soliton
transmission techniques.

Dispersion compensation basically involves com-
pensating for the dispersion that has been encoun-
tered during transmission by using some fiber with a
total dispersion of opposite sign but equal magnitude
to the transmission fiber. Dispersion compensation

Figure 4 Pulse generation based on shaping of cw light using the nonlinear response of an external modulator biased about its

null point.
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may also be achieved using a suitably designed fiber
grating. For a long-haul OTDM system, a dispersion
compensator may be used every 50 or 60 km, in
conjunction with the optical amplifier, thus allowing
us to compensate both fiber loss and attenuation
periodically along the link. The main limitation,
however, with the dispersion compensation technique
is caused by the dispersion slope of the fiber, as for
ideal compensation it is necessary to compensate
completely for the dispersion slope in addition to the
overall fiber dispersion. The second technique that
may be employed to greatly extend the transmission
distance of high-speed OTDM communication sys-
tems is the use of soliton transmission. The basic
principle of soliton transmission is to use optical data
pulses with a particular shape, pulsewidth, and peak
power, such that as the pulse propagates, the effects of
fiber dispersion and nonlinearity counterbalance to
allow the signal to propagate undistorted. By using
optical amplifiers to ensure that the optical pulse peak
power does not vary too much along the transmission
link, OTDM transmission at data rates greater than
100 Gbit/s, over distances approaching 500 km have
been demonstrated.

Demultiplexing of OTDM Signal at Receiver

For OTDM communication systems with data rates
above 40 Gbit/s, it is not feasible to use electrical
switching. Indeed for ultrahigh-speed systems

operating at 100 Gbit/s and beyond, the only solution
for demultiplexing is to use all-optical switching in
which optical control signals are used to switch the
OTDM data signal. All-optical switches normally use
nonlinear optical effects either in optical fiber or
semiconductors. A typical scenario (as presented
in Figure 5) involves the injection of both the
OTDM data signal and an optical control signal
into the nonlinear device. The control signal
consists of high-power ultrashort pulses at the repe-
tition rate of the individual channels within the
temporally multiplexed signal, and by synchronizing
it with one of the OTDM channels it is possible to
demultiplex this channel from the high-speed OTDM
signal.

Two of the most popular all-optical demultiplexers
are the nonlinear optical loop mirror (NOLM), and
the terahertz optical asymmetric demultiplexer
(TOAD). The NOLM is based on the nonlinear
refractive index of optical fiber. It essentially
consists of a 2 £ 2 fiber coupler with its two outputs
joined using a certain length of fiber. When an OTDM
signal is injected into an input port of the coupler, it
splits into two counterpropagating components in the
fiber loop, and when these components recombine
and interfere at the coupler, the overall signal is
output through its initial input port. If we now inject
a high-power control signal directly into the loop,
such that it propagates unidirectionally, and is

Figure 5 Configuration of OTDM demultiplexers using (a) an interferometer based on nonlinear phase shift in fiber or semiconductor

optical amplifiers, and (b) four-wave mixing in fiber or semiconductor optical amplifiers.
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synchronized with one of the OTDM data channels,
then the phase shift induced by the control on the
copropagating signal channel (via the nonlinear
refractive index of the fiber) results in that particular
channel being switched out to the second input port
of the coupler. The remaining data channels of the
OTDM signal are once again output through the
same port that they entered the coupler. As this
particular nonlinear effect in fiber (known as the Kerr
effect) has a femtosecond response time, it should be
possible to realize extremely high-speed switching
with the NOLM. Demultiplexing at data rates in
excess of 100 Gbit/s has already been achieved
using this technique. One disadvantage of this
method is that the nonlinear index coefficient of
standard fiber is very small, so in order to achieve the
required phase shift from the control pulse, it is
necessary to use a fiber loop of around 1 km in
length (depending on the power of the control pulse
used). This length may affect the overall stability of
the demultiplexer and its ability to be readily
integrated into high-speed OTDM systems. However,
it should be noted that recent developments in the
design of high-nonlinearity fibers may reduce this
problem.

The second all-optical switch mentioned above is
known as a TOAD. Whereas the NOLM is based on
the nonlinear refractive index of the fiber, the TOAD
is based on a nonlinear optical effect in semiconduc-
tor optical amplifiers (SOA). The overall setup for a
TOAD is very similar to that for a NOLM, except
that a semiconductor amplifier, as shown in Figure 5,
replaces the length of fiber in the loop. As for the
NOLM, the OTDM data signal is injected into the
TOAD using one input of the coupler, such that it
splits into two counterpropagating signals, while the
control signal propagates unidirectionally in the loop
containing the SOA. By synchronizing the control
with one channel in the OTDM signal, this particular
channel is switched out. Although the response time
of a TOAD-based switch may not be as fast as the
NOLM, it does have the major advantage that it can
be developed into a very compact demultiplexer,
suitable for deployment in OTDM-based communi-
cation systems.

In addition to the NOLM and the TOAD
structures, which are both interferometric-based
switches, it is also possible to use four-wavemixing
(FWM) in optical fiber or semiconductor optical
amplifiers to carry out the demultiplexing of OTDM
signals. In this case, the high-power control pulse is
synchronized with one of the OTDM channels such
that the wavelength of this channel is shifted as it
passes through the nonlinear device. Optical filtering

may then be used to select out the demultiplexed
channel.

As we discussed in the section on demultiplexing,
whatever specific all-optical switching technique is
employed, we need to generate an optical clock signal
for use as the control pulses. This implies that it is
necessary to extract a clock at the base rate of the
individual data channels from the high-speed OTDM
signal. Depending on the base data rate, which may
be anywhere from 2.5 to 40 Gbit/s for typical OTDM
systems, different clock recovery techniques have
been demonstrated. These range from basic electronic
clock recovery schemes to more advanced techniques
based on self-pulsating laser diodes and optical phase-
locked loops.

OTDM Networking Issues

The previous section has predominantly dealt with
the basic elements required to implement a high-
speed OTDM transmission link. However, if we are
to use OTDM technology for high-speed networking,
then additional elements will be required. One of the
most important of these is an add/drop multiplexer
(ADM). The ADM allows us to switch out one
channel from the OTDM signal, and then insert
another data channel for transmission in the vacant
bit slot. If we consider employing OTDM in a ring
configuration network, then a typical architecture for
the network will be as shown in Figure 6. The high-
speed OTDM data signal propagates around the
closed fiber loop, and each node in the network is
responsible for switching out the data it requires, in
addition to inserting the data it wishes to transmit
onto the fiber ring. Add/drop multiplexing is
thus imperative in developing such an OTDM
ring network.

The configuration for each node in an OTDM ring
network is shown in Figure 7. At each node it is
initially necessary to recover the base rate clock
signal. The recovered clock is then used in conjunc-
tion with the OTDM signal to switch out the required
data channel from the multiplexed signal. When an
add/drop multiplexer is used for this purpose we
obtain two outputs, one being the demultiplexed
data, and the other being the OTDM signal less the
switched-out data channel. A simple fiber coupler can
subsequently be used to allow this particular node to
insert the data it wishes to send into the free bit slot of
the overall OTDM signal. This obviously requires
control of the relative delay between the OTDM
signal and the local data channel to be inserted onto
the fiber ring, to ensure that the local data are inserted
into the vacant bit slot. A number of techniques have
been used for implementing add/drop multiplexers in
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OTDM-based networks. These have used either fiber
interferometers, or interferometers using semicon-
ductor optical amplifiers, in which we obtain both the
demultiplexed data signal and the OTDM signal less
the switched-out channel (to which the local data
channel is then added). The continuing development
and enhancement of ADM devices for OTDM
systems will be vital for the future implementation
of OTDM communication systems.

Conclusion

In this article we have explained the main ideas
involved in building OTDM communication systems,
and also introduced the principal technologies which

are required to do so. OTDM is an extre-
mely wavelength-efficient technique for delivering
high-capacity data signals, and it may be used both
for long-haul transmission and networking around
metropolitan areas. In addition, unlike WDM, it does
not require a different wavelength source for each
channel in the multiplexed signal. Despite these and
other advantages, OTDM is still way behind WDM
when it comes to commercial maturity, with no
OTDM systems currently available in the telecom-
munications market. However, the technologies
required to implement high-speed OTDM systems
(outlined in Table 2), including ultrashort pulse
sources, clock extraction circuitry, and demultiplex-
ing devices, are developing rapidly. It therefore seems

Figure 6 Schematic representation of a ring network employing OTDM with a separate fiber for clock distribution.

Figure 7 Configuration of an add/drop multiplexing node for use in OTDM-based communication systems.
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likely that in the future, OTDM technology may be
used for enhancing the overall capacity of optical
communication systems.

One possibility for employing OTDM systems
would be for upgrading installed WDM networks.
The current method for improving WDM networks
involves using more wavelength channels, but it may
also be feasible to increase the overall capacity by
developing hybrid WDM/OTDM communications
systems. In such a system, each wavelength channel
may carry aggregate data rates in excess of
100 Gbit/s, achieved using OTDM. The design of
these hybrid networks would permit switching of the
optical data signals to be carried out at two different
levels in the overall network. The WDM signals could
be switched coarsely using passive filtering devices,
and the OTDM data channels could be switched with
fine granularity using one of the all-optical switching
techniques available.

List of Units and Nomenclature

Dispersion [ps km21 nm21]
Transmission
data rate

[bit s21]

ADM Add drop multiplexer
CW Continuous wave
FWM Four-wave mixing
NOLM Nonlinear optical loop mirror
OTDM Optical time division multiplexing
SDH Synchronous digital hierarchy
SOA Semiconductor optical amplifier
STM Synchronous transport module

TOAD Terahertz optical asymmetric
demultiplexer

WDM Wavelength division multiplexing

See also

All-Optical Signal Regeneration. Optical Communi-
cation Systems: Basic Concepts; Wavelength Division
Multiplexing.
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Table 2 Main elements of an OTDM communications system
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delays to achieve an OTDM signal
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Introduction

Wavelength division multiplexing (WDM) has
enabled a revolution in communications technology.
This article describes the technology, critical com-
ponents of WDM systems, and transmission impair-
ment and limits to transmission distance and capacity.

Multiplexing

There are three techniques used in fiber optics to
multiplex the information that is transmitted from
one point to another. The first is space division
multiplexing (SDM), which simply consists of having
multiple fibers in a cable or conduit. In a typical
installation, there may be between 8 and 1000 fibers
in parallel. The second approach is time division
multiplexing (TDM) (see Optical Communication
Systems: Optical Time Division Multiplexing), which
consist of interleaving multiple data streams into one
higher bit rate stream. For example, 672 voice
channels (DS0) at 64 kbit/s are multiplexed into one
T1 data stream at 1.544 Mbit/s. Eighty-four of these
T1 channels are then multiplexed into a SONET
(Synchronous Optical NETwork) OC-3 signal at
155 Mbit/s. The third multiplexing approach is
wavelength division multiplexing (WDM), which
consists of sending multiple signals at different
wavelengths. These signals can be used to fill up the
entire low loss transmission band of an optical fiber
(Figure 1). The low loss transmission band extends
from 1200 nm to 1600 nm, which corresponds to
over 40 THz. One approach is to pack the signals
densely together, as in dense wavelength division
multiplexing (DWDM). This is a relatively expensive,
but very high capacity approach. The other approach
is to space the signals widely apart, (coarse WDM or
CWDM) resulting in very low cost components, but
with fairly limited transmission capacity.

Dense Wavelength Division
Multiplexing (DWDM)

Most DWDM systems use multiple beams spaced at
100 GHz spacing centered at 193.1 GHz as defined
by an International Telecommunications Union (ITU)
standard (Figure 2a). Some higher capacity systems
use finer spacing, 50, 25, or even 12.5 GHz spacing to
pack more information into the fiber. The 100 GHz
spacing used in DWDM systems corresponds to
0.8 nm spacing at 1.55 mm. In principle, 40 THz of
information can be sent down an optical fiber. If high
spectral efficiency (,1 bit/Hz) is maintained across
the band, then this would correspond to 40 Tbit/s.
Practical DWDM systems are limited by the band-
width of erbium-doped fiber amplifiers (EDFAs) and
by signal impairments discussed below. Conse-
quently, most systems utilize a single band, typically
the C-band extending from 1530 nm to 1565 nm.
Additionally some transmission systems use multi-
plexers to combine other bands, typically C and L
bands for additional transmission capability.
The wavelength definitions are shown in Figure 1.
Subbands are often used within a band to facilitate
adding and dropping a group of wavelengths within a
band. Typically 40 10 Gbit/s signals spaced at
100 GHz are used to fill the C-band. Higher capacity

Figure 1 Transmission spectrum of optical fiber. Also shown

are the standard transmission bands.
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systems with 80 to 200 wavelengths have also been
deployed commercially.

The historical evolution of optical transmission
systems can be seen in Figure 3. The lower line shows
the increasing bit rate demonstrated in experimental
TDM systems, which began in 1978 with 45 Mbit/s
systems and has now reached 1.28 Tbit/s. The upper
line shows what has been demonstrated with DWDM
with over 10 Tbit/s transmission demonstrated.

Coarse Wavelength Division
Multiplexing (CWDM)

The fine frequency requirements of DWDM systems
result in significant cost for transmitters, multiplexers

and other components. A low-cost approach is to
space the colors widely apart. The ITU standard is
20 nm spacing from 1271 to 1611 nm (Figure 2b).
Note that the spacing is uniform in wavelength, but
varies in frequency because the frequency spacing is
related to the wavelength spacing by

Df ¼ 2
c

l2
Dl ½1�

The wide spacing of signal wavelengths means that
temperature stabilization of elements is not needed
and the yield of components is high, resulting in a
lower-cost system.

Point-to-Point DWDM Links

Point-to-point DWDM links were widely deployed
during the 1990s. The essential elements are shown in
Figure 4, namely single frequency lasers, optical
multiplexers and demultiplexers, optical amplifiers,
optical add drop multiplexers (OADM), and optical
receivers. These will be described in more detail in
subsequent sections. Essential parts of the design of
these links are managing the signal-to-noise ratio and
managing the pulse broadening. With periodic
amplification in EDFAs and dispersion compensation,
links of 1000 km are common. The widespread use of
forward error correction (FEC) circuits allows error-
free transmission over a link with limited signal-to-
noise ratio. With careful design, ultra-long-haul

Figure 3 Historical evolution of transmission systems.

Figure 2 (a) DWDM spectrum (b) CWDM spectrum.
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transmission over 5000 km is possible, even with
many 10 Gbit/s channels.

DWDM Networks

Point-to-point DWDM links are widely deployed in
opaque networks with electronic regeneration and
switching at nodes. The next stage in optical net-
works is the deployment of DWDM transparent ring
and mesh networks. An example of a simple ring
network is shown in Figure 5a where most of the light

signals transit nodes transparently. The OADM
elements drop particular wavelengths at each node.
As more wavelengths are deployed in these ring
networks, it becomes necessary to dynamically
reallocate wavelengths and resources. Reconfigurable
optical add/drop multiplexers (ROADMs) and opti-
cal switches have been developed to allow for
dynamic transparent mesh networks (Figure 5b).
This allows service providers to provision their
networks remotely and quickly adapt to changing
demand and restore vital connections when service
interruptions occur.

Figure 4 Point-to-point WDM link.

Figure 5 (a) WDM ring network. (b) DWDM mesh networks (after Basch B, Gringeri S, Goudreault R and Ravinkumar S (2002)

Evolution of the photonic core within metropolitan and regional networks. NFOEC. Technical Proceedings).
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Critical WDM Components

The previous sections described WDM networks.
This section describes in more detail the critical
components used in these networks.

Multiplexers/Demultiplexers

Multiplexers (MUXs) are used to combine multiple
wavelength channels into a single fiber. They are
usually wavelength selective and utilize wave
phenomena such as diffraction and interference. A
simple cascade of 3 dB couplers is not a practical
multiplexer since the output power decreases expo-
nentially with channel count. Due to the reciprocity
of electromagnetic waves, most MUXs can also serve
as a DEMUX. For high channel count systems, a
multistage design may be necessary to overcome the
limitations of a single MUX/DEMUX. This approach
also provides a more flexible upgrading plan. In this
case, wavelength channels can be grouped into bands
or interleaved. Diffraction gratings and arrayed
waveguide gratings (AWGs) are among the available
technologies for MUX/DEMUX.

In a diffraction grating, narrow slits or micro
structures are spaced evenly on the grating plane and
serve as a secondary light source for the input light.
The transmitted or reflected light (depending on the
design) forms a diffraction pattern on the image
plane. The locations of peak intensity on the image
plane depend on the wavelength and the grating
pitch. Therefore, wavelength channels can be separ-
ated in space and fibers can be positioned properly to
couple individual channels. An AWG is a planar
integrated and digitized form of diffraction grating as
shown in Figure 6. It is usually fabricated on a silicon
substrate with silica waveguides (silica-on-silicon).
The input light is coupled into an array of waveguides
with incremental difference in length. These tribu-
taries are then combined in a free-propagating output

coupler to several output waveguides. Due to the
interference of these tributaries from the arrayed
waveguides, different wavelength channels are
focused to different output waveguides.

Optical Add/Drop Multiplexer

An optical add/drop multiplexer (OADM) provides
critical networking capability for WDM systems. In
an OADM, some of the wavelength channels are
dropped from the input and are either terminated or
routed. New channels at these wavelengths are then
added with the through channels. This function can
be done with the combination of a MUX and a
DEMUX of any kind as shown in Figure 7a.
However, if only one wavelength channel needs to
be processed while others pass through, a simpler
configuration can be used where a circulator drops
the reflected wavelength from the fiber Bragg grating
and a new channel is added with a coupler (Figure 7b).

The two approaches described above are termed
static since the wavelength processed is fixed. To
enable a more flexible network, reconfigurable
OADM (ROADM) are required, where the wave-
lengths to be added or dropped can be dynamically
specified. Figure 7c shows a configuration of
ROADM based on a high port-count optical switch
and a set of MUX/DEMUX. A tunable laser is highly
desirable in this scenario since the wavelength of the
added channel can be reconfigured to resolve
wavelength contention in the network.

Optical Amplifiers

Erbium-doped fiber amplifiers (EDFA) (see Optical
Amplifiers: Erbrium Doped Fiber Amplifiers for
Lightwave Systems) provide simultaneous amplifica-
tion of wavelength channels in the entire C-band
(1530 to 1565 nm) and part of the L-band (1565 to
1605 nm). EDFAs were a key enabling technology for
the deployment of WDM systems, especially for long-
haul transmission where costly regenerators were
eliminated. Both 980 nm and 1480 nm pumps can be
utilized to achieve gain in erbium-doped fibers. The
980 nm pumps provide low-noise and high-gain
operation while the 1480 nm pumps are more
favorable for high-output power. One of the most
significant advantages of an EDFA over a semicon-
ductor optical amplifier (SOA) is that crosstalk
among wavelength channels is much smaller in
EDFA due to a millisecond-scale spontaneous emis-
sion lifetime. One critical issue for EDFAs is that the
gain is not flat over the operation wavelength range
and peaks around 1532 nm. However, this can be
equalized by specially designed filters.Figure 6 Schematic diagram of an AWG.
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Outside the gain spectrum of EDFAs, Raman
amplifiers can be used, where the gain peak is about
13 THz (100 nm) below the frequency of the pump
signal. Also, Raman amplification occurs in the same
fiber used for transmission so that it can provide a
distributed gain over the span of the fiber, which
results in a better signal-to-noise ratio. This is
particularly important for ultra-long-haul trans-
mission. A counter-propagating pump scheme is
preferable to reduce the influence of pump noise
and depletion. The biggest challenge for Raman
amplifiers is the availability of high-power pump
lasers at the required wavelengths.

Optical Filters

Filters can find many applications in WDM systems,
such as in multiplexers, demultiplexers, OADM,
receivers and optical amplifiers. Fiber Bragg grating,
Fabry–Perot filter, and multilayer thin-film filters are
among the most widely used filters and utilize the
interference property of optical waves. There are

some general requirements for filters in WDM
systems. First, the top of the pass-band must be flat
enough so that cascading of filters in the network does
not lead to a significant decrease of bandwidth. In
addition, the roll-off of the pass-band must be sharp
so that cross-talk from other channels is minimized.

A fiber Bragg grating has a periodic perturbation of
refractive index made by exposing a photosensitive
fiber to interfering ultraviolet lights. These pertur-
bations reflect the input light as it propagates. At a
specific wavelength, these reflected beams add in
phase, which results in a strong overall reflection. The
reflections at other wavelengths do not add up and
these wavelengths will eventually pass through the
grating. In short, the fiber Bragg grating acts as a
wavelength-selective reflector and is usually used
with a circulator or isolator to manage the reflected
light. A Fabry–Perot filter is composed of two
partially transmitting interfaces and a cavity in
between. The underlying mechanism is similar to
the fiber Bragg grating but the transmission is
periodic in optical frequency. The spacing is called

Figure 7 (a) A parallel OADM architecture which allows multiple simultaneous add’s and drop’s; (b) a linear OADM architecture for

processing a single channel; (c) an ROADM which enables reconfigurable processing of multiple wavelength channels.
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the free spectral range, which depends on the optical
length of the cavity. The bandwidth of the passband is
a strong function of the reflectivity of the partially
transmitting interfaces. A multilayer thin-film filter is
an extended form of Fabry–Perot filter where several
layers of dielectric reflectors are formed with dielec-
tric cavities in between. This allows for more tuning
dimensions in the design of the passband shape in
order to meet the requirements of WDM systems and
the temperature tolerance is better than other kinds of
filter.

Laser Sources

Semiconductor lasers (see Lasers: Semiconductor
Lasers) are widely used in optical communication
because they are compact, low cost and efficient. As a
light source for transmission, single frequency oper-
ation is necessary for high-capacity WDM systems.
Multilongitudinal mode lasers such as Fabry–Perot
lasers have excess bandwidth which causes excessive
penalty due to dispersion unless the transmission
distance is short. They also result in crosstalk in
DWDM systems. The most widely used single-
frequency laser in WDM systems is the distributed-
feedback laser (DFB), where a corrugated grating
structure is fabricated on top of the gain region and
only the wavelength which satisfies the Bragg
condition can oscillate in the laser cavity and all
other modes are suppressed.

As WDM networks advance, tunable lasers are
strongly desired to reduce the excessive inventory of
fixed wavelength lasers for DWDM and also to
provide reconfigurability in the network. One poss-
ible structure is the distributed Bragg reflector (DBR)
laser, in which the Bragg grating is decoupled from
the gain region and the Bragg wavelength can be
tuned independently by isolated current injection.
More complicated variations of this concept such as
the three-section DBR laser and the sampled grating
DBR laser can provide more continuous and wider
tuning in wavelength.

Photonic Switches

Photonic switches are necessary in transparent net-
works to allow reconfigurability in networks, and
allow rapid provisioning and fault recovery. They
provide connectivity between rings and between
point-to-point links without requiring the DWDM
signal to be broken into individual wavelengths
and to be electronically regenerated. Photonic
switches can be used to switch fibers, wavebands,
or individual wavelengths. They are inherently
transparent to bit-rate and data format. A number
of different technologies have been developed.

Microelectromechanical system (MEMS) switches
are widely used for 2 £ 2 protection switches,
wavelength selective switches and for nonblocking
crossbar switches with sizes from 8 £ 8 to
1024 £ 1024. The technology usually used for large
switches is called 3D MEMS switches (Figure 8), in
contrast to 2D technologies where the optical beams
are confined to a two-dimensional plane.

Transmission Issues

Chromatic Dispersion

Chromatic dispersion (see Fiber and Guided Wave
Optics: Dispersion) means that the group velocity,
which is the propagation speed of an optical signal,
changes with wavelength. Since every real pulse has a
finite bandwidth, each slice of wavelength within this
bandwidth propagates with a different speed and
results in the distortion of the pulse as it propagates
along the fiber. Depending on the sign of the
dispersion and the initial phase distribution, the
pulse can either be broadened or compressed.
However, if the fiber is long and nonlinear effects
are small, the pulses will eventually be broadened and
result in intersymbol interference. Dispersion com-
pensating fibers (DCFs), which have an opposite sign
of dispersion, can be used to reverse this process and
restore the original pulse shape. In general, it is advan-
tageous to minimize the length of DCF by keeping the
dispersion low. Dispersion-shifted fibers (DSF) have a
zero-crossing of dispersion around 1.5 mm and hence
a reduced dispersion for the C-band.

For a WDM system, a very low dispersion will
result in more severe nonlinear impairments since the
distance pulses can overlap with each other along
the fiber is long. Nonzero-dispersion-shifted fibers

Figure 8 3D MEMS optical switch.
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(NZ-DSF), which introduce a suitable amount of
dispersion, can be used instead to solve this issue.
Chirped fiber Bragg grating can also be used, where
different wavelengths are reflected at different pos-
itions in the grating so as to compensate the
dispersion caused by transmission. It is capable of
compensating a given amount of dispersion with a
much shorter length when compared to DCF. For
high channel count WDM systems, the dispersion
experienced by each channel may be different and
dispersion compensation needs to be implemented on
a per-channel basis after a demultiplexer.

Polarization Mode Dispersion

Polarization mode dispersion (PMD) means that the
group velocity dispersion of the two orthogonal
polarizations in the fiber are different and cannot be
simultaneously compensated by a single DCF. It is
usually manifested as the splitting of a pulse at the
receiver even after chromatic dispersion compen-
sation and causes intersymbol interference. PMD can
originate from the imperfections in the fiber or
environmental factors like temperature and mechan-
ical pressure. Therefore, the amount of PMD can vary
with time for a given link, which means that dynamic
compensation is necessary. Traditional electrical
equalization after the optical signal is detected can
be used for compensation but the highest bit-rate
achievable is limited by the speed of electronics.
Optical compensation is another choice. The optical
signal is split into fast and slow components and the
fast component is delayed properly before being
recombined with the slow component.

Nonlinear Impairments

The most important nonlinear impairments for
WDM systems are the cross-phase modulation
(CPM) and the four-wave mixing (FWM). They are
both third-order nonlinear effects, where the non-
linear dielectric polarization is proportional to the
third power of the electric field of the signal. In CPM,
the phase of a wavelength channel can be modified by
other channels, which increases the chirp and results
in more dispersion penalty. On the other hand, FWM
can generate new waves at other wavelengths,
causing unwanted crosstalk if the generated wave
happens to coincide with another channel. The
existence of dispersion in fiber can help to reduce
the effects of both impairments since the pulses at
different wavelengths propagate at different speeds
and walk away from each other so that nonlinear
interactions are reduced. This is why NZ-DSF is
preferred over DSF. Self-phase modulation (SPM) is
another third-order nonlinearity, where the phase

distribution of a pulse is altered by its intensity
profile. It will lead to the distortion of the pulse.
Other nonlinear effects include stimulated Brillouin
scattering and stimulated Raman scattering. Both
originate from the interactions of phonons and
photons in the fiber and cause power fluctuations at
different wavelengths.

Forward Error Correction

To reduce the errors of a transmission link, extra
information relating to the data can be sent by the
transmitter and used by the receiver to detect and
correct errors in the received data. This technique is
called forward error correction (FEC) and imposes
redundancy to the transmission which means that the
bit-rate transmitted will be higher than the actual
data rate. A measure of performance for FEC is the
coding gain, which is defined as the decrease in
receiver sensitivity at a given bit-error-rate. Reed–
Solomon codes are one of these codes. With a 7%
redundancy, up to 6 dB of coding gain can be
achieved. This could correspond to more than 9
orders of magnitude improvement in bit-error-rate.
Therefore, the use of FEC can increase the spacing
between regenerators in ultra-long-haul transmission
and reduces the cost. It is also useful to overcome
error floor problems due to crosstalk in a WDM
system, where a further increase in received power
cannot reduce the bit-error-rate. Crosstalk among
wavelength channels can happen due to nonlinear
impairments during fiber transmission or due to
imperfect channel isolation in components like multi-
plexers, demultiplexers, filters, and switches. The use
of FEC can greatly increase the system margin.

Conclusions

WDM technology has enabled a huge increase in the
transmission capacity of optical fibers and a huge
reduction in the cost of fiber optic transmission since
the cost of the installed fiber is shared between the
signals traveling on different wavelengths. As new
components have been developed, WDM technology
has expanded simple point-to-point links to trans-
parent networks. Great progress has been made over
the past 20 years to solve transmission impairments
and extend the reach and bandwidth of these systems.
This is likely to continue to meet the increasing
communication needs of our society.

List of Units and Nomenclature

Distance (km, m, mm)
Bit rate (bit/s)
Wavelength (nm)
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Introduction

Optical filter and absorbing glasses can be categor-
ized by either the optical behavior of the filter, for
example, bandpass, shortpass or longpass, neutral
density, or interference filters – or by the method used
to filter the light, i.e., glasses which absorb light
themselves and those which serve as high quality,
transparent substrates for coatings which either
absorb or reflect light. The term ‘filter’ usually refers
to glasses used in optical systems, to either transmit
or prevent transmission of specific wavelengths.

The term ‘absorber’ is usually reserved for glasses
which are used for controlling light to provide
protection from damage to humans, for example,
for eye protection, as in sunglasses, or welder and
laser goggles, or to materials exposed to light, for
example, plastics and other components in the
passenger compartment of automobiles. Manufactur-
ing technology is normally based on the method
used to produce the device, such as control of
absorbing species in the glass or method of appli-
cation of optical coatings. Terminology for optical
applications is almost always based on optical
behavior and not on the method used to produce
that behavior.

Bandpass Filters

The first glasses used to filter light were colored by
inclusion of ions from the first row of transition
metals. These colored glasses still provide most of
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the glasses used to control the wavelength of light.
They are widely used as absorbers in windows in
buildings and automobiles, to control the entrance of
ultraviolet and infrared light into these environments.
These filters allow the passage of light over a
significant range of wavelengths, while absorbing
wavelengths outside that range. They are designated
by the peak transmission wavelength, or central
wavelength, and the bandwidth, or wavelength
range, over which light is transmitted with at least
some designated transmission value. Filters based on
absorption by transition metal or rare earth ions
usually have larger bandwidths and somewhat diffuse
cutoffs at the edges of the transmitted spectral region
(Figure 1).

The most common bandpass filters absorb radi-
ation in a desired wavelength region. Historically, the
first bandpass filters, which are still the most
common, relied on absorption of light as a result of
ligand field (also known as crystal field) effects and/or
charge transfer processes within a glass, to create
absorption bands in the spectrum.

Ligand field effects will produce optical absorption
bands in glasses which contain transition metal
(usually row 3d) or rare earth (lanthanide, or 4f)
ions. The differences in the electronic structures of the
transition metal and rare earth ions result in very
different absorption spectra. Absorption spectra, due
to transition metal ions, are characterized by broad
bands and are frequently accompanied by charge
transfer bands, due to the same ions, while the bands
due to absorption of light by rare earth ions are very
sharp and are not accompanied by charge transfer
absorption bands.

Iron oxide was probably the first, and is still the
most widely used additive for production of glasses
which primarily transmit light in the visible portion of
the spectrum. A large, broad absorption band due to

ferrous ions is centered at <1050 nm in common
soda-lime-silica glasses. The tails of this band extend
into the visible portion of the spectrum, allowing
passage of the blue-green portion of the spectrum, but
absorbing much of the red light, and to wavelengths
in excess of 2000 nm, absorbing much of the near
infrared spectrum.

Ferric iron produces relatively small ligand-field
absorption bands in the region from 380 to 440 nm.
These bands remove most of the blue part of the
spectrum, allowing passage of light with longer
wavelengths. Both ferrous and ferric ions also display
charge transfer bands in the ultraviolet, effectively
eliminating transmission of light with a wavelength
,300 nm. Glasses containing enough iron oxide, to
effectively eliminate both ultraviolet and near infra-
red transmission, exhibit various shades of green,
depending on the ratio of ferrous to ferric ions
present. Melting under strongly reducing conditions
yields blue-green glasses, whereas melting under
strongly oxidizing conditions yields yellow-green
glasses. Glasses containing ^0.5 wt% iron oxide
are used in windows of automobiles to minimize the
amount of ultraviolet and infrared radiation entering
the passenger compartment.

Copper oxide is also used to remove a portion of
the near infrared spectrum from sunlight and to
produce glasses which transmit in the green and blue
region. The primary ligand-field absorption band of
copper is due to cupric ions and is located near
800 nm. This band in similar in shape to that due to
ferrous ions, with tails extending into the visible and
near infrared regions of the spectrum. The shift in
band position toward the visible, however, results in
less absorption in the infrared and more in the visible
than for ferrous iron. As a result, glasses containing
copper are more strongly colored than those contain-
ing ferrous iron and are less effective filters for
infrared light. Glasses colored with cupric ions can be
used to produce a transmission window from about
350 to 600 nm in soda-lime-silica glasses. Cuprous
ions do not create any significant absorption bands.

Glasses containing hexavalent chromium, which
must be produced in a strongly oxidizing environ-
ment, effectively remove ultraviolet light between 300
and 400 nm, but allow transmission of ultraviolet
light in a narrow range centered around 300 nm.
A small tail of the charge transfer band due to
Cr6þextends into the visible, producing a yellow-
green glass. The presence of a set of much weaker
ligand-field bands, centered around 650 nm due to
trivalent chromium, also contributes to the green
color of these glasses. Combining chromium with
copper ions in a glass yields a filter with a small
transmission window centered at about 520 nm.

Figure 1 Transmission spectra for bandpass filters with a large

bandwidth (solid line), medium bandwidth (dashed line), and

narrow bandwidth (dot dash line).
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Combination of chromium with iron results in
suppression of both hexavalent chromium and
ferrous iron, yielding a green glass without either
the strong ultraviolet absorption of hexavalent
chromium or the strong near infrared absorption of
ferrous iron.

Manganese oxide can be used to produce bandpass
filters which block most of the visible, but allow
transmission of ultraviolet and infrared light.
Addition of manganese ions to a glass results in a
set of absorption bands with a maximum intensity at
about 500 nm and a tail extending to around 900 nm.
Since these ions do not absorb in the ultraviolet, the
transmission spectra of these glasses has a window
between about 300 and 400 nm, which overlaps the
transmission window due hexavalent chromium. The
absorption bands due to manganese ions are rela-
tively weak, so that concentrations of manganese
oxide in excess of 1 wt% are needed to effectively
block visible transmission.

Cobalt oxide is the strongest colorant of the oxides
of 3d transition metals. A small addition of cobalt
oxide to silicate glasses creates strong absorption
bands between about 450 and 700 nm. The optical
window of these glasses in the ultraviolet is centered
near 380 nm and is somewhat broader than that of
glasses containing manganese oxide, which have
similar spectra. Since cobalt oxide is such a strong
absorber, black glasses are easily produced by use of
cobalt oxide in combination with other oxides. If
cobalt oxide is combined with nickel oxide, the
resulting glass retains a bandpass in the ultraviolet,
while combining cobalt oxide with iron oxide, which
has a complementary absorption spectrum, yields a
black glass which also effectively eliminates trans-
mission in the ultraviolet and near infrared.

The optical spectra of glasses containing most rare
earth ions are characterized by sharp absorption
bands. Some rare earth ions create spectra with many
absorption bands, while others display only a few
bands. The band structures which result from rare
earth ions are not particularly useful for creation of
bandpass filters, although Yb3þ ions do effectively
remove light around 1100 nm, without absorbing
light in the rest of the spectrum.

While not commonly used for filters, glasses
containing rare earth ions have been used for
wavelength calibration standards for uv-vis spectro-
photometers. A common wavelength standard called a
‘didymium’ glass contains a combination of neody-
mium and prasedymium oxides. Since the optical
spectrum from each of these ions contains many sharp
bands, these glasses provide known wavelengths for
absorption bands over a wide region of the spectrum.
Neodymium ions, which have absorption bands near

the D line of sodium, are used in goggles for eye
protection for glassblowers, to remove the intense
yellow light resulting from the sodium in the glass.

Interference Filters

Interference filters are a special case of bandpass
filters which are created by application of dielectric
films to glass substrates. The dielectric films are
deposited on a glass substrate in alternating layers of
high and low refractive index materials. The combi-
nation of refractive indices and thickness of the
dielectric films determines the wavelength regions
where constructive and destructive interference occur,
i.e., those wavelength regions which will transmit or
reflect the incident light. Since the choice of materials
will control the indices, production of filters for
different wavelengths usually relies on deposition of
layers of differing thicknesses.

These filters can be produced with very narrow
bandwidths ( 1̂0 nm) or with broader bandwidths
(commonly 5̂0 or 8̂0 nm). The peak transmission
frequently does not occur at the midpoint of the
bandwidth. Since the wavelengths for constructive
and destructive interference depend upon the path
length through the dielectric layers, these filters are
extremely dependent upon the incident light angle,
with a shift toward lower wavelengths for incident
angles other than normal to the filter surface.
Interference filters typically reduce throughput of
light as compared to absorption-based bandpass
filters, but provide for much narrower transmission
windows. If the dielectric layers are deposited in such
a manner that their thickness varies along the length
of the substrate, interference filters can be produced
with a continually varying central transmission
wavelength along the length of the substrate. While
convenient for applications, which might otherwise
require several filters of different central wavelengths,
these linearly variable interference filters are much
more expensive than those designed to block specific
wavelengths.

Dispersion Filters

Dispersion filters are based on the passage of light
through a medium consisting of a matrix material and
dispersed, very small particles of a material which has
a very different dispersion curve. The original version
of these filters, called a Christiansen filter, consists of
small glass particles with a controlled particle size
suspended in a liquid. The dispersion curve for the
glass is much less wavelength-dependent than that of
the liquid. Transmission of light occurs at the
wavelength where the refractive index of the glass
and the liquid are equal, while light of other
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wavelengths is scattered. Since the refractive index of
a typical liquid is highly temperature sensitive, the
transmitted, or peak, wavelength can be shifted over a
wide region by controlling the temperature of the
mixture. The bandwidth of dispersion filters can be
very narrow (,^10 nm).

The large temperature dependence of the tra-
ditional dispersion filter can be useful in that it
provides an optical filter with an adjustable peak
wavelength. On the other hand, this sensitivity to
temperature also results in a serious control problem,
since a temperature change of only a few degrees can
shift the transmission window by up to 100 nm. This
problem can be decreased or even eliminated by
making a solid dispersion filter using two glasses of
different dispersions, with one glass distributed in the
other, or a glass dispersed in some other transparent
solid such as a polymer with a similar thermal
expansion coefficient. Since the refractive index of
solids tends to vary with thermal expansion coeffi-
cient, these solid state dispersion filters can be almost
temperature independent.

Neutral Density Filters

Neutral density filters are used to reduce the
throughput of light to some desired value over a
wide spectral region. Gray glasses are used to reduce
the intensity of light from a bright source such as the
sun. Black glasses are used to completely block light
in the visible region. Neutral density filters can be
produced using a combination of transition metal
ions or by use of optical coatings. They are
characterized by their percent transmission, range of
wavelength where the transmission is constant, and
the ‘ripple’, or spectral flatness, within the designated
spectral region (Figure 2).

An approximation to a neutral density filter for
visible light is often created by combining the
absorptions in the ultraviolet and near infrared
from ferrous and ferric ions, with the multiple
absorption bands centered in the region of 500 to
600 nm due to divalent cobalt ions. While the
resulting absorption spectrum displays small ripples
throughout the region from 350 nm to beyond
1200 nm, the transmission of the glass can be
controlled to within a few percent by the proper
balance of ferric and ferrous ions combined with the
desired concentration of CoO. These glasses are
generally gray, or, if enough of iron and cobalt oxides
are present, black. Combination of CoO with NiO
can produce similar filters covering a smaller wave-
length range which maintain transmission in the
ultraviolet. Filters with different transmission values
can be produced by either varying the composition of
the glass or by use of different glass thicknesses. A
continuously graded neutral filter can be produced
from a single piece of glass by etching or polishing to
form a wedge. With more effort, a step-graded filter
can be produced by etching or polishing to form
sharply delineated thickness steps along the length of
a glass plate.

Neutral density filters can also be produced by
coating a glass substrate with a metal film. Coated
neutral density filters have less ripple than absorptive
filters based on iron and cobalt oxides dissolved in the
glass. In order to produce a constant transmission
throughout the desired wavelength region, the metal
used (commonly inconel) should have a constant
reflectance across the desired wavelength region. Use
of a metal with a varying wavelength dependence in
its reflectivity, such as silver, will result in a
wavelength dependent transmission. Continuously
graded neutral filters can be produced by varying
the thickness of the film along the length of a strip
of glass.

Longpass/Shortpass Filters

Longpass filters are designed to pass light with
wavelengths longer than the specified cutoff value.
They are frequently used to block ultraviolet light
while transmitting visible light or to block visible
light while transmitting infrared light. Shortpass
filters provide the opposite effect, i.e. they pass light
with wavelengths shorter than the specified cutoff
value, while blocking light with longer wavelengths.
Shortpass filters are often used to block passage of
heat (infrared light), while allowing transmission of
visible light (Figure 3).

Ultraviolet blocking longpass filters can be pro-
duced by varying the basic composition of a glass or

Figure 2 Transmission spectra for neutral density filters with

different % transmission.
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by addition of specific ions which absorb strongly in
the ultraviolet. Varying the primary glassforming
oxide can alter the ultraviolet cutoff frequency of a
glass. Vitreous silica, for example, has an ultraviolet
cutoff beyond 200 nm, so that it is a very effective
transmitter of ultraviolet light. Vitreous germania, on
the other hand, has an ultraviolet cutoff near 400 nm,
so that it acts as an effective longpass filter for most
ultraviolet light. While vitreous silica is widely used
as an optical material, the poor chemical durability of
vitreous germania prevents its use in most optical
applications.

The ultraviolet cutoff wavelength of silicate glasses
is shifted toward the visible by addition of alkali and
alkaline earth oxides to silica. The addition of these
oxides creates nonbridging oxygens in the vitreous
network, which shift the ultraviolet cutoff toward the
visible. These glasses are effectively opaque beyond
their cutoff wavelength, creating longpass filter
glasses with cutoff wavelengths which vary with the
nonbridging oxygen concentration. Impurities such
as iron or copper can also reduce the ultraviolet
transmission of silicate glasses due to the creation of
charge transfer bands, producing longpass filters with
cutoffs in the range of 250 to 300 nm.

Longpass filters with tightly controlled ultraviolet
cutoff wavelengths are often made by adding either
cerium or a combination of cerium and titanium
oxides to silicate glasses. Additions of cerium oxide
result in a strong absorption band near 320 nm,
which provides protection from ultraviolet light.
Cerium also is routinely used to reduce radiation-
induced coloration of glasses exposed to high energy
radiation. An absorption band due to trivalent
titanium also serves to cut off ultraviolet light, while
producing a yellow glass. The use of a combination of
cerium and titanium produces a very effective

ultraviolet filter which eliminates transmission of
almost all ultraviolet light.

Long bandpass absorption filters can also be
based on precipitation of colloids of metals or
semi-conductors in an otherwise colorless glass.
The glasses are initially prepared in a colorless
state, with the materials which will form the
colloids dissolved as ions. The glasses are then
reheated into the glass transformation region,
where the desired ions are reduced to the atomic
state and precipitated as colloids. Since this process
is known as ‘striking’, these filters are known as
striking filters. Colloids can be produced by
striking from several elements, including silver,
gold, copper, arsenic, antimony, lead, and bismuth,
and from a number of compounds, including the
cadmium chalcogenides and ZnS.

Formation of silver colloids in common soda-
lime-silicate glasses results in a very strong optical
absorption band centered near 400 nm. Glasses
containing silver colloids are yellow, with a
bandpass window in the ultraviolet. Since these
glasses absorb so strongly at a wavelength com-
monly used to irradiate photosensitive polymers in
the production of electrical circuit boards, they are
frequently used for the production of beam masks.
A pattern of silver colloids is easily produced in the
surface of common float glasses by depositing
metallic silver through a mask onto the surface of
the glass and then heating the glass to 500 8C for a
short time.

Copper can also be used to form longpass filters
with a cutoff in the red portion of the spectrum by
a similar process to that used to form the silver
colloid filters. In this case, it is necessary to use a
copper salt in place of the metallic silver, but the
remainder of the process is essentially the same
(Figure 4).

Figure 3 Transmission spectra for longpass filters with different

cutoff wavelengths.

Figure 4 Transmission spectra for longpass filters containing

silver or copper colloids.
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Precipitation of semi-conducting colloids contain-
ing CdS, CdSe, and CdTe in silicate glasses results in
sharp cutoffs in the range from the near ultraviolet to
the near infrared. The cutoff is the direct result of the
bandgap of these crystallites. Since these materials
form a broad series of solid solutions, the desired
cutoff wavelength can be obtained by use of an
appropriate mixture of two of these compounds in
the glass batch. Glasses containing only CdS, for
example, have cutoffs in the range of 400 to 500 nm.
Combining CdS with CdSe will shift the cutoff
toward the infrared, with cutoffs in the range of
500 to 700 nm. Combining CdS with CdTe produces
glasses with cutoffs near the edge of the visible region.
Use of CdTe alone results in filters with cutoffs
around 800 nm.

While the most common explanation for the shift
in the cutoff in glasses containing the cadmium
chalcogenides is based on solid solution arguments,
it has been shown that the size of the particles also
strongly affects the position of the cutoff for glasses
containing CdSe. In this case, the energy gap, which
determines the cutoff wavelength, varies inversely
with the square of the particle size.

Glasses containing CdS and ZnS can be heat-
treated to form filters with cutoffs in the range from
340 to 518 nm. Heat treatment at lower temperatures
yields CdS colloids, with a cutoff around 500 nm. At
higher heat treatment temperatures, the absorption
edge shifts toward the ultraviolet, approaching the
value of 340 nm representative of the lattice absorp-
tion of ZnS. This behavior has been interpreted as
indicating that CdS crystals precipitate at lower
temperatures, while at higher temperatures, solid
solution crystals of ZnS and CdS are formed.

Colloids of arsenic, antimony, bismuth, and lead
form less interesting filter glasses. The optical proper-
ties of these metals are such that there is no sharp
cutoff wavelength. Growth of colloids produces
wavelength-dependent scattering, with a long tail
extending into the visible or infrared. These glasses
can be produced in colors ranging from light tan to
black by progressive heat treatments of the originally
colorless glasses in hydrogen. The hydrogen serves to
reduce the ions to the atomic state. The atoms then
diffuse to form colloids. The growth process creates a
sharp interface between the colored and colorless
region of the glass, which can be used to produce
windows for visible light of highly transmitting glass
surrounded by essentially opaque glass.

Absorber Glasses

Glass filters are used to remove unwanted wave-
lengths from light. When the application is less

demanding than those of complex optical devices or
systems, the glasses are commonly called ‘absorbers’
rather than filters. These applications usually involve
protection of humans or materials from damage by
light, for example, sunglasses and goggles for welders
and glassworkers, or to enhance the environment by
controlling the entrance or exit of ultraviolet and
infrared light. Most of these applications are vari-
ations on the filters discussed above.

The most common use of glass as an absorber
for both protection from damage and enhancement of
the environment is found in the soda-lime-silicate
glasses used as windows in buildings and auto-
mobiles. The presence of a relatively large concen-
tration of iron oxide provides absorption in both the
ultraviolet and infrared regions of the spectrum. Since
glasses containing iron do absorb some light in the
visible, a compromise between total absorption of
unwanted, nonvisible light and the desired visible
light must be made. As a result, these glasses usually
contain between 0.5 and 2 wt% iron oxide. Changes
in melting conditions which alter the ratio of ferrous
to ferric ions in the glass are used to tune the glass for
specific applications. While these glasses are techni-
cally broad bandpass filters, their common appli-
cations are based on the favorable location and
bandwidth of their transmission window, which
roughly corresponds to the visible region.

Iron is also used for protection from ultraviolet and
infrared radiation in welder goggles. These glasses
contain much more iron (up to 8 wt% or more) than
those used for windows, since the demand for
protection from the intense light created in welding
is much greater. The high absorption coefficient for
infrared light results in considerable heating of the
glass during lengthy use. A thin film of gold is often
applied to the glass to reflect infrared radiation and
reduce heating of the glass.

Other absorber applications are more demanding
in terms of absorption wavelength. As mentioned
earlier, glasses containing neodymium have a strong
absorption band at the wavelength of the yellow
sodium emission line. These glasses transmit visible
light at other wavelengths, allowing their use by
glassblowers, who need to be able to see the unheated
part of the glass and their immediate surrounding
area, while simultaneously reducing the intense
yellow light given off by the sodium in the glasses
normally used for glassworking.

Protection of the eye from laser radiation is even
more demanding due to the very high intensity over
very narrow wavelength ranges. Common ultraviolet
longpass filters are usually satisfactory for absorption
of light from ultraviolet lasers. Specific ions must be
added to glasses to provide protection from many
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visible and near infrared lasers, since the glass must
simultaneously permit transmission of visible light of
other wavelengths and total absorption at the laser
wavelengths. Light from lasers which operate in the
far infrared is readily absorbed by most glasses, since
the infrared cutoff of oxide glasses lies around 5
micrometers. Great caution should always be used in
selecting glasses for eye protection from lasers. No
assumptions regarding the degree of protection
should ever be made without insuring that the
glass is designed for the conditions under which it
will be used.

See also

Optical Coatings: Thin-Film Optical Coatings. Optical
Materials: Optical Glasses.
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Introduction

The term heterogeneous materials – being a quite
diffuse classification of matter with discrete building
units of different kinds, irrespective of their sizes – is
defined here by scaling these inhomogeneities in
relation to optical light wavelengths. Matter consist-
ing of atoms in a regular structural order (or,
alternatively, in fully statistical disorder) is classified
as homogeneous since the inhomogeneities are too
small to effect optical fields. This applies to crystal-
line, liquid, and glassy or amorphous matter likewise.

All geometrical/topological and chemical hetero-
geneities on a larger length-scale than the atomic
scale, i.e., single crystallites, organic macromolecules,
domains, extended lattice defects, clusters, and
nanoparticles of chemical compositions differing
from their host material, etc., result in a macroscopic
material that is heterogeneous, in optical properties
and optical experiments. Examples are multilayer-
structures, heterogeneous in one dimension, three-
dimensional heterogeneous composites, i.e., isometric

building units distributed in some homogeneous host
(photographic systems, drugs, cosmetics, color pig-
ments in binders, etc.), and three-dimensional het-
erogeneous densely packed systems (poly- or
nanocrystalline materials, ceramics, or nanoceramics,
etc.).

The materials most intensively investigated, in the
field of nanoscience, represent a subclass of hetero-
geneous materials.

Most of the common materials in our everyday
environment have heterogeneous structures, often on
larger characteristic size-scales. More generally,
heterogeneous materials are so widespread that they
are much more frequent than homogeneous
materials. Some more examples, relevant for their
optical properties, may illustrate this: pigment colors,
photovoltaic composites, aerosol-systems, hydrosol-
systems, many minerals, photonic crystals, island
film devices, nanosensors, special biosystems, and
polymer-systems. Most interesting optical features
arise when these inhomogeneities are below or of the
order of light wavelengths. Recent research has
concentrated on a narrow size region on the lower
nanometer scale where many-atoms-systems change
from molecular to solid-state behavior with increa-
sing sizes. This ‘transition’ is accompanied by
drastic changes of almost all physical and chemical
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properties, hence these properties develop strong
dependences on particle size in that size region, and
materials with uncommon properties can be
developed.

In contrast to the widespread applications and
research perspectives, the basic theoretical under-
standing of heterogeneous material is generally still
poor. One reason is that, since the beginning of the
development of optics as a science, the homogeneous
materials like glass, water, etc. were preferentially
treated since they were easier to describe theoreti-
cally. Another reason is the extremely wide variability
of existing heterogeneous structures usually based
upon low symmetries. This variability is too large,
and the resulting optical properties too complex and
multifarious to enable a general and uniform descrip-
tion of heterogeneous matter on a quantitative level,
like the one successfully developed for the much
simpler topology of homogeneous crystals.

Qualitative general features, however, can be
obtained from investigations of model systems, with
especially simplified topological structures. In the
following we describe the model system of nanopar-
ticle/host-matter (or, synonymously, cluster-matter),
which is based upon nanoparticles/clusters packed
closely in a host material, thus forming macroscopic
or microscopic heterogeneous many-particle systems.

Even this model system exhibits broad variability of
topologies and of chemical compositions, as shown in
Figure 1.

The restriction in the present contribution to this
topologically simple model system appears to be
justified by the fact that the optical properties
discussed below for this system are also qualitatively
characteristic of other arbitrary heterogeneous
materials. We also admit that the nanos may consist
of a nucleus and a surrounding shell of different
structure and/or different material.

Heterogeneous matter can be defined by its
heterogeneous building units and by the borders of
these units and by the host material and the borders
between building units and host, i.e., the internal
interfaces.

It is a general feature that structures are visible
because of property changes at their terminating
borders: borders create structures, and structures
require borders. The more refined the structures are,
the more increases the topological extent of the
borders. This means that when sizes of building units,
for example, in cluster matter decrease, the relative
amount and the effects of surface/interface regions
increase. Such interfaces in heterogeneous matter
are not two-dimensional (as suggested by the
term ‘interface’) but consist of three-dimensional

Figure 1 Examples of heterogeneous nanoparticle/host materials. Left: possible material combinations of the three building units:

cluster, shell, matrix. Right: some examples of sample topologies.
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interlayers, the atomic and electronic structure and
the chemical composition of which are usually in
complex disorder. In the case of very small particles
the interface volume can easily exceed the volume of
the building units themselves. There are, however,
also examples where the atomic arrangement forms
regular interfaces, such as at coherent grain
boundaries.

Hence, heterogeneous materials are characterized
by various building units, homogeneous matrices and
the interface regions. To describe them, we will focus
on our introduced model system of nanoparticle/host
matter, where we further specialize to spherical
shapes of the particles.

The investigation and description of optical proper-
ties of heterogeneous materials have to deal with the
interior of the building units, e.g., characteristic
optical size effects, and with the interfaces, e.g.,
optical interface effects. The importance of both
increase with decreasing characterizing structural
lengths. The role of the host materials, when present,
can be different, depending on their concentration: in
dilute particle systems they may act as bulk-like
homogeneous matter (e.g., the electrolyte in colloi-
dal liquid systems); at low amounts, the host may
also develop size effects (e.g., the water layers in
the opal).

General Optical Properties

Among the experimental characterization methods
most frequently applied to heterogeneous matter, the
optical ones are essential, ranging from spectroscopy
in the frequency domain (from FIR to UV), to
femtosecond analysis in the time domain.

Optics can mean physical optics, i.e., the science of
optical material properties, including light emission
(the ‘active’ properties) and light absorption (the
‘passive’ properties), and instrumental optics, i.e.,
special experimental techniques based upon propa-
gation of light to analyze such samples.

The most usual experiments for the investigation
of linear optical response are refraction, absorption,
reflection, and elastic scattering. Also, there are the
emission responses and the broad field of nonlinear
optical responses.

Refraction, reflection, and absorption are typical of
homogeneous matter. Elastic light scattering, on the
other hand, can be used to define optical hetero-
geneous matter, since elastic scattering is a direct
consequence of the existence of interior interfaces
forming deviations from the homogeneous structure.
While the grainy structure on the atomic level in
homogeneous matter does not give rise to disturb-
ances of the shape of a plane interacting optical wave,

this does occur with heterogeneous matter. Each
inhomogeneity gives rise to a wavefront deformation
and, hence, to light scattering. Scattering spectra and
intensities provide important information about the
heterogeneous material, so such optical methods are
frequently used for its identification.

Besides scattering, the electrical charging of the
interior interfaces induced by the light field, can lead
to spectacular multipolar optical absorption features,
unseen in related macroscopic homogeneous
materials, such as Mie resonance, discussed below.

The optical properties of our model system are
composed of various contributions which all act
together in a complex way, which can be described as:

1. the optical properties of the single building units.
In the case of solid state units, they are character-
ized by the optical material properties, frequency
dependent and, generally, complex dielectric
function 1ðvÞ or, alternatively, the (generally
complex) refraction index nðvÞ; which, in the
nanometer-size region, both develop strong vari-
ations with size.

2. the optical interactions among all building units in
the sample. There are different effects:

. interference effects among the scattering radi-
ation of the units;

. electromagnetic coupling effects;

. the contributions of host materials, if present;
and

. the interactions between heterogeneous build-
ing units and host.

The Optical Nanoparticle Resonances
(Mie Resonances)

Metallic and semiconductor nanoparticles can exhi-
bit special, spectrally selective absorption and scatter-
ing bands which do not have counterparts in the
molecular state, in thin film structures, or in the
extended bulk. They represent the most spectacular
optical properties of matter with nanosized hetero-
geneities. Therefore they will now be treated in more
detail in the frame of our model material of spherical
inclusions in a homogeneous embedding medium. We
begin with a comparison to thin film structures.

The interband transitions (in Ag below 325 nm) are
almost equal in both spectra shown in Figure 2, of a
thin Ag film and spherical Ag nanoparticles, respect-
ively, while above 325 nm the flat relaxator spectrum
of the conduction electrons in the metal film differs
strongly from the oscillator spectrum of the same
electrons in the clusters. The inset demonstrates the
excitation of the dipolar surface oscillator mode by
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incident polarized light. This figure exemplifies the
above-mentioned effect that charging of interfaces by
the incident electromagnetic lightwave can give rise
to electromagnetic multipole resonances, the Mie-
resonances.

The monotonic conduction electron absorption
spectrum of the thin film, ranging from UV to zero
frequency (the dc current), is thereby compressed in
the nanoparticles into the narrow Mie-absorption
band with peak position in the blue, containing
almost the whole oscillator strength of the conduc-
tion electrons. In particular, the Ag-spheres are
therefore transparent in the low frequency region,
and if we assume the conductivity according to the
Drude model as being definitive for a metal, we must
assume that these particles are no longer metallic. The
conduction electrons no longer follow the Drude
relaxator behavior; instead the narrow peak indicates
the properties of an oscillator.

The origin of this oscillator and its excitation can
be described, being a quantum phenomenon; due to
the incident electrical field, the electron plasma, the
‘electronic particle’, is shifted against the fixed ionic
background, the ‘ionic particle’, causing surface
charges modulated with the light frequency. The
surface charges produce restoring forces to the
plasma, following the periodic field strength, which
is the condition required for oscillator behavior. As
every free oscillator the particle develops resonances
at special eigenfrequencies, and in the case of our
metal clusters these are close to the peak frequency of
the Mie-absorption, the oscillations of which not
being free but forced by the incident field. Analogous
to the mechanical case, the resulting resonance
frequencies of free and forced oscillations differ
slightly. To distinguish them, Mie resonances in
metallic particles, coupled to the external electro-
magnetic field, are called plasmon polaritons.

In the frame of classical electrodynamics each
single particle in the heterogeneous material acts as
a spherical nano-antenna. This acts as receiving

antenna by absorption and, as with every other
kinds of antenna, simultaneously becomes a transmit-
ting antenna by re-radiating elastically scattered light.

In the case of Cu, Ag, and Au, and many other
metals, these absorption frequencies are in the visible,
hence beautiful colors appear. However, there are a
lot of metals where this oscillator is overdamped due
to low electron mobility. Under particular conditions,
such resonances also occur in semiconductor nano-
particles, but due to the lower charge densities, in the
IR. At weak fields, the optical response of the
oscillator is linear. At higher fields it becomes
nonlinear, and thus second and higher harmonics
can be excited.

Such unique collective excitations are not restricted
to electrons but also spherical surface phonon
polaritons can be excited if the particles are non-
metallic (in this case, free electron excitations do not
cover the spectral region of phonon excitations).
Only in the most simple case of particles which are
extremely small compared to wavelength ðR=l #

1=20Þ; the dipolar mode of excitation described so
far (i.e., homogeneous polarization of the whole
particle) comprises the whole response. For larger
particle sizes, a complicated, nonhomogeneous
polarization of the whole particle occurs, which can
be described by an orthogonal multipole expansion,
i.e., multipolar oscillations. The according size ðR-Þ
dependent multipolar contributions, which are
excited simultaneously and sum up to the total
optical response. Further complications arise in larger
particles by retardation-induced phase shifts of the
lightwaves along the particles.

A complete description of this complex multipole
excitation was given by Gustav Mie on the basis of
classical electrodynamics. Mie’s theory is the exact
solution within the frame of Maxwell theory for
spherical symmetry, as are the Fresnel-formulae for
the planar geometry. However Mie’s theory does not
describe exactly the conditions which we observe in
real heterogeneous systems, hence several extensions
of Mie’s theory will be presented in the section
entitled Beyond Mie’s Theory, below.

Mie’s theory also gives some qualitative insight into
the optical behaviour of other kinds of heterogeneous
matter. A highly abridged summary of this theory will
be presented below.

The Theory of Mie

In the following, an outline of the Mie theory for one
spherical particle is given by listing the mathematical
steps:

1. Introduction of spherical coordinates r; u; f:

Particle radius R;

Figure 2 Comparison of absorbances of a thin Ag film and

spherical small Ag nanoparticles.
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2. Incidence of a plane, monochromatic, harmonic
electromagnetic wave (circular frequency v;

wavelength l);
3. Solution of Maxwell’s equations for the incident

and scattered fields in the surrounding
dielectric host medium with (real) dielectric
constant 1matrix, and in the interior of an arbitrary
spherical particle of (complex) dielectric
function 1ðvÞ:

There are two solutions for transverse fields:
one with the radial component of the electric field
Er ¼ 0; called ‘transverse electric (TE) solution’,
and one with the radial component of the
magnetic field Hr ¼ 0; called ‘transverse magnetic
(TM) solution’. These solutions can be obtained
in terms of vector spherical harmonics which can
be derived from corresponding scalar potentials
PE and PH: These are solutions of the Helmholtz-
equation:

72PE;H þ K2
transverse £PE;H ¼ 0;

K2
transverse ¼ 1transversev

2
=c2

½1a�

In spherical coordinates, the Helmholtz equation
is solved by a separation of variables ansatz and a
multipole expansion, yielding an infinite number
of independent partial solutions with multipolar
order L; the TM partial waves or ‘electric partial
waves’, and the TE partial waves or ‘magnetic
partial waves’.

A third solution, the potential G, that only
affects the electric field, can be found as the
solution of

72G ¼ 0; 1longitudinal ¼ 0 ½1b�

and represents longitudinal excitations in the
particle.

4. Boundary conditions at r ¼ R :

for the transverse fields:

Eincident
u þ Escattered

u ¼ Einterior
u

Eincident
f þ Escattered

f ¼ Einterior
f

½2a�

Hincident
u þ Hscattered

u ¼ Hinterior
u

Hincident
f þ Hscattered

f ¼ Hinterior
f

½2b�

for the longitudinal fields:

Eincident
r þ Escattered

r ¼ Einterior
r

ðSauter–Forstmann conditionÞ

½3�

The linear response function of the particle
material used here, is 1; where 1 ¼ 11 þ i12 is
averaged over the particle volume, including the
surface–interface region.

The magnetic permeability m is set 1 for the
investigated high frequency regions.

5. Computation of cross-sections for extinction,
scattering, and absorption from Poynting’s law:

. Extinction, i.e., the sum of absorption and
scattering losses:

sext ¼
2p

k2

X1
L¼1

ð2L þ 1ÞRe{aL þ bL} ½4�

. Elastic scattering:

ssca ¼
2p

k2

X1
L¼1

ð2L þ 1Þ
�
laLl

2
þ lbLl

2�
½5�

. Absorption, i.e., the energy dissipation (pro-
duction of heat and thermal radiation):

sabs ¼ sext 2 ssca ½6�

L indicates the multipolar order of the Mie
resonances.

The coefficients aL and bL; following from the
Maxwell boundary conditions for transverse fields,
are

aL ¼
mcLðmxÞc 0

LðxÞ2 c 0
LðmxÞcLðxÞ

mcLðmxÞh 0
LðxÞ2 c 0

LðmxÞhLðxÞ
½7a�

bL ¼
cLðmxÞc 0

LðxÞ2 mc 0
LðmxÞcLðxÞ

cLðmxÞh 0
LðxÞ2 mc 0

LðmxÞhLðxÞ
½7b�

with m ¼ 2x=nMatrix; where m denotes the complex-
valued index of refraction of the particle 1 ¼ n02 and
nmatrix the real-valued index of refraction of sur-
rounding medium. k is the wavevector and x ¼ k·R;

the size parameter. CLðzÞ and hLðzÞ are Riccati–
Bessel functions of the first and third kind. The prime
indicates differentiation with respect to the argument
in parentheses. Including longitudinal fields, eqn [7]
will be slightly modified.

Applying Lambert–Beer’s law, these cross-sections
are related to the absorption-, scattering-, and
extinction-constant AðvÞ; SðvÞ; and EðvÞ; respect-
ively, and the resulting intensity loss DI of a
many-particle system of number-density Z of the
(noninteracting) particles, is

DI ¼ I0

�
1 2 expð2Z·sext·dÞ

�
;

d ¼ sample thickness

½8�
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Figure 3 gives a compilation of some spectra of
general interest determined by evaluating Mie’s
theory.

Beyond Mie’s Theory

Application of Mie’s theory to experimental results is
disappointing because, in most cases, quantitative
coincidence is not obtained. One reason is that the
simple assumptions incorporated either in Maxwell’s
theory or in Mie’s derivation are not met by reality.

Mie’s theory does not apply, if:

1. particle sizes in a diluted cluster matter sample are
not uniform;

2. particle shapes differ from the sphere;
3. 1matrix varies with frequency, 1matrixðvÞ

4. cluster-dependent dielectric functions differ from
the according functions of the bulk;

5. the (step-function like) Maxwellian boundary
conditions at the particle-matrix interface are not
applicable;

6. dielectric functions of particles and/or matrix are
nonlinear;

7. surrounding/embedding matrix material is
absorbing;

8. particle structures are heterogeneous (core-shell
structures, multi-grain clusters, etc); and

9. particles form close-packed aggregates instead of
being well-separated, and hence, electromagnetic
coupling among particles is important.

Of course, this list may be continued. Regarding
realistic samples, it is obvious already from these
deviations that quantitative correspondence between
experiment and Mie theory usually cannot be
expected. But, over time, each of these extra effects
has been treated and included into extensions of Mie’s

Figure 3 Mie extinction spectra of various particle materials. 2R ¼ 10 nm: The clusters are embedded in matrix materials with

dielectric constants between 1 and 10, which are indicated for each spectrum. Obviously, the peak structure of the spectra strongly

depends on the matrix.
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theory, which should therefore be applied, instead of
the original theory. In the following several of these
effects will be treated in some detail.

Particle Shapes Deviating From the Sphere

Even metals of high structure-symmetry, like the fcc-
Au, can yield nanoparticles with low symmetry
habits. Figure 4 shows Au nanoparticles with exotic
shapes ranging from triangle and hexagonal platelets
over fivefold symmetry multitwin-particles to rodlike
shapes. The majority of particles are multigrain
structures of irregular isometric shapes.

Multishell Particles

In experiments, particle surfaces often react chemi-
cally with the surrounding media, thereby forming
compound shells. Core/shell structures can be clearly
visible in the optical absorption spectra. Figure 5
shows, as an example, the absorption spectra of
nanoparticles of Ag core/Au shell and of Au core/Ag
shell, respectively with varied shell thicknesses.

Resonances will also occur, e.g., in metal-coated
dielectric particles. An example is shown in Figure 6,
with extinction spectra of silver-coated titanium-
dioxide particles, computed by an extension of Mie’s
theory.

Aggregates of Nanoparticles with Electrodynamic
Particle–Particle Coupling

The optical extinction and scattering spectra of
many-particle systems with dense packing forming
aggregates (see Figure 4) are strongly influenced by
electromagnetic interactions: each particle feels the

Figure 4 Chemically (Esiguondy method) produced Au clusters

with extraordinary variety of different shapes. (Of special interest

are the small particles of five-fold symmetry.) Mean sizes of the

irregular, almost spherical particles: 36 nm.

Figure 5 Measured extinction spectra of (a) silver-coated gold

particles (gold core 2R ¼ 17 nm; shell thickness varying from

d ¼ 0 to d ¼ 3:6 nm from top to bottom), and (b) gold-coated

silver particles (silver core 2R ¼ 18 nm; shell thickness varying

from d ¼ 0 to d ¼ 5 nm from bottom to top).

Figure 6 Calculated extinction spectra of spherical silver-coated

titanium dioxide particles. The shell thickness is kept constant at

d ¼ 10 nm; the core sizes amount to 2R ¼ 30 nm; 50 nm, and

80 nm, respectively, as indicated in the graph.
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scattering near fields of all its neighbors, which give
rise to splitting, broadening, and shifts of resonances.
This is clearly demonstrated with colloidal Ag and Au
particles in Figure 7.

The splitting, broadening, and shifts can be
assigned to the shape and size of the resulting
many-particle aggregates. An example for the influ-
ence of the topology of the many-particle system is
given in Figure 8 with extinction and scattering
spectra of silver particle aggregates of N ¼ 5 identical
silver particles with 2R ¼ 40 nm; which were com-
puted by the Generalized Mie Theory (GMT). As a
rough rule-of-thumb, such electrodynamic coupling
effects of the oscillators only can be ignored if the
smallest next neighbor center-to-center distance dcc

exceeds dcc < 5·R:

Size Effects

The extraordinary practical success of Mie’s theory is
based upon the fact that this example of classical
electrodynamics enables us to compute numerically
the optical response for arbitrary realistic particle
materials. In contrast quantum theoretical calcu-
lations are restricted, beyond the molecule-solid state
transition, to jellium and jellium-related hypothetical
material.

Classical electrodynamics, being a phenomenolo-
gical theory to describe light propagation, does not

yield information about optical material properties.
These enter via the dielectric functions inserted into
the Maxwell boundary conditions. They must be
taken from elsewhere, such as from experiments or
from quantum solid state theory model calculations.
This twofold basis of Mie’s theory is illustrated in
Figure 9.

There are two different sources for particle size
dependences of the optical extinction spectra:

1. The electrodynamics: the larger the particles, the
larger are the number of contributing multipoles
and the influences of retardation effects, both
influencing strongly the optical spectra;

2. The optical material properties describing the
particle material which, in the nanoscale size
region, exhibit size dependences. These size
dependences can be treated by corrections entering
the bulk material function.

In general, the dielectric function 1ðvÞ of a metal or
semiconductor is the sum of susceptibility contri-
butions of the lattice, of the conduction electrons, and
of the interband (electron–hole) excitations:

1ðvÞ ¼ 11ðvÞ þ i12ðvÞ

¼ 1 þ xlatticeðvÞ þ xfree electronsðvÞ

þ xinterbandðvÞ ½9�

Figure 7 Measured extinction spectra of aggregated samples of (a) silver particles with 2R ¼ 28 nm; and (b) gold particles with

2R ¼ 38 nm: The samples contain random distributions of aggregates of various topologies, but with increasing state of aggregation

from bottom to top.
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A detailed expression was given by Bassani (here, the
lattice contributions, mainly important in the IR,
were disregarded):

1ðvÞ ¼ 1 2
ðne2

0=10meffÞ

v2þigv|fflfflffl{zfflfflffl}
conduction electrons

þ xinterbandðvÞ|fflfflfflffl{zfflfflfflffl}
interband transitions

½10�

with

xinterband ¼
2"2e2

10m2
eff

X
i;f

ð
BZ

2d3k

ð2pÞ3
le£MifðkÞl

2

�

(
1�

Ef ðkÞ2EiðkÞ
��
ðEf ðkÞ2EiðkÞÞ

2 2"2v2
�

þ i
p

2"2v2
d
�
Ef ðkÞ2EiðkÞ2"v

�)
½11�

In this equation, the quantity n is the conduction
electron density, k the wavevector of the electrons
with norm k; and BZ denotes the Brillouin Zone.
The vector e is the polarization vector of the
incident light. Mif is the transition matrix element
with i = initial and f = final states.

To which degree of approximation a single
dielectric function can describe the optical response
of a nanoparticle consisting of inner core and surface
with differing local optical properties (i.e., polariz-
abilities), and how this function has to be modelled
as an average, is still a problem. An easy, but
only approximate answer is to identify terms in the
eqns [10] and [11], which may change if the cluster
size is reduced down to the nanometer scale, and to
introduce correction terms.

In the case of the conduction electrons of eqn [10],
these are the electron density n, the effective electron
mass meff, and the relaxation frequency g. In the
terms of the interband transitions (index inter), these
are the transition matrix elements Mif and the band
structure energies of the initial and final states Ei and
Ef : All of these quantities change, when the particle
size is reduced, in different size regions and to
different amounts, and detailed quantum theoretical
investigations are required to derive proper correc-
tion terms.

The application of the continuum-based dielectric
functions and of Mie’s theory fail when the molecule-
solid state transition region is reached.

Figure 8 Calculated extinction and scattering spectra of aggregates with N ¼ 5 almost touching identical silver spheres of 2R ¼

40 nm: From top to bottom, the spectra belong to the following particle arrangements in the aggregate: .

The dashed line represents the single particle spectra.

Figure 9 Scheme of the basics of Mie’s theory.
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The effects of size-dependent dielectric functions
upon cluster absorption spectra are demonstrated in
the series of absorption spectra of Figure 10,
measured on highly diluted heterogeneous systems
containing spherical Ag, Au, and Cu particles which
were embedded in a glass matrix. If 1(v) were
independent of size, then the spectra should be
identical, in the investigated particle size region.
So, their differences reflect clearly that 1 ¼ 1ðRÞ.

To describe the size effects of the conduction
electrons, the relaxation frequency g of eqn [10] has
been modified introducing a parameter that is called
A-parameter which also contains size effects and also
particle–host interface effects. To explain the
electronic size effects in detail, quantum effects have
to be considered taking the discretization of the
bandstructure into account, but they can also be
treated by a simple classical approach: this is the
mean free path effect (FPE), assuming the mean flight
time of the effective conduction electrons (i.e., those
with Fermi energy EF) between subsequent surface
collisions amount to

tgFPE ¼ AFPE

vFermi

R
½12�

The A-parameter is a measure of the effectiveness of
the single collision in view of relaxation. Complete
‘memory loss’ of the drift momentum in each collision
would lead to AFPE ¼ 1: Taking electron correlation
effects and energy relaxation into account, A-values
larger than 1 may also be realistic. Values larger than
unity also occur in multigrain particles, due to grain
boundary ‘collisions’.

Various quantum mechanical models of electronic
particle size effects result in relations, formally

coinciding with the 1=R-dependence in eqn [12].
Most relevant is the value of A for particles in vacuo
with clean surface. This value has been determined
theoretically and experimentally to A < 0:25 for
Ag particles.

Properties of Internal Interfaces

Structures of Surfaces/Interfaces

Only mathematical interfaces in geometry can, in
fact, be two-dimensional planes separating two
different volume elements. This is assumed in the
frame of Maxwell boundary conditions entering
Mie’s theory. In real nanostructured matter, however,
the interface regions are three-dimensional layers
formed by disturbances of atomic and/or of electronic
structures, and/or of chemical compositions. In
addition, due to the finite wavelengths of the
conduction electrons, the according electron density
‘spills out’ and, as a consequence, we find electron
density beyond the geometric surface. It should be
kept in mind that these effects hold, with proper
changes, for interfaces in nanostructured materials in
general. Hence, an understanding of the interface
regions is of key importance for all nano-material.

Electronic Interface States

Up to now, this discussion has been restricted to
particles with uncovered, ‘clean’ surfaces. In most
practical examples of heterogeneous materials how-
ever, the building units are embedded in a host
matrix, deposited upon the surface of a substrate, or
are in close contact to neighboring crystallites, etc.,
to stabilize the samples. Then, special electronic

Figure 10 Measured extinction spectra of Ag, Au, and Cu clusters of various mean sizes, grown in glass matrix. In the case of

Cu-particles, measurements at 1.5 K are added.
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interface states are created by contributions of
particle electrons and host electrons, which are
(disregarding their density on the surface) similar to
adsorbate states.

One might assume that the broad knowledge about
these states in surface science, obtained from samples
with extended crystallographic planes, should be very
useful here. However, the surface of a cluster, in
principle, differs from the planar surface of a single
crystal by containing a multitude of different local
surface structures, atomic sites, and varying atomic
coordination numbers. Even if the surface structure is
not irregular (as is usual in nanoparticles), the surface
consists of several facets of different orientation
separated by edges and corners. The coordination
numbers of surface atoms, thus, vary strongly
(e.g., between 5 at a corner and 9 on a plane),
indicating surface sites to have different energies.

We have shown that, if the particles are metallic,
the ‘particle/host’-interface states give rise to two
different electronic charge transfer processes of
particle conduction electrons, the static and the
dynamic charge transfer. This will be demonstrated
qualitatively for metal particles by the example
presented in Figure 11.

The Static Interface Charge Transfer and its
Effects Upon Mie Resonance Positions

At the left side of Figure 11, the conduction band of
the metal cluster close to its surface is shown, which is
occupied with electrons up to the Fermi energy EF.
Chemisorption of a free atom (one energy level Ea of
which is plotted at the right-hand side) is assumed to

occur by approaching the atom to the cluster surface.
The resulting energy states are also shown. Let us
assume the marked electronic level Ea in the free atom
is nonoccupied. During the chemisorption process,
this level is shifted and broadened, developing density
of nonoccupied states below the particle Fermi
energy, which is localized at the three-dimensional
interface region. After complete the process is, such a
state will be occupied permanently by electrons of the
cluster (static charge transfer), and the nanoparticle
will have lost electrons, thus its electron density being
reduced. The driving impact of this process is the
equilibration of the chemical potential in the whole
cluster-matrix system.

Now assume we embed a cluster into some
surrounding material. Then all those atoms of the
latter, which are situated directly at the interface,
become chemisorbed at the cluster. Hence remarkable
amounts of charges can be transferred into the
interlayer region and an electrical double layer is
created. As an example, a very strong amount of
static charge transfer was observed experimentally
when applying solid Fullerite (C60 molecules) as
embedding matrix for Ag-nanoparticles: here, each
C60 in direct contact with the Ag particle attracts one
electron, forming (C60

2 ). Hence, in this experiment
with 500 atoms large particles, in total about 20% of
the conduction electrons of the Ag-particle were
transferred into the interlayer. Strictly speaking, such
a nanoparticle of the heterogeneous material is no
longer a silver particle because of the remarkable
changes of electronic properties by static charge
transfer.

Figure 11 Electron energy scheme for atomic adsorbation at a metal particle surface. The free atom (energy spectrum: right)

approaches the particle surface (left; conduction band with Fermi-level EF). Its energy level Ea is thereby shifted and broadened

(including ensemble broadening of many atoms deposited at many clusters). The atoms are assumed to be separated from the metal by

a tunnel barrier (see text).
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Some consequences are listed in the following:
In a first step, let us assume that the electronic

bandstructure is not altered by the charge transfer.
Then we expect: (i) changes of level occupation;
(ii) changes of Fermi energy and Fermi velocity;
(iii) changes of effective masses close to EF; (iv)
changes of surface ‘spill out’; (v) additional adsorbate
levels and special surface states; and (vi) changes of
the optical interband transition edge.

In a second step, we may consider possible changes
of electronic bandstructure (e.g., energies) and,
finally, also changes of atomic structures (i.e., lattice
structures and/or surface structures).

Since plasmon frequencies depend on the conduc-
tion electron density, the resulting Mie resonance can
monitor and give quantitative information of this
effect. We find shifted by the static charge transfer:

Dvresonance < ð
ffiffiffi
n2

p
2

ffiffiffi
n1

p
Þ

�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e2

0

10meffð21matrix þ1þxinterband
1 Þ

vuut ½13�

with n1 being the conduction electron density in the
cluster in vacuo, and n2 being the electron density
after contact with foreign material (adsorbate, sub-
strate, or host-matrix). This peak shift of the Mie
resonance, however, is superimposed in the experi-
ment by a much larger shift, following simply from
the change of Maxwell boundary conditions by the
altered dielectric constant of the particle surrounding
1matrix, when going from vacuum to a matrix
material. Hence, the experimental determination of
static charge transfer processes is rendered more
difficult.

The Dynamic Interface Charge Transfer and its
Effects Upon Mie Resonance Widths

After the static charge transfer in Figure 11 has taken
place, electrons close to EF can fluctuate between the
cluster and empty adsorbate levels, if present at EF.
The residence times in these levels, which are usually
separated from the Fermi sea of the metal cluster by
some tunnel barrier, vary statistically. If a plasmon is
excited, i.e., mainly a collective, phase ordered
motion of all conduction electrons superimposed to
their statistical motion, we may assume that, after
such electron transfer back and forth, the reminis-
cence to the primary drift momentum, and the phase
of this excitation, has been lost. Thus, the phase
relaxation of the plasmon is increased.

The consequences of this dynamic charge transfer
effect (‘chemical interface damping’) have been
investigated in detail. Here, we only state that
the directly observable main consequence is the

broadening of Mie resonances. If the particles are
sufficiently small to neglect radiation damping (this
is the case for Ag clusters smaller <15 nm), band
broadening is only due to internal energy dissipation
and the band width can be modeled quantitatively
with the modified relaxation frequency g in eqn [10]
which yields an additive correction term:

GðA;RÞ < G0 þ
2ne2

0

10meffv
3

�
Affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð›11=›vÞ
2 þ ð›12=›vÞ

2
p vFermi

R
½14�

with the A-parameter extended to the additional
electronic excitations in the particle/host interlayer:

A ¼ Asize effects þ Ainterface effects ½15�

The A-parameter of eqn [15] now expresses both
the strengths of the particle size effects and of
the chemical interface damping, due to statistically
varying occupation of interface states near EF.

An important feature of this model is that the
dependence on the kinds of materials is described
by specific material parameters (Asize effects and
Ainterface effects), and the direct size dependence effects
are given by an 1=R-dependence, for both the direct
size effects and the interface effects. For one fixed
cluster size R; the magnitude of Ainterface effects directly
characterizes the probability of the single temporal
charge transfer, including the number and energies of
contributing interface states; hence, important prop-
erties of the adsorption process can be investigated by
determining the A-parameter.

Experimental Results

In the experiments presented in the following, we deal
with the interfaces between clusters and a more or less
homogeneous solid embedding medium. We selected
very small silver nanoparticles of about 2 to 4 nm size
with accordingly large ratio of surface- to volume-
atoms, in order to optimize the sensitivity of the
measurements. Silver is unique in having the most
pronounced Mie resonance of all known materials.

In Figure 12 two classes of matrix materials are
presented, fluorides and oxides. The absorption
spectrum of the free particles with uncovered ‘clean’
surface (measured in a cluster beam in UHV) is added
in both diagrams which is only influenced by size
effect. General features are, that embedding in a host
medium causes:

. drastic Mie resonance peak shifts toward IR,
depending on the dielectric constant of the matrix
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1matrix, which classically follow from Mie’s theory
and by comparingly small additional shift due to
static charge transfer;

. drastic broadening (exceeding, in some cases, all
known size effects), which according to eqn [14],
can be described by characterizing values of the
A-parameter. Recently, these parameters have been
experimentally determined for Ag nanoparticles
embedded in a broad variety of host materials.
Their interpretation is rendered difficult, however,
due to inhomogeneous broadening of varying
magnitude.

We can immediately judge from Figure 12 that both
shift and broadening are larger in the case of oxidic
matrices than of fluoridic ones, i.e., oxides possess
more interface states close to EF of the material.
In Figure 13, observed peak positions hvmax and
broadenings expressed in the resulting A-parameters,
are summarized for a broad variety of different
embedding materials.

Comparison of Plasmon Polariton
Lifetimes with Femtosecond
Experiments

In the last section, experimental examples were
presented to show how fundamental physical proper-
ties are changed by forming heterogeneous materials.
Because the Mie resonance widths are mainly a
consequence of finite plasmon polariton life times t,
(in addition, there are interband contributions, in
larger particles radiation damping, and dispersion
influence), the latter can be evaluated from measured
optical absorption spectra. This supposes the
bandwidth to be essentially homogeneous. From
a width analysis fitting Mie’s theory numerically we

obtained for Ag particles, free flying in UHV with
uncontaminated free surfaces and 2 nm in size, a
plasmon lifetime of t ¼ 6 fs: Under these experi-
mental conditions, the measured bandwidth is the
homogeneous one.

Concerning the size dependences, we can extra-
polate to larger particles. The longest lifetimes are
expected for 15 nm particles, for which t ¼ 15 fs was
obtained by extrapolating the experimental data for
2 nm particles to this size. The same width analysis
was performed for the nanoparticles embedded in
matrix materials, and as a result, the lifetimes
drastically decrease down to 1–2 fsec. The observed
increase of the A-parameter, as shown in the previous
section, is thus directly correlated to the measured
decrease of the plasmon polariton lifetime. Hence, we
conclude that the decrease of the lifetime is mainly
due to increased phase relaxation caused by the
dynamic charge transfer effect.

Figure 12 Measured optical extinction spectra of 2 nm Ag nanoparticles, embedded in various different embedding materials.

For comparison, the spectrum of the free nanoparticle beam is added. Left side: oxidic materials, right side: fluoridic materials.

Figure 13 Silver nanoparticles ð2R ¼ 2 nmÞ embedded in

various solid host matrices: measured Mie peak positions and

resonance halfwidths expressed by the A-parameters.
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These results can be compared with recent femto-
second spectroscopy experiments which have recently
given much impact on the experimental investigation
of the dynamics of Mie resonances in silver and gold
nanoparticles. In these experiments data between
6 and 10 fsec were obtained for deposited Ag and Au
particles of different sizes and different substrates.
Regarding the complexity of the different exper-
iments the correspondence of the data appears
convincing.

Obviously the lifetimes evaluated in the frequency
domain, from our spectra of particles in vacuo,
coincide with the lifetimes determined in the time
domain. The latter, though, were measured with
larger particles deposited on substrates (i.e., not from
free particles but including interactions with sub-
strates).

As a concluding remark, it may be pointed out
again, that the optical properties and the heterogen-
eity effects presented here for the model system of
nanoparticle/host-matter, are also to be found in
other examples of the large field of heterogeneous
materials.

List of Units and Nomenclature

Absorption bandwidth G

circular frequency [s21] v

dielectric constant/dielectric
function [–]

1

effective electron mass [kg] meff

electric field [V m21] E
(electron) relaxation frequency

[s21]
g

electron state energies for
initial and final state [J]

Ei; Ef

elementary charge [C] e0

extinction, scattering,
absorption cross
section [m2]

sext, ssca, sabs

Fermi energy [J] EF

Fermi velocity of electrons
[m s21]

vFermi

intensity [W m22] I
Kronecker energy distribution

[J21]
dðEÞ

magnetic field [A m21] H
norm of wave vector of

electrons [m21]
k

number density of conduction
electrons [m23]

n

Riccati-Bessel functions of
first kind [–]

cnðzÞ

particle radius [m] R
(phase-) life time [s] t

Planck constant [ Js ] "

Riccati-Bessel functions of
third kind [–]

hnðzÞ

scalar electromagnetic
potentials [V]

P, G

susceptibility [–] x

transition matrix element
[kg m s21]

Mif

vacuum permittivity
[CV21 m21]

10

vacuum velocity
of light [m s21]

c

vacuum wavelength
of light [m]

l

wave vector of electrons [m21] k

See also

Scattering: Scattering Theory. Semiconductor Physics:
Polarons.
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Lightweight Mirrors
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The desire to probe the heavens is as old as humanity;
the realization that the human eye could be aided in
these investigations is somewhat more recent. In May
1609, Galileo Galilei, while visiting in Venice, heard
about the new ‘telescope’ invented by the Dutch lens-
maker Hans Lipershay and decided that it would be
useful in his astronomical investigations. He returned
to his home in Padua and made his own telescope
comprised of 4.2 cm diameter plano-convex and
plano-concave lenses. With this telescope, Galileo
discovered the satellites of Jupiter; got tenure; had his
salary doubled – and the race was on! It did not take
too long to realize that ‘bigger’ was ‘better’, and from
this point forward, there has been a continuous
striving to increase collecting area and resolution,
thereby enabling the astronomer to ‘see’ farther and
farther into the heavens.

The limitations of refractive optics soon
prompted investigations into reflecting optics –
mirrors. In 1668, Isaac Newton produced the first
reflecting telescope having a 2.5 cm diameter mirror
made of speculum (copper (6), tin (2), and arsenic
(1)). A little over 100 years later, in 1789, William
Herschel constructed his ‘Great Telescope’, having a
1.22 m diameter mirror made of bronze. Of course
as telescopes grew, so did mirror weight. In 1845,
William Parsons’ ‘Leviathan’ was built. It had a
1.84 m diameter mirror made of speculum that
weighed 3600 kg – a whopping 1354 kg m22.

Problems with corrosion in speculum and bronze
mirrors led to a renewed interest in glass, and the
development of highly reflective coatings soon made
metal mirrors obsolete. In 1917, the mirror for
the Hooker telescope arrived on Mount Wilson.
Made by the Saint Gobain glassworks in France
from the same material used for wine bottles, the
mirror was 2.54 m in diameter, 33 cm thick and
weighed over 4000 kg (789 kg m22).

The increasing weight of larger and larger mirrors
produced practical problems for telescope makers
and astronomers. Herschel’s telescope was so

unwieldy that he found it almost impossible to use
and returned to smaller telescopes for most of his
observations, and the 2.54 m Hooker telescope
required a 100 ton mount and drive system.
Obviously, if telescope apertures were to increase,
steps had to be taken to make mirrors lighter. The
first major success in this arena was accomplished
for what was to become the Hale Telescope
commissioned at the Palomar Observatory in
1948. In 1936, Corning cast a mirror made of a
new borosilicate glass blend called Pyrex. The blank
was lightweighted by placing hexagonal shaped
obstructions in the mold which created correspond-
ing voids in the glass. The finished mirror (Figure 1)
was 5.08 m in diameter, 61 cm thick at the edge and
weighed approximately 13 000 kg (641 kg m22).
Even with this degree of ‘lightweighting’ the
mounting and drive mechanisms still weighed
around 182 000 kg.

Although the desire for larger ground-based
telescopes provided the initial impetus for develop-
ing lightweight mirrors, the advent of the space
program and the desire to put telescopes in space
became the main driver in the pursuit of ‘serious’
lightweighting techniques. The cost of launching

Figure 1 5.08 m Pyrexe mirror made by Corning/Caltech for

the Hale Telescope. Reproduced with permission from the

Palomar Observatory/California Institute of Technology.
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large telescopes into space quickly becomes prohi-
bitive as aperture size increases. Consequently, the
current emphasis is on developing ultra-lightweight,
deployable telescopes that permit ever-increasing
apertures to be placed in orbit. Fortunately, the zero
gravity environment of space permits satisfactory
operation of such ultra-lightweight telescopes and
therefore the extent to which a mirror can be
lightweighted is primarily dependent upon the
mirror material and the manufacturing techniques
utilized.

Manufacturing

Mirror manufacturing can, in some sense, be divided
into two general classes, one that removes material
(direct generation) and one that deposits material
(replication). The two classes have significantly
different limitations relative to producing lightweight
mirrors. Direct generation encompasses the more
traditional methods of mirror manufacturing, blank
fabrication, and optical surface generation, i.e.,
grinding and polishing. Many innovative techniques
have been developed over the past decade that have
not only made significant strides in improving
fabrication times, optical figure, and surface finish,
but have also made possible the reduction of weight
to unprecedented levels.

Although extremely lightweight mirrors are
being fabricated using direct generation, in the end,
there are limitations in the fabrication processes that
are not present in replication. This process offers the
fascinating potential to create mirrors that are only a
few molecules thick, thereby bringing a new meaning
to the term ‘lightweight optics’.

Direct Generation

Mirror blank fabrication
Casting lightweight glass mirror blanks has evolved
substantially since 1936. Four 8.2 m diameter
Zerodure mirror blanks were spun cast for the
European Southern Observatory’s Very Large
Telescope Interferometer. The largest mirror cast to
date was the 8.4 m borosilicate mirror cast in a
spinning oven for the Large Binocular Telescope on
Mount Graham. Although not exactly lightweight by
space standards – the blank weighs 15 455 kg
(266 kg m22) – it is substantially less than a
conventionally cast solid blank.

It has been postulated that an areal density of
around 64 kg m22 probably represents the limit of
lightweight glass castings. Therefore, as the demand
for lighter and lighter mirrors increased, methods

other than casting had to be developed. Investigations
in the 1960s indicated that mirrors could be
lightweighted to about 180 kg m22 by first fabricat-
ing a ‘honeycomb’ core and then fusing plates on the
front and back of the core using a high-temperature
fusion process. This process was used to produce
the Hubble Space Telescope mirror (Figure 2).
Hubble had a 2.5 cm thick face-sheet and back-
sheet and a honeycomb interior constructed of
individual pieces 0.5 cm thick. These pieces were
assembled and placed in a large furnace where the
temperature was increased until they fused together.
The resulting 2.4 m diameter mirror weighed 828 kg
(183 kg m22).

During the 1980s, Frit bonding technology was
developed. Unlike the fusion process, Frit allowed
the bonding of glass elements at a lower tempera-
ture. This allowed the cross-sections of the glass
elements to be significantly reduced. The thicknesses
of face-plates were typically reduced to around
7 mm and areal densities in the 40–50 kg m22

range became routine. New advances were also
made in core manufacturing. Diamond tooling was
developed along with computer controlled systems
to machine cores from solid blanks. High-pressure
water jets were developed that allowed cores to be
made much faster than with diamond tooling. In
addition, the water jet cutting provided the ability
to create very flexible geometries optimized to
minimize weight while retaining stiffness. Water
jets could machine core walls that could be held to
a thickness of around 1.5 mm over a core depth of
20 cm. Computer controlled diamond machining
has created even thinner cores (less than 1 mm in
thickness) but the process requires longer generation
times.

Figure 2 2.4 m ULEe mirror made by Corning/Perkin Elmer for

the Hubble Space Telescope. Photography courtesy of NASA.
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Material removal
The evolution in blank manufacturing required a
corresponding evolution in the process of material
removal. Many new grinding and polishing tech-
niques were developed over the years to more accu-
rately and rapidly generate precision optical surfaces.
These included adaptive force grinding, electrolytic
in-process dressing (ELID), water jet figuring,
computer controlled polishing, stress lap polishing,
magneto-rhelogical figuring (MRF), plasma-assisted
chemical etching (PACE), ion figuring, and vacuum
lap figuring. Most of these processes induce localized
forces on the face-sheet in the process of material
removal, and for a ‘honeycomb’ mirror, the face-plate
deflects away from the grinding/polishing tool as the
tool reaches the center of the cell. This means that less
material will be removed in the center of the cell than
at the edge of the cell where the core wall holds the
face-sheet against the tool. This creates a ‘quilted’
pattern in the surface that must be removed in
subsequent steps. As face-sheets become thinner,
quilting becomes more pronounced and the process
of removing ‘quilting’ becomes exacerbated. For a
number of years, this was the limiting factor in the
development of high-precision lightweight mirrors.

Ion figuring is a noncontact process that has
eliminated the problems associated with mechanical
material removal. It bombards the surface of the optic
with neutralized ions causing atoms to be dislodged.
The process creates no deflection of the surface and
therefore can remove quilting and other irregularities
without generating further distortion in the surface.
This has permitted 2–3 mm thick face-plates to be
manufactured without concern for quilting effects.
Primary limitations now being encountered are in
face-plate generation and the various associated
handling processes. Great care must be taken to
avoid fracture. Spin casting ultra-thin face-plates is
being investigated as a means of further reducing
problems in the generation process. The 0.75 m
mirror made for IKONOS, the high-resolution
imaging satellite, represents the state-of-the-art in
all-glass lightweight mirrors (28 kg m22).

Replication

Replication techniques are quite common in low-cost
production mirrors and lenses for commercial pur-
poses. However, there are also a number of tech-
niques that hold great potential for precision mirrors
as well. Chemical vapor deposition (CVD), plasma
vapor deposition (PVD), plasma spray deposition,
and electro-forming are all being investigated for
producing lightweight precision mirrors. This class of
mirror generation does not start with a mirror blank

per se, rather it replicates a ‘mandrel’ that has the
appropriate surface finish and the inverse of the shape
desired in the final mirror. The mandrel can be made
very rigid and therefore unperturbed by either
gravitational forces or the localized forces generated
by grinding and polishing. Extremely thin mirrors
with areal densities on the order of 0.1 kg m22 are
currently being manufactured using replication
techniques. These ‘membrane’ mirrors are currently
being used for solar energy collection; however, recent
advances in membrane quality and wavefront correc-
tion techniques hold out the promise of producing
high-resolution, membrane imaging systems.

The Future?

Theoretically, single-molecule thick mirrors could be
manufactured in space using self-replicating nano-
technology systems that ‘grow’ mirrors according to a
mathematical description of the desired optical sur-
face. These ‘smart’ mirrors could self-correct in the
presence of physical disturbances and self-heal when
damaged. They could be ‘grown’ to hitherto unim-
agined size, being limited only by the availability of
raw material. Such mirrors, however, are definitely of
the future and should merit re-examination 20 years
hence.

Materials

A variety of materials have been developed over the
years that have led to lighter and lighter mirrors.
Recently, metals are coming back into play as means
of fabricating stiff, lightweight mirrors. These metals
include beryllium, nickel, nickel alloys, aluminum,
and aluminum alloys. Composite materials are also
playing a large role in lightweight mirror fabrica-
tion, both as a support structure and also as a
reflecting surface (with appropriate coatings).
Hybrid mirrors comprised of a combination of
glass and composites have also been developed, as
well as combinations of glass and beryllium. Various
forms of silicon carbide have been extensively
investigated and lightweight mirrors of pure silicon
are being manufactured. Glass still plays a signifi-
cant role in large lightweight mirrors, and various
plastics are under investigation for the production of
ultra-thin membrane mirrors.

Glass, Glass Ceramics, and Hybrids

The most common glass/glass ceramic materials used
in large telescope mirrors are fused silica, ULEe
(Ultra-Low Expansion) glass, and Zerodure, a glass
ceramic. As was mentioned earlier, there are a variety
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of methods available for the manufacture of glass
mirrors depending upon the extent of lightweighting
desired. Most of the current effort in lightweight
mirrors is centered around hybrid mirrors. One
method bonds very thin (2–3 mm) glass face-sheets
to composite cores to form ‘sandwich’ mirrors.
Another method attaches face-sheets to composite
back-plane structures via actuators. In the latter case,
the actuators can be used to actively control
mirrors to correct for distortions. These mirrors
were developed as part of the James Webb Space
Telescope technology program, and typically have
areal densities on the order of 15 kg m22 (including
back-plane structures). An all glass face-sheet and
core is shown in Figure 3.

Silicon Carbide

Silicon carbide has long been a promising material for
lightweight mirrors. It has many of the desirable
properties of beryllium and is nontoxic. Until recently
difficulties were encountered in producing mirrors
larger than,0.5 m in diameter. Of late, several manu-
facturers have produced large (,1 m) lightweight
mirrors using different processes; sintering, liquid
silicon infiltration and chemical vapor deposition.

The sintering process consists of preparing a finely
ground silicon carbide powder mixed with organic
binders and additives and then compacting the
powder by isostatically pressing it at high pressure.
The resulting compact is then machined to the desired
shape and weight and the blank heated to cause
agglomeration of the particles. The resulting material
is known as reaction-bonded silicon carbide; it can be
polished to around 30 angstroms and can be ion
figured. If smoother surfaces are required, then a
layer of CVD or PVD silicon carbide can be added.
A 1.35 m diameter mirror has been fabricated as a

demonstration for the European Space Agency’s
Herschel Space Observatory. The mirror was fabri-
cated in nine segments that were then brazed together
to form a unified 26 kg m22 blank. This mirror was
not designed to test the limits of lightweight and,
consequently, there is no reason to believe that this
process could not achieve an areal density compar-
able to the 7.8 kg m22 of Cesice described in the
following paragraph. The size of mirrors produced
using this technique is currently limited to around
4 m due to the availability of the furnaces required for
segment brazing.

The liquid infiltration process is used to create a
biphase carbon, silicon carbide material known as
Cesice. This material is manufactured by creating
a block of chopped carbon fibers embedded in a
phenolic resin. The block is machined to the desired
shape and then put into a furnace where the
temperature is elevated until the resin is turned to
carbon. The temperature is further elevated and
liquid silicon infiltrated to produce silicon carbide.
Bare Cesice can be polished to approximately
100 angstroms. In a subsequent step, a silicon carbide
slurry can be applied to the blank that can be polished
to around 30 angstroms. It is also possible to add a
CVD or PVD silicon carbide layer to the blank that
can be polished to obtain angstrom-level surfaces. A
1.04 m diameter Cesice mirror has been constructed
for the NASA program, Solar Lite. The mirror weighs
approximately 60 kg for an areal density of
56 kg m22. Again, this mirror was not designed to
test the limits of lightweighting, but in a separate
demonstration, an areal density of 7.8 kg m22 was
achieved. The size of mirrors produced using this
technique is also currently limited to around 4 m due
to the availability of existing furnaces required for
infiltration.

The CVD process produces a SiC material that is
highly polishable, yielding surface finishes on the
order of angstroms. It has been used quite successfully
as a coating layer, and has the potential to provide a
means of replicating very lightweight mirrors by
depositing a thin layer of SiC onto a mandrel. In one
approach, the mandrel has the appropriate shape, but
not the surface finish. In this case, once the SiC has
been deposited, the mandrel is burned away and a SiC
mirror blank is left. The blank is then ground and
polished to produce the desired figure and finish. If
the blank is too thin, this can present a problem in
achieving a high-performance mirror. A second
approach involves the deposition of SiC onto a
figured and polished mandrel. In principle, both the
figure and surface finish can be replicated. Success in
this approach, however, has been somewhat limited,
and although 20-angstrom surface finishes have been

Figure 3 1.5 m ULEemirrormadeby Corning/Kodak for NASA’s

Next Generation Space Telescope Advanced Mirror System

Demonstrator technology program. Photograph courtesy of NASA.
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replicated, they have not been repeatable. A 1 m
diameter blank was manufactured using the first
approach, but it too has not been repeated and the
lack of success appears to be due to high stress
developed in the deposition process. The residual
stress in the blank causes large-scale deformation and
frequently fracture.

Beryllium

The extremely high stiffness of beryllium makes it a
highly desirable candidate for lightweight mirrors.
Unfortunately, it is a highly toxic material and there
are only a very few companies involved in the
manufacture of beryllium mirrors and even fewer
that produce the raw material. Blanks are manufac-
tured by isostatically compressing beryllium powder
at high temperature and pressure. The blanks are then
machined and subsequently ground and polished.
Early beryllium mirrors often exhibited interesting,
mysterious changes in figure after seemingly benign
handling events. Unpredictable changes in figure also
occurred as they were cycled between ambient and
cryogenic temperatures. These problems appear to
have been resolved with the production of spherical
powder. The older powder consisted of irregularly
shaped particles and when the powder was com-
pressed, small, irregularly shaped voids were created
throughout the material. It is hypothesized that these
voids changed in size and shape as the blank was
stressed, thereby causing unpredictable dimensional
changes in the blank. The spherical powder permits
uniform, high-density packing yielding homogeneous
blanks that do not appear to exhibit unpredictable
dimensional changes.

The lightest-weight beryllium mirror to date
(11.8 kg m22) was made for NASA’s James Webb
Space Telescope technology program. This tech-
nology was selected for the flight mirror. The weight
reduction was achieved by machining the blank to
create an open back honeycomb structure with an
integral face-sheet. The ability to fabricate large
beryllium mirrors is limited by the availability of
facilities capable of isostatically pressing the material
at the requisite pressures and temperatures. Cur-
rently, blank sizes are limited by available isostatic
presses to around 1.2 m in width and 1.6 m in length.
The expense of construction of larger facilities
combined with limited need make it highly unlikely
that any larger mirrors will be manufactured in the
near term. A brazing process, however, has been
demonstrated for joining segments to form a large
blank. This process could, in principle, permit the
fabrication of mirrors several meters in diameter. Bare
beryllium can be polished to around 30 angstroms

surface finishes. If smoother surfaces are required,
beryllium can be vacuum deposited on the blank.
Nickel may also be deposited on the blank; this has
the added benefit that it can be polished without the
special facilities required for the hazardous beryllium
polishing operations. The drawback of using nickel is
that of the bimetallic effect if the mirror is to be
operated over a wide temperature range. The Vavilov
Institute in Russia has developed an alternative
approach to obtaining good surfaces by creating a
glass that matches the coefficient of thermal expan-
sion (CTE) of beryllium over a 508 temperature range.
The glass is then fused to the beryllium blank.
There have been numerous attempts over the
years to produce replicated mirrors using a CVD
process to deposit beryllium on a mold. So far these
attempts have been unsuccessful, the process produ-
cing a material structure that no longer has high
stiffness.

Silicon

Silicon as a mirror material has the advantage of
being a very homogeneous material that can be
polished to very smooth surfaces (angstrom level)
very rapidly. A lightweight mirror has been
fabricated using a silicon face-sheet brazed to a
central core of silicon foam. This mirror
‘sandwich’ has demonstrated an areal density of
,15 kg m22. Technology has been developed to braze
segments together in a manner that has been shown to
have no adverse effects on either polishability or
cryogenic performance (i.e., no distortion across the
braze). Consequently, it should be possible to
manufacture lightweight silicon mirrors of 1 m
diameter or larger.

Composites

There have been many attempts to manufacture
mirrors from composite materials, beginning
initially with graphite/epoxy and more recently with
graphite/cyanate-ester. These mirror are produced by
laying up graphite sheets impregnated with epoxy, or
cyanate-ester on a near net shape mold and then
curing the material at elevated temperatures. The
optical surface is typically created by coating another
mold (this time with the desired optical surface) with
a passivation layer and then with epoxy and placing
the near net shape composite substrate on the epoxy.
When the epoxy cures, the completed mirror is
separated from the mold and the epoxy surface ion
milled to remove residual errors such as fiber print-
through. These mirrors can be very lightweight
(,5 kg m22), but typically have problems with
large-scale distortion due to inhomogeneities due to
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the lay-up process. The epoxy surface replication can
also be a problem if the mirror is subjected to
temperature extremes. A 3.5 m diameter composite
mirror was made as a demonstration for the FIRST
program. It has suitable performance for submilli-
meter and infrared wavelengths, but not for shorter
wavelengths. At this time, the accuracy required
for large (.1 m) visible imaging systems has not yet
been achieved.

Gossamer Mirrors

The term ‘gossamer’ refers to that category of mirrors
that in and of themselves have no structural rigidity
beyond spatial scales of fractions of millimeters.
Several materials are currently being used for these
types of materials including Kaptone and various
other polyimide films. The initial shape of the
membrane is formed by a variety of techniques
including vacuum forming, pressure forming, spin
casting, hot forming, and others. Early mirrors were
manufactured by joining together triangular-shaped
segments (gores) to form the desired shape. When
deployed, these mirrors require some means of
applying pressure to achieve the desired shape.
Some methods have involved applying force at the
edge to put the mirror in tension; some involve using a
clear membrane as a face-sheet and then pressurizing
the combination to create a ‘lens’ with a reflecting
inner surface. Most recently, techniques have been
demonstrated involving various forms of electrostatic
deflection to achieve the desired shape after deploy-
ment. At present the primary applications are in the
area of solar collection, power beaming, and thermal
propulsion. The mirrors are approaching the quality
required for imaging telescopes, particularly for small
sizes. Techniques for correcting these mirrors with

‘downstream’ active optics have reached the
point where it is not unrealistic to imagine that
membrane optics could soon reach the accuracy
required for imaging. There have been two space-
based demonstrations, one by the Russians – a 20 m
reflector – and the other by the USA – a 14 m
inflatable antenna (Figure 4).

Grazing Incidence Mirrors

Broadband X-ray telescopes make use of the reflec-
tion property of materials at angles of grazing
incidence. The most common design is based on the
X-ray microscope objective designs of Wolter in the
early part of the twentieth century. These mirrors
are hyperboloids and paraboloids of revolution.
This configuration provides a structural rigidity not
present in normal incidence mirrors; consequently,
X-ray mirrors can be made much lighter. The largest
mirror of the Chandra X-ray Observatory is made
from Zerodure (Figure 5). It is a 1.2 m diameter,
0.9 m long cylindrical mirror with a wall thickness of
only 24 mm. Such a thickness in a normal incidence
mirror of this size could be easily deformed.

Lightweight approaches in grazing incidence optics
are almost all concentrated in various forms of
replication. Recent developments in electroformed
nickel alloy mirror technology have resulted in a
0.5 m diameter 0.6 m long mirror that weighs only
1.2 kg (Figure 6). A similar-sized mirror in the
Chandra telescope weighs over 100 kg. Extremely
lightweight cylindrical mirrors have been made from
graphite/epoxy and from CVD SiC. Various investi-
gations are underway in producing segments of
cylinders that are then mounted to form a complete

Figure 4 15 m antenna made by L’Garde for NASA’s Inflatable

Antenna Experiment. Photograph courtesy of NASA.

Figure 5 1.2 m Zerodure made by Schott Glass Werken/

Hughes Danbury Optical Systems for NASA’s Chandra X-ray

Observatory. Photograph courtesy of NASA.
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cylindrical mirror. These techniques involve a variety
of materials including aluminum foil, and beryllium
plates. In segment replication, the mandrel is passi-
vated and then coated with the desired reflecting
material of the final optic (the passivation process
prevents the coating from adhering too strongly to the
mandrel.) After the mandrel has been coated with the
reflecting material, an epoxy coating is applied and a
preformed shell segment is placed on the epoxy. After
the epoxy cures, the segment can be removed from the
mandrel along with the desired reflective surface
(typically gold). In this case, the preformed shell does
not have to have as precise a figure, or surface as the
mandrel, since the epoxy will accommodate minor
differences.

See also

Geometrical Optics: Lenses and Mirrors. Imaging:
Adaptive Optics; Wavefront Sensors and Control (Imaging

through Turbulence). Instrumentation: Astronomical
Instrumentation; Telescopes. Optical Materials: Smart
Optical Materials.
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Introduction

The interaction of light with solids takes place
through different mechanisms, depending on the
type of material and the range of wavelength
investigated. Insulators or dielectrics are typically

transparent to visible light while most semiconduc-
tors are opaque to visible light yet transparent to
infrared radiations; in contrast metallic solids appear
shiny because they reflect all wavelength up to the
ultraviolet region. The optical properties of a solid
depends on its chemical composition and its struc-
tural properties and vary for every material, though,
one parameter, the complex refractive index n, is suffi-
cient to characterize entirely the optical properties
of a specific material.

Figure 6 0.5 m electro-formed nickel–cobalt technology mirror

made by NASA’s George C. Marshall Space Flight Center

for NASA’s Constellation X-ray Mission technology program.

Photography courtesy of NASA.
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In this article we will briefly review the physics
underlining the nature of the refractive index n, in
order to understand its relationship to the observable
quantities such as absorption, reflection, and trans-
mission routinely measured in optics experiments.
A description of the experimental techniques, as well
as a physical interpretation of the data, will also be
presented.

Origin of Light Interaction
with Matter

Light is described as a transverse electromagnetic
wave consisting of an electric and magnetic field
oscillating perpendicular to the direction of propa-
gation at optical frequencies within 1013 ! 1017 Hz.
This range of frequencies comprises the ultraviolet,
visible, and infrared domain. On the other hand, solid
mediums are composed of charged particles, negative
electrons, and positive ions producing electric
dipoles, which can be polarized under the action of
an electric field. Hence, when electromagnetic radi-
ation impinges upon a material it interacts by
polarizing the molecular units, producing oscillating
dipole moments. This interaction results in several
observable optical phenomena such as reflection,
transmission, absorption, or scattering, which will be
described in more detail in a following section. The
classical model of light propagation assumes that the
oscillating electric field can interact with several
different types of dipole oscillators within the
material. Different dipoles are usually accessed by
light wave from different frequency range depending
on their mass.

Electronic Oscillators

Lorentz originally proposed that the electrons bound
to the nucleus of an atom behave as oscillators. In this
representation, electrons behave as if they were held
by springs and subjected to a linear restoring force,
therefore oscillating up and down (Figure 1a). This
representation of an atom might seem to contradict
the conventional picture of electrons orbiting around
the nucleus; however, it is valid as far as light–matter
interactions are concerned. The resonant frequency of
such an oscillator is proportional to the inverse of its
reduced mass m defined as

1

m
¼

1

me

þ
1

mN

½1�

where mN and me are the mass of the nucleus and
electrons, respectively. The resonant frequency v0 is
then related to m according to

v0 /

ffiffiffiffi
1

m

s
½2�

Considering that mN ,, me we can assume that
m ¼ me and show that the smaller mass of the
electron determines the resonant frequency of
the oscillator. Hence, resonant electronic oscillations
are accessed at higher frequencies in the ultraviolet
and visible region of the spectrum. In solids, the
quantum theory shows that these resonances
correspond to excitation of electrons across the
gap between a full valence band and an empty
conduction band.

Vibrational Oscillators

The second type of dipoles contained in the medium
are based on pairs of charged atoms vibrating around
their equilibrium position in the solid. Every atom
has a different electronegativity, hence the electronic
density on atomic pairs is distorted and result in a
charge imbalance, which can couple to the electric
field of light. This generates oscillating dipoles, which
involves the motion of atomic nucleus (Figures 1b).
The nuclear mass being several orders of magnitude
larger than the electronic mass, we can show by
analogy with eqns [1] and [2] that the resonant
vibration will occur at lower frequencies in the
infrared region. In solids, the quantum theory
shows that the lattice atoms vibrate cooperatively
and generate quantized lattice waves called phonons.

Free Electron Oscillators

In contrast with the bound electrons from the
electronic oscillator model, free electrons can move
without being subjected to a restoring force. These
correspond to the conduction electrons present in
metals and to a smaller extent in doped semiconduc-
tors. The free electron oscillator model is therefore

Figure 1 (a) Classical oscillator model of a polyelectronic atom.

The electrons depicted as black dots are bound to the positive

nucleus by springs, which represent the electrostatic restoring

forces between the charged particles. The electronic oscillators

are distorted under the effect of an electric field. (b) Classical

model of a diatomic vibrational oscillator. The chemical bond is

represented as a spring and the charged ions vibrate around their

equilibrium position under the effect of an oscillating electric field.
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principally used to describe the optical properties of
metals such as reflectivity. The free electrons are well
described as conventional oscillator with a natural
resonant frequency v0 ¼ 0:

The relationship between the applied electric field
E and the resulting polarization of the medium P is
expressed through the dielectric susceptibility x as

P ¼ 10xE ½3�

where 10 is the permittivity of vacuum. We can
generally recognize three contributions to the dielec-
tric susceptibility or the polarizability of an optical
material (Figure 2). Applied fields in the radio or
microwave region oscillate slowly enough that polar
molecular units can reorient and align in the direction
of the field. The characteristic time for orientational
motion is fairly long and this contribution is quickly
lost when the molecules cannot follow the field
oscillating at higher frequency. When the field reaches
optical frequency, the two remaining contributions
are the vibrational and electronic dipoles mentioned
above. The vibrational dipoles involve a distortion of
the chemical bond and are the slowest process
occurring only in the infrared region. This contri-
bution is lost at visible frequencies and leaves only the
fast electronic polarization processes.

If we treat it rigorously, the polarization P is
actually expressed as a function of higher order terms
according to

P ¼ 10

�
xE þ xð2ÞEE þ xð3ÞEEE þ …

�
½4�

This gives rise to nonlinear effects such as self-
focusing and second or third harmonic generation.
However, the higher order susceptibilities xðnÞ are very
small and these effects are only significant for very

high intensity light source such as lasers. In the
following text we will only consider linear optical
processes.

The Dipole Oscillator Model
(Lorentz Oscillator)

In the Lorentz model, the bound electrons behave as
harmonic oscillators and are constrained to vibrate at
their natural resonant frequency v0: These oscillators
are also submitted to a damping force corresponding
to a resistance to the motion due to collisional
processes. The equation of motion is then

m

 
d2x

dt2
þ g

dx

dt
þ v2

0x

!
¼ qE ½5�

where x is the displacement along E; g is the damping
factor, m is the mass of the electron and q its charge.
The passage of an electromagnetic wave through a
medium exerts an oscillating force on the electrons
causing them to vibrate up and down. In other words
these electronic dipoles are submitted to a forced
oscillation induced by an electric field varying
periodically with time. The electric field felt by the
atomic dipoles is written as

E ¼ E0eivt ½6�

where v is the frequency of the light.
The electric field of the light wave then drives the

dipole oscillations at its own frequency v and the
dipoles displacement oscillates according to

x ¼ x0eivt ½7�

Solving eqn [5] for x in terms of E gives the expression
for the displacement of the electrons

x ¼
q=m

v2
0 2 v2 þ igv

E ½8�

The atomic dipole moment p induced by the electrons
displacement is therefore

p ¼ qx ¼
q2=m

v2
0 2 v2 þ igv

E ½9�

And for a medium with N atoms per unit volume the
total polarization P is

P ¼ N
q2=m

v2
0 2 v2 þ igv

E ½10�

Our result in eqn [10] only contains one natural
frequency v0 and therefore only accounts for one

Figure 2 Contributions to the polarizability of a medium as a

function of light frequency. At optical frequencies, the molecules

cannot re-orient fast enough to follow the reversing electric field

and the contribution of dipole orientation is lost.
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single type of oscillator in the medium. However,
normal optical mediums are composed of different
kinds of atoms, each with several characteristic
resonant frequencies vj: In our model, we can
simply treat these multiple resonances by considering
that each oscillator acts separately and add the
contributions of all oscillators.

P ¼

0
@ q2

m

X
j

Nj

v2
j 2 v2 þ igjv

1
AE ½11�

Comparing eqns [3] and [11] then gives an expression
for the polarizability x of the medium

x ¼
q2

10m

X
j

Nj

v2
j 2 v2 þ igjv

½12�

Additionally, the polarization P is associated with
Maxwell’s displacement vector, D; through the
relationship

D ¼ 10Eþ P and D ¼ 1E ½13�

where 1 is the permittivity of the medium. The
permittivity 1 is normally expressed relative to the
permittivity of vacuum 10 in terms of the dimension-
less quantity 1r ¼ 1=10: Where 1r is the familiar
dielectric constant of a material, which is related
to the refracted index n as n ¼

ffiffiffi
1r

p
.

Combining eqns [3] and [13] we obtain an
important relationship linking x to 1r, and in turn
x to n:

1r ¼ 1 þ x or n2 ¼ 1 þ x ½14�

Finally, combining eqns [12] and [14] we obtain the
expression for n in terms of the oscillator model.

n2 ¼ 1 þ
q2

10m

X
j

Nj

v2
j 2 v2 þ igjv

½15�

The Refractive Index

Two important points should be made concerning the
result of eqn [15]. The refractive index is a
wavelength-dependent quantity and is a complex
quantity. The complex refractive index n is indeed
usually expressed as

n ¼ n þ ik ½16�

where n is the real refractive index also defined as the
ratio of the wave velocity in vacuum to the velocity in
the medium n ¼ c=v: And k is the extinction

coefficient, which is directly related to the absorption
coefficient a as we shall see in the next section.

As we mentioned in the introductory section, the
complex refractive index n is sufficient to characterize
the optical properties of the solid. The real part of the
index describes the change in velocity or wavelength
of a wave propagating from a vacuum into a medium
while the imaginary part is a measure of the
dissipation rate of the wave in the medium.

By inspection of eqn [15] we can predict the form of
the variation of n with wavelength. At frequencies v

below the resonant frequency vj; the terms v2 and
igjv are much smaller than v2

j and to a first
approximation n is constant. When v reaches a
resonant frequency vj; the term (v2

j 2 v2) goes to
zero and since the term igjv is very small, the value of
n increases very sharply and exhibits a resonance line
as depicted in Figure 3.

On closer inspection of eqn [15] however, we can
see that n is not exactly constant in between
resonance lines. As v rises, the denominator slightly
decreases and therefore n rises slowly with frequency.
The refractive index is then slightly larger for wave of
higher frequency. This is why a glass prism bends blue
light more strongly than red light. This phenomenon
is called dispersion as waves of different frequencies
are ‘dispersed’ by the prism.

Another important point raised by eqn [15] is that
because (v2

j 2 v2) goes to zero at a resonant
frequency, the damping term igjv dominates and n
becomes almost entirely imaginary. n is then mostly
governed by the extinction coefficient k: The damping
associated with the coefficient gj corresponds to a
friction force causing a loss of energy, which becomes
the dominant effect during resonance. The resonance
region is then associated with strong attenuation or

Figure 3 Variation of the refractive index of a hypothetical

dielectric solid in the optical frequency range. At high frequency, v

is larger than all resonant frequencies and the refractive index n

reaches unity.
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absorption of the wave. In contrast, between resonant
frequencies, the refractive index is almost entirely real
as the imaginary part igjv is negligible in comparison
with ðv2

j 2 v2Þ: Absorption is then very small and
that region corresponds to the transparency domain
of the material. In fact, we can assume that n ¼ n in
the transparent region, that is why tables of optical
constants of transparent optical materials only list the
real part of the refractive index n: However, at
resonant frequencies on either side of the transpar-
ency domain, absorption becomes significant and the
imaginary part of the refractive index must be taken
into account so that n ¼ n þ ik:

The refractive index n being a complex quantity
it ensues that 1r must also be complex, since n ¼

ffiffiffi
1r

p
:

Hence we also define the complex dielectric
constant as

1r ¼ 11 þ i12 ½17�

Both parameters describe equivalently the optical
properties of a solid so that n or 1r are called the
optical constants of the material. Note that it is an
unfortunate misnomer since they vary distinctly with
wavelength (Figure 3).

Using equation [17] and n ¼
ffiffiffi
1r

p
; we can establish

the relationships between the real and imaginary
parts of n and 1r:

11 ¼ n2 2 k2 ½18�

12 ¼ 2nk ½19�

We can see that n and 1r are not independent variables
but that the real and imaginary part of 1r can be
calculated, knowing the real and imaginary part of n
and vice versa.

Moreover, it can be shown that the real and
imaginary parts of each individual parameter are
not independent either but can be computed from one
another with use of the following Kramers–Kronig
relations.

11ðvÞ ¼ 1 þ
2

p

ð1

0

v012ðv
0Þ

v 02 þ v2
dv0 ½20�

12ðvÞ ¼ 2
2v

p

ð1

0

11ðv
0Þ

v 02 þ v2
dv0 ½21�

In these equations, only the principal value of the
integral is calculated so that 11 can be computed if 12

is known over all frequencies and vice versa.
The same equation connect n and k together.

This analysis shows that it is only necessary
to know one real or one imaginary part over a
wide frequency range to determine all others.

The interaction of light with matter is in fact
characterized by a single independent real quantity.

Absorption

All electromagnetic phenomena are governed by
Maxwell’s equations. The form of an electromagnetic
wave propagating through a medium is obtained by
solving Maxwell’s equation. For a wave propagating
along z through a homogeneous, optically isotropic
medium the form of the oscillating electric field is
given by:

E ¼ E0eiðkz2vtÞ ½22�

where k is the wave vector and v the angular
frequency of the light. For a wave traveling into a
transparent medium of refractive index n; the
relationship between k and v is

k ¼
nv

c
½23�

However, for an ordinary optical material there are
regions of absorption and the refractive index is
therefore complex. We should then rewrite eqn [23] as

k ¼ ðn þ ikÞ
v

c
½24�

By substituting this value of k in eqn [22] we obtain an
expression with two exponential terms

E ¼ E0e2
vkz

c ei


vnz

c 2vt
�

½25�

The term ei


vnz

c 2vt
�

represents a wave traveling at a
speed v ¼ c=n; while the term E0e2ðvkz=cÞ represent the
amplitude of this wave which decays exponentially
with distance z: The intensity I of the wave is
proportional to the square of the amplitude so that

I / e2
2vkz

c or I / e2az ½26�

wherea is the familiar absorption coefficient routinely
measured by absorption spectroscopy. Hence we
obtain an important relationship relating the obser-
vable quantity a to the imaginary part of the refractive
index k according to

a ¼
2kv

c
½27�

Local Field Correction

It should be pointed out that the derivation of our
refractive index expression eqn [15] assumes that
only the electric field of the light affects the
polarization of the dipole oscillators. However, this
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assumption is not correct in dense materials because
of the contribution from the electric field of neighbor-
ing atomic dipoles. The field generated by each dipole
will affect all other dipoles in the vicinity. It is possible
to approximate this contribution by accounting for
the effect of dipoles within a local sphere. The result
of this approximation is known as the Clausius–
Mossotti equation, which is accurate for isotropic
medium such as glasses and cubic crystals

n2 2 1

n2 þ 2
¼

x

3
½28�

Measurable Optical Parameters

Four things can happen to a beam of light propagat-
ing through a thick slab of optical material (Figure 4).
Some of the light can be reflected at the surface of the
solid, some can be absorbed by the sample, some can
be scattered in different directions, and some of the
light can be transmitted through the sample. The
effect on the light beam, resulting from these
phenomena, can be quantified by a number of optical
coefficients, which characterize the macroscopic
properties of the material.

Reflection of light at the surface of a solid is
described by the reflectance R defined as the ratio of
the reflected intensity I to the incident intensity I0: For
a beam falling perpendicularly on a flat surface, the
reflection is called specular and is governed by the
complex refractive index according to the Fresnel
equation

R ¼
I

I0

¼
ðn 2 1Þ2 þ k2

ðn þ 1Þ2 þ k2
½29�

This provides us with a second important formula
relating a measurable quantity ðRÞ to the optical
constant of the material. For measurements

performed within the transparency region of a solid,
the value of k is much less than n and eqn [29] reduces
to the more familiar form

R ¼
ðn 2 1Þ2

ðn þ 1Þ2
½30�

Absorption occurs when the light frequency reaches
the natural resonance of some dipole oscillators in the
medium. The energy of the electromagnetic wave is
partly transferred to the material and generally
dissipated in the form of heat. The light intensity is
therefore attenuated as it propagates through the
material and the attenuation efficiency is quantified
by the absorption coefficient a. The intensity
decreases exponentially with pathlength z according
to Beer’s law

IðzÞ ¼ I0e2az ½31�

where I0 is the incident intensity. The imaginary part
k of the optical constant can then be directly obtained
from measurements of a using eqn [27].

Scattering is the process whereby light is redirected
in different directions due to microscopic density
fluctuation in the sample produced by defects,
impurities, or structural inhomogeneities. The inten-
sity of light propagating in the forward direction
is attenuated by the scattering event and it can be
quantified in a way equivalent to absorption.
The intensity has an exponential dependence on
pathlength z analogous to Beer’s law

IðzÞ ¼ I0e2Sz ½32�

where S is the scattering coefficient. When the
scattering center is smaller than the wavelength of
light this phenomenon is called Rayleigh scattering
and the scattering coefficient S vary with the inverse
fourth power of the wavelength

SðlÞ /
1

l4
½33�

By measuring light attenuation we cannot tell the
difference between absorption and scattering and
the total attenuation is aTot ¼ aþ S: However, the
scattering contribution is generally much weaker
than the absorption and can be neglected so that
aTot ¼ a:

Transmission occurs when the light is neither
reflected, absorbed, or scattered. The beam is then
transmitted through the sample and the fraction of
light exiting the back surface is quantified as the
transmittance T. If we disregard scattering in com-
parison to absorption then conservation of energy

Figure 4 Representation of the four main optical processes

happening to a beam as it propagates through a slab of

transparent material.
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require that

R þ T þ A ¼ 1 ½34�

where A is the fraction of light absorbed. The
transmittance can then be compiled from R and a

for an incident beam I0 traveling across a sample of
thickness l: In this case we must consider the
reflection of the light on the front surface as well as
on the back surface when it exits the transparent
medium. The expression for the transmittance
accounting for dual reflection is

T ¼ ð1 2 RÞ2e2al ½35�

It should be noted that a rigorous treatment of
eqn [35] should account for multiple reflections
between the front and back surface in the interior of
the sample. In this case, interference effects compli-
cate the determination of n and a modified version of
eqn [35] can be computed by summing up the
intensities due to the contribution of the multiple
reflections.

Transmission and reflection measurement are
readily obtained using conventional spectrometers.
Two types of spectrometers must be used to cover the
entire optical spectral region. FTIR (Fourier Trans-
form Infra Red) spectrometers use a glow bar as the
light source, which enable it to cover the infrared and
near infrared domain. The UV-VIS (ultraviolet
visible) double beam spectrometers use a tungsten
and deuterium lamp and cover the spectrum from the
ultraviolet down to the near infrared. Using eqns [27],
[29] and [35], the reflection and transmission
measurements thus obtained are used to calculate
the real and imaginary component of the optical
constant over the entire optical frequency range.

An example of transmission measurement is shown
in Figure 5, for a dielectric and a semiconductor.
The two spectra have the same principal features. At
short wavelength the edge of the transparency
window is due to absorption of energy by the valence
electrons. In classical terms this corresponds to the
resonance of electronic oscillators, and in quantum
mechanical terms to the excitation of electrons from
the valence to the conduction band. This edge is due
to a sharp increase of k, which extends over a
significant range of frequency corresponding to the
domain of opacity or high absorption. The wave-
length at the edge determines the minimum energy of
the photon necessary to promote an electron across
the bandgap Eg. Insulators have a large bandgap and
appear transparent to the human eye because visible
light is not energetic enough to promote an electron
across Eg. In contrast, semiconductors have a smaller
bandgap and appear black (opaque) because all the

visible light is absorbed to induce electronic tran-
sitions. On the low frequency side the transparency
window is limited by atomic vibrations in the solid
structure. The wavelength of the vibrations increases
with the mass of the atomic oscillators. Semiconduc-
tor compounds have higher atomic masses and
therefore transmit at longer wavelength in the
infrared while insulator have lower atomic mass and
exhibit their vibrational absorption edge at shorter
wavelength.

In between the two absorption regions, k is very
small and the material is transparent. The refractive
index is almost entirely governed by the real part n.
Eqn [15] shows that n is proportional to the number
N of electronic oscillators. The refractive index will
then be higher for heavy atoms with a high electronic

Figure 5 (a) Transmission spectrum of SiO2 glass, a standard

dielectric solid. (b) Transmission spectrum of GeSe3 glass, a

semiconductor (Eg ¼ 1.6 eV). (c) Reflectance spectrum of silver

metal.
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density. Consequently, semiconductors exhibit a
maximum transmission of only 60% because of
significant surface reflectivity (eqn [35]) resulting
from their higher refractive index n (eqn [30]).

Most applications of materials in optics are only
concerned with the transparency domain so that the
useful optical constant is reduced to the real part n.
Hence a number of experimental techniques have
been developed to obtain n, often by measuring
angles of refraction with the use of Snell’s law

n1 sin u1 ¼ n2 sin u2 ½36�

where u1 is the angle of the beam incident in the
medium of index n1; and u2 the angle of the beam
refracted at the interface with a medium of index n2

(Figure 6). The basic principle is to compare the
sample with a standard glass of known refractive
index and measure the refraction angle at their
interface. The sample’s index can then be obtained
following eqn [36]. Since n varies with wavelength,
these techniques are normally performed with
monochromatic light and provide n at a single
wavelength. Among these methods are: the Abbe
refractometer, using a glass hemisphere as a standard,
the V-block refractometer, using a V shaped prism as
a standard, and the prism goniometer based on the
relative deviation between a known glass prism and a
prism shaped sample.

Ellipsometry is another technique widely used to
measure the index n. This technique is normally used
on thin films deposited on substrate, as it allows to
simultaneously measure the thickness and the refrac-
tive index. However, the method can also be applied
to bulk samples. The principle of ellipsometry is
based on measuring the change in polarization of a

beam reflected off the sample surface as a function of
incidence angle. The reflected light is elliptically
polarized to an extent depending on n. This technique
is especially useful to measure n at frequency range
above the absorption edge where the sample is highly
absorbing.

Metals

The optical properties of metals are mainly charac-
terized by their very high reflectivity, which causes
their shiny appearance. All metals reflect light in the
infrared and visible region up to a cutoff frequency in
the ultraviolet. This critical frequency is called the
plasma frequency vp: The physical significance of
the plasma frequency can be understood using the
Drude–Lorentz model of the free electron oscillator.
As mentioned previously, the free electron can be
described accurately as dipole oscillators with a
resonant frequency v0 ¼ 0: If we consider a system
with negligible damping, we can introduce g ¼ 0 and
by assuming all free electrons to be equivalent we can
consider only one type of oscillators so that eqn [15]
reduces to

n2 ¼ 1 2
v2

p

v2
½37�

where

v2
p ¼

Nq2

10me

½38�

Equation [37] means that in the low frequency
domain v , vp, the refractive index n must be
imaginary ðn2 , 0Þ and in the high frequency domain
v . vp, n is a real positive number. The low
frequency region is therefore dominated by the
extinction coefficient k and the reflectance R; given
by eqn [29], is essentially unity. In the high frequency
limit, R decreases and n is real. These features are
shown in Figure 5c. Metals are opaque and highly
reflective below the plasma frequency, while they
become transparent in the ultraviolet.

List of Units and Nomenclature

A absorbance
c light velocity in vacuum
D electric displacement
E electric field
I intensity of light (power per unit surface)
k wave vector
me mass of electron
mN mass of nucleus
n complex refractive index
n real refractive index

Figure 6 Refraction of a beam propagating across the interface

between two mediums of different refractive index. The incident

angle and the refraction angle are related to the index of refraction

through Snell’s Law.

OPTICAL MATERIALS / Measurement of Optical Properties of Solids 473



p dipole moment
P polarization
q charge of electron
R reflectance
S scattering coefficient
T transmittance
v phase velocity
a absorption coefficient
10 permittivity of vacuum
1r relative dielectric constant
k extinction coefficient
l wavelength
m reduced mass
x dielectric susceptibility
v angular frequency
v0 resonant frequency
vp plasma frequency

See also

Instrumentation: Ellipsometry; Spectrometers.
Scattering: Scattering from Surfaces and Thin Films.
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Introduction

While advances continue in this field, some optical
glasses have histories which can be traced to the
seventeenth century. These glasses are produced by
direct melting of raw materials of relatively high
purity. Modern, or nontraditional, optical glasses are
more commonly used to transmit light outside the
visible region and are often made by nontraditional
methods, including many variations on chemical
vapor deposition, reactive melt processing, and sol–
gel techniques. These glasses are used for ultraviolet
and infrared lenses and other optical components, for
optical fibers, for glass lasers, and for photonic
devices such as optical isolators. Purity requirements
and production demands for these glasses are
significantly greater than those for traditional optical
glasses.

Traditional Optical Glasses

Traditional optical glasses are primarily used as
components such as lenses, prisms, or windows

for optical systems operating in the visible region.
These applications require glasses of high homo-
geneity, with precisely known refractive indices
and dispersions. Glasses, as defined in this
article, are nonmetallic, inorganic materials which
have no long-range atomic structure and which
display a temperature region of time-dependent
properties.

Crown and Flint Glasses

Traditional optical glasses are designated as either
crown or flint glasses. Crown glasses were originally
based on the soda-lime-silica ternary system and were
developed for use as window glass. The crown
process involved spinning a spherical gob of molten
glass to form a flattened disk which was much thicker
in the center than at the edges. The edges of these
disks were used for window panes, while the ‘crown’
in the center was often used as a crude lens. Crown
glasses have low refractive indices and low to
moderate dispersions.

The first flint glasses were potash-lead-silicate
glasses prepared using English ‘flint’ as the source of
silica. The presence of lead in these glasses results in
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higher refractive indices and dispersions than those of
crown glasses.

The designations of crown and flint have since been
expanded to include glasses from many other
compositional systems. Glasses with lower refractive
indices and dispersions are designated as crowns,
while those with higher refractive indices and
dispersions are designated as flints. Modern crown
glasses are based on silicate, phosphate, and boro-
silicate systems. Additions of fluorine are particularly
useful for production of low refractive index, low
dispersion glasses, and for adjusting these parameters
to meet specific needs. The lowest combinations of
refractive index and dispersion are found for glasses
based on BeF2, while the highest combinations of
refractive index and dispersion are found in rare earth
borate systems. Other common optical glasses con-
tain barium or lanthanum, which can be used to
produce either crown or flint glasses, depending on
the other components of the glass.

The need for glasses with different combinations of
refractive index and dispersion can be traced back to
the development of the telescope. Use of lenses made
of a single glass made it difficult to obtain sharp
images. Newton recognized that this problem was
due to divergence of light of different wavelengths
while passing through a lens. He felt that this problem
was inherent to lenses and could not be eliminated.
Others eventually recognized that a compound
lens containing a positive crown glass and a negative
flint glass would result in cancellation of the
divergences and produce a sharper image. While
this development did not totally eliminate the
colored fringes in telescope images due to the
presence of the secondary spectrum, it did lead to
major improvements in optical imaging. Binary
compound lenses are still fashioned from a combi-
nation of crown and flint glasses, with much greater
flexibility today due to development of glasses with
much more varied combinations of refractive index
and dispersion.

Notation for Optical Glasses

Since the refractive index and the dispersion are the
two most important characteristics of an optical glass
for use as a lens, a notation system has been
developed to designate any glass by a six digit
number. This notation system requires that the
dispersion be expressed by the Abbe number, nd;

which is defined as

nd ¼ ðnd 2 1Þ
�
ðnF 2 ncÞ ½1�

where d, F, and c indicate the value of the refractive
index measured at the yellow helium line at

587.6 nm, the blue hydrogen line at 486.1 nm, and
the red hydrogen line at 656.3 nm, respectively. Since
the Abbe number is a reciprocal dispersion, a large
Abbe number indicates a low dispersion, while a
small Abbe number indicates a larger dispersion.
A glass is then designated by the expression

1000ðnd 2 1Þ ð10ndÞ ½2�

where each term is rounded to 3 significant digits. A
common crown glass known as BK7, for example,
which has a nd of 1.516 800 and nd of 64.17 is
designated as 517 642. A very high index flint glass,
with nd ¼ 1:807 410 and nd ¼ 31:61 would be
designated as 807 316. This system can be used for
all but the exceptional glasses with nd $ 2:00: Some
tabulations are based on the green mercury line, or
e line, at 546.1 nm instead of the yellow helium (d)
line. The choice of the d or e line results in a small
difference in the reported refractive index and Abbe
number for any given glass (Figure 1).

Dispersion Formulae for Optical Glasses

The combination of a refractive index near the
middle of the visible region of the spectrum and
the Abbe number describe the contribution of an
optical glass to the refractive power and chromatic
aberration of a lens. This information was sufficient
for many early applications of lenses and is still
sufficient for the design of optical devices of modest
expectations. More sophisticated optical devices
require more information for proper design. The
simple Abbe number is often insufficient for expres-
sing the dispersion, since it is necessary to provide a

Figure 1 Relation between the refractive index and Abbe

number of optical glasses. Commerical optical glasses lie in the

regions labeled flint and crown above the curve.
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detailed set of values of the refractive index as a
function of wavelength across the entire visible
region. The refractive index can be listed at a
number of wavelengths, or described by an equation
covering the entire wavelength range of interest.
Although there are a number of expressions for the
wavelength dependence of the refractive index, the
most commonly used are the Cauchy dispersion
formula, or

n ¼ a þ bl22 þ cl24 ½3�

where a; b; and c are constants derived from a best
fit of the data to this expression, and variations of
the Sellmeier dispersion formula, which is often
simplified to the expression

n2¼A0þA1l
2þA2l

22þA3l
24þA4l

26þA5l
28 ½4�

where the six An constants are tabulated. The Cauchy
dispersion formula is accurate to <1024, while the
modified Sellmeier dispersion formula is accurate
to <3 £ 1026. The validity of the latter expression
can be extended further into the ultraviolet by
adding a l210 term and into the infrared by adding
a l4 term.

Annealing of Optical Glasses

Much of our knowledge of the behavior of glasses in
the glass transformation region is based on studies of
the annealing of optical glasses. Glass-forming melts
have much higher thermal expansion coefficients
than those of solid glasses of the same composition.
During cooling of a melt, the density increases rapidly
so long as the melt is relatively fluid. As the viscosity
increases, the rate of structural rearrangement of
the melt slows and eventually becomes fixed at
some effective, or fictive, temperature. If the melt is
cooled rapidly, the structure of the glass will be
representative of a high temperature melt. If the melt is
cooled more slowly, the structure will have time to
equilibrate at lower temperatures and the glass
formed will have the structure of a lower temperature
melt and hence will be more dense. Since the
refractive index of a solid is related to its density,
the refractive index will be less for the glass
produced by rapid cooling than for one produced by
slower cooling.

There are two ramifications of the cooling effect on
refractive index. First, the refractive index will be
different for different cooling rates, even though the
composition is identical. Statements regarding the
refractive index of a glass are only applicable for a
known thermal history. Second, but less obvious, the
outside of a piece of glass will cool more rapidly than

the inside due to the kinetics involved with removing
heat from the glass. As a result, a refractive index
gradient will exist in the glass, with a lower refractive
index at the surface. If the glass is ground and
polished to form a lens, the lens will not perform as
expected if the shape is based on the assumption that
the refractive index is constant through the entire
lens. While cooling-induced differences in refractive
index between the surface and center of a large block
of glass are usually of the order of 0.000 1, they can be
$0.001 for a rapidly cooled block.

Control of the cooling rate is essential for the
production of a block of glass of uniform refractive
index. The cooling rates used to reduce stresses to
acceptable levels in the production of nonoptical
glasses are much too fast for the production of
optical glasses. Use of a constant cooling rate
throughout the glass transformation region will not
yield a block of uniform refractive index. Ideally,
the cooling rate should be decreased gradually as
the temperature decreases throughout the glass
transformation region. The production of a fine
annealed glass requires a very slow cooling process,
with a gradually decreasing cooling rate with
decreasing temperature within the temperature
region where permanent changes in the structure of
the glass can occur.

Athermal Lenses

While the thermal expansion coefficient of many
glasses is relatively low, it is not zero. As a result, the
dimensions and refractive index of a glass are
functions of temperature. Temperature changes in
an optical system therefore result in changes in optical
path length. While changes in optical path length of
this magnitude may be unimportant for optical
systems used within a narrow temperature range,
those used over ranges exceeding 10 to 20 K must be
designed to minimize thermal effects. Production of
athermal optical systems, i.e., systems of constant
power over a range of temperatures, requires use of
glasses where the thermal changes in refractive index
are exactly offset by the changes in dimensions, i.e.,
the optical path length is independent of temperature.
This condition is met if the temperature coefficients
of the index and the thickness are equal and of
opposite sign.

The overall effect of changes in temperature on the
optical path length are tabulated in terms of the
thermo-optical constant, G; given by

G ¼ aðn 2 1Þ þ dn=dT ½5�

where a is the linear thermal expansion coefficient, n
is the refractive index, and dn=dT is the thermal
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coefficient of the refractive index. Perfect compen-
sation between changes in index and dimensions are
obtained when G ¼ 0: Since a is positive for most
optical glasses, with values in the range of 3 to
15 ppm/K, this condition requires a negative dn=dT:

Negative values of dn=dT are found primarily for
glasses containing some fluorine, such as fluoride
glasses and those in which oxygen is partially
replaced by fluorine, such as fluorosilicates, fluoro-
borates, etc., or for some phosphate glasses.
Silicate glasses rarely, if ever, have a negative
value of dn=dT: For the same glassformer, e.g.,
P2O5, use of modifier ions with large diameters and
low field strengths favor increasingly negative values
of dn=dT:

The value and sign of dn=dT is determined by the
competition between the decrease in refractive index
induced by an increase in molar volume and the
increase in the refractive index induced by an increase
in polarizability of the ions in the glass with an
increase in temperature. Equation [5] indicates that
the absolute value of the refractive index is also
important in determining the value of G: If the
refractive index is high, then dn/dT must be more
negative to yield G ¼ 0: As a result, most athermal
glasses are crown glasses. The value of dn=dT is also
wavelength-dependent, generally decreasing with
increasing wavelength. In particular, dn=dT becomes
more positive at wavelengths near the UV edge of the
glass. An athermal lens is only perfectly athermal at
the design wavelength.

A few special glasses and glass-ceramics used for
optical applications, e.g., vitreous silica, titanium-
doped silica, and some aluminosilicate glass-
ceramics, have thermal expansion coefficients
which approach zero or are slightly negative.
Vitreous silica has a very low refractive index and
thermal expansion coefficient and can be used to
produce lenses which, while not truly athermal, have
relatively low temperature sensitivity. These low
thermal expansion materials are often used as
substrates for coated reflective optics (mirrors),
where dimensional stability is far more important
than any change in the refractive index of the
substrate.

Production of Traditional Optical Glasses

Quality requirements for optical glasses are much
greater than those for other common glasses. A
constant refractive index throughout the glass
requires an extremely high degree of homogeneity.
The glass must be free from defects such as striae
(regions of refractive index variation due to density/
composition variations) and stones (undissolved

material) and the bubble content must be as low as
possible. The thermal history of the glass must be such
that the refractive index variation, due to differing
fictive temperatures, is minimized. Internal stresses
must be minimized to yield a low birefringence. The
glass must also be free of any species which contribute
to absorption in the desired spectral region.

The quality demands of optical glasses require use
of much higher quality, and thus more expensive, raw
materials. Concentrations of third-row transmission
metal ions must be held to rigid specifications, with
maximum values usually in the ppm, or even in the
ppb range, for the highest quality glasses. Defects are
reduced by melting in platinum containers instead of
the oxide containers used in the past. Stirring the
melt, using platinum wherever possible, is essential
for obtaining acceptable homogeneity. Control of the
melting atmosphere may be essential for controlling
the redox state of the melt. Rigorous annealing
schedules must be used to produce glasses with the
desired thermal history so that the problems of stress-
induced birefringence and refractive index gradients
are reduced to acceptable levels.

Non-Traditional Optical Glasses

While most traditional applications of optical glasses
involve transmission in the visible, many modern
applications require high transmission in the ultra-
violet, near-infrared, or infrared regions of the
spectrum. Transmission in each of these regions is
determined by both the bulk composition of the glass
and by the concentration of impurities present. Most
nontraditional applications place even more stringent
requirements on the purity of the materials used in
manufacturing the glass. An extreme example of the
demand for purity is found in the glasses used for
telecommunication optical fibers, where concen-
trations of some impurities must be held to the low
ppb level.

Ultraviolet-Transmitting Glasses

The ultraviolet transmission of a glass is determined
by the intrinsic electronic transitions of the material,
by charge transfer absorption bands due to impu-
rities, and by surface and bulk scattering. The first of
these is determined by the electronic bandgap of the
material, while the other two are controlled by the
care taken during production of the glass. These
glasses are used in spectroscopy for windows, lenses,
UV-lamps, and sample cuvets, for microlithography,
and for lenses in excimer laser optical systems.

Vitreous silica is widely used as an ultraviolet
transmitting glass for transmission optics at
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wavelengths well below 200 nm. The lowest energy
absorption band for this glass occurs at 10.2 eV, or
122 nm. Many UV–VIS spectrometers, which nor-
mally are capable of measurements extending to 185
to 190 nm, use vitreous silica as optical elements.
Additions of alkali or alkaline earth oxides to
silica produce nonbridging oxygens in the network.
Nonbridging oxygens do not bind the excitable
electrons as tightly as bridging oxygens, which shifts
the absorption edge to lower energies, i.e., longer
wavelenths. These glasses are incapable of high
transmission beyond 5 eV, or about 250 nm, and are
not used for applications requiring good ultraviolet
transmission.

Addition of elements which eliminate nonbridging
oxygens favors good ultraviolet transmission.
Alumina and/or boric oxide are frequently used in
conjunction with alkali or alkaline earth oxides to
counter the formation of nonbridging oxygens and
preserve the ultraviolet transparency of silicate
glasses. This approach can be taken to its logical
conclusion by eliminating silica from the composition
and producing alkali/alkaline-earth-aluminoborate
glasses with good ultraviolet transparency.

In theory, fluoride glasses should provide better
ultraviolet transmission than oxide glasses due to the
larger bandgaps of fluorides. This assumption is true
for single crystals, where fluorides such as CaF2 are
under development for transmission to higher ener-
gies than those obtainable with oxide crystals or
glasses. In practice, the superiority of fluoride glasses
for ultraviolet transmitting glasses has proven diffi-
cult to achieve. Vitreous BeF2 and related glasses have
superior ultraviolet transmission when compared to
silicate glasses. Unfortunately, BeF2 is very volatile
and quite toxic, which restricts production of glasses
based on BeF2. Some fluoroaluminate and fluoro-
phosphate glasses also have excellent ultraviolet
transparency, but difficulties in producing these
glasses in large sizes and of optical quality has limited
their application.

Impurities are particularly important in production
of ultraviolet transmitting glasses. The third-row
transition metals, platinum, and cerium are all
known to absorb strongly in the region from 200 to
300 nm when dissolved in glasses. Ferric iron has
such a strong absorption band at <230 nm that
concentrations of ferric ions must be kept in the low
ppm range in glasses used for ultraviolet trans-
mission. Since iron is a very common impurity in
the sands used to produce silicate glasses, special care
must be taken to minimize the Fe3þ content of
ultraviolet-transmitting silicate glasses. Since ferrous
iron has lower absorption in the ultraviolet, the effect
of iron can be reduced by melting under reducing

conditions. Platinum can enter melts from the melting
unit and can be present as either ions or metallic
particles. The ionic form of platinum absorbs
ultraviolet light, while the metallic form scatters the
same light.

Near-Infrared-Transmitting Glasses

Most glasses have good intrinsic optical transmission
in the near-infrared. Absorption in this region is
primarily due to impurities. Ferrous iron is especially
detrimental to transmission in this region as a result
of an extremely broad ligand field absorption band
centered at about 1050 nm and extending into the
visible and out to over 2000 nm. Reduction of
absorption due to ferrous ions is obtained by careful
control of raw materials to minimize the amount of
iron oxide present and by melting under oxidizing
conditions, which converts the ferrous ions to ferric
ions. Conversion from ferrous to ferric ions increases
the ultraviolet absorption of the glass. If good
transmission in both the ultraviolet and near infrared
regions is required, the iron content must be held to
very low levels.

Although many rare earth ions also have absorption
bands in this region, these elements are rarely found as
impurities in sufficient levels to impair transmission in
the near-infrared region for lenses and other common
optical components. A more serious problem occurs
for glasses used as optical fibers, where the greater
optical path length magnifies the effect of impurities
which may be undetectable in the spectra of samples
only a few mm thick. The same can be said of
absorptions of other ions which have very weak
absorption bands in this region. Even higher order
overtones/combination bands of infrared vibration
absorption bands due to hydroxyl become important
in optical fibers. While the hydroxyl absorption in
infrared-transmitting glasses used in mm thicknesses is
insignificant for concentrations less than 1 ppm, the
hydroxyl concentration of optical fibers must be
reduced to levels of a few ppb to reduce the effect of
the overtone/combination bands to acceptable levels.

Infrared-Transmitting Glasses

Infrared transparency is limited by the intrinsic
vibration, or multiphonon, edge of the glass and by
the presence of impurities, primarily hydroxyl and
carbon dioxide, which absorb in the infrared. The
position of the infrared edge is determined by the force
constant, which is proportional to the bond strength,
and the masses of the ions. The best infrared
transmission is found for materials with weak bonds
and heavy ions. Infrared transmitting glasses are
used in infrared spectrometers, lenses for pyrometers,
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infrared transparent domes for aircraft and missiles,
and optical components for many systems using
infrared lasers.

The fundamental absorptions of B2O3, SiO2, P2O5,
and GeO2 lie in the region from 7.5 to 12 mm. These
bands have such strong absorptions that the first
overtone, at half the wavelength of the fundamental
vibration, effectively determines the infrared edge for
samples of more than a few hundred micrometers in
thickness. The best infrared-transmitting oxide glasses
do not contain significant amounts of B2O3, SiO2, or
P2O5. The lower fundamental vibrational frequency
of GeO2 allows production of some glasses of limited
use for infrared transmission to about 5 mm. Com-
parable transmission is obtained for calcium alumi-
nate glasses. Better transmission has been obtained for
glasses combining the oxides of lead, bismuth, or
cadmium with gallium oxide. These gallate glasses are
termed heavy metal oxide, or HMO, glasses and
transmit to <7 mm in mm thicknesses. The HMO
glasses transmit into the visible, with a cutoff at 400 to
500 nm. Since these glasses are transparent to visible
light, they offer advantages over many other infrared-
transmitting glasses which are opaque in the visible.

Recently, heavy metal halide (HMH) glasses have
been found to exist in a wide range of compositional
systems. HMH glasses transmit much further into the
infrared than the best oxide glasses, with cutoff
wavelengths extending beyond 20 mm. These glasses
are much more difficult to prepare than oxide glasses
and are highly prone to crystallization, less durable in
water, and mechanically weaker than the HMO
glasses. Improvements in infrared transmission cor-
relate with degradation in the other properties needed
for most applications. Oxide impurities severely
degrade the infrared transmission of these glasses.
While much greater infrared cutoffs can be obtained
in the laboratory, glasses currently produced com-
mercially transmit to <8 mm.

Chalcogenide glasses contain either S, Se, or Te as
the glassforming anion and are free of oxygen.
Commercial compositions transmit to 16 mm, while
laboratory samples transmitting beyond 20 mm can be
made. These glasses have refractive indices in the
infrared in the range of 2 to 3, very low glass
transformation temperatures, which limit their tem-
perature range of application, and are, with few
exceptions, opaque in the visible. Toxicity is also a
problem for Se and Te. Oxygen impurities must be
kept below the 1 ppm level to avoid unacceptable
absorption bands.

All infrared-transmitting glasses suffer from trans-
mission interference in the region from 2.5 to 6 mm,
due to hydroxyl in the glass. Since hydroxyl readily
forms in any melt exposed to an atmosphere

containing water vapor, great care must be used to
reduce the hydroxyl content to acceptable levels.
Glasses can be melted in sealed containers, under
reactive atmospheres containing fluorine or chlorine,
or under vacuum. Some glasses are prepared under dry
conditions and then remelted under a vacuum to
reduce the hydroxyl content. Similar care must be used
to exclude CO2 from HMH glasses, where a band at
4.25 mm has been assigned to the asymmetric stretch-
ing vibration of the dissolved molecules (Figure 2).

Optical Isolators

Optical isolators based on the Faraday effect contain
high concentrations of rare earths for paramagnetic
devices and lead for diamagnetic devices. The highest
concentrations of rare earth ions are obtained in
aluminosilicate, aluminoborate, and aluminogerma-
nate systems, where excellent quality glasses can be
produced, while the best diamagnetic isolators are
obtained using the lead bismuth gallate glasses.

See also

Optical Materials: Color Filter and Absorption Glasses.
Magneto-Optics: Faraday Rotation, CARS, ODMR,
ODSR, Optical Pumping.
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Introduction

Injection molded precision plastic optics in high
volumes were first produced during the 1960s. After
the development of sophisticated measuring and
manufacturing methods in the late 1960s, precise
aspheric surfaces were as easy to make as spheric
contours in plastics. Today plastic is a widely used
low-cost option compared to glass with even more
degrees of freedom for optical and component design.
Polymer optical systems are used in sensor appli-
cations, visual systems, cameras, mobile phones,
video-conferencing cameras, scanners, security sys-
tems, and so on.

The physical and chemical properties of plastic
materials are very different from those of glass.
Generally speaking, glass materials are harder, more
durable, and more stable against temperature and
humidity than plastics. The variety of optical glasses
comprises hundreds of different materials. Compared
with this the choice for plastic materials is limited
only to about 10 different materials (and even less
optical parameter variations). However, plastic optics
offers other design freedoms that are not achievable
with glass optics.

The manufacturing technologies for glass and
plastic optics are totally different. Glass lenses are
made by a grinding and polishing process
whereas precision plastic lenses are usually made by
injection molding, compression molding, or casting.
Because of the material’s characteristics and the
manufacturing process, plastic optics have some
unique advantages.

High production numbers at low costs
Injection molding is ideal for high-volume production
with low-unit costs. Moderate raw material costs
and multicavity mold designs (up to 32 cavities) allow
large production volumes at a reasonable unit price.
In spite of considerable tooling costs, these
costs compared to glass design versions, can be
relatively low.

Lightweight and hardiness
For a given volume glass is much heavier than plastic
(by a factor of 2.3 to 4.9). However, plastic materials
are relatively shatter and impact resistant. These
features are important for head-mounted systems and
other weight-sensitive applications (mobile phones,
cameras, etc.).

Design potentials
Injection molding makes it economical to produce
sophisticated optical shapes such as aspheres,
diffractive optical elements, or even freeform surface
structures. From the design point of view, the more
sophisticated surface shapes reduce costs or obtain
better performance (Fresnel structures, lens arrays,
diffractive optical elements, etc.).

Optical systems and component assembly
For typical optical system designs optical components
(mirrors, lenses, prisms, etc.) must be fixed in a
mounting. With plastic optics it is possible to mold
mounting elements, posts, or alignment notches
integrally with the optical component. This can
reduce part and assembly costs considerably.

Technologies adapted to plastic materials, such as
ultrasonic and laser welding, gluing and integrated
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snap-in structures, allow fast and cost-efficient auto-
mated and manually operated assembling solutions.

History of Transparent
Plastic Materials

A Material With No Use

In 1840, the Austrian chemist Redtenbacher (1810–
1870), a student of Justus Liebig, discovered during a
chemical experiment a malodorous transparent
liquidity, the acrylic acid. It was an unwanted
byproduct which was not further analyzed at that
time. Nevertheless, that discovery can be considered
to be the origin of today’s plastic optics.

The development of plastics began in the US in
1860 as people were searching for an alternative for
ivory in the production of billiard balls.

In 1869 John Wesley Hyatt developed from
cellulose nitrate and camphor the first plastic
material: celluloid. At first it was used for dental
plates and afterwards for shirt collars and as a film
base material. Despite its flammability and its lack of
light resistance, it was a first economical success.

In the following decades the first synthetical
plastics were developed, for example, the material
with the trade name Bakelite in 1906.

Otto Röhm’s Doctorate

The basis of acrylates was rediscovered in the records
of Redtenbacher in 1900. From 1901 onwards, Prof.
Pechmann (1850–1902) asked his postgraduates to
do more research into the acrylic acid. The acrylic
acid is an acetylene compound which can be
extracted from carbon, petroleum, or lime.

In 1901 Otto Röhm, a student of Pechmann, wrote
his dissertation ‘About polymerisation products of
the acrylic acid’ – the basis of the methacrylate
chemistry.

Hermann Staudinger (1881–1965), head of the
Institute of Chemistry in Freiburg started theoretical
investigations into the structure and natural charac-
teristics of natural and synthetical polymers in 1920.
He assumed that the molecules of plastic materials
consist of numerous small molecule units. Exper-
iments as proof of the theory led to a rapid
development of scientific research and to significant
breakthroughs in plastic chemistry. Staudinger won
the Nobel Prize for Chemistry for his work in the field
of macromolecules in 1953.

In 1928 methyl methacrylate was syntheticized for
the first time and patented. Acrylic resin was used as a
binder in multi-layer glass.

In the 1920s and 1930s a number of plastic
materials were developed, including cellulose acetate

CA (photo film, synthetic fiber); polyvinyl chloride
PVC (pipes, coatings, isolations); urea formaldehyde
resin (dishes, electrical equipment).

Polystyrene resins were commercially produced for
the first time in 1937. Polytetrafluoroethene (PTFE)
was produced for the first time in 1938, and
distributed as ‘Teflon’ since 1943. Another key
development was the synthesis of Nylon, the first
technical high-performance plastic material.

Plexiglas Captures the World

The industrial production of methacrylic acid methyl
ester began in 1934. With its polymerization to a hard
and transparent plastic material, polymethyl-
methacrylic (PMMA or acrylic) was developed. It
was patented in 1936 and caused, under the
registered trade name Plexiglasw, a sensation at the
world exhibition in Paris in 1936, almost 100 years
after the discovery of acrylic acid.

Plates of Plexiglas were manufactured by means of
effusion and polymerization between glass plates. At
first it was used for watch glass, cockpits, and the
construction of street lighting and luminous advertis-
ing. People already experimented with Plexiglas
injection moulding in 1935. Arthur Kingston, the
founder of Combined Optical Industries Limited
(COIL) had invented and patented the first plastic
lens in 1933.

The First Plastic Lenses in Cameras

The first camera, incorporating plastic optical parts,
to be mass produced was the ‘Purma Special’
introduced by RF Hunter Ltd., in 1937, using
‘Perspex’ (another brand name for Acrylic), for the
direct-vision viewfinder.

Due to the scarcity of natural raw materials at the
beginning of World War II, the plastic industry
became a source of outstanding substitute materials.
This development had a lasting effect far into the
post-war period. Results were mainly achieved with
technical plastics, such as polycarbonates, acetates,
and polyamides. Other plastics were developed as a
substitute for metals as well as for hardhats, for high-
temperature constructions, and for products which
are resistant against acids and bases.

The German chemist Karl Ziegler discovered
polyethylene (Polyethen, PE) in 1953 and the Italian
chemist Giulio Natta Polypropylene (PP) in 1954.

The Eastman Kodak company is credited with
giving birth to the modern-day plastic Fresnel lens. In
1946 Kodak developed a tooling and manufacturing
process to mass produce plastic Fresnel lenses.
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The circular Fresnel lenses made at that time had
spiral grooves like music records.

It took another 10 years of improvement in
injection molding techniques to the first plastic lens
camera – the Kodak Brownie 44A from 1959.

Between 1953 and 1959 the Polycarbonate poly-
mer was developed by Bayer and General Electrics.
Currently acrylics and polycarbonates are still the
most important materials for plastic optics.

But not only thermoplastic materials were deve-
loped over this time. In May 1940 research
work resulted in the monomer allyl diglycol carbonate
(ADC). In the following years more than 180 different
compounds of this monomer were investigated and
examined.

During World War II Columbia Southern
Chemical Company (a subsidiary of Pittsburgh
Plate Glass) began research into ways of obtaining
nonthermoplastic materials. The project was given
the name ‘Columbia Resins’. The 39th tested (CR 39)
turned out to be the most significant due to its unique
properties and was used since 1947.

At first, solely the low-refractive CR 39 was
available for organic eyeglasses. Only in the mid-
1980s did the development begin in the field of high-
refractive nonthermoplastic materials.

Properties of Plastics for Optics

As already mentioned, the choice for plastic optical
material is limited only to about 10 different types of
material. Optical properties (abbe value, refractive
index, transparency) as well as mechanical, thermal,
and humidity boundary conditions are decisive for
the material choice. Different to glass during plastic
processing (injection molding, casting, etc.) the
process affects not only the geometry but also inner
properties like refractive index, transparency, and
birefringence.

Optical Properties

Fundamental optical properties are defined by optical
transmission, refractive index, and dispersion. For
plastic optics birefringence is an important parameter
too.

Although the total number of plastic materials has
increased in recent years, the range of refractive index
and dispersion characteristic is limited to almost two
major groups – crown-like materials such as Acrylic
(PMMA), Polyolefin (COC, COP) and flint-like
materials such as Polystyrene (PS), Polycarbonate
(PC) and Styrol-Acrylnitril-Copolymer (SAN).

This strongly limited variety of plastic optical
materials significantly restricts the optical design
freedom (Figures 1 and 2).

Physical Properties

Important physical properties are weight, impact, and
abrasion resistance – and thermal properties like
temperature resistance and thermal expansion.
Already, during system design, both mechanical and
thermal properties have to be taken into consider-
ation. The thermal expansion of optical plastics is
approximately ten times higher than that of glass
materials. In an optical system this effect has to be
compensated for by optical design or mounting.

Typically most optical plastics can withstand
temperatures up to 908C. The maximum service
temperature of Polycarbonate and Poly-Olefin
materials reaches 1208C.

The specific gravity of plastic optical materials
ranges from 1 to 1.3.

Polycarbonate has the highest impact resistance of
all optical plastics and so is used for windshields and
crash helmets. Acrylic has the best abrasion resistance
(Table 1).

Common Materials

Thermoplastics

Thermoplastics are polymers with a linear molecule
structure – with or without side chains – which
can be deformed reversibly without any modifi-
cation of their thermoplastic characterization by
means of the impact of heat. Optical elements can
be manufactured by injection molding or hot
embossing.

Figure 1 Abbe diagram.
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Typical optical thermoplastic polymers are listed
below.

Acrylic or PMMA (Polymethyl methacrylate)
Acrylic is the most commonly used optical plastic.
It is moderately priced, easy to mold, scratch
resistant, and not very water absorptive. Its
transparency is greater than that of most optical
glasses throughout the visible range of the spec-
trum (organic glass). PMMA can replace glass in
every application as long as the service temperature
is less than 908C and a low chemical resistance is
required. Additives to acrylic (as well as to several
other plastics) considerably improve its ultraviolet
transmittance and stability.

PC (Polycarbonate)
Polycarbonates are linear polyesters of the carbonic
acid which combine many characteristics of metal,
glass, and plastics.

Polycarbonate is very similar to styrene in terms of
optical properties such as transmission, refractive
index, and dispersion. Polycarbonate, however, has a
much broader operating temperature band of up to
more than 1208C. It is used as the flint material for
systems that have to withstand severe thermal
conditions.

Another advantage is the high-impact resistance of
polycarbonate. Safety glasses and systems requiring
durability often consist of polycarbonate. Because of
its high ductility polycarbonate is not easily machined.

Figure 2 Transmission characteristics.
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Table 1 Material properties

Material Characteristics Acrylic

(PMMA)

Polystyrene

(PS)

Polycarbonate

(PC)

Styrol-

Acrylnitril

(SAN)

Cyclic Olefin

Polymer

(COP)

Cyclic Olefin

Copolymer

(COC)

Polyether-

sulfone

(PES)

Acrylnitril-Butadien-

Styrolco-polymere

(ABS)

CR39 Optical

glass (B7)

Optical Spectral Passing

Band (nm)

390–1600 400–1600 360–1600 395–1600 300–1600

Refractive index at

587 nm and 20 8C

1.4918 1.5905 1.5855 1.5674 1.5261 1.6600 1.5380 1.501 1.517

Abbe value

ðnD 2 1Þ=ðnF 2 nCÞ

57.2 (53) 30.8 34 (29.9) 34.8 55.8 58 19.4 58 64.4

Transmittance (%)

thickness 3.2 mm

92 87–92 85–91 88 92 92 80 85

Haze% thickness

3.2 mm

1.3 2–3 1.7 1.5 1.5 1.5 1.5

Physical Specific Gravity

(g/cm)

1.18 1.06 1.25 1.07 1.01 1.03 1.37 1.05 1.32 2.53

Max. Service

Temperature (8C)

92 82 124 95 123 130 200 90 130 400

Linear Expansion

Coefficient ð1=K Þ

6.8 £ 1025 8.0 £ 1025 6.6 £ 1025 7.0 £ 1025 7.0 £ 1025 7.0 £ 1025 5.5 £ 1025 8.5 £ 1025 1.1 £ 1024

Abrasion

Resistance (1–10)

10 4 2 6 6

Environmental dn/dT ( £ 1025) 28.5 212 211.8…214.3 28 210.1

Sensitivity to

Humidity

high low low medium low high medium

Water Absorbtion

(weight %) 23 8C,

ISO 61

0.30 0.20 0.15 0.30 ,0.01 ,0.01 0.70 0.45 0

Manufacturability Processability excellent good poor excellent good

Birefrigence low high high low

Chemical Resitance to

Alcohol

limited good limited good

Costs approx. Material

costs (EUR/kg)

3.3 2.5 4.4 4.4 27.1 21.0 3.5 25.0

4
8
4

O
P

T
IC

A
L

M
A

T
E

R
IA

L
S

/
P

la
s
tic

s



PS (Polystyrene)
Polystyrene or Styrene is a low-cost material with
excellent molding properties. Styrene has a higher
index and a lower numerical dispersion value than
other plastics. It is often used as the flint element in
color-corrected plastic optical systems.

Compared with acrylic, styrene has lower trans-
mission in the UV range of the spectrum. It has a
lower resistance to UV than acrylic but is more easily
scratched than acrylic.

Because its surface is less durable, styrene is more
typically used in nonexposed areas of a lens system. A
styrene lens, when paired with an appropriate acrylic
lens, offers an effective achromatic solution.

SAN (Styrol-Acrylnitril-Copolymer)
SAN is a copolymer of certain fractions of Poly-
styrene and Acrylic (typically 70/30), which allows
adjusting refractive indexes. It is a glassy polymer
with a low tendency to stress cracks. SAN has slightly
more chemical durability than PS and is a low-cost
material with excellent molding properties.

ABS/MABS (Acryl-Butadien-Styrol-Copolymer)
ABS is developed from polymerization of styrene and
acrylnitrit on polybutadien during the emulsion
process. Process variations lead to different material
characteristics. Compared to PS, the chemical resist-
ance and temperature stability of ABS is considerably
better. ABS has a natural color so it cannot be used for
every optical application.

PES (Polyethersulfon)
PES shows a remarkable temperature stability, a low
transmission against UV-light, a limited transmission
with a natural yellow color, and cannot be used for
every optical application. Because of its excellent
temperature stability, PES is suitable for assembling,
even on electronic motherboards by reflow soldering.
This process causes temperature stress up to 2208C
(Figure 3).

COP and COC (Cyclic olefin polymer
and copolymer)
Cyclic olefin (co-)polymer provides a high-tempera-
ture alternative to acrylic. Its refractive index and
transmittance are similar but the heat distortion
temperature is about 308C higher than for acrylic.
It has a remarkably low water absorption value of less
than 0.01% (compared with Polycarbonate 0.2%
and PMMA 0.3%).

Cyclic Olefin Polymer (COP) is a family of
amorphous plastic resins with low native stress
birefringence properties. Zeonex is a resin developed
by the Nippon Zeon Company – one grade, E48R,

has a heat distortion temperature of about 1228C.
Zeon Chemicals has another class of polymers called
Zeonor, that can be provided as a lower-cost
alternative to Zeonex.

Cyclic Olefin Copolymer (COC), with the trade
name of Topas, is another high-temperature alterna-
tive to acrylic. Generally, it is a lower-cost alternative
to COP. Particularly favorable is the high flowability
(good injection moldability) of these thermoplastics.

PMP (Polymethylpenten – TPXw)
PMP has a structure similar to PE, except that only
the methyl groups are replaced with isobutyl groups.
The chemical resistance can be compared to PP,
although it tends to stress crack under the impact of
ketones or chlorinated solvents. The main advantages
of PMP are its excellent transparency and its good
mechanical characteristics, even at high service
temperatures of up to 1508C.

PE-HD (high density polyethylene)
If polymerization is controlled catalytically, mol-
ecules with a low number of side chains will be
received. Compared to PE-LD (low density), the
molecules are quite compact with a higher stability
and chemical resistance and service temperature can
be up to 1058C. PE shows a bad transparency (milky
appearance) in the visible spectral range. However,
this material is permeable for infrared beams and so is
frequently used for motion detectors.

Elastomere

Elastomeres are plastics with loose and networked
molecules which are rubber elastic at a normal
temperature. The most popular elastomeres are
natural rubber and silicone rubber. These materials
are optically used as flexible light guides.

Figure 3 PES.
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Duromeres

Organic glass is a fully synthetic plastic material
available in a vitreous state. It consists of macromol-
ecular organic compounds which do not follow any
principle of periodic arrangement and are hence
amorphous.

Duromeres are plastics with spacial closely
networked molecules which are very hard and
refractory at a normal temperature. Impact of heat
causes an irreversible induration. In most cases,
duromers are used to produce plastic lenses made of
organic glass. Once they have been thermally treated
after production, their shape can no longer be
changed.

The well-known plastic CR 39 is one of the organic
materials used for plastic lenses.

CR39 plastic is made by polymerization of the allyl
diglycol carbonate (ADC). It is a transparent,
thermosetting resin which combines an exceptional
range of qualities which are not available in other
plastic transparent materials. The CR39 plastic is
colorless and completely transparent to the visible
light and almost completely opaque in the infrared
and ultraviolet region of the spectrum. For these
reasons, it is largely used for the production of sun-
glass lenses. They can be colored by surface dyeing or
bulk tinting, have high abrasion resistance, and high-
quality optical properties. Their weight is about half
as much as glass, they keep their excellent optical
properties despite long-term exposure to chemicals
and resist heat distortion up to 1008C. These
qualities, combined with the exceptional optical
characteristics, make CR39 the best choice for
applications where severe conditions of use exclude
all other optical materials.

Additives and Colors

The characteristics of many plastics, particularly of
thermoplastic materials, can be changed by adding
so-called additives.

UV-filter materials are frequently added to
improve the stability of materials in the sunlight.
Sometimes nonstabilized plastics tend to yellow
(transmittance decreases). Color filters can also be
generated by coloring. Infrared coloring permits
the production of optical elements which appear
black in the visible spectral range. These materials
are particularly used for sensors, optical scanners,
or remote control front windows. Even character-
istics, such as temperature stability, can be influenced
by additives.

Manufacturing Methods

The manufacturing processes for glass and plastic
optics are totally different. Glass lenses are made by a
grinding and polishing process. By contrast, typical
manufacturing methods for precise technical plastic
optical parts are diamond turning of plastic blocks,
injection, and compression molding of granulates.
Other methods, such as casting, have their appli-
cation in special fields like ophthalmics (eyeglasses).
In any case, processing transparent plastic materials
for optical purposes should take place in a clean
environment.

Diamond Point Turning

Diamond point turning is an ultra-precision machin-
ing process carried out on special high-performance,
ultra-precision diamond CNC-machining systems.

In combination with vibration isolation systems,
digital signal processor-based machine control and
integrated measuring systems with nanometer pro-
gramming resolution manufacturing of optical sur-
faces is possible. This method can be expanded to full
3D-milling systems. With such an arrangement the
generation of free-form surface profiles is possible.

Because of the long production time and the high
machine costs, this technology is used for prototyping
in plastics and nonferrous metals, mold inserts, and
series production plastic parts – which cannot be
manufactured by injection molding (because of size
or precision demands).

Injection Molding

Injection molding produces several parts per shot
(molding cycle) in single or multicavity tools. This
production method is used for most of the plastic
optic parts. Other fabrication techniques are used
only when molding is inappropriate.

A plastic injection-molding machine consists of a
fixed platen, a moving platen, a clamping unit, and
an injection unit. Molding of optical parts requires
special machine configurations and auxiliary
equipment.

Compression Molding

Compression molding is used in the making of Fresnel
lenses or other micro-optical structures. The material
is pressed between heated platens with accurately
defined temperature cycling during pressing.
Mold inserts are formed by electroplated copies,
replicated from master structures. These masters can
be, for instance, diamond turned structures or
diffraction gratings made by holographic methods.
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The compression molding process allows realizing
small structures with high aspect ratios and tight
angular and positioning tolerances.

Manufacturing Process

Optical and System Design

On the one hand, optic design for plastic optics in
principle uses the same mathematical algorithms
as optic design for glass. On the other hand,
designing plastic optics requires a profound under-
standing of the material properties and the manufac-
turing processes. Knowledge of production
technologies, material characteristics, and assembling
methods, together with design expertise, are needed
to fully exhaust what precision plastic optics can be.
Simply substituting the indices of refraction and
re-optimizing, the design will not succeed. Expert
design assistance is essential at this stage.

Designing plastic optics with modern design tools
allows greater design freedom. The advantage of
combining integral mounting structures with the
optical surfaces to create mounting flanges, align-
ment, and snap features, provides the ability to
automated assembly. Aspheric, cylindric, or toroidal
surfaces are as easy to realize as spherical ones.
Microstructures such as diffractive optical elements
can be integrated too.

Prototyping

After designing a plastic optical system, lens proto-
types can be made by diamond point turning in
various plastic materials. The best surface finishes can
be obtained with PMMA. Materials such as poly-
carbonate, pleximid, or Zeonex do not yield smooth
surface finishes.

A major problem is the availability of semi-finished
plastic blocks in various materials. For PMMA, a
wide variety of bars or plates are available. For other
materials or colored options, semi-finished items have
to be made by injection molding. Because of the high
manufacturing costs, diamond point turning is only
recommended for making a limited number of
prototypes to verify functionality of the optical design
and to perform first tests.

In this stage optical systems are normally
assembled from single elements. Housing parts
often are made from aluminum. The resulting surface
quality and system performance cannot be a vali-
dation of the manufacturability by injection molding.
To get reliable knowledge about this, making a
molded prototype from a single-cavity prototype
mold is recommended.

The Injection Mold

A high-quality injection mold is obviously essential
for precise plastic optic parts. The parts can never be
better than the tool – but good tooling, however, does
not guarantee good parts. A strong understanding of
the whole manufacturing process is the key to
producing precision plastic components.

Any injection mold consists of three main parts.
The upper half, which is affixed to the injection-side
platen, the lower mold half, which is affixed to the
ejector-side platen, and the mold-ejection mechanism.
Guide pins and taper locks ensure proper alignment
of the mold halves.

Production volume and precision required from a
tool influences the selection of mold materials and
built-in maintenance features.

Single-cavity and multi-cavity molds from two
to eight, 16, or even 32 cavitys are used for plastic
optic parts.

Thermoplastic materials shrink during cooling in
the mold. This geometric effect has to be compen-
sated for in the injection mold. Exact shrink rates can
be calculated and the tool can be modified.

For manufacturing optical plastic parts by injection
molding, the optical surfaces (plano or aspherical
shapes, diffractive, conical, lenticular, and cylindrical
surfaces) are generated as separate inserts in the tool.

Aspheric inserts are manufactured by two steps.
First a best-fit curve is generated on a stainless steel
substrate. The substrate is then subjected to a nickel-
plating process (electroless nickel) that deposits a thin
layer of nickel (up to 500 mm). In the second step,
single-point diamond turning produces the final
aspheric or diffractive curve in the nickel. Because
the hardness of a nickel-plated insert is less than that
of a steel spherical insert, it will be more susceptible
to scratch defects (Figure 4).

Pre-Production

A pre-production stage is recommended to check the
manufacturing process. Typically this is done by using
a single-cavity prototype mold. This mold can be used
to find optimal molding conditions.

Optical and mechanical design can be verified with
real molded components and design revision is
possible to affordable conditions. Often the proto-
type molds is used to start limited production since
production tooling may take much more time.

Series Production

For series production of high volumes, multicavity
production molds are required. Depending on quality,
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volume, throughput, and cost, the production tool
may have 2, 4, 8 or even up to 32 cavities.
The production molds function for at least several
hundred of thousands of injection cycles.

Coating and Component Assembly

Coating

Because of their limited temperature and UV
resistance, plastic lenses must not be coated in an
elevated temperature and radiation environment.
During the deposition of thin films onto plastic, the
coating chamber temperature is significantly lower
than that for glass optics. This requires deposition
techniques such as ion-assisted deposition to apply
antireflective, conductive, mirror, and beamsplitter
coatings.

Today, multi-layer dielectric coatings are routinely
deposited on plastic components. Typical broadband
antireflection coatings reduce reflection to about
0.5% per surface across the entire visible spectrum.
Narrowband, multilayer antireflection coatings can
achieve surface reflectances less than 0.2%. Multi-
layer dielectric coatings can be modified easily to
scratch-resistant designs for front lenses and
windows.

Several front and back surface reflector coatings
are available for plastic substrates. Standard
coating metals include aluminum, silver, and gold.
Aluminum coatings provide surface reflectances
greater than 88% across the visible spectrum and
gold coatings greater than 95% for the near-infrared
region.

Component Assembly

Many advantages of using plastic optics will come out
in manufacturing components. The integration of
optical, mechanical, and electronic elements allows
building low-cost polymer optical components such
as small camera lenses or scanner heads.

Plastic optical assemblies are usually carried out in
a clean room environment by manual, semi-, or fully
automated processes. The components have to be
designed to ensure ease of assembly. Snap-on features,
UV-cementing, heat-staking, and ultrasonic and laser
welding, can also be employed with plastic materials.

Since most optical tolerances are additive, it is
essential to establish quality check points in the
manufacturing process to sort out nonconforming
sub-assemblies.

Automatic in-line optical performance, monitoring
such as MTF testing, can be implemented. SPC
techniques should be used here to ensure the process
is not drifting out of the controllable range.

Summary

For centuries, glass proved to be the material of
choice for all optical applications. During the
twentieth century, applications for glass elements
and complex optical systems greatly expanded. Early
uses of plastic molded elements included toy objec-
tives, gauge windows, and watch crystals. Through-
out the 1970s and up to the present day, high-grade
polymers were developed specifically for optical
applications. These advancements in materials,
coupled with improved mold design have enabled
plastic optics to replace glass optics in a wide and
growing number of applications.

Plastic optic technology permanently expands their
traditional limits and fields of application. On the one
hand, plastic optic is still limited by material proper-
ties but, on the other hand, design and assembling
freedoms allow new approaches.

See also

Diffraction: Fresnel Diffraction. Geometrical Optics:
Lenses and Mirrors. Optical Coatings: Thin-Film Optical
Coatings. Optical Materials: Color Filter and Absorption
Glasses.

Further Reading

Corning Precision Lens Inc. (2000) The Handbook of
Plastic Optics, 2nd edn. Cincinatti, OH: Corning
Precision Lens Inc.

Figure 4 Injection mold.
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Introduction

Optical materials, like all materials, ultimately derive
their physical properties from their chemical compo-
sition and physical form. Aluminum behaves differ-
ently from copper because of a chemical difference,
while graphite behaves differently from diamond
because of a crystallographic difference. For materials
that are not infinite perfect crystals, an important
contribution to their electromagnetic (optical)
response comes from the morphological form of the
material. Morphological form describes the physical
structure of the material: a perfect crystal is one type
of morphological structure, a porous fibrous bundle is
another. An example of a morphological difference is
that between snow and ice. Snow and ice are
chemically identical, composed of solid water, but
they exhibit different optical properties because of a
difference in morphology. The polished glasses and
large perfect crystals that comprise most optical
components have morphologies more like ice than
snow; their morphologies are dense and crystalline,
with few and small disordered ‘defects’. Unlike ice,
snow is rich with morphological structure (see
Figure 1) arising from the complex growth of each
flake in the clouds, and the aggregate growth of snow
on the ground. The morphology of snow scatters all
colors of visible light, giving it an opaque white
appearance, while ice is transparent and nearly
colorless.

Sculptured thin films (STFs) are materials with
controlled and designed morphology that exhibit a
rich behavior unlike that of the constituent materials
in bulk; they are the snow to most optical materials’
ice. Unlike snow, sculptured thin film morphology is
designed to scatter light in a controlled manner to
produce a desired optical response. A sculptured thin
film could be a coating applied to an optical element
where the coating converts polarizations of light,
circular or linear, but is composed entirely of an
optically isotropic material (which doesn’t usually
affect the polarization of light). The film morphology
is designed to create the desired optical properties.

Sculptured thin films are also useful for magnetics,
where an example of a sculptured thin film is the metal
film coated onto plastic tape for video, audio, and data
recording. The film is deposited under conditions that
impose an elongated shape onto the magnetic
domains, altering the magnetic properties. The mor-
phological form of a sculptured thin film defines the
way it responds in electromagnetic, chemical, and
biological interaction, and there is hope that these
unique materials will someday form the core of
technologies that make the world a better place.

Structure in Thin Films

As chemical composition and morphology determine
the electromagnetic response of materials, it would be
wonderful to have a technique where we could build
materials atom by atom, placing each exactly where
we wished, and varying the element at will. With this
level of control it would be possible to design and
fabricate materials for almost any conceivable optical
application. In some sense this is what is done now to
fabricate lasers and optical switches. Microelectronic
and micromachining processes have produced fantas-
tic optical devices by controllably mixing materials
(mostly semiconductors) and patterning designed
structures. These techniques typically employ a
repeated series of thin-film depositions and photo-
lithographic patterning. Examples of thin-film coat-
ings include antireflection coatings on eyeglasses,
hard coatings on grocery store barcode scanners,

Figure 1 Photograph of snow accumulating at 220 8C. Photo

courtesy of Chelsea Elliott.
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ultraviolet blocking aluminum inside potato chip
bags, and all integrated electronic circuits. Thin films
are usually produced by vapor deposition in vacuum,
and can be made with most elements and inorganic
compounds (and a growing list of organics). Most
thin films grow as uniform, dense, two-dimensional
(2D) layers, and three-dimensional structure (3D) is
produced by removing portions of the film with
photolithography and etching. Photolithography is a
process where ultraviolet light is projected through a
mask and microscope system onto a photosensitive
polymer layer atop the thin film. The light hardens
areas of the polymer in the pattern of the mask,
preventing them from dissolving in a chemical
developer solution. Exposed portions of the thin
film can then be etched away with chemical or other
means. Repeating as desired, many steps can create
complex 3D designed structures. Computer chips and
other integrated circuits are semiconductor crystals
covered with a layered structure of conductors
(aluminum, copper, platinum) and insulators (metal
and semiconductor oxides) patterned with thin film
deposition and lithography. Semiconductor lasers and
many other optical devices are made this way as well,
usually employing compound semiconductors (GaAs,
AlGaAs, GaAsP, InP, etc.). The micrometer-scale
patterning made possible with thin-film deposition
and etching techniques has produced a wealth of
semiconductor optical devices.

Optical lithography, however, is limited in size
scale to dimensions comparable to the wavelength of
light used to expose the photomask. Modern UV
lithography can pattern 100–200 nm structures.
Visible light has wavelengths from 400 nm (violet)
to 700 nm (red). Shrinking the dimensions of physical
structures is a great benefit for optical devices as it
allows light to be controlled coherently without
strong random scattering. Structures with dimensions
comparable to the wavelengths of light strongly
scatter light waves; scratches on optical components
or imperfections in materials with dimensions com-
parable to the wavelength are considered defects, and
are usually deleterious. However, materials with
morphology much smaller than the wavelength
(nanometer structure, or nanostructure) are seen by
propagating light as homogeneous, with polarization
and dispersion effects characteristic of the underlying
structure. Sculptured thin films are materials
where complex nanostructure has been created by
controlling growth parameters dynamically during
deposition of a thin film. The simplest sculptured thin
film might be one where the temperature is periodi-
cally varied during thin-film deposition (although this
is a very simple example, lacking the anisotropy
central to the sculptured thin-film concept). Variation

in the growth process with temperature affects film
density, producing a porosity variation (periodic
inhomogeneity) as a function of film thickness.
Varying porosity produces varying refractive index,
and this film would be an optical interference filter.
The largest limitation of sculptured thin films is that
all attainable structures must be characteristic of the
growth process. As all morphological control is
accomplished by varying film growth parameters,
structure that is not characteristic of thin film growth
is not possible. Fortunately, thin film deposition and
growth is sufficiently complex to allow the fabrica-
tion of a large range of useful structures. As with
lithographic patterning, the structural control is two
dimensional, but now the third dimension is con-
structed by continuing the deposition, not by repeat-
ing the deposition and lithography cycle. Complex
structures can be produced on the scale of tens or
hundreds of atoms (approximately tens of nano-
meters) with controlled 3D morphology. This
reduction in size scale compared to lithographic
patterning is a huge benefit. Materials can now be
designed and created with subwavelength structure to
coherently scatter light. Because the morphological
structure (,100 nm) is much smaller than the
wavelength of visible light (,500 nm), light traveling
in a sculptured thin film sees a medium with averaged
properties. The material can be designed to control
refractive index through a wide range, and birefrin-
gence and circular polarization effects are
controllable.

The morphological structure of thin films is a vast
topic. Thin films are produced with a nonequilibrium
growth process, somewhat like the growth of clouds,
and the mechanics of the growth determine the
structure, which is often very different from that
seen in a bulk sample of the same substance. Crystal
and morphological structure vary with deposition
process conditions, and vary during deposition to
record a history of growth much like the rings of a
tree, or stratified rock. If chemical composition is
varied during the deposition, that change will be
reflected in layers in the film. If vapor energy or
temperature is varied, variations in density and
crystal structure will result. Thin film growth is an
aggregation process (the film accumulates over time),
and exhibits many of the features of similar processes,
sometimes producing materials with structures simi-
lar to broccoli or clouds. This self-affine (self-similar)
structure is observed over a large range of sizes under
some film deposition conditions. Under other depo-
sition conditions, crystallographic effects dominate
growth and films become layers of faceted crystals. In
sculptured thin films, these growth characteristics are
controlled and exploited in a functional manner to
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design material properties. For example, magnetic
video and audio tapes that have the symbol ME,
abbreviating ‘metal evaporated’, employ a structured
magnetic thin film that has superior magnetic
response for recording. Similar effects are observed
in optical materials, and sculptured thin films appear
promising for improving existing optical devices or
enabling new ones to be developed.

The most studied form of sculptured thin films is
that produced by an asymmetric deposition process.
In deposition by vacuum evaporation, a thin film is
fabricated by evaporating some source material in
vacuum, and condensing a vapor onto a substrate.
Eyeglasses, mirrors, television phosphor screens, etc.
are coated this way. In most thin films the vapor
arrives straight down (perpendicular) to the plane of a
flat substrate. The film structure reflects the symmetry
of the vapor, and is typically composed of a dense
layer with some defects or voids oriented perpen-
dicular to the substrate surface. A thin film exhibiting
this morphology is shown in the scanning electron
microscope image of Figure 2. When vapor arrives
asymmetrically onto a substrate, however, that
asymmetry is reflected in the growth, producing
structural asymmetry in the resulting film, and altered
physical properties. A second scanning electron
microscope image is shown in Figure 3, of a
sculptured thin film where the orientation of the
substrate relative to the vapor is changed twice,
producing three layers with different morphologies.
The thin uniform gray at the absolute bottom of the
image is the edge of the silicon crystal substrate which
has been cleaved to reveal an interior section of the
film. The bottom and first film layer is inclined to the
right, toward the vapor source for the duration of this
first part of the deposition. The middle and second

film layer has a twisted structure created by slowly
rotating the substrate relative to the vapor, while
keeping the tilt fixed. The top layer has a vertical
structure created by rapidly rotating the substrate.
The entire film was produced with the vapor arriving
at an angle of 458, measured from either the plane of
the substrate or its perpendicular. Varying the tilt
angle has a profound effect on the morphology of thin
films. The void structure in these films records the
geometry of the deposition. When we cleave a film we
are able to observe a 2D slice of this rich morphology.
At large tilt angles, glancing angle deposition (GLAD)
produces films with highly porous and complex
structure. At these angles, the film structure becomes
isolated columns of material where growth variations
are now reflected in variations in the shape of
individual columns. At less oblique vapor angles,
growth variations are reflected in the shape of
networks of atomic-scale voids within a largely
dense film. Indeed, for the best optical devices fabri-
cated to date (with the serial bideposition technique
described later) it is difficult to distinguish any
variation in structure even using a high-resolution
scanning electron microscope. The film deposition
process can be designed to control the morphology
of the growing film, and to vary the structure as a
function of time and thickness. The morphology of
these films determines their optical properties; optical
birefringence, second harmonic generation, filter
bandwidth and attenuation, etc. can all be controlled
in sculptured thin films.

Figure 2 Micrograph of MgF2 film deposited onto a 75 mm

silicon wafer substrate, then fractured to reveal the edge shown.

Figure 3 Micrograph of SiO film deposited with a tilt angle of 458

with one layer of no rotation, one layer with one rotation, then one

layer with rapid rotation.
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Optical Thin Films

Light can be described as a traveling wave with
electric and magnetic fields oscillating perpendicular
to each other, and to the direction of propagation. If
the orientation of the electric field remains constant as
the wave propagates, the light is said to be linearly
polarized. If the orientation of the electric field rotates
through a circular path, the light is circularly
polarized, and can be left or right handed. In the
most general description, the electric field traces an
ellipse during propagation and the light is said to be
elliptically polarized. The experimental study of light
polarization is called ellipsometry. When light pro-
pagates through vacuum or air, the state of polariz-
ation remains constant. When light propagates
through some types of materials, however, crystal-
lographic or morphological asymmetry (or more
correctly, anisotropy) results in different propagation
conditions for different polarizations. Upon passage
through these materials, the orientation and form of
the state of polarization is changed, for example from
left circularly polarized (LCP) to right circularly
polarized (RCP). When multiple layers of anisotropic
materials are combined into an optical circuit, as in
the sculptured thin film concept, highly controlled
optical response characteristics can be created.

The discussion of the optical properties of thin
films begins with definitions of isotropic, uniaxial,
and biaxial materials. Isotropic materials have optical
properties that are independent of the direction that
the light propagates through them. Vacuum and air
are isotropic, as is glass. Rotation of the optical
material relative to the light propagation direction
has no effect on how the light propagates, and the
state of polarization remains constant. Uniaxial
materials have properties that vary with direction,
but with one preferred direction (or axis) where
response is independent of rotation. Biaxial materials
have properties that are even more dependent on
propagation direction, and require two axes to
describe their optical properties. For biaxial materials
there is no propagation direction where the optical
response is independent of rotation. The mineral
calcite is an example of a uniaxial material where the
refractive index, and therefore the speed of light
propagation, varies with direction relative to the
crystal structure. This is a direct consequence of the
trigonal crystal structure of calcite, and is an example
of linear birefringence. Birefringence is the effect
caused by anisotropic materials whereby light of
different polarizations, even within one ray of light,
travel with different speeds. When light propagates in
a birefringent material, the orientation of the light’s
electric field relative to the material’s optical axis

determines the speed of propagation. Light with
different polarization (orientation) propagates at
different speeds, and a beam’s polarization state is
altered on passage through the material. Thin films
can be isotropic, uniaxial, or biaxial, depending on
the conditions under which the film is deposited.
Sculptured thin films are films fabricated in a manner
that controllably enhances the anisotropic optical
response to produce materials with designed optical
properties based on control of their morphological
structure. As in calcite where the anisotropic crystal
structure yields a uniaxial optical response, aniso-
tropic morphological structure in sculptured thin
films yields biaxial optical response. A plan view
scanning electron microscope image of an anisotropic
thin film is shown in Figure 4. The film was deposited
with two vapor sources with the substrate placed
between and the vapor arriving from both sides at an
angle of 708 from the substrate perpendicular. This
film is similar to those produced with the serial
bideposition technique, and is optically birefringent.
Polarization filters and other optical components can
be constructed by designing the morphological
structure of the thin film.

As discussed above, when a thin film is deposited
from a vapor arriving perpendicular to a flat substrate
surface, a structure composed of small (tens of
nanometers diameter) columns of film material
grows, with the columns oriented perpendicular to
the substrate (Figure 2). This film is optically uniaxial,
with the preferred axis perpendicular to the substrate,
and parallel to the vapor flux. Light propagating
along this optical axis (perpendicular to the substrate)
travels at one speed regardless of polarization, and
independent of rotations of the substrate around this
axis. Light propagating along other paths will travel
at a speed that depends on the polarization of the light

Figure 4 Micrograph of MgF2 film, viewed from above,

deposited with simultaneous growth from two vapor sources.
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(orientation of the electric field relative to the
propagation direction). The effect is small, and arises
from the morphological structure of the film. More
pronounced optical response is produced when the
vapor arrives onto the substrate at an angle from the
substrate perpendicular, producing optically biaxial
materials, and enabling exciting polarization and
filtering effects. If a thin film of magnesium fluoride is
deposited onto a polished piece of glass with the
vapor arriving at 458 (relative to an axis perpendicu-
lar to the substrate), a slanted columnar film is
produced. The morphology of the film is tightly
packed columns of polycrystalline magnesium fluor-
ide with diameters between 50 and 200 nanometers
(nm), inclined toward the vapor source, and pene-
trated by a network of atomic-scale voids. Because of
the anisotropic nature of the deposition, the voids are
anisotropic, and the film is optically biaxial. If the
substrate is then held at that tilt angle and is rotated
during deposition, the anisotropy in the structure
rotates with the deposition, and an important type of
sculptured thin film is produced. The electromagnetic
description of this type of film is a ‘helicoidal
bianisotropic medium’, describing both the helix
shape of the rotation of the structure and the local
bianisotropic (biaxial) physical, and optical, struc-
ture. Films with helicoidal symmetry are ideally
suited for studies involving circular polarizations of
light, and many demonstrations of sculptured thin
films have involved these films and circularly polar-
ized light. Like many organic molecules and some
mineral crystals, these film are chiral, existing in two
mirror image forms, called enantiomers. A right-
handed structure rotates clockwise traveling away
from an observer; a left-handed structure rotates
counterclockwise. Also like some organic molecules
and mineral crystals, helicoidal films are optically
active – they affect the polarization of light. The
observed effect depends on the wavelength of light
relative to the physical helicoidal structure. If these
two lengths match, a strong resonance effect is
observed where the light wave coherently scatters
from the anisotropic structure. Filters to produce and
convert circular polarized light have been constructed
with sculptured thin films of this type.

The range of structural control over the mor-
phology of thin optical films limits the ability to
tailor optical response for desired applications.
While optical systems must always be treated as a
whole to determine response properties, the descrip-
tion of some basic elements is useful. A film deposited
at normal incidence will be uniaxial with the axis
perpendicular to the substrate. For light propagation
along this axis (common for optical systems), the
material exhibits no birefringence. This structure is

often called an isotropic element even though the
columnar structure is slightly optically anisotropic.
A truly isotropic layer could be produced by
ion bombardment or elevated temperature during
deposition, either of which would have the effect of
eliminating the columnar structure and reducing
anisotropy in the film. The second elemental structure
is a slanted columnar film that is commonly described
as a matchstick morphology. It is produced by
changing the vapor incidence away from the substrate
normal, leading to an inclination of the column
structure toward the vapor source, as described
above. Further structures can include: helicoidal
structure where the anisotropy rotates through the
thickness of the film, and periodically bent nematic
structure where the anisotropy tilts in an s-shaped
pattern through the film (fabricated with a complex
pattern of rotations and depositions). These four
elementary microstructures are shown in Figure 5.
Electrical, optical, and magnetic anisotropy can also
be increased by depositing obliquely from two sides
instead of one, and this technique (called serial
bideposition) can be used to increase the anisotropy
in sculptured thin films. At extremely oblique
deposition angles, a regime called glancing angle

(a) Matchsticks

(b) Zigzags

(c) Coils (HBMs)

(d) Periodically 
bent nematics

Figure 5 Elementary microstructures of sculptured thin films.

From Lakhtakia A, Messier R, Brett MJ and Robbie K (1996)

Sculptured thin films (STFs) for optical, chemical and biological

applications. Innovations in Materials Research 1(2): 165–176,

reproduced with permission.
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deposition, a rapid increase in porosity with approxi-
mately constant column tilt results from a compe-
tition between deposition processes. Films deposited
here are highly porous and strongly scatter light,
limiting their usefulness for conventional optical
devices, though some application has been seen in
these highly porous films when impregnated with
liquid crystals, and switched similarly to liquid crystal
displays. An example of a highly porous optical filter
with circular polarization effects is shown in Figure 6,
where two layers of helicoidal porous films are
deposited with different handedness and pitch.
Sculptured thin films for most optical devices are
deposited at less oblique angles to reduce porosity
and therefore diffuse light scatter (haze) as well as
sensitivity to humidity and other environmental
changes.

Combining the concepts of film growth and optical
response to morphology leads to the hoped-for vision
of sculptured thin films: optical circuits in a chip.
Combining the elementary microstructures described
above, and employing powerful computer growth
modeling and optical design programs, researchers
are currently defining and producing sculptured thin
films with increasingly complex optical response
characteristics. There are substantial steps required
to move from the fairly simple optical filters fabricated
today to large-scale devices with complex function-
ality, but continuing success and increasing interest
suggest that sculptured thin films could become a
dominant optical technology in years to come.

Current Research

While thin films deposited at off-perpendicular
incidence angles have been studied for many years,
the last decade has produced significant new insights
into these materials, leading to the concept of
sculptured thin films. Understanding that morpho-
logically rich materials can be used to produce new
optical effects has yielded some impressive demon-
strations. Research is also underway to explore these
materials for chemical, magnetic, biological, and
other applications.

Significant research has been conducted in the past
few years to develop and extend the concepts of
sculptured thin films. Optical studies, both theoretical
and experimental, have revealed a range of remark-
able properties including circular birefringence and
Bragg reflection, liquid crystal alignment and switch-
ing, optical interconnection, and even suggestions of
photonic bandgaps. Studies of optical sensing of gases
and other materials is progressing, and simulation
and modeling of the growth processes is ongoing. The
following are two examples of optical materials that
have been fabricated with sculptured thin-film
techniques; one is a polarization discriminatory
light-handedness inverter and the second is a liquid
crystal switching cell that can be used to electrically
modulate the transmission of polarized light. The
handedness inverter converts left circularly polarized
light to right circularly polarized within a spectral
band, and blocks right circular polarized light. It is
constructed by combining a layer with vertical
columnar, or matchstick, morphology together with
a layer with helicoidal morphology. In keeping with
the sculptured thin film concept, the films are
deposited sequentially during the same deposition,
and optical properties are monitored during growth.
The transmission spectrum for the devices is shown in
Figure 7, where TRL and TLR are the light transmit-
tances of right circularly polarized light when the
incident is LCP, and of LCP when the incident is RCP,
respectively. LCP light is almost entirely converted to
RCP upon transmission, and RCP light is blocked.
The bandwidth of the devices is about 50 nm,
determined by matching of the circularly polarized
light with the layer with helicoidal morphology.

When films are deposited with helicoidal mor-
phology at glancing angles, i.e., glancing angle
deposition, highly porous structures are produced
where the columns stand alone and are individually
shaped by the deposition process. Optical devices can
be constructed by filling these porous films with gases
or liquids, and there have been demonstrations of
display-type switching with liquid crystals,
and discussions of chemical sensing possibilities.

Figure 6 Micrograph of MgF2 film deposited with a tilt angle of

858 and substrate rotation clockwise for the first half and

counterclockwise for the second.
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The device shown in Figure 8 is a liquid crystal
switching cell where the space between the electrodes,
usually composed solely of liquid crystalline material,
is now filled with a highly porous helical structured
film. The film structure is somewhat similar to
helicoidal film produced for the handedness inverter
discussed above, but glancing angle deposition has
produced a film of individual formed columns instead
of a more dense film with a helicoidal void

morphology. When the porous portions of the film
are filled with simple nematic liquid crystalline
material, the orientation of the rod-like molecules is
strongly influenced by the helical columns. An
orientational phase occurs in the liquid crystals
mirroring the helical structure of the columns in the
film, and producing optical properties similar to
chiral nematic liquid crystals. The discrimination of
left and right circularly polarized light increases
relative to the unfilled film. When an electric field is
applied across the liquid crystal cell, dipole moments
in the liquid crystal molecules force them to align
with the field, and chiral optical properties vanish
(see Figure 9). Used as an electro-optic filter for
circularly polarized light, this cell can switch light
transmission on and off. Initial work has not shown
clear benefits of this system over conventional
liquid crystal display technology, but control of
liquid crystal orientation throughout the cell
instead of just at the glass plates appears promising.
Possibly more complex optical circuits, incorporating
layers of porous films filled with liquid crystals, will
be useful.

Theoretical and experimental study of sculptured
thin films is in its infancy, and many exciting uses for
these materials are expected in coming years. Con-
tinuing study of thin film growth dynamics will
improve and expand the range of structures attain-
able. Theoretical investigations will aid in the design
and understanding of the optical response.

List of Units and Nomenclature

Aluminum (Al) white metal used in airplanes,
mirrors, and microelectronic
circuits
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Figure 7 Transmission spectrum for visible light through

a polarization-discriminatory light-handedness inverter.

Adapted with permission from Hodgkinson IJ, Lakhtakia A and

Wu Q-H (2000) Experimental realization of sculptured-thin-film

polarization-discriminatory light-handedness inverters, Optical

Engineering, 39: 2831–2834.
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fill port

Figure 8 Liquid crystal switching cell schematic with highly

porous glancing angle deposited (GLAD) film between glass

plates coated with transparent electrodes. Reproduced with

permission from Sit JC, Broer DJ and Brett MJ (2000) Alignment

and switching of nematic liquid crystals embedded in porous chiral

thin films. Liquid Crystals 27: 387–391, www.tandf.co.uk/journals.
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Anisotropic having properties that vary with
orientation (rotation)

Biaxial having anisotropic optical
response characteristics that
require two axes to describe

Chiral having a shape that exists in
two mirror image forms, called
enantiomers

Diamond carbon crystallographically
ordered in a face-centered-cubic
lattice, and used in cutting tools
and jewelry

Electromagnetic
waves

traveling waves of energy that
compose light, x-rays, radio-
waves, etc.

Epitaxy growth of a thin film that pre-
serves the crystal structure of the
underlying film or substrate

Etching removing material with chemical
or physical atomic scale process

Graphite carbon crystallographically
ordered in hexagonal sheets, and
used in pencils and lubricants

Inhomogeneity varying with translation
(position)

Isotropic having properties that are identi-
cal in all directions

Lithography process where patterns are pro-
duced in a sensitive layer by
irradiating the layer through a
mask with the desired pattern

Magnesium
fluoride

ceramic (MgF2) that is used in
thin-film or single-crystal form in
many optical systems

Morphology microstructural shape, or physi-
cal arrangement of atoms in a
material

Nanometers (nm) one billionth of a meter, 1029 m
Nematic liquid

crystal
optical material composed of rod-
shaped organic molecules that
usually exhibits uniaxial optical
properties

Pitch physical period for one full
rotation of a helical structure

Polarization orientation and phase of the
electric and magnetic fields in a
traveling electromagnetic wave;
can be linear, circular, or gener-
ally, elliptical

Refractive index the ratio of the speed of light in
vacuum to the speed of light in a
material

Substrate object that a thin film is deposited
onto, often polished glass or
semiconductors

Ultraviolet (UV) electromagnetic radiation (light)
with wavelength shorter than
visible light and longer than
X-rays

Uniaxial having optical response charac-
teristics that are anisotropic, but
are rotationally symmetric about
one axis

Vacuum absence of matter, typically pro-
duced inside sealed glass or steel
chambers by removing air with
pumps

Vapor flux moving gas-like collection of
material, emitted from a source
such as an evaporator or effusion
cell, that will condense to form a
thin film

See also

Coherence: Overview. Coherent Lightwave Systems.

Fiber and Guided Wave Optics: Overview.

Imaging: Imaging Through Scattering Media. Infor-

mation processing: All-optical Multiplexing/Demultiplex-
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Introduction

Smart optical materials are those materials whose
optical properties (transmittance, reflectance, absorp-
tance, emittance, fluorescence) can be controlled by
external stimuli; either by an applied electric field or
voltage, mechanical stress, incident light or electro-
magnetic field intensity, temperature variation, or
time duration. This includes electrochromic, photo-
chromic, thermochromic, nonlinear optical, light
emitting, fluorescing, emissive, and piezochromic
materials. These materials can be in various states,
such as solids, gels, composites, and mesophases.
Electrochromic and photochromic materials,
however, are used most extensively.

The mechanism for adaptive control of light must
be reversible, have a well-defined response time, and
have an activation threshold, otherwise, the material
is considered passive. The primary mechanisms that
can cause variations in optical properties are crystal
phase transitions, nonlinear effects in the polariz-
ability, optical energy band transitions and band
bending, compositional changes, defect and color
center formation, and lattice strain. Crystal phase
transitions change the bonding morphology of a
material, which affects the energy bandgap. Most
optical materials have several possible crystalline
phases, depending on temperature. The optical
properties of the anatase and rutile phases of TiO2,
for example, are very different, and result from

different energy bandstructures (recall that the energy
bandstructure depends on lattice spacing and crystal-
line plane orientation). The crystalline phase of
several thermochromic materials changes from the
martensite structure to the austenite structure with
change in temperature, and an associated change in
optical properties. Compositional changes are caused
by chemical or physical reactions in the material, such
as a metal ion bonding to an atom in the lattice, or
loss of an atom in the lattice. The reaction can be
caused by an energetic photon or ion driven by an
electric field; electrochromic materials fit into this
category. If their energy is high enough, incident
photons can create defect states in the bandgap of
materials, which in turn form color centers that
absorb light. Modulated electric and electromagnetic
fields can cause changes in the linear and nonlinear
polarizability of the atoms in a lattice. Nonlinear
optical and piezochromic effects are based on this
mechanism.

Photochromic Glass

Photochromic glass is one of the most widely used
smart optical materials, and definitely the most
widely marketed. It has been around for over 30
years with hundreds of associated patents. The
transmission of photochromic materials adjusts to
the light level of their environment, but these
materials give no output information for data
processing or communications. They do, however,
require no other external control mechanism other
than the intensity of light (characteristics of a true
smart material). Photochromic materials darken
reversibly when exposed to sunlight or a specific
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optical (UV–LWIR) wavelength band. Absorption in
specific narrow or broad wavelength bands is due to
the formation of color centers, or point defect states
in the lattice. The kinetics of darkening has been
described by a two-color center model with two rate
constants. Energy (usually in the ultraviolet wave-
length range) of the incident photons, ionizes atoms
in the glass, thus forming ‘F’ centers. F centers are
highly absorptive and the absorption generally occurs
in a broad wavelength band. The earliest photo-
chromic glass developed utilized a dispersed and
sensitized colloidal silver halide as the darkening
agent. Copper oxide was a typical sensitizer and AgCl
is also a fairly common impurity used in PC glass.
This material darkens by the equation

AgI þ CuI
O Ag0 þ CuII ½1�

This type of reaction is fairly typical of these
materials. The defect state is created in the silver
and copper, creating optical absorption. Photo-
chromic glass can darken down to 22% transmittance
in sunlight and become nearly clear indoors, trans-
mitting 85% of visible light. Figure 1 shows the
transmittance of the darkened and normal states.
Temperature, however, does have an effect on the
lenses. The glass will not darken completely at
temperatures above 32 8C, and at cold temperatures
the lens will get extremely dark in a shorter period of
time. Recently, BaO–R2O3–SiO2 (R ¼ Al, B, La)
nanoparticles have been introduced to enhance
photochromicity.

Thermochromic Materials

Thermochromic materials darken and lose transmit-
tance when heated above a critical temperature.

They can be as sophisticated as a multilayer thin
film optical interference coating or as mundane as a
cereal bowl that changes color when heated.

Thermochromic products are used to darken
windows of automobiles, for example, when the
internal temperature gets above a specific value. The
conductivity of these materials also decreases with
darkening in many cases because additional electrons
are excited into the conduction band due to the
increased number of defect states in the bandgap. The
most common inorganic thermochromic thin film
materials are transition metal oxides, and among
these, the vanadium oxide family (V2O5, VO2) shows
the best performance. Figure 2 shows the transmit-
tance of a VO2 thin film before and after heating.
Here Tt is the transition temperature. When heated
above Tt, the film darkens. Stoichiometric VO2

darkens at a temperature near Tt ¼ 68 8C due to a
semiconductor to metal transition. The resistivity of
VO2 decreases by three orders of magnitude and the
emittance can be increased up to 90% at the
transition temperature. This material has promising
applications for thermal control of space structures,
where surfaces are exposed to intense solar radiation
and periods of darkness at very low temperatures.
The transition temperature can be engineered
(increased or decreased) by doping with metals such
as W and Ta.

Loss of transmission can be achieved by absorption
or increased reflectance. Reflectance increases with
heating are observed in substoichiometric WO3 films
and absorptance increases in stoichiometric films.
The reflectance increase is attributed to a decrease in
W/O ratio and an associated increase in the refractive
index (n) and extinction coefficient (k).

Exposed

T
ra

ns
m

itt
an

ce

1.0

0.8

0.6

0.4

0.2

0
400 500 600 700

Figure 1 Transmittance of photochromic glass in darkened and

normal states. (Reproduced with permission from Jorgenson GV

and Lee JC (1985) Optical Materials for Energy Efficiency and

Solar Energy Conversion IV, SPIE Proceedings, vol. 562.

Bellingham, CA: SPIE.)

300 800 1300 1800 2300 2800
Wavelength (nanometers)

S
pe

ct
ra

l t
ra

ns
m

is
si

on
 (

%
)

90

80

70

60

50

40

30

20

10

T < Tt

T > Tt

Figure 2 Change in transmittance of a thermochromic VO2 film

with heating. T , Tt for normal transmission and T . Tt when

heated. (Reproduced with permission from Jorgenson GV and Lee

JC (1985) Optical Materials for Energy Efficiency and Solar Energy

ConversionIV,SPIEProceedings, vol.562.Bellingham,CA:SPIE.)

10 OPTICAL MATERIALS / Smart Optical Materials



Electrochromic Materials

Electrochromic materials, also called switchable
materials, are usually used in the form of thin film
devices. Electrochromic windows, or smart windows,
have finally reached maturity and promise to be the
next major advance in energy-efficient window
technology. These devices are used in architectural
glazings, automotive mirrors, rear view mirrors,
sunroofs, sunglasses, and other high-end appli-
cations. Electrochromic devices are well suited for
both solar and thermal control. A window can be
controllably darkened during periods of bright sun-
light and switched back to transparency during the
evening or during cloudy periods. Windows with
multilayer thin film electrochromic coatings change
color and darken with an applied voltage, and bleach
with a reverse bias. The magnitude of the applied
voltage determines the degree of coloring and
bleaching. In addition to a change in visible trans-
mission, the NIR transmission and reflectance, and
the associated thermal properties, can also be
controlled. The major advantages of electrochromic
devices are: (1) power is used only during switching;
(2) switching voltages are small (1–5 V); (3) reflec-
tance and transmittance is always specular; (4) gray
scale variations are possible; (5) polarization is
minimal (reduces birefringence and distortion); and
(6) the memory is adjustable in many cases.

The electrochromic effect occurs in inorganic
compounds by dual injection (cathodic) or ejection
(anodic) of ions ðMÞ and electrons ðe2Þ. A typical
reaction for a cathodic coloring material is

WO3ðcolorlessÞ þ yMþ þ ye2 O MyWO3ðblueÞ ½2�

where M is Hþ, Liþ, Naþ, Agþ, etc.
A typical anodic reaction is

IrðOHÞxðcolorlessÞO IrOxðblackÞ þ XHþ þ xe2 ½3�

Movement to the right creates color or darkening,
and movement to the left results in bleaching. Figure 3
shows the spectral data for the switching of a
tungsten oxide film over the solar spectrum; the
spectral response of the coating in the bleached and
colored (or ‘switched’) states, and Figure 4 shows
the bleached and darkened states of an actual
electrochromic window.

Figure 5 shows the design of a simple electro-
chromic coating. The basic electrochromic coating
consists of a transparent top electrode (usually
indium tin oxide – ITO), which also injects electrons
into the electrochromic layer beneath. By far the most
studied and most promising electrochromic material
is tungsten oxide (WO3), which can have either an

amorphous or crystalline microstructure. WO3 has a
high coloration efficiency and capacity. Other inor-
ganic materials that are presently being developed for
solar control applications are various forms of WO3,
NiO, WMoO3, MoO3, and IrOx. Many of these are
doped with a conduction ion such as Liþ or Hþ. The
ion conductor layer is used to transport protons (Hþ),
which are supplied by the ion storage or counter-
electrode layer, into the electrochromic material. The
most promising ion conductors are certain immobile
solvent polymer systems, ionic glasses, and open-
channel metal oxide structures such as perovskites.
Oxides of Ta and Nb also show promise. The bottom
layer is another transparent conducting coating. It is
possible to inject both electrons and protons into the
electrochromic material, thereby inducing a strong
absorption band in a given region, e.g., the visible
spectrum, that results in a color change. In an

Bleached state (+2 V)

Colored state (–2 V)
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Figure 3 Spectral switching of an electrochromic window for

darkened (22V bias) and bleached (2V bias) states. (Reproduced

from Kre J, Topic M, Smole F, et al. (2002) Solar Energy Materials

and Solar Cells 71: 387–395, with permission from Elsevier.)

Figure 4 Bleached (left) and darkened (right) states of an

electrochromic window.

OPTICAL MATERIALS / Smart Optical Materials 11



electrochromic device, an externally applied electric
field is used to control the injection process (voltage
is applied across the two transparent electrodes).
The coloration remains for some time, even after the
external field is removed. The system returns to the
initial state upon reversing the polarity of the external
field. It is interesting to note that electrochromic
windows being developed by NREL now employ
solar cells to facilitate optical switching.

There are two major categories of electrochromic
materials: transition metal oxides (including inter-
calated compounds) and organic compounds (includ-
ing polymers). Table 1 shows a few of the most
common electrochromic materials. Organic electro-
chromic materials are based on the viologens,

anthraquinones, diphthalocyanines, and tetrathiaful-
valenues. With organic compounds, coloration is
achieved by an oxidation–reduction reaction, which
may be coupled to a chemical reaction. The viologens
are the most studied of the organic electrochromics.
Originally, organic electrochromics tended to suffer
from problems with secondary reactions during
switching, but recently more stable organic systems
have been developed. However, their reliability in
harsh environments is questionable, and protective
encapsulation may be required.

Electrochromic nickel oxide (NiO) is also being
developed. NiO has been combined with manganese
oxide, cobalt oxide, and niobium oxide in all alkaline
devices.

Nonlinear Optical Materials

Nonlinear optical materials have evolved slowly over
the past 20 years. At relatively low light intensities,
the properties of most optical materials are indepen-
dent of intensity of illumination. There is no
interaction between the light waves in the medium.
However, if the intensity of illumination gets high
enough, nonlinear optical effects can occur and the
optical properties become intensity dependent.
When an electromagnetic field oscillating at optical
frequencies (,1013–,1017 Hz) is applied to the
lattice of a dielectric material, the electrical charges
in the lattice become polarized and form electric
dipoles. The positive ion cores do not move signifi-
cantly, but the electrons are displaced in a harmonic
motion. The polarization P is defined as 2 NeX,
where N is the number of electric dipoles, X is the
displacement of the electrons, and e is the charge on
an electron. Here X is a complex number. Now, P is
related to the electric field E by P ¼ 10xE, where x is
the susceptibility and 10 is the permitivity of free
space.

The linear dielectric constant is Re(1 þ X)1/2,
which is just the index of refraction. The imaginary
part causes optical absorption.

When the intensity of illumination is high, the
elastic limit of the electron’s displacement is exceeded
and the harmonic restoring force becomes nonlinear
in X, which adds quadratic and higher order terms to
the expression for X and P. In addition to the
fundamental resonance, the dipoles now also oscillate
at twice and thrice their fundamental resonant
frequency (second and third harmonics). The polar-
ization then is also nonlinear in displacement and can
be expressed by the well-known relation

P ¼ 10ðx
ð1ÞE þ xð2ÞE2 þ xð3ÞE3 þ …Þ ½4�

Figure 5 Basic layer design of electrochromic coating for use on

a window.

Table 1 Electrochromic device structures

Electrochromic

layer

Ion conductor or

electrolyte

Ion storage

a-LixWO3 LiClO4 þ PC Redox Cple/NiO

a-WO3 Ta2O5 IrxSnyO2:F

a-LixWO3 LiClO4 þ PC Prussian blue

a-HxWO3 Polymer Polyaniline

a-HxWO3 SiO2/metal WO3

Viologen PMMA þ organic none

a-WO3 Ta2O5 a-IrO2

c-WO3 Li–B–SiO Glass IC/LixV2O5

a-WO3 Li–PEO CeOx

a-LixWO3 PPG–LiClO4–MMA LiyV2O5

a-HxWO3 Ta2O5 NiO

a-WO3 Li–PEO NiO

NiO a-PEO copolymer Nb2O5, WO3:Mo

a-WO3 a-PEO copolymer Polymer

Polyaniline HCl –

a, amorphous; c, crystalline; IC, ion conductor; MMA, methyl

methacrylate; PC, polycarbonate; PEO, poly (ethylene oxide);

PMMA, poly (methyl methacrylate); PPG, poly (propylene glycol).
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where x(2) and x(3)… are called the nonlinear
susceptibilities. The second-order polarization P(2)

causes optical mixing phenomena, involving sums
and difference frequencies. When mixed with a DC
field, the refractive index of the x(2) material can be
controllably varied by varying the DC field. This is
the well-known Pockels effect and is used in
optical modulators. Figure 6 shows one method
that is used to modulate the refractive index by the
photorefractive effect. Here two laser beams (A1 and
A2) are mixed in the x(2) material with the resulting
intensity I ¼ Io(1 þ m cos(kx)). The material is polar-
ized in phase with the mixed beams r ¼ ro(1 þ

m cos(kx)), which results in a modulated electric field
Esc. The refractive index (Dn in the figure) is
modulated in phase with the mixing signal. The x(2)

materials are also used for frequency doubling.
Barium titanate (BaTiO3), lithium niobate

(LiNbO3), KH2PO3 (KDP), lithium tantalite
(LiTaO3) and potassium niobate (KNbO3) are x(2)

optical switching and frequency doubling materials

that have been studied for decades. Note that because
they can be easily polarized, these are also excellent
piezoelectric/ferroelectric smart materials.

The x(3) effects are sought after for applications
such as laser eye protection, optical sensor protection,
optical switching, optical limiting, and signal proces-
sing. In this case the refractive index (real and
imaginary) depends on the intensity of the incident
radiation. Figure 7 shows how this nonlinear effect is
used in an optical switching device. It is all based on
the change in the optical path length of a Fabry–Perot
filter. At normal intensities, the refractive index of
the spacer layer is n0 and the filter is in the ‘off’
state. The refractive index becomes n0 þ n2I and the
optical thickness (nt) of the spacer layer changes
at high illumination intensities, which in turn
shifts the resonant wavelength (frequency) of the
Fabry–Perot filter and creates the optical switch
(‘on’ state).

There are a large number of x(3) and x(2) organic
materials, including dyes, dimethylamino nitro-
stilbene, methyl nitroanaline, poly-BCMU, poly-
diacetylenes, and urea. Because they are essentially
chains, many organic molecules can be easily
polarized and possess higher order susceptibilities.
The polarizability of organic materials is often
enhanced by the mobility of delocalized p electrons
in C–C bonds in aromatic rings. Hybrid nonlinear
materials have even been formed by combining
organic and inorganic components such as metallo-
phthalocyanines which display very strong excited
state absorptions. Most of these materials are
deposited by spin casting.

Emissive Materials

Two of the newest applications of smart optical
materials are emissive displays and electronic ink.
This encompasses light-emitting polymers and small
molecules, light-emitting diodes, and quantum cas-
cade lasers. Organic light-emitting device (OLED)
technology is leading the revolution in the flat panel
display industry. This device was first invented by
Tang and Van Slike and first reported in Applied
Physics Letters in 1987. Figure 8a shows the layer
structure of the OLED and Figure 8b shows a blue
OLED pixel. The device is deposited onto an indium
tin oxide (ITO)-coated glass or plastic substrate, with
the ITO acting as the anode. The active layers can be
either light-emitting polymers or small molecules.
About 500 Å of a hole transport material (hole tran-
sport layer, HTL), here a tertiary amine, is deposited
over the ITO. An aluminum trisquinalate (Alq),
which transports electrons (electron transport layer,
ETL) is deposited next. The device is topped off with

+ –

p/2
∆n = 1/2 n3 Esc

Esc = Úr/e dx

r = r0 (1 + m cos(kx))

I = I0 (1 + m cos(kx))

+

A1 A2

– + – + –

Figure 6 Modulation of the refractive index of a nonlinear optical

material with incident laser modulation. From top to bottom:

modulated laser intensity I, density r, electric field Esc, refractive

index Dn, and phase angle p/2. (Reproduced with permission

from Bass M (ed.) (1995) Handbook of Optics II. New York:

McGraw-Hill.)

Partially reflecting
mirrors
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I0n = n0 + n2I
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Figure 7 Optical switching behavior of a Fabry–Perot filter.

II and IT are the incident and transmitted intensities respectively.

(Reproduced with permission from Butcher PN and Cotter D

(1990) The Elements of Nonlinear Optics. Cambridge, UK:

Cambridge University Press.)
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a low work function cathode, usually Ag:Mg or Ca.
The entire device thickness is about 1000 Å. Even a
dust particle can ruin the operation of an OLED by
creating inactive regions or shorting out the
electrodes.

The OLED emits light in a blue, green, or red
wavelength band when activated by an electric
current, i.e., electron and hole injection. The device
functions by injecting holes from the ITO into the
HTL. As shown in the simplified energy band
diagram (Figure 9) for an OLED, the hole moves
into the HOMO (highest occupied molecular orbital),
which loosely corresponds to the valence band of a
semiconductor. Electrons are injected from the
cathode into the ETL, where it is transported into

the LUMO (lowest unoccupied molecular orbital),
which loosely corresponds to the conduction band of
a semiconductor. When a voltage is applied between
the anode and cathode, an electron flows and the
holes and electrons combine in the ALQ layer and
form excitons. Light is emitted when the excitons
decay back a lower energy state. The color of the
emitted light (green, red, or blue) can be changed by
changing the HTL and ETL material composition.
Light is emitted by fluorescence processes, from both
singlet and triplet states if the material chemistry is
correct, which results in 100% internal quantum
efficiency. Twenty percent external quantum effi-
ciency results from using all available exciton states.
Photons can be lost through absorption in the layers,
scattering, reflection between layers, and waveguide
modes. These factors must be minimized to maximize
the external quantum efficiency.

OLED video displays now have outputs near
100 cd/m (20 lm/W), which is about twice the
normal video brightness. Red, green, and blue
OLEDs now emit with very high efficiencies. For
comparison, a 100 W light bulb emits at 17 lm/W
and the best fluorescent light emits at 80 lm/W.
Today, OLEDs are already sitting at intensities of
50–60 lm/W, and could easily push 150 lm/W in
the near future. Another advantage of OLED
displays is their wide viewing angle, up to 1608.

There are several types of OLED display
configurations. Figure 10 shows a passive matrix
display geometry and placement of the OLED
layers. Here the OLED is sandwiched between
crossed cathode and anode contacts. By injecting
current between sets of crossed anode and cathode
rows, the OLED will light up, each contact point
forming a pixel. Displays can typically have as
many as 3 million pixels. OLED displays seem
brighter and livelier to the eye because the colors
are additive, rather than subtractive as with LCD
displays. For a full-color passive matrix display
green, red, and blue pixels must be located very
close together. Sony has developed an active matrix
13-inch diagonal display with 800 £ 600 pixels
(,150 000 functioning OLEDs).

Figure 8 (a) Layer diagram of an OLED. (b) Blue OLED pixel.

+

E LUMO

HOMO

ETLHTL

R
ecom

bination region

Figure 9 Simple energy level diagram of an OLED showing the

relationship between the ETL and LUMO, and HTL and HOMO.

Figure 10 Geometry of a passive matrix display.
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Among the more promising pixel geometries is
the SOLED, the stacked OLED, where, red, green,
and blue pixels are stacked on top of each other. It
is mandatory that the pixels and the electrical
contacts be transparent for this design, or light will
not be transmitted through each layer. Very thin
Mg contacts are used with a top sputtered ITO
cathode. The emitted color is simply changed by
applying current across the pixels, with white being
obtained when all pixels are activated.

The future of OLED displays is plastics, or the
flexible OLED (FOLED). Plastic substrates are light-
weight, low cost, and rugged. However, they have an
inherent problem of being very permeable to oxygen
and water vapor, both of which severely degrade
performance of the OLED by reacting with the anode
layer. For displays to be practical, they must have
lifetimes in excess of 10 000 hr and preferably
20 000 hr. Barrier coatings are now being developed
for plastics to prevent oxygen and water ingress and
extend the life of the OLED to this goal.

Electronic ink is a display medium that can be
formatted using a passive matrix. It consists of
millions of tiny negatively charged microcapsules,
about 100 microns in diameter, floating inside a
liquid medium. Each microcapsule is filled with
hundreds of pigmented chips. One half of each
microcapsule is white and the other half is dyed
blue. When an electric charge is applied to the
microcapsules, the chips are drawn either to the
bottom or top of the microsphere. The viewer sees
dark areas when they are drawn to the top. In
another version being developed by Xerox Corp.,
half the chip is white and half the chip is dark.
When an electric charge is placed on the chip, the
dark side is oriented up and the white side down,
creating dark regions where charge is placed. This
can be easily erased and reformatted into text,
symbols, signs, and pictures.

Future smart optical materials will simulate bio-
logical systems such as an insect’s eye and will employ
quantum structures to achieve optical switching,
emission, and control of optical properties.

List of Units and Nomenclature

Absorptance (A) The amount of light absorbed by
an optical element divided by the
incident intensity.
A ¼ 1 2 T 2 R.

Active matrix
display

A display geometry in which the
voltage to the pixel is controlled
individually by a transistor.

Candela (cd) Formerly known as a candle. The
luminous intensity equal to 1/60

of the luminous intensity per
square meter of a black body
radiator operating at the tem-
perature of freezing platinum.

Exciton An electron–hole pair, usually
generated by a photon.

FOLED Organic light emitting device on a
flexible plastic substrate.

LCD Liquid crystal diode.
Lumen (lm) A unit of luminous flux equal to

the luminous flux emitted in a
solid angle of one steradian for a
point source having an intensity
of one candela.

NIR The near-infrared spectral region,
consisting of wavelengths
between 700 and 2500 nm.

Passive matrix
display

A display geometry consisting of
a grid of horizontal and vertical
wires. At the intersection of each
grid is an active element (LCD or
OLED) which constitutes a single
pixel, either letting light through
or blocking it.

Piezoelectric Capable of generating a voltage
when a force or stress is applied.

Polarization
(coulomb/m3)

A vector quantity equal to the
electric dipole moment per unit
volume.

Quantum
efficiency

The number of electrons, holes,
or electron–hole pairs generated
per incident photon at a given
optical wavelength.

Reflectance (R) The intensity of light reflected
from an optical element divided
by the incident intensity.
R ¼ 1 2 T 2 A.

Susceptibility
(no units)

A scalar quantity equal to the
ratio of the electric polarization
of a material to the electric field
strength.

Transmission
(T)

The intensity of light transmitted
through an optical element
divided by the incident intensity.
Note that transmission þ

reflection þ absorption ¼ 1
(T þ R þ A ¼ 1).

UV The ultraviolet spectral region
consisting of wavelengths
between 200 and 400 nm.

Visible The spectral region consisting of
wavelengths between 400 and
700 nm.

Wavelength
(mm or nm)

The length of one oscillation of a
light wave.
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Introduction

Sol-gel optics represents a methodology for fabricat-
ing optical materials in fiber, thin film, and bulk
geometries. Defined broadly, sol-gel optics encom-
passes a variety of optical devices that contain sol-gel
processed components. The optical device may be
based wholly on sol-gel processing or incorporate a
sol-gel material, along with conventional optical
materials. Principally, the optical devices prepared
by sol-gel processing or assembled with sol-gel
materials are traditional optics or, in some cases,
opto-electronics. Among the current sol-gel optical
materials, by far the most common are oxides.
Further, the majority of sol-gel optics is for trans-
parent components, which typically means glasses,
and, consequently, silicates.

In fact, most sol-gel materials have been developed
to duplicate conventional silica optical materials.
While glass melting technology is highly advanced for
making quality lenses, an equivalent material can be
made using a sol-gel route. Similarly, ultralow-loss
optical fiber can be made by chemical vapor
deposition (CVD). Now sol-gel processing can be

used to prepare comparable fibers for telecommuni-
cations. In cases where sol-gel processing produces an
exact duplicate of optical materials produced other
ways, the perceived advantage is that sol-gel pre-
cursors have a higher purity and better level of mixing
than powder raw materials. Perhaps, a more signifi-
cant advantage is that sol-gel formulations can be
designed to promote a particular geometry in the final
material, essentially making near-net shape materials.

While sol-gel processing is not designed to produce
new optical phenomena, it does offer new ways to
assemble materials to produce new optical designs,
such as filters, Bragg gratings, amplifiers, and beam
splitters. One noted case of sol-gel materials in
nonlinear optics is the case where semiconductor
particles are trapped in nanometer-sized pores. This
leads to so-called quantum dots. The microporosity
of the gel, no doubt, assists in this effect, but it is not
the gel itself that has produced the optical effect. The
optical effect is derived from the nanometer size of
the particles. The gel serves as a transparent host
that restricts the size of the particles and provides for
their uniform distribution.

Sol-Gel Chemistry of Oxide Optical
Materials

The sol-gel process for oxides is the name given to any
one of a number of processes involving a solution or
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sol that undergoes a sol-gel transition. Solution
refers to a single-phase liquid, while a sol is a
kinetically stabilized suspension of colloidal particles.
At the transition, the solution or sol becomes a
rigid, porous mass by destabilization, precipitation,
or supersaturation. Once the solution or sol goes
through a sol-gel transition, it is a rigid two-phase
system of solid and solvent filled pores. The sol-gel
transition is not reversible.

In using a sol-gel process, it is important to be
familiar with the reagents, the intermediates and the
products. The most important reagent in this case is a
hydrolyzable organometallic which is called a metal
alkoxide, M(OR)x where (OR) is an alkoxy group.
Alkoxides are the precursors for SiO2, GeO2 or B2O3,
among others. Hydrolysis occurs when the metal
alkoxide and water are mixed in a mutual solvent.

The first step is choosing the right reagents. Since
most of the glasses are silicates, we start with the
silica precursor. Of the available silicon alkoxides,
tetraethylorthosilicate (TEOS) is used most often,
because it reacts slowly with water and comes to
equilibrium as a complex silanol. The colorless liquid
Si(OC2H5)4 has a density of about 0.9 g/cm3, is easy
to handle safely and is extremely pure when distilled.
Most metal alkoxides are prepared by the reaction of
halogenated species or pure metals with alcohol.

The two other ingredients in a typical formulation
are alcohol and distilled water. In the case of TEOS,
ethanol serves as the mutual solvent for TEOS and
water. Once TEOS is dissolved in ethanol to make it
soluble in water, the chemical reactions hydrolyzation
and polymerization begin. The chemical reactions are
approximately:

Hydrolyzation

–Si–O–C2H5+ H2O →  –Si–OH + C2H5OH
–

–

–
– ½1�

Polymerization

–Si–O–C2H5 + Si–OH → –Si–O–Si + C2H5OH

–
–

–
–

–
–

½2�

An acid is usually added to control the rates of
these reactions. The temperature is often ambient,
and mixing is continued for between 1 and 3 hours.
Complete hydrolysis does not occur. Instead, conden-
sation occurs between silanol and ethoxy groups to
give bridging oxygens or siloxane groups. The
intermediates that remain soluble in the alcohol–
water medium are silanols, ethoxysilanols, and
polysiloxanes.

The equipment needed for laboratory-scale pro-
duction consists of a narrow-necked glass flask with

magnetic stir bar on a stirring hot plate. The reactants
are added volumetrically to the flask in the order:
solvent, TEOS, water, and acid. When everything is
dissolved and the solution is clear, the hot plate may
be turned on to accelerate reactions or a reflux
condenser may be attached.

The parameters that influence the chemical reac-
tions are temperature, pH, amount of water, solvent,
and precursor. More complex compositions are easier
to mix in longer chain alcohols, and longer chain
organic groups give slower reaction rates. Low pH
favors a polymerization scheme that gives linear
molecules and the solution remains clear. High pH
favors cluster growth and the solution may become
cloudy. At high pH or high water, solutions produce
cross-linked polymers or branched clusters. A small
volume fraction of branched clusters restricts flow,
when the same volume fraction of linear polymers
does not. At a higher volume fraction, the linear
polymers become tangled, and then low water
solutions will gel. The result of these reactions
under all conditions is an increase in the molecular
weight of the oxide polymer. Eventually, the solution
reacts to a point where the molecular structure is no
longer reversible, and the sol-gel transition has been
reached.

Shapes, Compositions and Precursor
Concentrations

A sampling of compositions and precursors is given
in Table 1. Some compositions such as SiO2 and
TiO2–SiO2 have been prepared in bulk, to duplicate
materials made by melting for lenses and mirror
blanks. Other compositions such as B2O3–SiO2 have
been prepared for thin-film applications. The dis-
tinguishing aspect between the solutions formulated
for bulk objects and those formulated for thin films is
the oxide concentration in the solution. An indication
of the solution concentration is the molar ratio of
water to alkoxide. The higher ratios are used when
bulk objects are desired.

Table 2 gives a sampling of the geometries for
sol-gel silica. For each geometry, an example of a
shape is given, with an application for each shape
and the approximate dimensions of the sol-gel
material.

In terms of near-net shape processing, when the
material goes through its sol-gel transition, it
proceeds to dry and shrink. This phase is character-
ized either by isotropic shrinkage or anisotropic
shrinkage. Monoliths fall into the first category with
isotropic shrinkage following molding. Thin films on
substrates fall into the second category with aniso-
tropic shrinkage following dipping. Fibers also show
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anisotropic shrinkage, though it depends on whether
or not the fiber is drawn from a preform many times
its diameter or produced from a filament that is closer
to its diameter.

Sol-Gel Monolith Processing

Monoliths formed from an alkoxide solution are
achieved only in dilute solutions. Therefore, alkoxide
gels are somewhat difficult to dry because of their
small pores (,10 nm). To avoid cracking in alkoxide
gels, different treatments have been tried. Aerogels
are dried in an autoclave by hypercritical techniques.
That is, the solvent is removed above its critical point.
The resulting gel is about 10% dense and shows no
shrinkage. Xerogels are dried by natural evaporation.
Xerogels are 60% dense and have reductions
40–60% in volume.

Alternatively, monoliths can be formed from
colloidal solutions. These particles coalesce at

gelling. Colloidal gels are easily dried, and they
are less likely to crack than alkoxide xerogels. While
alkoxide gels have small pores, colloidal gels
have larger pores or voids between particles.
For the same reason, colloidal gels densify at
higher temperatures than alkoxide xerogels. The
higher temperature for colloidal gels may lead to
undesirable crystallization.

By either route, a serious problem for sol-gel
processing is the presence of water. Especially when
monoliths are used for fiber drawing, residual OH
ions have a deleterious effect on optical properties.
That is why non-aqueous solvents, as well as
fluorination or chlorination treatments, have been
investigated to reduce the OH content.

Sol-Gel Fiber Processing

While monolithic pieces need high water content,
fibers can be drawn out of low water content

Table 1 Typical compositions of sol-gel optical materials

Oxides Precursors Compositions in mol % R p

Single oxide

SiO2 Si(OC2H5)4 100 SiO2 16

Two oxides

B2O3–SiO2 Si(OC2H5)4 80 SiO2–20 B2O3 1.5

B(OCH3)3

GeO2–SiO2 Si(OCH3)4 90 SiO2–10 GeO2 4

Ge(OC2H5)4

TiO2–SiO2 Si(OC2H5)4 94 SiO2–6 TiO2 50

Ti(OC3H7)4

P2O5–SiO2 Si(OC2H5)4 90 SiO2–10 P2O5 16

H3PO4

Three oxides

Li2O–Al2O3–SiO2 Si(OC2H5)4 82 SiO2–3 Al2O3–15 Li2O 8

Al(OC4H9)3

LiNO3

Na2O–B2O3–SiO2 Si(OC2H5)4 82 SiO2–12.4 B2O3–5.6 Na2O 10

B(OCH3)3

NaNO3

pApproximate ratio of water to alkoxide, e.g., R ¼ 16 means 16 moles of H2O per mole of Si(OC2H5)4.

Table 2 Geometries and approximate dimensions for selected applications of sol-gel silica

Geometry Shape Dimensions Application

Monolith Flat disk 10 cm diameter Lens

1 cm thick

Cylinder 0.5 cm diameter Rigid host for chromophores

2 cm long

Thin film Film on Si wafer 500 nm thick Antireflection

Film on Hollow tube ,10 000 nm thick Solar collector panel

Fiber Rod 0.8 cm diameter Preform for drawing

25 cm long

Filament 150 micron diameter/100 m length Lightguide
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solutions. The sol-gel process allows one to bait and
draw a string of gel about the same diameter as the
desired fiber directly from the solution. This has been
shown where the water to alkoxide ratio was
controlled to give the property of spinnability. The
time and manner in which the system loses fluidity
depend on composition and catalyst. Low water
solutions show a gradual increase in viscosity before
losing fluidity, while high water solutions lose fluidity
more abruptly from a lower viscosity. A problem with
this method is the shape of the fiber, which tends not
to be cylindrical.

Another approach to making near-net shape fibers
from a sol-gel process involves coating a shell or
concentric shells of sol-gel glass on a filament of
textile fiber. This approach is referred to as the
volatile host method, where a plastic filament is used
as a template. Multiple dipping or adjustment of
the viscosity can lead to different thicknesses.
Upon exposure to atmospheric moisture, the films
gel. After gelling, a rigid, continuous shell runs the
length of the filament.

Once the shell has hardened, solvent and water can
escape through interconnected pores. The shell
shrinks in the radial dimension, but remains conti-
nuous along its axis. During heat treatment and
desiccation, little if any densification occurs at
temperatures well below the glass transition. The
interconnected pore structure remains open until the
volatile host is eliminated and undesirable gases are
removed. This method is capable of producing optical
fibers, but is more suitable for hollow fibers or ion
exchange media.

Sol-Gel Thin Film Processing

Like sol-gel fibers, sol-gel thin films are prepared
from low water content solutions. The process is
exceedingly simple. A solution containing the desired
oxide precursors is applied to a substrate by dipping
or spinning.

At this time, the majority of sol-gel coatings are
applied by dipping. This is an approach that allows
the properties of the solution to control the depo-
sition. A substrate is lowered into a vessel containing
the solution. A meniscus develops at the contact of
the liquid and the substrate. As the substrate is
withdrawn, the meniscus generates a continuous film
on the substrate. The process is able to apply a
coating to the inside and outside of complex shapes
simultaneously.

The equipment is inexpensive, especially in com-
parison to any deposition techniques that involve
vacuum. Coatings can be applied to metals, plastics,
and ceramics. Typically, the coatings are applied at

room temperature, although most need to be calcined
and densified with heating. Dip films are typically one
micron, uniform over large areas and adherent. The
time-to-gel is especially important when it comes to
coatings because film formation, drying, and creation
of pores must be rapid. Optimum film formulations
correspond to those solutions that lose tackiness
quickly.

In most cases, the effect of the viscosity is far
greater than the surface tension. Two simple relation-
ships are that the film thickness increases with
increasing withdrawal rate and, for a given with-
drawal speed, the film thickness increases with an
increase in oxide content. The process is frequently a
batch process, certainly on the laboratory scale.
However, the batch process can be scaled up.
Repeated dipping builds up a thicker film.

For one-side coating, a technique that is often used
is spin coating. In this case, the substrate, usually a
silicon wafer, is placed on a spinner, rotated at
perhaps 200 rpm while solution is dripped on the
center of the substrate. As with dip coatings, a film
between 50 and 500 nm results.

After the Sol-Gel Transition

Having selected a shape and designed the formu-
lations accordingly, there are several further steps
common to monoliths, fibers, and films. First of all,
the gels must be dried. Using the example of silica,
TEOS is less than 30% by weight silica and the
solution is even less. From the time the solution is
applied to the time it gels, there is about 50% weight
loss. Then, as the gel dries there is another reduction
in weight by one-half. To go along with the weight
loss there is about 70% volume reduction.

Films can be dried quickly in air because of the one
thin dimension. It has been shown repeatedly that all
shrinkage is taken up in the thin dimension and not in
the plane of the substrate. Yet, the films remain
adherent and continuous and maintain complete
surface coverage. To go from a tacky film to a hard
film may take only a few minutes.

Following drying and shrinkage comes the heat
treatment. It would be inaccurate to say that glass has
been formed at room temperature by simply reacting,
gelling, and drying the solutions. In this state, the
materials have many of the characteristics of the
corresponding glass, but they are more or less porous.
Water and solvent escape through interconnected
pores that remain open at the surface until the gels are
fired to temperatures well above 6008C. When needed
to fulfill the requirements of an application, the
hard gel is heated to various degrees of collapse.
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The microporosity in silica xerogels is not removed
entirely until 10008C.

Applications of Sol-Gel Optical
Coatings

Sol-gel processing has a special relevance to optical
coatings. In most cases, the applications are substi-
tutions of a sol-gel coating for a coating obtainable by
other means. Most optical coatings achieve their
effect by selective absorption and interference. By
depositing 1–14 or more layers of dielectric thin
films, using two or more different compositions, a
variety of antireflection (AR), half-mirror, hot-mirror
and cold-mirror coatings can be designed. An early
design was for rear-view mirrors for cars, where the
coatings consisted of titania-silica-titania interference
filters that gave the effect of total reflectance and
replaced conventional metallizing. Another early
application was solar reflecting films for windows.
These coatings consisted of Pd-containing titania
films which show selective absorption.

A sampling of optical coatings is given in Table 3.
The application, the mechanism, and the oxide
composition are listed. Generally, these coatings
can be prepared by other deposition techniques.
Those applications which are specific to sol-gel
coatings relate to the microporous nature of the
sol-gel processed films. In Table 3, there are anti-
reflective coatings of several types. Both borosilicates
and titania silicates have been developed for this
application. Changes in the composition, changes in
the microstructure, and changes in the porosity can
be used to grade the index of refraction. Antireflec-
tion in the ultraviolet range has been accomplished
with thoria and hafnia films. Broadband antireflec-
tion has been used for laser optics. The sol-gel
coating technique provides control over composition

and deposition thickness. The layers, being quarter
wavelength in thickness, require precise control.

Sol-Gel Rigid Hosts

An exciting way of looking at sol-gel materials is to
use the gel as a host. The important point to note is
that the sol-gel materials are transparent. While most
of the materials are porous, the porosity is on a scale
that does not scatter visible light. Therefore, most
light is transmitted. The appeal of the bulk shape host
is that it can be molded to near-net shape and can be
cut and polished.

Hybrids

Several approaches have been taken to prepare so-
called hybrid gels incorporating organic and inor-
ganic components. Those methods that mix the
components on the nanometer scale include the
infiltration of previously formed oxide gels with
monomers, reacting of alkoxide and organic mono-
mers, or organic polymers with alkoxides in mutual
solvents. The products of these processes are var-
iously called ormosils (organically modified silicates),
ceramers (ceramic polymers), interpenetrating
networks (IPNs) and nanocomposites.

The original route to hybrids was one where a gel
was formed first as a rigid matrix. Monomer was
infiltrated into the open porosity of the shaped gel and
polymerized inside the gel using UV curing, for
example. Since silica gel is the easiest gel to prepare
in monolithic form, one combination that has
been investigated widely is silica gel/polymethyl
methacrylate (PMMA).

Silica and PMMA, which both have good visible
light transmission and similar index of refraction,
have been used in hybrids, although it turns out that
the match in index of refraction is less critical on the
nanoscale. They are also glassy materials with similar
strength. PMMA has much higher fracture energy
than silica and is often used as glazing in applications
where impact resistance is a priority. However,
PMMA has a much lower hardness than silica and
is less resistant to abrasion. Ideally, silica–PMMA
hybrid nanocomposites have the strength and impact
resistance of PMMA, and the hardness of silica
in one. One obvious application is transparent,
lightweight windows.

Encapsulation

Sol-gel hosts have been used to encapsulate a
variety of organic and inorganic molecules, chro-
mophores, and biological agents. Whatever is
incorporated into the gel can act in two ways, to

Table 3 Thin-film applications

Optical application Mechanism Typical composition

Color filters Selective Cr2O3–SiO2

Absorption

Mirror Interference 14-layer

TiO2: SiO2

Antiglare Absorption CoO–SiO2

Antireflection

Narrow Graded porosity SiO2

Broadband Interference Three-layer

1/4 wavelength SiO2–TiO2:ZrO2: SiO2

Graded porosity SiO2

IR reflector Interference Three-layer

TiO2:Ag:TiO2
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give information about the gel host or to be
influenced by the gel in its interaction with light.
For example, spiropyrans have been incorporate for
photochromics, CdS for nonlinear optics, Nd for
tunable lasers, and various enzymes for sensors.
Early on, silica gel hosts were used to encapsulate
the electro-optically active organic compounds
2-methyl-4-nitroaniline (MNA). In comparison to
conventional optical cells, MNA doped silica hosts
retained optical quality at higher temperature and
were more abrasion resistant. Since this discovery,
silica hosts, in particular, and sol-gel processing, in
general, has been used extensively for encapsulating
molecules and species that cannot be heated, but
need to be protected in a rigid matrix.

Future Directions

As more and more is learned about the sol-gel
process, the greater the number of possibilities for
useful optical devices. In the selected examples given
above, a key feature is that the sol-gel material is
transparent. In addition, the sol-gel material is
suitable for application to a variety of substrates.
Also, the process is a low-temperature process that is
compatible with polymers and organic chromo-
phores. In summary, sol-gel processing has had a

number of successes in its application to optical
materials, and its use is likely to expand.

See also

Optical Coatings: Thin-Film Optical Coatings.
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Introduction

In today’s world of information processing the role of
optics and opto-electronics is expected to become
increasingly important as the performance of com-
munication, processing, sensing, and display
technologies is continuously evolving. Making these
photonics technologies faster and smaller requires, at
the same time, the introduction of massive parallelism
and miniaturization. As a result, high-quality, high-
precision, and low-cost microlens arrays are
becoming indispensable components. Moreover, the
introduction of micro-optics provides new degrees of
freedom for the system design and, therefore, also for
the functionality. It allows solutions which are not
possible with purely conventional optics such as the
integration of different micro-optical components

and systems, hence reducing the additional mechan-
ical assembly cost as required in conventional optics.

Since the beginning of the 1990s, several research
groups and industrial research labs have been
focusing their attention on the development of
fabrication techniques for refractive and diffractive
microlenses. Microlenses and microlens arrays are
used for beam shaping purposes such as collimation
and focusing (e.g., in combination with laserdiode
arrays, detector arrays, and fibers), for illumination
(e.g., in display systems and projection systems), and
for imaging purposes (e.g., in photocopiers).

In this article we will mainly focus on refractive
microlenses and we intend to provide an introductory
guide to those basic geometrical and optical para-
meters that are used to characterize refractive
microlenses. Indeed, some elementary principles of
geometrical optics (the geometrical laws for optical
propagation without the inclusion of diffraction) and
wave optics (in wave optics the imaging is studied as a
result of the propagation of a wavefront to the image
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plane; diffraction effects can be explained on the basis
of this wave theory) are required to understand the
characterization and performance evaluation of these
lenses. We, therefore, bring forward the basic
nomenclature of refractive micro-optics and will
highlight how the performance of an optical lens is
affected when reducing its physical dimensions.

We start this article by introducing the imaging
properties of both thick and thin lenses in the paraxial
approximation. In the section on lens aberrations, we
discuss the different primary aberrations that influ-
ence the imaging properties of a lens. Combined
effects of aberrations and diffraction give rise to some
frequently used lens performance criteria which we
discuss in the section on diffraction. Different aspects
have to be considered when discussing the quality of a
lens, because each type of microlens application
requires specific performances. It is, therefore, not
possible to come up with a single figure of merit
which satisfactorily evaluates the overall quality of a
microlens. Moreover, one needs specific information
about the characteristics of the light sources and
detectors that are used in the system and also details
about the imaging system geometry and the required
imaging contrast. We review them in the section on
quality criteria.

In the section on interference, we describe these
phenomena and focus on two-beam interference that
forms the basis of the photonic instrumentation that
can be used to characterize discrete microlenses and
microlens arrays. For a complete evaluation of a
microlens it is essential to measure both its geometri-
cal properties (diameter, sag, surface profile, etc.) and
its optical performance (focal length, wave aberra-
tions, etc.). In the final section of this article we
introduce three interference-based instruments which
are crucial to the full quantitative characterization of
refractive microlenses: a noncontact optical profiler
based on a Mirau interferometer, a transmission
Mach–Zehnder interferometer, and a Twyman–
Green interferometer.

Geometrical Optics

Introduction

Within the paradigm of geometrical optics or ray-
optics, light travels from the source along straight
lines or rays. When a light ray traverses an optical
system consisting of several homogeneous media in
sequence, the optical path is a chain of straight-line
segments. Discontinuities in the line segments occur
each time the light is refracted or reflected. The laws
of geometrical optics that describe the direction of the
rays are described below.

The law of refraction, also called Snell’s law
The refraction of a ray at a ‘well-polished’ surface
between two isotropic media, with indices of
refraction n1 and n2, is given by

n1 sin w1 ¼ n2 sin w2 ½1�

where w1 and w2 are the angles between, respectively,
the incident and the refracted ray and the normal to
the surface.

The law of reflection
When a ray is reflected on a flat ‘polished’ interface
dividing two uniform media, the reflected ray remains
within the plane of incidence and the angle of
reflection equals the angle of incidence.

Geometrical wavefronts can then be constructed
from the optical rays propagating through the system.
Locally they are orthogonal to the rays and the
optical path lengths along all rays from one wave-
front to another are equal. In regions where the
wavelength is considered to be negligible, as com-
pared to the dimensions of the relevant components
of the optical system, geometrical wavefronts are
close approximations of the physical wavefronts.

The Paraxial Approximation

The basic optics of image location and magnification
is demonstrated by the application of paraxial or first-
order optics, also called Gaussian optics. In the
paraxial approximation, only those points and rays
will be considered which lie in the immediate vicinity
of the optical axis, so that all angles w are small
ðw # 158Þ: This assumption is true in lens systems
with small object and image field sizes and small
apertures of pupils. The terms involving squares
and higher powers of the off-axis distances or of
the angles, which the rays make with the optical axis,
will not be discussed here. This leads to:

sin w ¼ tan w ¼ wþ O$2ðwÞ < w ½2�

With this assumption we can write the refraction law
by the linear relation:

n1w1 ¼ n2w2 ½3�

Refraction at a spherical surface
In Figure 1 a spherical surface with a radius of
curvature R forms an interface between two materials
with indices of refraction n1 and n2: Two rays are
shown emanating from an axial object point S: One is
an axial ray, normal to the surface of the lens at its
vertex V: The vertex of a lens is defined as the point
on the refracting surface at the center of its free
aperture. This assumes that the aperture is circular
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and centered and the surface is spherical. More
generally, if the surface is not spherical but has
rotational symmetry, the vertex is the point where the
axis of symmetry intersects the optical surface. It is
refracted without any change in direction. The other
ray is an arbitrary ray incident at O and refracting
there according to Snell’s Law.

We can rewrite the paraxial refraction law (eqn [3])
and derive a relation between the object and image
distances, so and si, respectively.

From the triangles SOC and POC, we have:

w1 ¼ aþ lul lul ¼ lblþ w2 ½4�

where lul and lbl represent the absolute values of u

and b:

We also have:

tan a ¼
h

lsolþ d
tanlbl ¼

h

si 2 d

tanlul ¼
h

R 2 d
½5�

As discussed above, for paraxial rays we may
approximate the sine and tangent of an angle by the
angle itself and one can show that the small distance d
may be ignored. In accordance with the sign
convention the object distance, being to the left of
the refracting surface, is to be taken as negative.
Inserting eqns [4] and [5] into [3] results in:

n2

si

2
n1

so

¼
n2 2 n1

R
½6�

This equation does not contain the angle a, so the
image distance si is the same for all paraxial rays
starting from S:

The spherical surface power ‘ is now defined as:

‘ ;
n2 2 n1

R
½7�

We can relate this power of the surface ‘ to the object
and image distance, by combining eqns [6] and [7]:

n2

si

2
n1

so

¼ ‘ ½8�

The distance from the object point to the vertex of the
refractive surface is called the front focal length fFFL,
if the image is at infinity ðsi ¼ 1Þ: Equations [6] and
[8] then give:

fFFL ¼ 2
n1

n2 2 n1

R ¼ 2
n1

‘
½9�

Similarly, if the image is placed at the back focal
length fBFL, such that the object distance equals
infinity ðso ¼ 1Þ, then:

fBFL ¼
n2

n2 2 n1

R ¼
n2

‘
½10�

Thick lenses
A thick lens can be treated as a component consisting
of two spherical refracting surfaces separated by a
distance d between their vertices V1 and V2, as shown
in Figure 2. The determination of the focal length as a
function of the object and image distance and of the
radii of curvature can also be solved using the matrix
formalism.

The first and second focal points or the object and
image foci, Fo and Fi, can be measured from the two
vertices or poles and are called the front and the back
focal length denoted by fFFL and fBFL, respectively
(Figure 2). The incident and the emerging rays will
virtually meet at points that belong to two curved
surfaces. These surfaces, approximating planes in the
paraxial region, are termed the primary and second-
ary principal planes, PP1 and PP2. Points where
the primary and secondary principal planes
intersect the optical axis are known as the first and
second principal points, H1 and H2, respectively.

Figure 1 Refraction at a spherical surface.

Figure 2 The thick lens geometry.
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They provide a set of very useful references from
which to measure several of the system parameters.
To fully describe a system by its cardinal points, two
more points are needed in addition to the two focal
points, Fo and Fi and the two principal points, H1 and
H2: These points are called the nodal points.
However, they coincide with the principal points
when the lens is surrounded on both sides by the same
medium, for example, air. Note that h1 and h2

determine the positions of the principal points
relative to the vertices V1 and V2, while f determines
the focal point position relative to the principal
points. One can show that these distances are given
by:

h1 ¼
2R1nmd

nlðR2 2 R1Þ þ ðnl 2 nmÞd

h2 ¼
R2nmd

nlðR2 2 R1Þ þ ðnl 2 nmÞd

f ¼
nm

ðnl 2 nmÞ

"
1

R1

2
1

R2

þ
dðnl 2 nmÞ

nlR1R2

#
½11�

We now derive the Gaussian formulae that describe
imaging through two surfaces which are rotationally
symmetric about the same axis. We assume here that
the lens, with refractive index nl, faces the same
medium of refractive index nm on both sides
(Figure 3). We can correctly use this hypothesis
since the microlenses which we discuss throughout
this work are mainly surrounded by air. Let R1 and R2

be the radii of curvature of the surfaces at their axial
points, measured as positive when the surface is
convex towards the incident light.

The image of a given object, formed by refraction
at the first surface with radius of curvature R1,
becomes the object for refraction at the second
surface. The image formed by the second surface
with R2 as radius is then the final image due to
the action of the thick lens. We know from eqn [6]
that the paraxial rays issuing from S at a distance so1

from V1 will meet at P0, at a distance which we call si1:

This gives:

nl

si1

2
nm

so1

¼
nl 2 nm

R1

½12�

Thus, at the second spherical surface, eqn [6]
becomes:

nm

si2

þ
nl

ðsi1 2 dÞ
¼ 2

nm 2 nl

R2

½13�

As discussed above, we have:

2
1

fFFL1

¼
nl 2 nm

nm

1

R1

1

fBFL2

¼ 2
nm 2 nl

nm

1

R2

½14�

where fFFL1 is the front focal length of the first
refracting surface and fBFL2 the back focal length of
the second refracting surface.

Eliminating si1 in eqns [12] and [13] and inserting
[14] yields:

d ¼
nl

nm

 
1

so1

2
1

fFFL1

! 2
nl

nm

 
1

fBFL2

2
1

si2

! ½15�

where so1 is measured with respect to V1 and si2 is
measured with respect to V2: After some calculations
this equation may also be put in the form:

so1si2 2
fBFL2ðnlfFFL1 þ dnmÞ

nlðfFFL1 þ fBFL2Þ þ dnm

so1 2
fFFL1ðnlfBFL2 þ dnmÞ

nlðfFFL1 þ fBFL2Þ þ dnm

si2 þ
dnmfFFL1fBFL2

nlðfFFL1 þ fBFL2Þ þ dnm

¼ 0

½16�

Obviously eqn [16] is much too cumbersome to find
image locations. However, we can transform and
reduce the latter equation to the form:

1

si2 2 h2

2
1

so1 2 h1

¼
1

f
½17�

where h1, h2 and f are the unknowns.
Indeed, rewriting eqn [17] gives:

so1si2 2 ðf þh2Þso1 þðf 2h1Þsi2 þ f ðh1 2h2Þþh1h2 ¼0

½18�

Equations [16] and [18] will be identical if the
coefficients of their corresponding terms are equal;Figure 3 Refraction at both spherical surfaces of a thick lens.
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that is when:

f þh2 ¼
fBFL2ðnlfFFL1 þdnmÞ

nlðfFFL1 þ fBFL2Þþdnm

f 2h1 ¼2
fFFL1ðnlfBFL2 þdnmÞ

nlðfFFL1 þ fBFL2Þþdnm

f ðh1 2h2Þþh1h2 ¼
dnmfFFL1fBFL2

nlðfFFL1 þ fBFL2Þþdnm

½19�

These three equations may be solved for the three
unknowns h1, h2, and f :

f ¼
nm

ðnl 2nmÞ

"
1

R1

2
1

R2

þ
dðnl 2nmÞ

nlR1R2

#

h1 ¼
2R1nmd

nlðR2 2R1Þþ ðnl 2nmÞd

h2 ¼
R2nmd

nlðR2 2R1Þþ ðnl 2nmÞd

½20�

Thus we see that the relation between the object
position and the image position (eqn [16]) is
expressed in the more convenient form of eqn [17]
with the values of h1, h2, and f given by eqn [20].
Here h1, h2 and f depend on the constants of the
system where, as shown in eqn [11], hi represents the
distance between the vertex Vi and the principal point
Hi, and f is the focal length measured from a principal
point on the axis and not from the vertex of the lens.
If we now assume that:

so ¼ so1 2 h1; si ¼ si2 2 h2 ½21�

we can write the thick lens equation as:

1

si

2
1

s0

¼
1

f
½22�

where the object and image distance, so and si;

respectively, are measured from the principal points
of the lens. We can conclude that the formula that
describes imaging through two surfaces may be
simplified to the thick lens formulation given in
eqn [22] by choosing the principal points Hi instead
of the vertices Vi, from which S and P are to be
measured.

Thin lenses
The preceding eqn [20] takes a particularly simple
form when the lens is so thin that the axial thickness
of the lens d may be neglected. But obviously there
exists no real lens with a thickness equal to zero. A
thin lens is only a concept which is an extremely
useful tool in optical system design. When a lens or an

optical system has a zero thickness, the object and
image calculations can be greatly simplified. In this
case, the two principal points are coincident and are
located where the thin lens is situated.

As a further simplification, we assume that the
surrounding medium of the lens is air which means
that nm < 1: When nl ¼ n, we find:

1

f
¼

1

si

2
1

so

¼ ðn 2 1Þ

 
1

R1

2
1

R2

!
½23�

These equations are often called the thin-lens
equation and the lensmaker’s formula, respectively,
because the latter predicts the focal length of a lens,
fabricated with a given refractive index and radii of
curvature. This formula is very useful in the optical
design process as a first-order approach to calculate
the features of the thin lenses and results in a set of
lens powers (or focal lengths) for the different lenses
and in the spacings between them. Once the thin lens
optical system is solved and the primary aberrations
are corrected for, one can design the thick lens system.
The corresponding thick lens system must have the
same component powers and the lenses must be
spaced apart by the same distances as for the thin lens
design, but the thick lens spacings must be measured
from the principal points of the lenses instead of from
the vertices of the lenses.

Other lens characteristics
Another basic parameter of a refractive lens is its
focal number f#: The f -number, also called the speed
of the lens, is defined as the ratio of its effective focal
length and the lens aperture diameter D (Figure 4):

f# ¼
f

D
½24�

Figure 4 A lens with an aperture diameter D, a focal length f,

and a semi-angle a.
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The effective focal length f of a lens or often called
the focal length is defined from a principal point on
the axis of the lens and not from its vertex. Typical
focal numbers for refractive microlenses range
between 0.8 and 30.

The numerical aperture (NA), is another way of
defining the same characteristic. It is described as the
sine of the angular semi-aperture a in the object space
multiplied by the refractive index n of the object space
(Figure 4):

NA ¼ n sin a ½25�

Both the focal number ðf#Þ and the NA are related in
the paraxial approximation by

f# ¼
n

2NA
½26�

Lens Aberrations

Introduction to Third-Order Monochromatic
Aberrations

An exact ray trace or a measurement on a real lens
will certainly disclose inconsistencies with the corre-
sponding paraxial description. Such deviations from
the idealized Gaussian optics are known as aberra-
tions. For monochromatic light there are five third-
order or Seidel aberrations: three of them, namely
spherical aberration, coma, and astigmatism, deterio-
rate the image by blurring it, while the remaining two,
curvature of field and distortion, deform the image.
An additional aberration, chromatic aberration,
results from the wavelength dependence of the
imaging properties of an optical system. We will not
discuss the latter as this aberration can be minimized
by selecting a lens material with a refractive index
that only varies by a negligible amount over the
wavelength range of interest.

For a brief discussion of aberrations we consider the
case of a perfect lens focusing a collimated light beam.
In this case, the lens transforms the incoming
planewave into a spherical wave, also called the
reference sphere. For a lens with aberrations, however,
the real wavefront behind the lens shows deviations
from the ideal spherical shape (Figure 5). The optical
path length [AB] may be called the wavefront
aberrations cðx; yÞ and can be calculated as:

cðx; yÞ ¼ Wðx; yÞ2 Rðx; yÞ ½27�

where Wðx; yÞ represents the spherical wavefront in
the Gaussian approximation and Rðx; yÞ depicts the
real wavefront. The wave aberration is given by
the optical path difference along a ray between the

reference sphere and the real wavefront behind
the lens. Alternatively, the aberrations can be
described in terms of the ray aberrations. In this
case, not all the rays intersect the paraxial image plane
at the same point and the distribution of the ray
intercepts around the paraxial image point can be used
to measure the amount of light blur. These two ways of
quantitatively describing the aberrations are appar-
ently not independent of each other, the ray aberra-
tions being the derivate of the wavefront aberrations.

There are several sets of suitable polynomials over
which the wavefront aberrations can be expanded.
The Zernike polynomials will be further used in this
work (see, for example, the Mach–Zehnder and
Twyman–Green interferometers in the section on
Microlens testing).

For rotational symmetric optical systems, the most
common approach is to expand the aberration
function c to the fourth order as a power series in
polar pupil coordinates. This corresponds to the
third-order ray aberrations or primary aberrations.
The different terms in the aberration polynomial c are
to the fourth power of the object coordinate h0 and
the pupil coordinate r: In that case, the wavefront
aberration polynomial c, as a function of the object
coordinate h0 and the polar pupil coordinates r and u

(Figure 6), is given by

cðh0
; r; uÞ ¼ 0C40r4 þ 1C31h0r3 cos uþ 2C22h02r2 cos2u

þ 2C20h02r2 þ 3C11h03r cos u ½28�

The iCjk coefficients are subscripted by the numbers
that specify the powers of the term dependence on h0,
r and cos u, respectively. These terms comprise the
five monochromatic or Seidel aberrations as shown in
Table 1.

Each aberration is characterized by its dependence
on the deviation from the optical axis h0, on the
aperture of the refracting surface r, and on the

Figure 5 Relation between wavefront and ray aberration.
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symmetry around the optical axis u: Equation [28]
can be used to estimate how the aberration blurs
change if the aperture or field of view of a lens is
changed. In the following section we briefly describe
each of these aberrations in terms of their visual
effects.

Spherical Aberration

The first term in eqn [28], 0C40r4, is the only term in
the third-order wave aberration that does not depend
on the deviation h0 from the optical axis. Thus,
spherical aberration (SA) is the only monochromatic
aberration that occurs on the optical axis and that
exists even for axial object and image points. As
shown in Figure 7a, SA results from the rays that
enter via different zones of the aperture and are
focused at different distances from the lens. It is
evident from Figure 7a that the best focus is not at the
paraxial plane. The best focus, however, is found at
the location where the circular image blur is the same
over the entire field of view and is called the circle of
least confusion.

Because most applications consist of on-axis
illuminated planoconvex microlenses, we will firstly
focus our attention on how microlenses have to be
positioned to minimize SA. When we consider a
planoconvex lens with the curved surface towards the
infinite conjugate for an incident parallel beam, both
surfaces are contributing approximately equal
amounts of ray bending. Figure 8a shows the ray
diagram for a planoconvex lens as obtained with the
ray-tracing program Solstis. Solstis is a commercial
photonics design software, consisting of different

modules, each of which is dedicated to a certain
optical modeling approach. If, however, the flat
surface is turned toward the incident rays, then the
first surface does not bend the rays and all the ray-
bending work is done by the second surface
(Figure 8b). We can conclude here that the best
orientation is that which distributes the ray bending
equally between the two surfaces of the lens.

Because the ray blur varies with the third power of
the lens aperture, lowering the aperture diameter will
cause a rapid decrease in the extent of the spherical

Table 1 The five monochromatic or Seidel aberrations

r 4 Spherical aberration

h0r3 cos u Coma

h02r 2 cos2 u Astigmatism

h02r 2 Curvature of field

h03r cos u Distortion

Figure 7 The primary aberrations: (a) spherical aberration –

negative SA: the rays through the outer zones of the lens focus

closer to the lens than the rays through the central zones;

(b) coma – positive coma: the rays through the outer zones of

the lens form a larger image than those going through the center;

(c) astigmatism – negative astigmatism: the tangential or vertical

fan of rays is focused to the left of the horizontal or sagittal fan;

(d) curvature of field – negative curvature of field: images farther

from the axis focus nearer to the lens than the on-axis images;

(e) positive distortion – the magnification increases as the field

angle increases; (f) negative distortion.

Figure 8 Ray diagram of a planoconvex lens (D ¼ 200 mm;

f ¼ 249 mm) with planewave illumination incident on (a) the curved

surface and (b) on the plane surface. LSA (longitudinal SA)

represents the difference between the paraxial and the marginal

focus while TSA (transversal SA) shows the radius of the spot in

the paraxial focal plane.

Figure 6 (a) Imaging of an off-axis point P ; (b) frontal view of a

portion of the wavefront.
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aberration blur. For a given aperture of the lens, the
spherical aberration is a function of the focal length
of the lens and increases with a decreasing focal
length or an increasing NA (Figure 9).

A change in SA, contributing to the wave aberra-
tion, for a variation of the lens diameter D or the focal
length f can be estimated with the following rules:

Spherical aberration 4 D4 for a constant f

Spherical aberration 4 1=f 3 for a constant D

However, by preserving the focal length and hence the
optical power of the lens, the SA can be changed by
varying the radii of the surfaces. This would be the
same as physically bending a lens made of flexible
plastic. In Figure 10 we have reduced the spherical
aberration with a factor of four by splitting a lens into
two elements, each with a longer focal length,
keeping the total optical power of the elements the
same as the original lens. This means that, in practice,
high NA microlenses can be replaced by a number of
microlenses reducing the SA significantly.

However, in optical systems, where only a small
number of surfaces are allowed, aspherical surfaces
can be used to correct the SA. In Figure 11 we show
that making the lens shape elliptical while maintain-
ing the other characteristics of the microlens
(D ¼ 200 mm; R ¼ 150 mm) results in a reduction
of the SA. The most common form of an aspheric
surface is a rotationally symmetric surface with the
sag, defined as:

zconic ¼
R21ðx2 þ y2Þ

1 þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 2 ð1 þ KÞR22ðx2 þ y2Þ

q ½29�

where R is the radius of curvature, K the conic
parameter, and x and y the coordinates in the
substrate plane. The meaning of K is given in Table 2.

In eqn [28] we have shown that the wavefront
aberrations can be written as the sum of the Seidel or
third-order aberrations. Furthermore, we have seen
that only the SA contributes to the wavefront
aberration when we illuminate the microlens on-
axis ðh0 ¼ 0Þ: When we limit our experiments to on-
axis illumination during the optical characterization
of the microlenses, the wavefront aberrations are a
measure for the SA. To prove this, we have calculated
and plotted in Figure 12, the SA and the wavefront
aberrations as a function of the focal length for a
200 mm lens ðn ¼ 1:48Þ:

Both the SA and wavefront aberration values are
obtained with the ray-tracing software Solstis. The
wavefront aberration is calculated here as the optical
path difference [BA] between a real wavefront
surface and a spherical reference surface. From
these results we can observe that for microlenses
with an f . 330 mm or an NA lower than 0.3 only
the spherical aberration contributes to the root-mean-
square (RMS) wavefront aberration. The RMS or
standard deviation s of a number N of data xi

ði ¼ 1;…;NÞ with a mean value X can be written as

s ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPN
i¼1 ðX 2 xiÞ

2
�
N

q
: For smaller focal length

microlenses, however, we notice that higher-order
aberrations appear and compensate the SA, resulting
in a lower wavefront aberration compared to the SA.
We can conclude that the wavefront aberration values
represent the optical performance of the microlenses
with a main contribution from the SA for on-axis
illumination.

Figure 9 Ray diagram of a planoconvex lens (a) with a focal

length f and (b) with a focal length 2f.

Figure 10 (a) Ray diagram for a planoconvex lens

(D ¼ 200 mm; f ¼ 249 mm). (b) The spherical aberration is

reduced with a factor 4 by splitting the optical power of the

original lens and using a doublet (D ¼ 200 mm; f ¼ 621 mm for

both lenses).

Figure 11 (a) Ray diagram of a spherical planoconvex lens

(D ¼ 200 mm; R ¼ 150 mm; K ¼ 0) with planewave illumination.

(b) The spherical aberration is reduced by making the lens shape

elliptical (K ¼ 20.57).

Table 2 The surface type for different conic parameters K

Conic constant K Surface type

K ¼ 0 Sphere

K , 21 Hyperboloid

K ¼ 21 Paraboloid

21 , K , 0 Ellipsoid

K . 0 Oblate ellipsoid
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Other Seidel Aberrations

Coma is an image-degrading aberration that increases
rapidly with the lens aperture r: It indicates an off-axis
aberration ðh0 – 0Þ that is nonsymmetrical around
the optical axis ðcos u – constantÞ: Figure 7b illus-
trates the aberration due to a vertical fan of parallel
rays refracted by a spherical lens. It results from a lens
having different magnifications for rays passing
different zones of its aperture. Each circular zone of
the lens forms a circular image called the comatic
circle. Every other fan of rays forms images that
complete the comatic circle. The combination of all
these circles causes a comet-shaped flare.

Astigmatism is the imaging of an off-axis point as
two perpendicular lines at different distances. In this
aberration the rays from a point object converge at a
certain distance from the lens to a line which is called
the primary image. This line lies in the sagittal plane
and is perpendicular to the plane defined by the
optical distance and the object point. At a somewhat
different distance from the lens they converge to a
second line, called the secondary image, which is
parallel to the tangential plane. This effect is shown in
Figure 7c. The elimination of astigmatism requires
that the tangential and sagittal surfaces be made to
coincide. The resulting surface is then called the
Petzval surface. Although in that case astigmatism
has been eliminated, the associated aberration, called
curvature of field, remains. So off-axis images are
focused on a curved saucer-shaped surface as drawn
in Figure 7d, instead of on an ideal flat image surface.

The last of the five primary aberrations is distortion
and causes straight lines which do not intersect the

axis to be imaged as curved lines. This effect is not
related to a lack of sharpness of the image but results
from the fact that the magnification varies across the
field and induces the image of a square object to be
bowed outward (Figure 7e) or sagged inward
(Figure 7f).

We have shown that three of the five Seidel
aberrations (namely SA, coma, and astigmatism) are
responsible for a lack of sharpness of the image. The
other two (i.e., curvature of field and distortion) are
related to the position and the form of the image. In
general, it is impossible to design a system which is
free from all the primary as well as the higher-order
aberrations, and therefore, a suitable compromise as
to their relative magnitude has to be made. In some
cases, the effects of the Seidel aberrations are reduced
by balancing them against aberrations of higher
orders. In other cases, one has to eliminate certain
aberrations completely, even at the price of introdu-
cing aberrations of other types. So far we have studied
the aberration effects on the basis of geometrical
optics only. However, if the aberrations are very small
(wave aberrations of the order of a wavelength or
less), diffraction starts to play an important role. That
is why, in the next section, we will discuss the role of
diffraction on the imaging quality of a lens.

Diffraction

Introduction

So far we have used simple geometrical optics to
evaluate the effects of aberrations – deviations of the

Figure 12 The spherical aberration SA and the RMS wave aberration as a function of the focal length for a 200 mm lens (n ¼ 1.48).
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wavefront behind the lens from the ideal shape – that
influence the quality of an image generated by a lens.
However, we know that even for an aberration-free
lens, blur of the spot in the image plane occurs. This
means that diffraction effects at the lens aperture can
also influence the spot size and the point spread
function (PSF), certainly because diffraction gains
importance when miniaturizing optical components.
Therefore, we have to introduce diffraction before we
can bring forward the most important figures of merit
for microlens performance and study its effects on
imaging quality.

Fraunhofer and Fresnel Diffraction

In certain regions of space occupied by our optical
lens system, the simple geometrical model of energy
propagation is inadequate. In particular, deviations
from this model can be expected in the immediate
vicinity of the boundaries of shadows and in regions
where a large number of rays meet. These regions are
of great practical interest, as they include that part of
the image space in which the optical image is situated.
These deviations are manifested by the appearance of
diffraction fringes. Also, the phenomena involving the
superposition of coherent wavefronts cannot be
treated with a geometrical model of energy propa-
gation. Thus a more accurate treatment is necessary
where the wave nature of light and diffraction are
taken into account. Wave optics is such an approach
with which the actual light intensity, that will be
observed as a result of the propagation of a wavefront
to the image plane, can be constructed. According to
Huygens’ construction, every point of a wavefront
may be considered as a center of secondary disturb-
ance, which gives rise to spherical wavelets. The
wavefront at any later instance may be regarded as
the envelope of these wavelets. Fresnel was able to
account for diffraction by supplementing Huygens’
construction with the postulate that the secondary
wavelets mutually interfere. We discuss diffraction
here, on the basis of wave theory, by the application
of Huygens’ construction together with the principle
of interference. The latter principle, also called the
Huygens–Fresnel principle, sufficiently describes the
propagation of light in free space.

This Huygens–Fresnel principle may be regarded
as an approximate form of the integral theorem of
Helmholtz and Kirchhoff. Kirchhoff’s theory makes
an approximation to the diffraction of scalar waves.
This scalar theory is adequate enough for the
treatment of problems in instrumental optics where
polarization effects are of minor importance and can
be neglected. If we consider a strictly monochromatic
electric field 1ðx; y; z; tÞ ¼ Eðx; y; zÞ·e2 iv in any ideal

isotropic dielectric, the space-dependent part will
satisfy the homogeneous time-independent wave
equation: ð7 2 þ k2ÞE ¼ 0, also known as the
Helmholtz equation where k ¼ v=c: This theorem
expresses the solution E of the Helmholtz equation at
an arbitrary field point P, in terms of its solution E
and its first derivatives ›E=›n at all points on an
arbitrary closed surface surrounding P, provided the
medium is a homogeneous dielectric:

EðPÞ ¼2
1

4p%
S

"
E7

 
e2 iks

s

!
2

e2iks

s
7E

#
�n dS

½30�

Here, s is the distance from point P to the point on
surface S, n is the outward normal to S, and k¼v=c is
the wave number in vacuum.

When we consider a monochromatic wave, from a
point source Po propagating through an aperture V in
a plane opaque screen, and P is the point at which the
light disturbance has to be calculated, the theorem
can be reduced to an approximate but much simpler
form (Figure 13a) on condition that we can assume
that the linear dimensions of the aperture V, although
large compared to the wavelength, are small com-
pared to the distances of both Po and P from the
screen.

As a result of Kirchhoff’s theorem we obtain:

EðPÞ ¼
iA

2l

ðð
V

e2ikðrþsÞ

rs
½cosðn;rÞ2 cosðn;sÞ�dS ½31�

where A is a constant, l the wavelength, and r and s
are the distances from element dS on V to Po and P,
respectively. Equation [31] is known as the Fresnel–
Kirchhoff diffraction formula. In case a more general
field Eo is incident at the aperture V, replacing the
point source A e2ikr=r, an equivalent formulation,
known as the Huygens integral, can be found:

EðPÞ ¼
i

l

ðð
V

Eoðxo;yo;zoÞ
e2iks

s
cosðn;sÞdS ½32�

Figure 13 Geometry for evaluating (a) the Fresnel–Kirchhoff

diffraction formula and (b) the Huygens’ integral.
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In the case of the Huygens integral an alternative
Green’s function is chosen, namely GðPÞ ¼
expð2jksÞ=s2 expð2jkrÞ=r instead of GðPÞ ¼
expð2jksÞ=s used in the Fresnel–Kirchhoff diffraction
formula. This then results in an obliquity factor
cosðn;sÞ instead of cosðn;sÞ2 cosðn;rÞ: If the distances
of the points Po and P are large compared to the
dimensions of the aperture, the factor ½cosðn;rÞ2
cosðn;sÞ� in eqn [31] will not vary appreciably over
the aperture and may be replaced by 1. In this case,
the optical beams are close to the optical axis and this
is considered as the paraxial diffraction theory. In the
phase factors, we can expand rðx;y;zÞ and sðx;y;zÞ as
power series. If the quadratic and higher-order terms
may be neglected in the series expansion ðr;sqlÞ, one
speaks of Fraunhofer diffraction, when the previous
assumption is not fulfilled ðr;s$ lÞ, the quadratic
terms cannot be neglected and one speaks of Fresnel
diffraction. The regions where the Fresnel and
Fraunhofer diffraction integral may be applied are
called the near-field (NF) and far-field (FF) diffraction
regions respectively. The Rayleigh range zR marks the
boundary between the NF and FF regions for the
beam emerging from the aperture (Figure 14).

As an example, we discuss the diffraction of a
uniform planewave by a circular aperture of diameter
2a: The Rayleigh range for this circular aperture is
given by

zR ¼
pa2

l
½33�

The FF diffraction pattern ðz q zRÞ for a uniformly
illuminated circular aperture is the well-known Airy

disk pattern and is given by

Eðr; zÞ ,
2J1ð2pau=lÞ

ð2pau=lÞ
½34�

where J1 is the first-order Bessel function. This
pattern has a single dominant central lobe surrounded
by a series of increasingly weaker circular rings. The
first zero of this pattern occurs at a half angle u1 or a
radius r1 in the FF, given by

u1 ¼
r1

z
<

1:22l

2a
½35�

The NF or Fresnel diffraction patterns for a uniformly
illuminated circular aperture ðz , zRÞ consist of a
series of circular rings modulating a constant-
amplitude background. When moving even closer to
the aperture, the beam profile becomes more and
more square and the frequency of the Fresnel ripples
increases.

We now know that light is diffracted at the
apertures of optical elements (lenses) and that this
diffraction can affect its performance. Ideally, the
focus of a planewave should be infinitely small, being
the image of a point source located at infinity. But
even in the ideal case, when no geometrical aberra-
tions are introduced, diffraction will limit the lens
performance and the focus of such diffraction-limited
lenses will have a finite extension.

Quality Criteria for Lens Performance

In this section we discuss some of the most important
figures of merit for diffraction-limited lens perform-
ance. This survey raises the problems related to this
issue. A more detailed overview can be found in the
literature.

Diffraction in a Lens System: The Point Spread
Function (PSF)

Diffraction at the lens aperture D causes a blur of the
focus. The light distribution in the focal plane of an
aberration free lens essentially arises from Fraunhofer
diffraction at the aperture of the lens. From eqn [34]
we know that the diffraction image for an aberration-
free lens with a circular aperture D is the scaled Airy
disk, given by

Eðr; zÞ ,
pJ1ðrD=lf Þ

ðrD=lf Þ
½36�

where l denotes the wavelength of the illuminating
light beam and f the focal length.

Figure 14 The Rayleigh range zR marks the boundary between

the NF and FF regions for a beam emerging from the aperture V.
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The normalized intensity of this pattern is called
the diffraction-limited (PSF) of the lens:

PSFðr; zÞ ¼ lEðr; zÞl2 ½37�

Although irradiance replaces nowadays the word
intensity in optics, we will still use intensity to
nominate the flow of energy per unit area per unit
time. We can define the irradiance as I ; 1

2 10ckE2l,
with 10 and c the electric permittivity in vacuum and
the speed of light, respectively. The radius of this
pattern is known as the Rayleigh diffraction limit or
Rayleigh resolution and is compared to the measured
spot size in the image plane.

To include the effects of aberrations in the
diffraction computation, we have to include both
the phase profile and the amplitude of the real
wavefront in the pupil of the lens. The pupil function
Tðx; yÞ may be written as:

Tðx; yÞ ¼ Eðx; yÞeikcðx;yÞ ½38�

where Eðx; yÞ represents the amplitude distribution
over the exit pupil and cðx; yÞ is the wavefront
deformation on this pupil. Starting from the
Huygens–Fresnel approach, the diffraction integral
can be rewritten in the form of a Fourier transform:

Eðr; zÞ , FTðeikcðx;yÞÞ ½39�

The PSF at the focal position can then be found by
calculating the Fourier transform of the wavefront
error c or the pupil function Tðx; yÞ of the lens and
taking the complex square of the latter. Figure 15
shows the shape of the PSF of an ideal or diffraction-
limited lens. When the lens aperture D decreases, the
extension of the PSF increases proportionally, which
means that it becomes easier to achieve diffraction-
limited performance. Since the extension of
the diffraction-limited PSF becomes larger, the

constraints on the shape of the phase profile become
less stringent. This has important consequences on
the scaling behavior of lenses. In the extreme case, the
microlens diameter becomes so small, that diffrac-
tion-limited imaging is possible without any specific
phase profile in the lens pupil. This is also one of the
reasons why small water droplets often form rela-
tively good lenslets. For systems including micro-
optic lenses, we therefore will have to find better
criteria than the PSF of a diffraction-limited lens to
evaluate or compare these optical components.

The Rayleigh and Maréchal Criterion

The widely used Rayleigh criterion states that a
system is diffraction-limited, as long as the maximum
wavefront deviation lcmaxðxÞl is less than one quarter
of a wavelength (Figure 16). It was shown by
Rayleigh that for a system which suffers primarily
from SA such that the wavefront deviation is less than
a quarter wavelength, the intensity at the Gaussian
focus is diminished by less than 20%; a loss of light
that can usually be tolerated. Also in the presence of
other commonly occurring Seidel aberrations is the
quality of the image not seriously affected when the
deviation is less than l=4: This criterion, which
determines the amount of aberration that can be
tolerated in an image-formation system is, of course,
only a rough guideline since the light distribution in
the image does not only depend on the maximum
deformation but also on the shape of the wavefront,
and even more on the type of aberration. Moreover,
the loss of light that can be tolerated depends on
the particular use to which the optical component is
put and more stringent tolerances have to be imposed
for certain applications.

Figure 15 The 1D point spread function of an ideal lens. Figure 16 Illustration of the Rayleigh criterion.
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Low-order aberrations merely cause a shift of light
from the main lobe of the PSF to the side lobes.
Higher-order aberrations additionally cause a broad-
ening of the PSF and the correlation between the
image quality and the maximum value of the
wavefront aberration is usually lost. In the latter
case, it seems more appropriate to formulate toler-
ance criteria restricting the average amount of
aberration. Criteria of this type were considered by
Maréchal, who used the relation that exists between
the intensity at the center of the reference sphere and
the RMS deviation of the wavefront from a spherical
form.

This Maréchal criterion uses the following RMS
wavefront aberration cRMS to define the lens quality:

cRMS ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiZ
lcðxÞl2 dx 2

hZ
lcðxÞldx

i2
r

#
l

14
½40�

This criterion is sensitive to statistical noise on the
measured phase profile, while a criterion such as the
Rayleigh criterion is little affected by it.

Strehl Ratio

For some applications not the imaging quality but the
maximum deposited energy is the most essential
feature. In such a situation, the Strehl ratio S is a
suitable figure of merit. The Strehl ratio is defined as
the normalized peak intensity of the PSF of the lens:

S ¼
Irealð0; 0Þ

Iidealð0;0Þ
¼

�����
ð ð

eikcðx;yÞdx dy

�����
2

½41�

Irealð0; 0Þ and Iidealð0;0Þ denote the intensities at the
center of the real point image and the ideal PSF
without aberrations, respectively. Even for small
aberrations, which do not affect the extension of the
PSF, the light intensity in the center peak can drop
significantly (Figure 17). A Strehl ratio S $ 0:8 is
generally considered to correspond to diffraction-
limited performance.

By a Taylor expansion of eqn [40], the relation
between the Strehl ratio S and the Maréchal criterion
can be written as:

S ¼ 1 2

�
2p

l
cRMS

�2

½42�

If only low-order aberrations are taken into account,
Rayleigh’s l=4 criterion also results in a Strehl ratio of
S ¼ 0:8: For large aberrations ðS # 0:3Þ, however, the
behavior of the Strehl ratio becomes uncorrelated to
the image quality due to interference effects.

Transfer Functions

Transfer functions are most commonly used for
evaluating the image quality in lens design. As
discussed above, the PSF is the Fourier transform of
the wavefront error c: For simplicity we can assume
that the modulus of the pupil function is 1. The PSF
then follows from the Fourier transform:

PSFðm; nÞ ¼ lFTðeikcðx;yÞÞl2 ½43�

The optical transfer function (OTF) is calculated
from the PSF data by means of an inverse Fourier
transformation:

OTFðq; rÞ ¼ FT21½PSFðm; nÞ� ½44�

The OTF is a spatial frequency-dependent complex
quantity whose modulus is the modulation transfer
function (MTF) and whose phase is, of course, the
phase transfer function (PTF). The former is a
measure for the reduction in contrast from the object
to the image over the whole spectrum. Figure 18
shows the normalized MTF for both a perfect lens
and a lens subjected to some small amounts of
spherical aberration. The PTF is, in most cases,
not so conclusive concerning the optical behavior.

Figure 17 Strehl ratio criterion.

Figure 18 Modulation transfer function for a perfect lens and for

small amounts of spherical aberration (l/2 and l/4).
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Therefore the wave aberrations, the PSF, the MTF,
and the Strehl ratio are the characteristics that are
usually provided as an output of lens design
programs.

Interference

Many of the processes for the manufacturing of
microlenses are not fully understood nor perfectly
controlled. It occurs that one generates a microlens
array and then measures its performance, hoping that
by accurately repeating the processing conditions,
a consistent result can be achieved. To achieve
optimum conditions, it is therefore crucial to measure
the geometrical and optical parameters of the
microlenses. Most of the microlens measurement
instruments are based on two-beam interference, the
phenomena where light from a source is divided into
two beams which are later on superposed again. The
intensity in the region of superposition is found to
vary from point to point between maxima which
exceed the sum of the beam intensities and minima
which may be zero.

Two-Beam Interference

We consider the interference of two waves, a
reference and an object wave, represented by Eref

and Eobj respectively, where we take into account the
vector properties of the electric fields. In the case of
interference, both waves typically originate from a
single source and recombine after traveling along
different paths. For the moment we will consider only
monochromatic linearly polarized waves of the form:

Eref ¼ E0ref eiFrefðrÞ2ivt
; Eobj ¼ E0obj eiFobjðrÞ2ivt ½45�

The total electric field intensity E at the output of the
interferometer, according to the principle of super-
position, is given by:

E ¼ Eref þ Eobj ½46�

The total intensity at the output, being the time
average of the square of the wave amplitude, can be
written as

I ¼ Iref þ Iobj þ Iref=obj ½47�

with Iref , kE2
refl;Iobj , kE2

objlandIref=obj ,2kEref·Eobjl:
Notice that if both E-fields are perpendicular to one
another, the interference term Iref=obj vanishes, while if
we assume that both fields are parallel, we can restrict
our discussion to scalar theory. Under the latter
condition we can write the total intensity as:

I ¼ Iref þ Iobj þ 2
ffiffiffiffiffiffiffiffiffi
IrefIobj

q
cosðFobj 2FrefÞ ½48�

where the presence of the third term is indicative of
the wave nature of light which can produce enhance-
ment or diminution of the intensity through
interference.

We can rewrite eqn [48] in Michelson’s manner of
writing:

I ¼ I0ð1 þ V cosðFobj 2FrefÞÞ

where I0 ¼ Iref þ Iobj; V ¼
2
ffiffiffiffiffiffiffiffiffi
IrefIobj

p
Iref þ Iobj

½49�

with V the visibility or fringe contrast indicating the
degree of modulation.

We can conclude that the measured intensity of a
two-beam interferogram depends on the mean
intensity I0, the visibility V, and the phase difference
Fobj 2 Fref. There are a number of techniques to
measure the three unknowns: the mean intensity, the
visibility, and the interesting spatial phase variation.
In the optical instrumentation, further discussed in
this article, phase shifting interferometry (PSI) is used
which requires a measurement of the intensity in each
point of the aperture for at least three different
reference phase values, in order to obtain three
equations for the three unknowns (I0, V, and Fobj 2

Fref). In practice, the reference phase values are
obtained by a piezodriven transducer (PZT) mirror
and should be equally spaced over one phase cycle of
2p: It has been shown that the five-phase algorithm is
the optimal choice as the calculation still remains
simple and the second-order nonlinear response of the
detector is eliminated. A charge coupled device
(CCD) sensor then records the intensity of the
resulting interference pattern for different relative
phase shifts and converts the intensity data to
wavefront phase data through integration.

Microlens Testing

In microlens (lens with a diameter lower than several
millimeters) testing, it is essential to measure in a first
step the shape or the surface profile of the microlenses
or in cases where gradient-index lenses are concerned,
their refractive index distribution. In addition, the
paraxial parameters, such as the focal length, and the
more complex properties like the wave aberrations
and surface quality have to be characterized. As
discussed in the introduction, massive parallelism and
miniaturization ask for the fabrication of microlenses
and microlens arrays. The most critical features of
these lenslet arrays are the uniformity of the micro-
lenses and their mutual positioning accuracy. As a
variation of these properties deteriorates the optical
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performance in most applications, dedicated test
instrumentation is needed.

In the following, we discuss different measurement
instruments designed to characterize all the geometri-
cal and optical parameters of microlenses. First, we
introduce an optical noncontact profiler which can be
used to determine the diameter and the sag (the
maximum height of the spherical lenscap) of the
surface profile microlenses. In addition, it allows us to
quantify the surface roughness on the top of the
microlenses. With a transmission Mach–Zehnder
(MZ) interferometer the wave aberrations and the
focal length of the microlenses can be measured,
while a Twyman–Green (TG) interferometer can be
used for the measurement of the surface deviations of
a microlens from an ideal spherical shape and for the
measurement of the radius of curvature of the surface.

Surface Profile Measurements

Optical noncontact profiler

Principle. The surface profile of a microlens can
be measured with a Wyko NT2000 noncontact
optical profiler (Figure 19a). This surface profiler
system uses two approaches to measure a wide range
of surface heights. The PSI mode allows measuring
fairly smooth and continuous surfaces (0.1 nm ,

heights , 160 nm) while the vertical scanning inter-
ferometry (VSI) mode can measure rough surfaces
and heights ranging between 160 nm and 2 mm. We
only discuss here the vertical scanning mode because
the principle on which PSI is based has been explained
above. As shown in Figure 19b, this noncontact
profiler is based on a Mirau interference microscope
where a white light beam passes through a beam-
splitter which reflects half of the incident beam to a

reference surface and transmits the other half onto the
sample. The light reflected from the sample and from
the reference surface then recombine at the beam-
splitter to form interference fringes. The system
measures the degree of the fringe modulation or the
fringe contrast. Because white light has a short
coherence length, interference fringes are present
only over a very shallow depth for each focus
position. The coherence length can be described
here as the optical path distance (OPD) between
two wavefronts of an interferometric system for
which the phase remains correlated. Or in other
words it is a measure of the range of heights over
which the instrument will be able to obtain measur-
able interference fringes. Fringe contrast at a single
sample point reaches a peak as the sample is
translated through focus. During a measurement,
the reference arm containing the interferometric
objective moves vertically to scan the surface at
varying heights. A linearized PZT precisely controls
this motion. As the system scans downward, an
interference signal for each point on the surface is
recorded. Finally, a series of advanced computer
algorithms is used to demodulate the envelope of the
fringe signal and to extract the surface information.

The vertical resolution is approximately 3 nm RMS
for a single measurement. The lateral resolution is a
function of the total magnification, of the cursor
position accuracy, and of the detector array size.

Measuring the geometrical lens dimensions. This
profiler provides us with information on geometrical
dimensions of microlenses. For each microlens we can
derive from the contour plot (Figure 20) the sag and
the diameter of the microlenses along the x and the y
direction. As an example, we show in Figure 21, the

Figure 19 (a) Vertical scanning noncontact profiler (WYKO NT2000); (b) Working principle.
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profiles of the cross-section of a 200 mm fused silica
microlens (NA ¼ 0:05; D ¼ 200 mm) along the x and
y directions.

The surface roughness on top of the microlens
can also be derived from measurements with the
noncontact profiler. As an example, we show the
fringes on the vertex area (65 £ 61 mm2) of a 200 mm
diameter lens as well as the average and RMS
roughness on the vertex of the lens (Figure 22).

Measurement of the Optical Lens Performance

To investigate the optical properties of discrete
microlenses one of the most accurate and reliable
techniques is interferometry. It is well known that
microlenses can be tested in transmitted light
using instruments with a single pass geometry
(e.g., MZ interferometer) as well as in reflected light

interferometers using a double pass configuration
(e.g., TG interferometer). The interferometers pro-
posed in this section have been especially designed
and constructed for microlens testing.

Mach–Zehnder (MZ) interferometer for
transmitted light measurements

Principle. A MZ interferometer, constructed at
the Erlangen–Nürnberg University, is used in this
work for the measurement of microlenses in trans-
mitted light. The interferometer is installed in a
commercial Carl Zeiss Jena microscope, while fiber-
optics is used for beam delivery. The scheme is shown
in Figure 23. A polarizing beamsplitter (PBS) cube
splits the beam of a HeNe laser while a halfwave plate
at the entrance enables the balancing of the two
interfering beams. The fibers are polarization preser-
ving in order to keep the polarization in the two
beams of the interferometer. The planewave of the
object arm is either focused by an illumination
microscope objective so that a spherical wave
impinges onto the microlenses (this is the so-called
spherical wave illumination) or the first microscope
objective is removed so that a planewave illuminates
the object (this is the so-called planewave illumina-
tion). By using a telescope consisting of the imaging
microscope objective and an achromatic doublet, the
expanded planewave then enters a second beamsplit-
ter and is superimposed on a reference planewave
generated by the second fiber and an expansion lens.
This second beamsplitter is a nonpolarizing one. To
force the two beams to interfere, the plane of
polarization of the reference beam must be rotated
by 908 which is achieved by twisting the fiber end
accordingly. This solution has been chosen to avoid a
polarizer in front of the CCD camera as it has been
shown that the latter would decrease the optical
quality. In addition one of the mirrors in the object

Figure 20 Contour plot of a 200 mm fused silica microlens as

obtained with the noncontact profiler.

Figure 21 (a) 2D lens profile of the microlens shown in Figure 20 along the x direction and (b) along the y direction.
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arm of the MZ is mounted on a PZT driver to enable
phase shifting interferometry.

Focal length and array uniformity through plane-
wave illumination. The MZ interferometer with
planar wavefront illumination offers for slow lenses
(NA , 0.1) the opportunity to measure also the total
phase lag introduced by the lenses, as shown in
Figure 24. This makes it possible to determine the
focal length and hence the NA of the microlenses.

For certain applications of arrays of microlenses it
is also important to know the uniformity of the lens
array or at least of a part of the lens array. There are
several different test methods (e.g., Smartt test,
shearing test) which can provide a measure of the
uniformity. One can even obtain the total phase
retardation for a subsection of the microlens array
(see Figure 25b).

Measuring the aberrations with spherical wave
illumination. Wave aberrations of refractive micro-
lenses can be determined with a spherical wavefront
illumination (Figure 26). The measurement of the
wave aberrations is carried out by using a PSI
algorithm. This requires a measurement of the
intensity in each point of the aperture for five different
reference phase values. The result of a PSI evaluation
is the phase distribution Fðx; yÞ in the exit pupil:

Fðx; yÞ ¼
2p

l
cðx; yÞ ½50�

where cðx; yÞ are the wave aberrations of the lens
under test.

From these data, the software calculates the
unwrapped phase distribution and by subtracting
the tilt and defocus, the deviation from an ideal
wavefront (phase/lambda) can be found. Fitting this

Figure 22 (a) Different roughness values on the vertex area of a 200 mm lens; (b) Fringes in this vertex area (65 £ 61 mm2).

Figure 23 (a) Scheme and (b) picture of the Mach–Zehnder interferometer for measurements in transmitted light.
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deviation to a fourth degree Zernike polynomial then
gives the aberrations (phase/lambda). Besides the
aberrations we also derive from the measured phase
distribution other optical lens characteristics such as
the modulation transfer function and the PSF.

Finally, we emphasise that the measurements
should preferably be done in a cleanroom environ-
ment as the smallest dust particle on the lens surface
decreases the optical performance.

Twyman–Green interferometer

Principle. For most applications microlenses have
to feature a spherical or nearly spherical shape. The
measurement of the deviations of the microlens

surface from an ideal sphere is therefore very
important. The basic principle comes down to a
planewave which is focused by a high NA microscope
objective in such a way that the focus coincides with
the center of curvature of the microsphere under test.
The light rays are reflected, and behind the micro-
scope objective a nearly planewave carrying the
surface deviations and misalignment errors, results.
The vertex of the test surface is then imaged onto a
CCD camera and the nearly plane object wave
interferes with the plane reference wave. The
evaluation here is also done with phase shifting
interferometry by axially shifting the reference mirror
with a piezo transducer.

The use of laser illumination allows us to obtain
high contrast fringes. However, the high spatial and
temporal coherence of the laser light also has
important drawbacks, such as speckle noise and
spurious fringes across the field. It is convenient to
divide coherence into two classifications, temporal
and spatial. The former relates directly to the finite
bandwidth of the source, the latter to its finite extent
in space. Therefore, polarization beamsplitter optics
is commonly used to reduce the contribution of
spurious reflections. The polarizing beamsplitter
group additionally allows balancing the intensity
between the object and the reference arm of the
interferometer. Even so, the remaining scatter leads to
poor and rough interference fringes. To further
increase the fringe quality, the spatial coherence has
to be reduced while the temporal coherence of the
laser is preserved. This can be done by introducing a
rotating scatterer in the light beam which gives a
smoothing effect of the interference fringes.

Measurement of the deviations from sphericity. To
determine the surface deviation of a microlens
from a perfect sphere we make use of a TG

Figure 24 Interferogram of a 200 mm lens with an NA of 0.05

under planewave illumination.

Figure 25 (a) Interferogram of an array of 200 mm diameter microlenses with an average NA of 0.05 and illuminated with a plane

wavefront; (b) 3D representation of the phase lag (RMS 1.26l, PV 4.37l) for the same microlens array.
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interferometer, constructed by the Erlangen-Nürn-
berg University (Figure 27). In this interferometer,
the light of a HeNe laser is imaged onto a rotating
scatterer by a microscope objective and the
scattered light is collimated by an achromat. The
collimated laser beam then passes a field stop
which is sharply imaged by a 4f system onto the
lens under test. The image of the field stop can be
focused onto the surface under test by moving the
field stop along the optical axis. Once the image of

the field stop is sharply imaged onto the CCD
array, one can translate the reference mirror until
the reference image of this stop in its turn becomes
sharp onto the CCD camera. Thus, two conditions
have to be met to achieve high contrast fringes: the
surface under test and the image of the field stop
of both arms of the interferometer have to be
sharp on the detector. The half wave plate in front
of the PBS adjusts the splitting ratio at the PBS
while the polarizer after the beamsplitter is
necessary to force the two orthogonally polarized
beams to interfere. Finally, the optics at the output
of the interferometer gives a sharp image of the
intermediate image of the lens surface onto the
CCD camera. Analogous to the MZ interferometer,
five phase images are grabbed and subjected to
different algorithms, leading to the desired
information.

A condensor objective transforms the radius of
curvature of the spherical wavefront such that it
matches the radius of curvature of the microlens.
Hence, the wavefront impinges everywhere perpen-
dicularly on the lens surface. This means that the
sensitivity to surface deviations is independent on the
surface position leading to high accuracy measure-
ments. The TG interferometer allows us to test the
sphericity of microlenses with diameters ranging

Figure 27 (a) Twyman–Green interferometer setup. (b) Detailed schematic overview of this interferometer.

Figure 26 Interferogram of a microlens under spherical

wavefront illumination: the resulting planewave is a measure for

the wave aberrations.

OPTICAL MICROLENSES 39



from 50 to 1000 mm and with a maximum radius of
curvature of 1960 mm.

An example of a 200 mm fused silica microlens,
with an NA of 0.05, is shown in Figure 28. The
deviation from an ideal sphere can be derived from
the unwrapped phase after subtracting the tilt and
defocus. Fitting the deviation to a fourth degree
Zernike polynomial then gives the surface
deviation.

Measuring the radius of curvature. Using the TG
interferometer it is also possible to determine the
radius of curvature R of a microlens. To do this, the
test object has to be shifted axially from the basic
position, where the light rays impinge perpendicu-
larly onto the surface and the focal length of the
condensor objective coincides with the center of the
sphere under test, to the so-called cat’s eye position,
where the focus of the impinging spherical wave is at
the vertex of the sphere (Figure 29). For both

positions straight, parallel, and equidistant interfer-
ence fringes are obtained, only perturbed by
aberrations due to the lens surface and the condensor
objective. This forms the criterion for the adjustment
of the two positions. The difference between these
two positions then gives the radius of the micro-
sphere. It should be mentioned that the cat’s eye
position causes an inversion of the object wavefront
with respect to the reference wavefront, which results
in a vanishing contrast with the partially coherent
illumination. The latter can only be avoided by
providing the necessary coherence. This implies that
the rotating scatterer will have to be removed.

Summary of the Interferometric Instrumentation

Figure 30 summarizes the various instruments we
discussed in this section: a noncontact optical
profiler, a MZ and a TG interferometer. For each
of these instruments, we highlight the measurands,
the assumptions that are made, and the resulting
optical lens characteristics. From this figure, it is
clear that one can obtain a measure for the focal
length and hence the numerical aperture and the
focal number of a refractive microlens, with all
three instruments. However, only the focal length
obtained with the MZ interferometer is a direct
measurement. The focal length obtained with the
optical profiler is derived from the sag of the lens
under the assumption of an ideal sphere while the
radius of curvature measured with the TG inter-
ferometer allows to calculate the focal length as
well. Nevertheless, the three values make an
interesting comparison possible.

Figure 28 (a) Measured deviation from an ideal sphere (phase/lambda) for a 200 mm lens with an NA of 0.05 as obtained with a

Twyman–Green interferometer. (b) Polynomial fitted surface deviation (phase/lambda) of this microlens.

Figure 29 Necessary adjustments of the spherical microlens for

radius measurements.
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Conclusions

In this article we introduced geometrical optics to
discuss the imaging properties and the aberrations
of refractive lenses, while wave optics was used to
explain the effects of diffraction on the imaging
properties of lenses. Next we put forward some
commonly used quality criteria to assess lens
performance and we pointed out the unique
properties of microlenses. Finally, interference was
briefly introduced to clarify the working principle
of various instruments to quantitatively character-
ize refractive microlenses and microlens arrays: a
noncontact profiler, a transmission MZ interferom-
eter and a TG interferometer.

We can conclude that micro-optics is a key
technology with many applications in various areas
of tomorrow’s information society. It enables new
functionalities and applications previously unachie-
vable with conventional optics and improves product
performance, stability and robustness while reducing
cost, volume, and weight. While in conventional
optics discrete lenses are mounted to form optical
systems using mechanical alignment equipment, for
microlenses new integration approaches are avail-
able. For most of the applications, the integration of

micro-optical components into fully functional sys-
tems is very important.

Thus micro-optics is a generic technology that
allows the manipulation of light with micron and
submicron scale structures and components. Micro-
optics is therefore the technology to help provide the
necessary tools to interface the macroscopic world we
live in with the microscopic world of opto- and nano-
electronic data processing. Micro-optic processing
and fabrication technologies can be adapted to a wide
variety of specialty optical materials such as plastics,
polymers, semiconductors, sol-gels, and doped
glasses. The application of these modified materials
permits the widening of the field of photonic function-
alities to virtually any region of the optical spectrum
and beyond, such that a wealth of novel optical and
photonic applications can be realized. Micro-optic
processing technologies can be made compatible
with scalable industrial mass-manufacturing and
replication techniques.
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List of Units and Nomenclature

[AB] optical path length
c speed of light
d lens thickness
D lens aperture diameter
E electricfield
f focal length
fBFL back focal length
fFFL front focal length
f# focal number
Fi image focal point
Fo object focal point
h1 position of the first principal

point relative to the vertex V1
h2 position of the second principal

point relative to the vertex V2
h0 deviation from the optical axis
H1 first principal point
H2 second principal point
I intensity
k wave number in vacuum
n index of refraction
ni index of refraction of medium i
O object point
P arbitrary field point
P image point
P lens pitch
‘ spherical surface power
r aperture of the refracting surface
R radius of curvature
Rðx; yÞ real wavefront
S axial object point
S Strehl ratio
s0 object distance
si image distance
V lens vertex
V visibility or fringe contrast
Wðx; yÞ spherical wavefront in the Gaus-

sian approximation
yo object height
yi image height
zR Rayleigh range
a angular semi-aperture
u symmetry around the optical axis
l wavelength of light

s standard deviation
w1 angle between the incident ray

and the normal to the flat surface
w2 angle between the refracted ray

and the normal to the flat surface
Fobj 2 Fref phase difference
Fðx; yÞ phase distribution
cðx; yÞ wavefront aberration
v angular frequency
V aperture in a plane opaque screen
BFL Back focal length
CCD Charge coupled device
FF Far-field
FFL Front focal length
MTF Modulation transfer function
MZ Mach–Zehnder
NA Numerical aperture
NF Near-field
OPD Optical path difference
OTF Optical transfer function
PBS Polarizing beamsplitter
PP Principal plane
PSF Point spread function
PSI Phase shifting interferometry
PTF Phase transfer function
PZT Piezo-electric transducer
RMS Root mean square
SA Spherical aberration
VSI Vertical scanning interferometry

See also

Diffraction: Fraunhofer Diffraction. Diffractive Systems:
Aberration Correction with Diffractive Elements.
Geometrical Optics: Aberrations; Lenses and Mirrors.
Interferometry: Overview; Phase Measurement Inter-
ferometry.
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Introduction

Many forms of optical parametric device (OPD)
play significant roles as three-wave nonlinear-
optical sources of tunable coherent light for laser-
based science and technology. Any such device will
fall into one of three categories, in increasing order
of sophistication: optical parametric generator
(OPG); optical parametric amplifier (OPA); and
optical parametric oscillator (OPO). This article
concentrates largely on nanosecond-pulsed OPOs,
with particular emphasis on designs that facilitate
their wavelength control and their optical power-
or energy-efficiency. The two other important
temporal manifestations of OPOs (ultra-fast pulsed
and continuous-wave) are briefly outlined. OPDs
serve as versatile sources of tunable, intense,
coherent radiation covering the infrared, visible,
or ultraviolet spectral regions. Their most obvious
uses are associated with laser wavelength-conver-
sion and/or tunability, resulting in a variety of
spectroscopic applications. Four-wave nonlinear-
optical parametric contributions, such as those
involved in stimulated Raman scattering and
highly nonlinear optical fibers, are also briefly
considered.

What is an Optical Parametric Device?

An optical parametric device (OPD) is a source of
coherent, laser-like radiation that is typically intense
and tunable over a wide range of wavelengths.
Its mechanism invariably depends on nonlinear
optics, usually through a three-wave mixing process
mediated by the nonlinear-optical susceptibility x (2)

in a noncentrosymmetric crystalline medium. Three
forms of OPD are illustrated in Figure 1, and also
illustrated is a closely related (but distinct) nonlinear-
optical device. Coherent light waves are represented
by arrows, with their associated optical frequency
vj and wave vector kj (which are defined below).
In Figure 1, input and output waves are shown as
arrows on the left and right, respectively, with
their breadth intended to indicate typical relative
intensities.

An optical parametric generator (OPG) is the
simplest form of OPD, with a single input wave
(pump, P) from a laser generating two coherent
output waves (signal, S; idler, I; vS $ vI), as depicted
in Figure 1a. The nonlinear-optical process itself is
initiated by low-intensity parametric spontaneous
emission/noise/fluorescence processes that occur
naturally, effectively ‘splitting’ a pump photon into
two new photons. Once a signal and/or idler wave has
been generated, it can be coherently amplified by
passing it through an optical parametric
amplifier (OPA) together with input pump radiation,
as depicted in Figure 1b. A further order of
sophistication is reached in an optical parametric
oscillator (OPO), as depicted in Figure 1c, where the
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functions of an OPG and an OPA are combined by
multipassing the optical waves involved inside a
resonant optical cavity, formed by two or more
appropriately aligned reflectors (M1, M2).

A difference frequency generator (DFG), as
depicted in Figure 1d, is not an OPD, although the
DFG source term is central to the nonlinear-optical
mechanism of an OPD. In a DFG, two input waves
(labeled 1 and 2) are combined coherently to generate
a third output wave at the difference frequency of the
two input waves: there are now two relatively high-
power driving waves, rather than one, and photons
are effectively ‘joined’, rather than ‘split’ as in the
OPD case. Nevertheless, the outcome and utility of a
DFG can be similar to that of an OPD. For instance, if
coherent radiation is required at a particular infrared
(IR) wavelength, it can be generated either as the idler
wave of an OPD, with frequency vI ¼ ðvP 2 vSÞ or as
the output wave of a DFG, with frequency v3 ¼

lv1 2 v2l:

Many of the desirable attributes of OPDs in
general, and OPOs in particular, arise from the fact
that any such instrument is a nonlinear-optical
device, not a laser. This allows versatile, flexible
design features, such as methods of temporal and
wavelength control that are not possible with lasers.
The latter generally depend on population inversion
of an optical gain medium, with associated optical
lifetime and saturation limitations. On the other
hand, optical parametric gain, oscillation and ampli-
fication are more amenable to modular system design
because (as is explained below) they depend on
nonlinear-optical coefficients and phase-matching
conditions.

Nonlinear-Optical Origins of OPDs

Nonlinear optics involves interaction of a number
ðs . 2Þ of optical waves in a medium with a
nonlinear-optical susceptibility tensor xðs21Þ: For
inelastic optical processes, these waves (each
with an angular frequency v1;v2;…;vs) obey
two conservation conditions, one for energy
(or frequency):

v1 þ v2 þ … þ vs ¼ 0 ½1�

The other conservation condition (expressed in terms
of wave vectors ki; with i ¼ 1;2;…;s; that have
magnitudes ki ¼ nivi=c ¼ 2pni=li; where ni is the
refractive index at vacuum wavelength li and c is the
speed of light) is for momentum:

k1 þ k2 þ … þ ks þ Dk ¼ 0 ½2�

where Dk is the phase-mismatch between the s

interacting waves. Each frequency component and
wavevector is ascribed a positive or negative sign,
according to their phase relationships. Equation [2]
defines phase-matching conditions in which Dk must
be minimized to optimize the efficiency of the
nonlinear-optical process of interest.

We shall consider below the two specific three-
wave nonlinear-optical processes that are particu-
larly relevant to this article, namely, those for an
OPD (i.e., OPG, OPA, or OPO) or a DFG. Each of
these is mediated by the nonlinear-optical suscep-
tibility tensor xð2Þ; which is nonzero in a crystalline
medium only if it is noncentrosymmetric. Many
such crystals are available. For example, lithium
niobate (LiNbO3) has been popular since the early
days of pulsed tunable OPOs. Subsequent interest
and activity in OPD technology have been stimu-
lated by the availability of new nonlinear-optical
materials such as BBO (b-barium borate, BaB2O4)
and KTP (potassium titanyl phosphate, KTiOPO4).

Figure 1 Schematic diagrams of three forms of optical

parametric device (OPD): (a) optical parametric generator

(OPG); (b) optical parametric amplifier (OPA); (c) optical

parametric oscillator (OPO). Note that, by convention, optical

frequencies of the signal (S) and idler (I) output waves are defined

such that vS $ vI. Also shown is a fourth closely related device:

(d) difference-frequency generator (DFG). Nonlinear-optical

media are denoted by their susceptibility x(2). Arrows are used

to represent input and output waves, together with their optical

frequencies vj and wave vectors k j . An OPO requires an optical

resonator, comprising at least two aligned reflectors (M1, M2).
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Additional recent impetus has come from quasi-
phase-matched (QPM) nonlinear-optical media,
such as periodically poled lithium niobate (PPLN)
and PPKTP, tailored for specific wavelengths by
periodic optical structuring of domains. QPM media
offer compact, efficient, low-threshold alternatives
to conventional birefringently phase-matched
(BPM) media. Characteristics of BPM and QPM
nonlinear-optical crystalline media are accessible
via Arlee Smith’s SNLO software package,
accessible by internet at www.sandia.gov/imrl/
XWEB1128/xxtal.htm.

For a three-wave OPD, which is of principal
interest in this article, the energy and momentum
conservation conditions of eqns [1] and [2] become:

vP 2 vS 2 vI ¼ 0; kP 2 kS 2 kI 2 Dk ¼ 0 ½3�

where a laser input wave (‘pump’, frequency vP,
wave vector kP) yields two coherent output waves
(‘signal’, frequency vS, wave vector kS; ‘idler’,
frequency vI, wave vector kI; vS $ vI). Note that
the idler frequency vI equals the difference lvP 2

vSl between pump and signal frequencies. Equation
[3] should be viewed in the context of sections
(a–c) of Figure 1.

Equation [2] and the second half of eqn [3]
apply strictly only to the conventional case of BPM
media. In such media, the phase-matching con-
dition Dk < 0 is achieved by adjusting the angle
and/or temperature of a birefringent nonlinear-
optical crystal via its ordinary- and extraordinary-
ray refractive indices. Such adjustments are used to
optimize OPD conversion efficiency and thereby
control the output signal and idler wavelengths,
lS and lI. If it is assumed that the three waves are
collinear and that Dk is exactly zero, then the
signal frequency/wavelength is given simply in
terms of the pump frequency/wavelength and the
refractive indices ni ði ¼ P; S; IÞ as:

vS ¼ vPðnP 2 nIÞ
�
ðnS 2 nIÞ;

lS ¼ lPðnS 2 nIÞ
�
ðnP 2 nIÞ

½4�

An alternative to birefringent phase matching is
the quasi-phase-matching approach first suggested
by Nobel Laureate Nicolaas Bloembergen and
co-workers in 1962. This approach has been
realized experimentally only in the last few years,
via QPM nonlinear-optical media such as PPLN or
PPKTP. Equation [2] and the second half of eqn [3]
need to be slightly modified to include QPM
grating contributions.

In the corresponding case of a DFG (which, we
repeat, is not an OPD), the energy and momentum

conservation conditions of eqns [1] and [2] become:

lv1 2 v2l2 vdiff ¼ 0;

k1 2 k2 2 kdiff 2 Dk ¼ 0
½5�

where two laser input waves (frequencies v1, v2;
wave vectors k1, k2) yield one coherent output wave
at the difference frequency vdiff ¼ lv1 2 v2l (with
wave vector kdiff), as depicted in Figure 1d. As above,
phase matching is defined by Dk < 0 for BPM media
and, in the case of QPM media, there is an additional
grating contribution in the second half of eqn [5].

Finally, we mention briefly two other important
forms of nonlinear-optical device arising from four-
wave mixing processes that are mediated by the
nonlinear-optical susceptibility xð3Þ which can be non-
zero, even in isotropic or centrosymmetric media such
as gases, liquids, optical fibers, and all classes of
crystal. Optical parametric processes of this type
contribute to stimulated Raman scattering (SRS),
involving an optical medium with Raman-active
resonance frequencies vR that coincide with the
difference between two optical frequencies. This is
particularly useful in providing a relatively straight-
forward source of coherent radiation, Raman-shifted
at discrete intervals from the frequency vL of an input
pump laser (either tunable or fixed-wavelength).
Four-wave parametric processes are involved, such
as that in eqn [1] with lv1l ¼ lv3l ¼ vL; lv2l ¼
vL 2 vR; and lv4l ¼ lv1lþ lv3l2 lv2l ¼ vL þ vR;

where vR is the characteristic Raman frequency of
the nonlinear-optical medium used in the Raman
shifter (e.g., high-pressure hydrogen, deuterium or
methane gas). These Raman-shifted intervals, both
added to (anti-Stokes) and subtracted from (Stokes)
the laser frequency vL, are integer multiples of vR.
Other nonlinear-optical Raman parametric processes
give rise to various forms of nonlinear Raman
spectroscopy, such as CARS (coherent anti-Stokes
Raman spectroscopy), and to Raman fiber-optical
amplifiers, used in optical telecommunications.

Another promising area of developing OPD tech-
nology entailing xð3Þ nonlinearities concerns OPGs,
OPAs, and OPOs based on highly nonlinear optical
fibers, with either pulsed or cw pump lasers. Such
processes use two pump waves (P) to generate
tunable signal (S) and idler (I) output waves, such
that vI ¼ 2vP 2 vS:

Nanosecond-Pulsed OPOs – Design
and Wavelength Control

Here we consider pulsed OPOs that operate on
nanosecond (ns, 1029 s) time-scales, and design
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features that make them fit for one of the principal
applications of OPDs, namely, spectroscopy. Options
that determine ways to use OPOs for spectroscopic
applications are summarized in Table 1. Some design
and wavelength-control features used in ns-pulsed

OPOs are depicted schematically in Figure 2. Some of
these applications and features are shared with other
forms of OPO, notably the ultrafast-pulsed OPOs
and cw OPOs that are considered much more briefly
in later sections.

The first OPO, demonstrated by Giordmaine and
Miller in 1965, was ns-pulsed; it was based on
LiNbO3, tunable over the range ,0.96–1.16 mm,
spanning a signal- and idler-wavelength range of
^0.1 mm on either side of the degeneracy point
defined by the 529 nm pump radiation (from a
frequency-doubled, Q-switched Nd:CaWO4 laser).
This advance occurred soon after lasers were
discovered and the potential of nonlinear optics
had been realized through harmonic-generation
processes such as frequency doubling. Pioneering
work by Stephen Harris, Robert Byer and their
co-workers at Stanford University soon established
ns-pulsed OPOs as practical sources of tunable
coherent light for significant applications such as
spectroscopic sensing of chemical processes, in
industrial or environmental diagnostics and in basic
science. Such ns-pulsed OPOs had an impressive
impact in the 1970s, followed by sporadic
progress in much of the 1980s, and a dramatic
resurgence of interest and activity since the late 1980s.

Table 1 Some elements of OPO applications to spectroscopy

Key properties Options Comments on instrument/technique

Wavelength range: what

forms of spectra need

to be measured?

UV/visible (0.2–0.7 mm)

Near IR (0.7–4.0 mm)

Longwave IR (.4.0 mm)

Many nonlinear-optical OPO materials

are available, but less well developed

for longwave IR applications

OPO phase matching:

BPM or QPM?

Birefringent phase matching (BPM)

Quasi-phase matching (QPM)

BPM is well established and preferred

for high-power operation. Various

low-threshold QPM media are now

available for both pulsed and cw OPOs

Temporal: continuous-wave (cw)

or pulsed?

Pulsed for power and timing

Cw for narrowest bandwidth

Ultrafast (ps, fs) OPO output pulses

are relatively broadband, owing to the

Fourier transform limit

Optical bandwidth: broad

or narrow?

Broadband (free-running)

Single longitudinal mode

The Fourier transform limit is 44 MHz

(0.0015 cm21) for an ideal 10 ns pulse

Cw OPOs offer even lower Dn.

Ultrafast-pulsed OPOs are inevitably

broadband: e.g., Dn $ 0.44 THz

($15 cm21) for a 1 ps pulse

Mode of recording of spectra:

continuous tuning or multiplex?

Scan narrowband signal/idler

OPO output wavelength

Free-running OPOs operate

broadband in multiplex case

Wavelength control yields continuously tuned

narrowband spectra. Multiplex spectra use

dispersed detection or multi-wavelength

spectroscopic tailoring

Wavelength control: intracavity

elements or injection seeding?

Intracavity gratings or étalons

Injection seeding of signal or

Intracavity-element designs yield broad

tunability but can be complicated.

idler by a tunable low-power

coherent light source

Injection seeding facilitates narrowband,

mode-hop-free spectra and tailored

multi-wavelength experiments

The above options determine ways to use OPOs for spectroscopic applications, such as: (1) linear absorption (e.g., with a multipass

cell); (2) cavity ringdown (CRD) absorption spectra; (3) high-resolution spectra (Dn < MHz or kHz); (4) nonlinear-optical (e.g., coherent

Raman); (5) atmospheric remote sensing (e.g., DIAL); (6) fast (ms, ns) and ultrafast (ps, fs) processes.

Figure 2 Schematic diagrams of three forms of optical

parametric oscillator: (a) free-running OPO (with no active

wavelength control), similar to Figure 1c; (b) OPO with an

intracavity tuning element (T); (c) injection-seeded OPO.
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This irregular rate of progress is attributable to
the availability of suitable high-quality nonlinear-
optical crystals (as mentioned above), as well as high-
performance pump lasers and advanced tunable OPO
system designs.

In a typical ns-pulsed OPO, the pump laser delivers
sufficient optical energy to enable parametric gain to
build up from noise during the pump–pulse duration,
exceeding the threshold for oscillation. To maximize
gain, the parametric (signal and/or idler) waves are
amplified by multipassing them during the pump pulse
in an optical resonator, as depicted in Figures 1c
and 2. Light travels ,3 m during a 10 ns pump pulse,
so that the parametric waves can make ,15 round
trips of a 10 cm linear OPO cavity.

A simple free-running OPO, comprising an optical
cavity with input and output mirrors M1 and M2 but
with no wavelength-selective elements, is depicted in
Figure 2a. The output radiation from such an OPO
generally has a relatively broad optical bandwidth –
typically ,5 cm21 (,150 GHz) or more – depending
on several factors: refractivity, dispersion, and
absorption of the OPO medium; wavelengths lP, lS,
and lI; type of phase matching (BPM or QPM,
whether collinear or not); crystal dimensions and
orientation; cavity reflectivity and effective number of
passes of the resonated wave; optical bandwidth,
divergence, pulse duration and pulse energy of the
pump radiation. Free-running pulsed OPOs represent
one extreme of operational simplicity, yielding
relatively broadband output radiation suitable for
low-resolution or multiplex spectroscopy. Additional
OPO wavelength-control measures are usually
necessary for higher-resolution spectroscopic
applications.

At the other extreme of operational complexity,
intracavity wavelength-selective elements, such as

gratings and/or étalons, provide a traditional way to
control OPO output wavelength and to achieve
narrow optical bandwidths. One such approach is
depicted in Figure 2b, where a tuning element T
(in this case, a tilted étalon or filter; in other designs,
an intracavity diffraction grating replacing the output
cavity mirror M2) is inserted in the cavity. Such
approaches were used in early pulsed LiNbO3 OPO
designs that were continuously tunable in the near IR
with an optical bandwidth of ,0.1 cm21 (,3 GHz),
but these were often difficult to operate and were
damage-prone (with intracavity losses from gratings
and étalons causing the operating threshold to
approach the damage threshold of OPO nonlinear-
optical materials such as LiNbO3).

Continuous narrowband tunability, preferably on a
single-longitudinal-mode (SLM) basis, is a desirable
performance characteristic of pulsed OPOs amenable
to high-resolution spectroscopy. A commercially
viable approach to this ideal was achieved by Walter
Bosenberg and Dean Guyer in their advanced KTP
OPO/OPA system, which includes a master OPO
stage with a grazing-incidence grating. This is
continuously tunable under computer control in
the near IR (1.3–4 mm) with narrow optical band-
width – ,0.02 cm21 (,600 MHz) or better. Such a
high-performance tunable coherent IR source has
been used for various forms of laser spectroscopy
(cavity ringdown, degenerate four-wave mixing,
long-path absorption, etc.), including investigations
of chemically reactive media, combustion diagnos-
tics, and studies of processes in molecular beams.

A popular alternative approach to OPO wave-
length control is injection seeding by a low-power
tunable coherent source such as a tunable diode
laser (TDL). This approach is depicted in Figure 3;
in practice, a ring cavity is often used to avoid

Figure 3 Schematic diagram of an injection-seeded tunable PPLN OPO system with active cavity control, developed in the author’s

laboratory. Legend: PD ¼ photodetector, PZT ¼ piezoelectric translator, TDL ¼ tunable diode laser, M1–3 ¼ cavity reflectors; the inset

shows the QPM multi-grating structure of the PPLN nonlinear-optical crystal.
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feedback from the OPO to the seed laser. A significant
advantage of injection seeding is that OPO
construction is simplified by putting the wavelength-
control function into a module that is effectively
separate from the optical generation and amplifica-
tion functions. For example, a high-performance,
TDL-seeded PPLN OPO system developed in the
author’s laboratory is illustrated in Figure 3. It
features a multigrating QPM gain medium that is
temperature-adjustable up to 2508C, and is pumped
at a wavelength of 1.064 mm by a ns-pulsed, SLM
Nd:YAG laser. An active cavity control scheme
devised by Yabai He enables the SLM near-IR signal
and idler outputs from this OPO (at ,1.5 mm and
,3.5 mm, respectively) to be tuned continuously
without mode hops over optical frequency ranges of
,250 cm21 (,7.5 THz) with a SLM optical band-
width of ,0.004 cm21 (,120 MHz), as has been
confirmed in assorted applications to molecular
spectroscopy. The PPLN OPO can by itself generate
only moderate output pulse energy (,0.1 mJ,
approximately 70% of which is signal radiation),
since the 1.064 mm Nd:YAG pump laser pulse energy
is limited to ,1 mJ to avoid the optical damage
threshold of the PPLN crystal. For higher-power
applications, a further portion of the Nd:YAG laser
energy (,200 mJ/pulse) can be used to pump an OPA
stage based on BPM LiNbO3, thereby generating
SLM signal and idler output pulse energies of
,1.3 mJ and ,0.7 mJ, respectively.

An alternative approach to injection-seeded
tuning of ns-pulsed OPOs (used extensively by
the author’s group in the context of BPM media
such as BBO and LiNbO3) entails passive control
of the OPO cavity by slightly misaligning one of its
reflectors. This facilitates continuous tuning of the
injection-seeded OPO signal and idler outputs by
decreasing the effective finesse of the OPO cavity,
so that it is then not necessary to lock the OPO
cavity length to the seed wavelength. This mode of
operation is simpler optically and electronically
than active control of the OPO cavity. The method
depends on the OPO cavity having a series of high-
order transverse modes to smooth out the sharp,
widely separated resonances that occur when the
OPO cavity is well aligned; a resulting disadvan-
tage is that the multiple transverse modes tend to
cause some degradation of output beam quality.
Nevertheless, this approach has proved useful for
many applications of tunable OPOs, with seeding
by either pulsed dye lasers or SLM TDLs.

This passive, misaligned-cavity approach to injec-
tion seeding of ns-pulsed OPOs is particularly well
suited for spectroscopic applications requiring a
coherent source that simultaneously generates

two or more adjustable output wavelengths. Such a
TDL-seeded, dual-wavelength BBO OPO has been
used in the author’s laboratory for coherent-Raman
spectroscopic measurements of nitrogen (N2) in
furnace air; the relative intensity of the two spectro-
scopic features provides an instantaneous, turbu-
lence-immune estimate of the temperature of gas in
the furnace, within a single shot of the OPO’s pump
laser (i.e., within ,10 ns). This is an example of
so-called spectroscopic tailoring, in which an OPO
generates a structured set of two or more discrete
output wavelengths, each of which is set to be on- or
off-resonance with characteristic features in spectra
of molecular target species of interest.

Dual-wavelength injection seeding of ns-pulsed
OPOs is relevant to atmospheric remote sensing by
DIAL (differential absorption lidar), with TDL-
seeded OPO output switched between on- and off-
resonance IR wavelengths on alternate shots of the
pump laser; range-resolved measurements have been
made of key atmospheric species such as methane
(CH4) and water vapor (H2O). Figure 4 illustrates
a proposed extension of the spectroscopic
tailoring concept, applicable to dual- and multi-
wavelength remote sensing applications by long-path
absorption or DIAL. This multiplex system comprises
a multi-wavelength passive-cavity pulsed OPO,
injection-seeded by a set of single-mode TDLs and
a computer-controlled fiber-optic switch to code
and decode the resulting multiplex spectroscopic
signals.

A significant frontier for narrowband pulsed
OPOs entails extending the spectral output range
beyond the present readily attainable near-IR limit
of ,4 mm (as provided by materials such as BBO,
KTP, LiNbO3, PPLN, and PPKTP). This extension
yields high-performance tunable coherent spectro-
scopic sources at longwave-IR wavelengths where
many of the strongest molecular fundamental IR
absorption bands are located. OPOs that target the
longwave IR depend on availability of suitable
nonlinear-optical materials and coherent pump
sources at sufficiently long wavelengths (typically
.2 mm). One of the most promising longwave-IR
OPO materials is zinc germanium phosphide
(ZnGeP2), pumped at 2–3 mm by solid-state crystal
lasers such as those based on holmium or erbium.
An étalon-tuned narrowband (,0.1 cm21) ZnGeP2

OPO, itself pumped at 2.55 mm by a broadband
(,15 cm21) Nd:YAG-pumped LiNbO3 OPO, is
able to cover the wavelength range 3.7–8 mm and
has been used to record spectra of H2O vapor in
the 6.2 mm region. Pulsed OPOs based on gallium
arsenide (GaAs) also have great potential; they can
be pumped at wavelengths as short as 1 mm and
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offer (so far unrealized) tunability out to ,16 mm.
Despite its cubic structure and lack of birefrin-
gence, GaAs serves as a QPM nonlinear-optical
medium in the form of orientation-patterned films.

Another approach to operating continuously tun-
able OPOs is to vary the wavelength of the pump
laser, while fixing other phase-matching parameters
such as temperature of the gain medium and crystal
angle or QPM grating pitch. Suitable tunable pump
laser sources that have been used to pump ns-pulsed
OPOs include Ti:sapphire and tunable fiber lasers.

The various wavelength-control strategies outlined
above illustrate some of the distinctive attributes of
OPOs. It should be recognized that the signal and
idler wavelengths of an OPO are distinctly different
from that of the pump laser itself, thereby opening up
fresh regions of the electromagnetic spectrum. Even if
an OPO is injection-seeded (e.g., by a cw TDL) at
its signal or idler wavelength, it still generates
complementary idler or signal radiation at a new
wavelength and (in the case of a pulsed OPO) it also
pulse-amplifies the original seed light. Moreover, the
nonlinear-optical parametric relationships between
the pump, signal, and idler waves in an OPO
allow various wavelength-control approaches
(e.g., spectroscopic tailoring by multi-wavelength
injection seeding) that are simply not attainable in
tunable lasers.

Ultrafast-Pulsed OPOs

Given the relatively high peak power of very short
(sub-ns) pulses of coherent laser light, it might seem
quite easy to use such light to pump the gain medium
of an OPD and to exceed its OPO threshold.
However, such a task is not at all straightforward,
because an ultrafast light pulse, on the time-scale of
picoseconds (ps, 10212 s) or femtoseconds (fs,
10215 s), does not stay in one place long enough to
enable a coherent parametric wave to build up from
noise in the nonlinear-optical medium. Light travels
a distance of only ,0.3 mm in 1 ps, which does not
allow it to make multiple traversals of the nonlinear-
optical medium and build up coherent signal and
idler waves. This problem is overcome by synchro-
nous pumping (also used in some ultrafast lasers), in
which a train of many consecutive ultrafast pulses
from a pump laser interact sequentially with a single
signal or idler pulse circulating within the OPO
cavity. The mode-locking interval of the pump laser
(essentially the round-trip transit time in the laser
cavity) must therefore equal the round-trip time of
the down-converted (signal or idler) pulse in the
OPO cavity. The situation is aggravated when sub-ps
(e.g., ,100 fs) pump pulses are used, because the
pump and signal (or idler) waves have sufficiently
different group velocities that they undergo

Figure 4 Schematic diagram of a multi-wavelength pulsed OPO system employing spectroscopically tailored injection seeding.

This design has been proposed by the author for atmospheric remote sensing by DIAL (differential absorption lidar) or long-path

absorption.
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‘temporal walk-off’, becoming separated in time
after traversing a relatively short length (typically
1–10 mm for 100-fs pulses) of the nonlinear-optical
medium.

Practical ultrafast OPOs were introduced around
1990 and their utility grew as improved pump lasers,
nonlinear-optical materials (e.g., KTP, PPLN), and
OPO cavity designs became available. Research on
ps- and fs-OPOs is now a hot topic, and numerous
broadly tunable commercial systems are on the
market. Ultrafast OPO-based spectroscopy is becom-
ing extremely important in applications to biology
and medicine, where many key processes occur on
ps- and fs-time-scales.

Continuous-Wave OPOs

The first cw OPO, reported in 1968, operated in the
near-IR and was based on barium sodium niobate
(Ba2NaNb2O5 – known popularly as ‘banana’); it
was soon followed by visible cw OPOs based on
LiNbO3. However, there was not much more
substantial progress on practical cw OPOs for
another 20 years, until several technological
advances had been made: low-threshold QPM
nonlinear-optical gain media, such as MgO:LiNbO3

and KTP; efficient, wavelength-selective cavity
designs; all-solid-state cw pump lasers (e.g., diode-
pumped crystal lasers or MOPA diode systems). More
recently, QPM media (such as PPLN and PPKTP)
have provided a further stimulus to efficient, compact
cw OPOs.

Most ns-pulsed OPOs use singly resonant
(SROPO) designs in which the cavity resonates at
either the signal or idler wavelength (but not both),
doubly resonant (DROPO) schemes in which both
signal and idler resonate are often needed to meet the
more demanding pump threshold requirements of cw
OPOs. Continuous tuning of a DROPO without
longitudinal mode hops needs multiparameter
approaches, either dual-cavity (with separate signal-
and idler-resonant arms) or concerted tuning of pump
and signal/idler wavelengths. Efficient cavity designs
for cw OPOs include those that are pump-enhanced
(i.e., the cavity is resonant at the pump wavelength as
well as the signal and/or idler) and intracavity
arrangements in which the laser and OPO gain
media share a common cavity. Progress is also being
made on cw OPOs based on highly nonlinear optical
fibers. With such developments, cw OPOs now have
great potential as tunable spectroscopic sources,
through their narrow optical bandwidth and their
compactness.

OPGs and DFGs – Dispensing with
the Optical Cavity

Most of this article has focused on OPOs, in which
parametric processes are generated by pumping a
nonlinear-optical medium in an optically resonant
cavity. As already explained, such a cavity is used to
enhance the optical parametric gain by multipassing
the signal and/or idler radiation. In some cases, the
cavity also contributes to wavelength control, tem-
poral characteristics, beam quality, etc. However, not
all optical parametric and related devices need a
cavity, as is evident from the OPG, OPA, and DFG
schematics in Figures 1a, b, and d.

The use of one or more OPA stages, to supplement
the intracavity amplification already present in an
OPO itself, is widespread in tunable OPO/OPA
systems. Moreover, in some applications (e.g., spectro-
scopic measurements where optical power is not at a
premium) of pulsed OPDs, it is found that a single pass
of a (relatively long) nonlinear-optical crystal results in
a useful OPG (without an OPO cavity). For instance,
Scott Bisson, Thomas Kulp, Peter Powers and
co-workers have developed and used several OPD
systems of this type. A cavity-free OPG/OPA system
that is pumped by a 1 kHz Nd:YAG laser, based on
‘fan’ PPLN (tuned by continuous transverse variation
of the QPM grating pitch), and spectrally filtered by a
high-finesse étalon, generates ,10 mJ/pulse of idler
radiation. This OPG/OPA radiation has been used to
measure narrowband (Dn , 0.1 cm21) cavity-ring-
down spectra of CH4 gas.

Likewise, various tunable DFG devices (closely
related, but not identical, to OPDs) have been used in
many spectroscopic applications. For instance, a DFG
system developed by Frank Tittel and colleagues at
Rice University took the near-IR output of two room-
temperature TDLs (at 1.55 mm and 1.32 mm,
respectively), mixed them in a BPM nonlinear-optical
medium such as AgGaSe2, and generated 8.7 mm
mid-IR radiation for long-path absorption studies of
sulfur dioxide (SO2), an important atmospheric
pollutant. The same group has also used QPM
media (e.g., PPLN) for DFG mixing of TDL outputs
in the 0.8 mm–1.6 mm range, yielding output at
,3.5 mm to monitor gases such as H2O, CH4, and
formaldehyde (H2CO); such DFG devices have been
used in NASAs Lunar-Mars Life Support Test
program.

Relative to OPGs and DFGs, OPOs and OPAs offer
higher output power and coherence, both of which
are advantageous in some applications (e.g., remote
spectroscopic sensing of the atmosphere). Never-
theless, OPGs and DFGs still have a useful role to
play, as indicated above.
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Concluding Remarks – When to Use
an OPD?

Coherent light sources based on optical parametric
generation, amplification, and oscillation represent a
significant application of nonlinear optics. Such
devices can in turn address as many applications as
lasers themselves, at least in principle. However, the
fact that OPDs need to be pumped by a laser tends to
limit their use to situations that take advantage of
their wavelength-conversion and tunability capabili-
ties. The most obvious areas of application of an
OPO or any other OPD are therefore those in which
the wavelength of the output radiation is critical (e.g.,
spectroscopy, as indicated in various parts of the
above text).

From time to time, there have been suggestions that
OPOs would largely displace established tunable
lasers such as dye and Ti:sapphire lasers. In the early
1990s, one major laser manufacturer ventured to
advertise its new OPO-based instrument with the
slogan, “Goodbye to Ti: and Dye”. However, such a
projected monopoly for OPOs has not eventuated
and most laser spectroscopy facilities now depend
upon a balanced combination of OPOs together with
various forms of tunable laser (including semicon-
ductor lasers, which are almost ubiquitous).

See also

Fiber and Guided Wave Optics: Nonlinear Optics.
Nonlinear Optics, Applications: Phase Matching.
Nonlinear Optics, Basics: x (2)-harmonic Generation;
x (3) – Third-harmonic Generation; Four-wave Mixing.
Optical Parametric Devices: Optical Parametric
Oscillators (Continuous Wave); Optical Parametric
Oscillators (Pulsed). Scattering: Stimulated Scattering.
Ultrafast Laser Techniques: Generation of Femtose-
cond Pulses.
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Introduction

A continuous-wave optical parametric oscillator
(cwOPO) is a frequency conversion device in which
a continuous-wave (cw) laser field (pump) of fre-
quency vp is partially converted into two cw waves of

lower frequencies vs, vi (historically denoted by
signal and idler) inside an optical cavity. The three
frequencies are related by vi þ vs ¼ vp: The cavity
contains a nonlinear medium with a second-order
susceptibility and the mirror reflectivities are chosen
such that at least one of signal and idler resonates in
the cavity. The conversion efficiency from pump
power to signal or idler power or both can be larger
than 10%. The frequencies of signal and idler waves
can be tuned by means similar to conventional lasers,
i.e., by changing the spectral dependence of the cavity
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loss and by tuning the cavity length. Additional
tuning parameters specific to OPOs are the pump
frequency and the refractive indices of the nonlinear
medium for pump, signal and idler. CwOPOs provide
a unique combination of features that makes them
suitable sources for a variety of spectroscopic
applications. Today’s cwOPOs can exhibit the
following features:

. spectral coverage from the near-infrared (0.7 mm)
to the mid-infrared (5.2 mm); for a single device
two optical octaves can be covered without change
of optical components;

. high output power (up to several W);

. high pump power conversion efficiency (.30%)
and good wall-plug efficiency;

. nearly diffraction-limited output beams (modes are
close to lowest-order transverse electromagnetic
(TEM00) modes)

. single-frequency output, absence of frequency
jumps (mode hops);

. narrow free-running linewidth (,6 kHz);

. high absolute frequency stability (,100 MHz drift
per hour);

. continuous frequency tuning exceeding 10 GHz;

. rapid, stepwise tuning over several THz; and

. transportability.

cwOPOs complement their pulsed relatives (see
Optical Parametric Devices: Optical Parametric
Oscillators (Pulsed)) nanosecond and synchronously
pumped pulsed parametric oscillators (see Optical
Parametric Devices: Overview).

Basic Principle

The operation of a cwOPO is most simply described
for a singly resonant OPO (SRO) (see Figure 1 and
Figure 2a).

Without loss of generality we take the signal wave
to be the resonant wave. When a higher-frequency
pump wave (power Pp , angular frequency vp) and a
lower-frequency (signal) wave (power Ps , angular
frequency vs) traverse a xð2Þ medium (see Fiber and
Guided Wave Optics: Nonlinear Optics), a transfer of
power from the pump wave to the signal wave occurs,
described by a power gain:

DPs ¼ GPs ¼ EPpPs ½1�

This parametric amplification expression is valid as
long as DPs ,, Ps;Pp, i.e., in the limit of small gain
and small pump depletion. The (unsaturated) gain
coefficient E is a function of: the medium’s indices of
refraction, orientation and length L, the frequencies

vs;vp, and the spatial modes and overlap of the
two beams.

If the wave vs is made to circulate inside a cavity
and the power attenuation per roundtrip, SsPs is
smaller than the power gain per roundtrip (eqn [1]), a
sustained oscillation is possible. This is satisfied when
the input pump power Pp exceeds the threshold:

Pth
p;in ¼ Ss=E ½2�

As the pump power Pp is increased above Pth
p;in,

conversion of pump power to idler power occurs,
implying that the pump power decreases within the
medium. Qualitatively, the average pump power kPpl
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Figure 1 Schematic of a singly resonant cwOPO (SRO) in ring

configuration. The signal wave ðvsÞ is resonated, the idler wave

ðviÞ is not. In the nonlinear crystal, the pump wave overlaps with

the signal and idler waves; here they are shown displaced with

respect to each other for clarity. The signal wave’s attenuation

coefficient per roundtrip, Ss, is the sum of loss inside the nonlinear
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Figure 2 Common types of cwOPOs. (a) basic SRO. (b) Doubly

resonant OPO (DRO). Standing-wave cavities are shown. (c)

SRO with enhancement of the pump wave (PR-SRO); a common-

cavity configuration is shown.
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along the medium remains at the level Pth
p;in, so that

the roundtrip fractional power gain remains constant,
G . EkPpl . EPth

p . Ss: This ensures that the device
reaches a stationary state. The circulating signal
power Ps increases steadily with increasing pump
power, and so does the signal power emitted from the
OPO, TsPs, which is equal to the ‘useable’ fraction of
the roundtrip power gain, ðTs=SsÞGPs:

The parametric process that allows the signal wave
to experience gain (eqn [1]), also generates an idler
wave (difference frequency generation). Its power at
the end of the medium is given by the Manley–Rowe
relation:

Pi ¼
vi

vs

DPs ½3�

An OPO also requires a process that starts the
oscillation. Spontaneous parametric fluorescence
provides this trigger. Due to this quantum effect, a
pump wave traversing a xð2Þ medium will generate a
flux of signal photons even if there is no signal wave
present at the crystal input face. In the photon
picture, a tiny fraction (on the order 1029 for a 1 W
pump) of the pump photons spontaneously annihi-
late, creating pairs of signal and idler photons
(photon splitting). The idler photons have a frequency
vi ¼ vp 2 vs, so that photon energy conservation
holds. The process may be thought of as being
stimulated by the vacuum fluctuations of the electro-
magnetic field at the signal and idler frequencies.
Some of the signal photons are emitted into the cavity
mode, so that after a roundtrip they can serve as a
seed for further (stimulated) photon splitting. The
process repeats, and the signal wave builds up
exponentially in time to a macroscopic level if the
pump power is above threshold. The spontaneous (as
well as the parametric amplification) process is
strongest when momentum conservation is essentially
fulfilled, kp . ks þ ki, where k ¼ vnðvÞ=c:

In the photon picture, the relation (eqn [3]) is a
statement that signal and idler photons are always
created in pairs.

Types of OPOs

OPO types may be classified according to the number
of waves that resonate within cavities. Typically, a
realizable roundtrip loss coefficient is on the order of
Ss ¼ 1% (to which the linear absorption of the
nonlinear crystal and mirror transmissivities contrib-
ute) and the gain coefficient E , 0:1%=W–1%=W for
Gaussian waves, depending on the pump wavelength,
crystal type, etc. This leads to SRO threshold powers
on the order of 1 to 10 W. Until the early 1990s,
solid-state pump lasers of this power level and

single-frequency output were unavailable. This led
to the interest in and development of cwOPOs in
which more than one of the three waves is resonated
(Figure 2). The corresponding external threshold
powers are

Pth
p;in . SsSi=4E for a doubly-resonant OPO

ðDRO; Figure 2bÞ

Pth
p;in . SsSp=E for a pump-resonant SRO

ðPR-SRO; Figure 2c; see eqn ½35�Þ

Pth
p;in . SsSiSp=E for a triply-resonant OPO ðTROÞ

½4�

Here S ¼ T þ V is the fractional power attenuation
per roundtrip, arising from the mirror transmission T
and absorption/scatter loss V. While the mirror
transmission maintains power in a given spatial
mode, the loss V removes optical power completely
and is the fundamental cause for the nonunity
efficiency of the frequency conversion process.
Typically, each additional resonant enhancement
lowers the threshold power by one to two orders.

Examples for threshold values reported in the
literature are: 1.9 W for a 920 nm-pumped SRO,
4 mW for a 0.5 mm-pumped DRO, and 140 mW for a
1 mm-pumped common-cavity PR-SRO. DROs can
therefore be pumped even by low-power diode lasers.
TROs (where pump, signal, and idler are resonated)
are not of importance due to their higher complexity.

Output Power

As an example, the signal and idler output powers for
a PR-SRO that resonates the signal are (for a
derivation, see Appendix B):

Ps;out . TsPsð0Þ; Pi;out . ðvi=vsÞSsPsð0Þ ½5�

where the circulating signal power is

Psð0Þ .
vs

vp

4Tp

SsSp

Pth
p;in

0
B@

ffiffiffiffiffiffiffi
Pp;in

Pth
p;in

vuut 2 1

1
CA ½6�

Tp is the input mirror transmission for the pump
wave, and Ts is the output mirror transmission of the
signal wave. Signal and idler output powers have the
same dependence on pump input power and increase
monotonically with Pp;in: The conversion efficiencies
reach a maximum four times above threshold, i.e.,
when Pp;in ¼ 4Pth

p;in: There, the signal and idler photon
(quantum) conversion efficiencies vpPs;out=Pp;invs and
vpPi;out=Pp;invi exceed 25% and 50%, respectively, if
the mirror transmissions Tp, Ts for pump and signal
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are chosen larger than the respective loss Vp, Vs: This
can be achieved in practice, of course, at the expense
of a higher threshold.

Nonlinear Materials

While the fundamental developments in cwOPOs
were performed using birefringently phase-matched
nonlinear crystals (MgO:LiNbO3, LBO, KTP,
KNbO3) (see Materials for Nonlinear Optics: Liquid
Crystals for NLO), and substantial spectral coverage
is possible with these crystals, most cwOPOs are now
operated with quasi-phase-matched (QPM) nonlinear
crystals (see Nonlinear Optics, Application: Phase
Matching). The most commonly used material is
periodically poled (PP) LiNbO3 (PPLN), other
crystals used are PPKTP and PPLiTaO3, crystals.
Their use has led to a substantial widening of the
spectral coverage, opening in particular the wave-
length range l . 1:6 mm, a reduction of the required
pump powers thanks to their much higher nonlinea-
rities compared to birefringently phase-matched
crystals, and a simplification of (gross) tuning
through the use of multigrating structures (containing
several sections of differing L periods side by side
within the same crystal). The above PP crystals
exhibit a loss of 0.1%/cm at wavelength around
1 mm, and can be coated with broadband dielectric
antireflection coatings, in order to maximize the
overall transmission. Another important aspect is
that the crystals withstand long irradiation times with
high-power focused cw light. For PPLN, operation
temperature above 1008C is chosen in order to
prevent photorefractive effects.

Spectral Coverage

An example of particularly wide spectral coverage
reported in the literature is a cwOPO pumped by a
frequency-doubled Nd:YVO4 laser ðlp ¼ 532 nmÞ

using a multigrating PPLN crystal. With grating
periods L ¼ 6:5–9:6 mm, the range 660–1030 nm
(signal wave) and 1100–2800 nm (idler wave) was
covered. A cwOPO with a Nd:YAG pump source
emitting at the fundamental wavelength ðlp ¼ 1064
nmÞ and a multigrating PPLN crystal (L ¼ 25.5–
31.2 mm) achieved a range of 1.45–1.99 mm (signal)
and 2.3–4.0 mm (idler).

For idler wavelengths beyond 4 mm, idler absorp-
tion by the crystals types above becomes relevant,
leading to a reduction in the gain G (this effect is not
considered in the treatment given in the Appendix)
and to an increase of the threshold. To a certain
extent, this can be compensated with powerful
cw pump lasers. For example, a 1064 nm pumped

PPLN-SRO achieved idler emission in the range
3.6–4.7 mm at 11 W pump power. Also, an 850 nm
pumped PR-SRO covered an idler range 4.3–5.3 mm
when pumped with 750 mW.

In the future, cwOPOs will certainly profit from
the development of novel QPM materials with wider
IR transparency range.

Frequency Control

The small-signal gain GðvsÞ of a parametric inter-
action in a cwOPO is analogous to the homogenously
broadened gain in a laser medium. In contrast to it,
however, spatial hole-burning cannot occur. There-
fore, mode competition is generally strong in a
cwOPO, which will oscillate on a single longitudinal
mode: the one for which the difference (or ratio)
between ‘unsaturated’ parametric gain G and total
loss S is largest (Figure 3). This is equivalent to the
condition of minimum threshold.

The functions GðvsÞ and SðvsÞ are therefore
important characteristics of a cwOPO. Oscillation
can only occur for a frequency vs that is very close to
a cavity mode frequency vq ¼ 2pqc=OPLðvqÞ, where
q is the integer mode number, and OPLðvsÞ is the
round-trip optical path length at the frequency vs:

To tune a cwOPO to a particular signal/idler
frequency pair, a coarse tuning is initially performed

Frequency of resonant wave

Cavity modes wq

Cavity loss S(w) Etalon FSR Gain G(w)

Cavity length change

Etalon tuning

Temperature or pump
frequency change

Figure 3 Frequency selection and tuning in a SRO (or PR-SRO)

containing an etalon. Oscillation occurs on the signal cavity mode

(circled) closest to the frequency where the difference between

the small-signal gain G and the loss S is largest (dashed line). The

frequency of this mode or the mode number q can be changed by

changing the parameters indicated near the thick double arrows.

The parameter changes shift the line(s) ‘attached’ to the

corresponding double arrow. Changing the temperature leads to

a rough setting of the oscillation frequency. Tilting the etalon

allows mode-hop tuning of signal and idler frequencies. Fine

tuning by a small amount can be done by changing the cavity

length. The frequency of the idler is not shown here; it is always

given by the difference between pump frequency and the

frequency of the oscillating mode. Thus, tuning of the pump

frequency generally leads to a tuning of the idler frequency. For

modest pump tuning the amount of signal tuning however

depends on SRO type: no signal tuning in a basic SRO and in a

dual-cavity PR-SRO, while in a common-cavity PR-SRO pump

and signal frequencies are correlated and thus pump tuning leads

to signal tuning. FSR: free spectral range.
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by tuning the corresponding phase mismatch DkL
(L is the crystal length) approximately to zero.
Taking into account a modulation of the nonlinear
susceptibility of the crystal with periodL, the quantity
Dk ¼ kp 2 ks 2 ki ^ 2p=L describes the deviation
from momentum conservation in the photon splitting
process. When using a multigrating QPM crystal, the
first tuning consists in the selection of a grating of
appropriate period L, which is moved into the pump
wavepath. This is followed by tuning the photon
momenta via the refractive indices of the nonlinear
medium, which is usually accomplished by tempera-
ture tuning, or alternatively by angle-tuning of the
crystal. These steps place the maximum of GðvsÞ to
the vicinity of the desired frequency. Options for
tuning the emission exactly to the desired frequency
are described below for the different OPO types.

Because external perturbations change parameters
that enter in GðvsÞ, SðvsÞ, and vq, the value of the
oscillating frequency will also change in time.
The change will be continuous over a certain range
of the parameters, but if their perturbation is large
enough, a mode hop can occur: the oscillation on
the initial mode q will eventually cease and another
mode q0, for which Gðvq0 Þ2 Sðvq0 Þ is larger, will
oscillate instead. Avariety of parameters is affected by
perturbations: pump power, pump beam direction,
cavity length, crystal temperature, and pump
frequency.

When such perturbations are applied on intention-
ally, the OPO output frequencies can be tuned,
scanned, or adjusted. The tolerable change in the
various parameters before a mode-hop occurs, and
the sensitivity of the output frequencies to changes in
the parameters depends on the particular cwOPO
type. One important approach to suppress mode-
hops consists in adding elements into the cavity, such
as an etalon, that modify the function SðvÞ, typically
by modulating it spectrally.

SRO

In the following, we assume that the signal wave is
resonated. The SRO is the simplest cwOPO type. The
oscillation nominally occurs at the cavity frequency
that is closest to the gain maximum, as described
above. In practice, environmental disturbances will
cause mode-hops on a time-scale of minutes. For this
reason, an etalon is added to the cavity. Mode-hop-
free oscillation, for several hours, is then achieved.

Typical nonlinear crystals exhibit parametric gain
with spectral widths of hundreds of GHz. In contrast,
the cavity mode spacing (free spectral range, FSR)
c/OPL is on the order of 1 GHz. The tuning range
achievable by a cavity length change (using, e.g., a

piezo translator) is therefore, at most, one free
spectral range (equal but opposite for signal and
idler); then a mode-hop to the neighboring cavity
mode occurs, with a signal/idler frequency jump by
one FSR in the opposite direction to the previous
tuning. This process repeats itself as the cavity length
is tuned further. It is, therefore, not possible to easily
and reliably access a large frequency range by using
the cavity length as tuning parameter.

As shown in Figure 3, if an etalon of linewidth
smaller than the gain bandwidth is added to the
cavity, it becomes the dominant influence (etalon
FSRs on the order of one hundred to a few hundred
GHz have been used). This means that shifting the
etalon’s transmission maximum (i.e., the cavity loss S)
in frequency space (by tilting a solid etalon or
changing the spacing of an air-spaced etalon) as
indicated by the double-headed arrows in Figure 3,
forces the signal to mode-hop to an adjacent mode,
with a corresponding idler frequency hop in the
opposite direction. As the etalon is tuned further this
occurs repeatedly. This discontinuous ‘mode-hop
tuning’ is useful for tuning the SRO output frequen-
cies over a significant range (e.g., 100 GHz) and
allows to reach a desired frequency within one cavity
free spectral range.

Continuous tuning of both signal and idler waves is
obtainable, if the pump laser is not frequency tunable,
by changing the cavity length and synchronously
tuning the etalon. This can be achieved by a feedback
or feedforward system that controls the etalon angle
or spacing. Up to 38 GHz tuning for signal and idler
were achieved in this way.

When a tunable pump is available, one can tune the
pump frequency while keeping the cavity length and
the etalon angle fixed. This keeps the signal cavity
mode fixed, and thus the nonresonant wave’s
frequency (usually the idler) is tuned by an amount
equal to the pump frequency change. Continuous
tuning ranges exceeding 50 GHz have been obtained
in this way. For such pump tuning ranges, the shift of
the gain curve, indicated by a double-arrow in
Figure 3, is usually sufficiently small that it can be
neglected. The use of a widely tuneable pump laser is
also possible. A (discontinuous) idler tuning of 9 THz
around 3.3 mm has been demonstrated, covered in
just 0.3 ms thanks to a large pump tuning rate. In
such a case of large pump tuning range, the gain shift
is important, causing a significant tuning also of
the signal.

The advantages of the basic SRO as compared to
other cwOPOs are mainly the simpler tuning beha-
vior, the possibility of continuous tuning without
necessitating a tunable pump laser, and the possibility
to achieve a very wide tuning range without optics
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change, since only the spectral range covered by one
of the two parametric waves must be provided as a
high reflectivity coating on the cavity mirrors. More-
over, in the simplest implementation, it is possible to
operate without any electronic servo control of cavity
elements, at the expense of a reduced power and
frequency stability. In terms of spectral properties
(linewidth, frequency stability, time between unde-
sired mode-hops) the SRO does not offer particular
advantages compared to other cwOPO types, even if
actively stabilized (see below). The disadvantage of
the basic SROs based on Gaussian modes is the
high threshold, necessitating expensive high-power
(several W) cw lasers. This disadvantage is likely to
disappear with progress in laser development. The
alternative of waveguide SROs is mentioned below.

PR-SRO

In a PR-SRO, the pump wave is also resonated,
leading to a substantial reduction of threshold. For
example, it is possible to generate mid-IR radiation
(3 mm range), even with much more affordable
1 W-level Nd:YAG pump lasers.

One implementation is the common-cavity PR-
SRO (Figure 4). The cavity length is either locked to
the pump laser frequency or vice-versa. If a
frequency-stable pump laser is used, the first solution
is favorable, since then both signal and idler waves
have a stability comparable to that of the pump laser.
With an etalon (coated so as to be transparent for the
pump wave) inside the cavity, mode-hop-free oper-
ation for several hours has been demonstrated.

Mode-hop tuning in a PR-SRO with cavity-to-laser
lock can be achieved:

(i) by tuning the etalon at constant pump frequency:
the signal mode-hops from mode to mode, the
idler tunes equally but in opposite direction;

(ii) by tuning the pump frequency at constant etalon
position: the cavity length must follow and
therefore the signal tunes by Dvs ¼ ðvs=vpÞDvp,
while the idler frequency tunes by Dvi ¼ ðvi=vpÞ

Dvp: This continues until the signal must mode-
hop back, causing an equal but opposite fre-
quency jump in the idler. The pump tuning is thus
completely transferred to the idler.

Continuous signal and idler tuning is performed by
tuning the pump frequency and synchronously
adjusting the etalon angle. Thus, a limitation of the
common-cavity PR-SRO concept is that continuous
tunability necessitates a tunable pump laser.

In a dual-cavity, PR-SRO pump and signal waves
resonate in separate cavities. The pump cavity is
usually stabilized to the pump frequency and an
etalon is placed into the signal cavity for better
stability against mode-hops. This configuration com-
bines the tuning simplicity of a basic SRO with a low-
threshold power. For example, a threshold for a
1 mm-pumped PPLN dual-cavity PR-SRO at the
0.4 W level was obtained.

Mode-hop tuning (in opposite directions) of the
frequencies of both parametric waves in steps of the
cavity’s FSR can be performed by changing the etalon
angle (Figure 3). A range exceeding 50 GHz (at
constant output power) has been achieved. Continu-
ous signal and idler wave tuning (by equal but
opposite amounts) is possible by changing the signal
cavity length (Figure 3). However, the range is limited
to the FSR of the cavity, typically on the order of
500 MHz, then the frequencies mode-hop back. It is
expected that wider continuous tuning should be
possible by synchronous etalon and cavity length
scan. If a tuneable pump laser is employed, continu-
ous tuning of only the idler frequency is possible by
keeping the etalon and signal wave cavity length
fixed; the pump tuning range is fully transferred to
the idler.

DRO

In contrast to an SRO, this device type requires both
parametrically generated waves to be resonant in the
cavity. Here we consider only DROs with a common
cavity for both signal and idler waves (dual-cavity
DROs have also been demonstrated).
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Figure 4 Schematic of a pump-resonant SRO with a common
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wave fields incident on and leaving the input coupling mirror. The

arrow symbolizes pump wave loss during the round trip.
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Because of the added resonance condition, mode-
hops of the oscillating mode pair occur already upon
a very small change (,1 nm) in the cavity length.
Under normal environmental conditions such
changes are unavoidable and therefore a ‘free-
running’ DRO does not produce frequency-stable
output. However, by active control of one additional
parameter of the OPO system the mode-hops can be
effectively suppressed. A practical solution is to
actively control the length of the cavity via the
position a of one of the cavity mirrors so that a
particular mode pair, qs, qi, continues to oscillate; this
is achieved by maximizing the OPO output power or
by minimizing the detuning of one of the two
resonant waves from its respective cavity mode
frequency. This control system ensures that energy
conservation and the two resonance conditions are
simultaneously satisfied:

vs þ vi ¼ vp

vs ¼ 2pcqs=OPLðd;vs;TÞ

vi ¼ 2pcqi=OPLðd;vi;TÞ

½7�

Experimentally, mode-hop-free oscillation exceeding
10 h was achieved by such active stabilization.

Another system parameter may then be used to
tune both signal and idler frequencies. The tuning
coefficient for the crystal temperature T is small,
but tuning the pump frequency is an efficient
way. The tuning coefficient is approximately
Dvs ¼ ðvs=vpÞDvp, and accordingly for vi:

Continuous tuning of signal and idler frequencies
over 10 GHz by pump tuning was achieved. This
range was limited by the available continuous tuning
range of the pump laser. Mode-hop tuning can be
induced by mechanical perturbations: by tapping on
the DRO cavity, mode-hop tuning over 220 GHz has
been demonstrated.

Linewidth and Frequency Stability

For high-resolution spectroscopy a narrow linewidth
for signal or idler is desirable. One contribution to the
linewidth of a cwOPO arises from the unavoidable
spontaneous parametric fluorescence, similar to the
Schawlow–Townes limit in lasers due to spontaneous
emission. This contribution is negligible if the OPO
operates at power levels of practical interest. Thus,
other sources of classical noise dominate the line-
width of cwOPOs. As discussed above, the frequency
of cwOPOs depends (on a fine scale) on pump
frequency and cavity optical path length. Both
parameters fluctuate: the pump laser has a finite
linewidth as well as frequency jitter, and the cavity

optical path length fluctuates due to acoustic noise
affecting the mirror positions, to air pressure fluctu-
ations, temperature fluctuations of the crystal and of
the cavity structure.

With careful construction and shielding, many of
these noise sources can be minimized. Furthermore, it
is highly favorable to use pump lasers of narrow
linewidth and high intrinsic frequency stability (e.g.,
diode-pumped monolithic solid-state lasers), or
actively frequency-stabilized lasers. Note that this
special requirement on the pump source does not
exist for lasers.

In an SRO, the linewidth and frequency stability of
the signal are mostly determined by the stability
properties of the cavity. The idler spectral properties
then follow entirely from the signal and pump
spectral properties through vi ¼ vp 2 vs: Since the
idler is usually the wave of interest, this implies that
the SRO cavity and the pump laser must both have a
stability appropriate to the spectroscopic application.

If the SRO cavity is not sufficiently stable
(e.g., because of insufficient temperature stability of
the oven containing the nonlinear crystal), the
frequency fluctuation/drift of the signal and idler
can be substantial, tens to hundreds of MHz within
minutes being typical.

To avoid mode-hops also on long time-scales, the
cavity length (or the etalon angle) can be actively
stabilized so as to maximize the idler’s output power.
This ensures that the cavity mode position and the
frequency of maximum difference between gain and
loss are kept equal.

If a frequency-stable pump wave is used, it is
possible to transfer these characteristics by stabilizing
the SRO cavity length to the pump wave frequency. In
an SRO without resonant pump one can make use of
the residual reflection of the pump wave by the cavity
mirrors that leads to interference with the pump wave
reflected from the pump input mirror. This was
implemented in a SRO pumped by a high-power
diode-pumped internally doubled Nd:YVO4 laser
(532 nm) of high intrinsic frequency stability. Signal
and idler drifts of less than 50 MHz/h were achieved.
At the same time, a very small 20 kHz linewidth of
the (resonant) signal radiation was obtained. Similar
levels were obtained for a PR-SRO with a common
cavity for pump and signal wave.

In a PR-SRO with dual-cavity configuration, the
same requirements of minimization of disturbances to
the parametric wave’s cavity arise as in a basic SRO.
Using a highly frequency-stable kHz linewidth
monolithic pump laser, together with the above-
mentioned idler power maximization control, fre-
quency drift values for both parametric waves at the
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level of 30 MHz/h were obtained and a short-term
linewidth below 6 kHz.

In a single-cavity DRO, the linewidth and fre-
quency stability of the parametric waves are essen-
tially determined by the pump wave properties (see
discussion in the section on DRO above). Here, too,
the use of narrow-linewidth, high-frequency-stability
pump lasers has led to excellent signal/idler charac-
teristics. For example, less than 40 kHz linewidth and
,40 MHz per hour drift were obtained with a DRO
pumped by an externally doubled monolithic
Nd:YAG laser of 10 kHz linewidth.

If further narrowing of linewidth or reduction of
frequency drift is desired, the OPO output frequen-
cies can be stabilized to a stable cavity, atomic, or
molecular transition. Locking to a cavity has been
demonstrated for a DRO.

Applications

CwOPOs are most interesting as sources of radiation
in the IR range beyond 2 mm, especially in the 3–
5 mm range, where vibrational transitions of many
molecules occur. In comparison to other sources of
coherent radiation (color center laser, quantum
cascade laser, lead-salt diode laser, CO overtone
laser, difference frequency generation), cwOPOs
provide a unique combination of desirable features.

A simple application of cwOPOs would be as
a source providing a power level/output wave-
length/mode quality combination not available from
other sources. Possible applications are vibrational
spectroscopy in the condensed phase, where a narrow
linewidth is not required. The excellent beam quality
provides a high spatial resolution.

Concerning high-resolution spectroscopy (mostly
in the gas phase), methods demonstrated in conjunc-
tion with cwOPOs include:

. Absorption spectroscopy;

. Doppler-free saturation spectroscopy;

. Photo-acoustic spectroscopy (PAS);

. Hole-burning spectroscopy;

. Coherent atomic spectroscopy;

. Cw cavity ring down spectroscopy (cw-CRDS).

Trace gas detection using PAS or cw-CRDS is a
particular application where cwOPOs have reached
excellent sensitivity (minimum detectable concen-
trations as low as 1 part in 1011). The high output
power and/or the narrow linewidth are specific
features that make such sensitivity possible.

Quantum-Optical Properties

The pairwise production of signal and idler photons is
at the heart of the parametric process. This perfect

quantum correlation is to a certain extent also
maintained in the output waves of a cwOPO. In
particular, the intensity fluctuations of signal and
idler waves emitted by a DRO are strongly (albeit
never perfectly) quantum correlated if their output
coupler transmissions significantly exceed their
respective roundtrip losses. For these ‘twin beams’
the spectral density of the fluctuations of their power
difference can be less than the spectral density of the
fluctuations of the power of an individual wave
(squeezing). Making use of this correlation permits to
increase the obtainable sensitivity in spectroscopic
measurements for a given power level of the wave
interacting with the sample.

Device Development Trends

CwOPOs using solid-state pump lasers have become
commercially available. In the near future, some
likely developments will be miniaturization and
optimization in order to reduce the influence of
perturbations, further extension of continuous and
mode-hop tuning ranges and the wider use of diode
lasers as pump lasers, leading to cost reduction.
To access a larger range of molecules in spectroscopy,
extension of the emission range well beyond 5 mm is
also of significant interest. Novel nonlinear materials
and pump lasers of wavelength longer than the often
employed Nd:YAG lasers will become of importance
in this development.

Two specific lines of development complementary
to the bulk cwOPOs described above are waveguide
and intracavity cwOPOs (ICSRO). If pump, signal and
idler waves are confined in a waveguide (see Photonic
Crystals: Photonic Crystal Lasers, Cavities and Wave-
guides) the parametric gain coefficient is a few orders
higher than for free-space Gaussian waves, due to the
small mode cross-section and the scaling with the
square of the crystal length, compared with the linear
scaling in case of Gaussian beams (see eqn [36]).
Values are on the order of E , 1=W at lp ¼ 1:5 mm
leading to low thresholds even for SROs, with pump
lasers of comparatively long wavelength. For example,
in a SRO consisting of a 9 cm long titanium:PPLN
waveguide, a threshold below 300 mW for a 1.5 mm
pump was achieved. The idler emission range was
3.1–3.4 mm. The potential for mass production and,
therefore, cost minimization is clear.

An ICSRO consists of an SRO internal to the cavity
of a cw laser, where the high circulating laser power is
taken advantage of for pumping. An ICSRO is thus
similar to a PR-SRO but there is no need to
implement a control system for the frequency lock
between pump laser and pump cavity nor to
mode-match the pump wave to the SRO cavity mode.
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Appendix A

Three-Wave Mixing in a x(2) Medium
with Focused Waves

The wave equation in a nonlinear medium reads

D~E 2 m0mr
›2

›t2
~DL ¼ m0mr

›2

›t2
~PNL ½8�

The displacement field ~DL is related to the electric
field ~E by linear response. ~PNL is the nonlinear
polarization. We deal with nonmagnetic media ðmr ¼

1Þ and choose the principal axis system as coordinate
system. The Fourier transform of, for example, the
x-component of the wave equation then reads:

DExðv; ~r Þ þ m0v
2101xðvÞExðv; ~r Þ

¼ 2m0v
2PNL;xðv; ~r Þ ½9�

In the following, we take into account only second-
order nonlinear effects, so the nonlinear polarization
reduces to PNL ¼ Pð2Þ: The fields to be considered are
monochromatic, propagate in the z-direction and are
linearly polarized along x: The notation can then be
simplified to:

Exðv; ~r Þ ¼ Eð~r Þeikz
; PNL;xðv; ~r Þ ¼ Pð2Þ

v ð~r Þ ½10�

with the wavevector k ¼ vnðvÞ=c and the refractive
index for the polarization under consideration n2

v ¼

nðvÞ2 ¼ ExðvÞ: The electric field is obtained as
~Eðt; ~rÞ ¼ 1

2 ReðEð~r Þeiðkz2vtÞÞx̂:
Since the parametric gains are small in cw

conversion, the derivative of the envelope Eð~r Þ
changes only little over a propagation distance on
the order of a wavelength 2p=k: Inserting eqn [9]
into eqns [6] and [8] and neglecting the term
,d2Eð~r Þ=dz2, yields the paraxial or slowly varying
envelope wave equation: 

›2

›x2
þ

›2

›y2
þ 2ik

›

›z

!
Eð~r Þ ¼ 2m0v

2Pð2Þ
v ð~r Þe2 ikz

½11�

The electric field envelope can be expanded in a
complete set of Gaussian TEMmn – mode functions
cmn:

Eð~r Þ ¼

ffiffiffiffiffi
v

nv

r X1
m;n¼0

AmnðzÞcmnð~r Þ ½12�

These mode functions are defined to satisfy the
paraxial wave equation in absence of nonlinearity
(vanishing right-hand side in eqn [11]) and the

orthonormality properties

ððþ1

21
cp

mnð~r Þcm0n0 ð~r Þdx dy ¼ dmm0dnn0 ½13�

A particular mode function set is characterized by
position (along z) and size of the waist, which can be
chosen arbitrarily. The functions AmnðzÞ are slowly
varying amplitude functions. The power in a particu-
lar mode can be calculated from:

PmnðzÞ ¼
vlAmnðzÞl

2

2m0c
½14�

where c is the speed of light in vacuo. Inserting
eqn [12] into eqn [11], multiplication with cp

m0n0 ð~r Þ,
and integration over x, y yields:

dAm0n0 ðzÞ

dz
¼ i

m0c

2

ffiffiffiffiffi
v

nv

r
e2ikz

ðð1

21
Pð2Þ
v ð~rÞcp

m0n0 ð~rÞdx dy

½15�

If all electric fields are linearly polarized, the Fourier
amplitudes of the nonlinear polarization can be
written as:

Pð2Þ
vs
ð~rÞ ¼ 210dðzÞEvp

ð~rÞEp
vi
ð~rÞ

Pð2Þ
vi
ð~rÞ ¼ 210dðzÞEvp

ð~rÞEp
vs
ð~rÞ

Pð2Þ
vp
ð~rÞ ¼ 210dðzÞEvs

ð~rÞEvi
ð~rÞ

½16�

where d is the tensor element appropriate to the
particular combination of linear polarizations of the
three waves. (In eqn [16], vi þvs ¼vp.)

The mode amplitude equations for the three
interacting waves follow from eqns [10], [15], and
[16] as:

dA

8><
>:

p

s

i

9>=
>;

mn ðzÞ

dz

¼ i
dðzÞ

c

8>>>><
>>>>:

ffiffiffiffiffiffiffiffi
vp=np

q
e2iDkz

ffiffiffiffiffiffiffi
vs=ns

p
eþiDkz

ffiffiffiffiffiffi
vi=ni

p
eþiDkz

9>>>>=
>>>>;
ðð

dx dy

�

8>>>><
>>>>:

Esð~rÞEið~rÞ

Epð~rÞEið~rÞ
p

Epð~rÞEsð~rÞ
p

9>>>>=
>>>>;
c

8><
>:

p

s

i

9>=
>;

mn ð~rÞpþ1 ½17�

The quantity Dk¼ kp 2ks 2ki is the wavevector
mismatch. Here, the envelope of each wave has an
expansion of the form in eqn [12] with its respective
(independent) set of mode functions.
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Appendix B

Steady-State Description
of the cwOPO

The general eqns [17] are applicable to any type of
cwOPO. Below and at threshold at least two of the
three waves have given modes, i.e., the corresponding
function Eð~r Þ is known up to a slowly z-dependent
amplitude: the resonant parametric wave has a mode
defined by the cavity geometry and mirrors, while the
pump wave mode is defined by the used focusing
optics. This knowledge allows to obtain an analytic
expression for the threshold of any OPO type and for
an arbitrary cavity.

Above threshold two cases can be distinguished:

(i) in a basic SRO the pump mode itself becomes a
function of pump power, due to its depletion by
signal and idler wave, and only a numerical
solution can be given; and

(ii) if two or more waves resonate in one or more
cavities (DRO, PR-SRO, TRO), an analytic
solution is possible even above threshold.

In the following, the PR-SRO is treated. Figure 4
shows a schematic of a common cavity PR-SRO and
the notation; the treatment below also holds for the
dual cavity PR-SRO. Without loss of generality, the
signal wave is taken to be the signal. For the sake of
simplicity, below a further assumption about the
spatial mode of the idler will be made.

The pump and signal waves are given by TEM00

modes of the cavity (or cavities):

Epð~r Þ ¼

ffiffiffiffiffi
vp

np

s
A00pðzÞc00pð~r Þ

Esð~r Þ ¼

ffiffiffiffiffi
vs

nl

r
A00sðzÞc00sð~r Þ

½18�

In the case of a common-cavity PR-SRO, pump and
signal resonate in the same cavity and therefore their
modes have the same waist position and Rayleigh
ranges zR ¼ kw2=2, (w is the waist). In the case of a
dual-cavity PR-SRO the modes are in principle
independent.

Although the idler wave is in general not purely
TEM00, it may be approximated by a TEM00 mode,
whose mode parameters are determined by an
optimization criterion. We can then introduce the
overlap function:

OðzÞ ¼
ðð

dx dyðc00pð~r ÞÞ
pc00sð~r Þc00ið~r Þ

þ1
21 ½19�

Under these assumptions, the infinite set of mode
eqns [17] reduces to just three coupled equations
ðA ; A00Þ:

dApðzÞ

dz
¼ 2ijðzÞAsðzÞAiðzÞe

2 iDkzOðzÞ ½20�

dAsðzÞ

dz
¼ 2ijðzÞApðzÞA

p
i ðzÞe

iDkzOðzÞp ½21�

dAiðzÞ

dz
¼ 2ijðzÞApðzÞA

p
s ðzÞe

iDkzOðzÞp ½22�

where

jðzÞ ¼
dðzÞ

c

ffiffiffiffiffiffiffiffiffiffiffi
vpvsvi

npnsni

s
½23�

Two phasematching cases have to be considered: for
birefringent phasematching, d ¼ const and j is
independent of z: In QPM, the d-coefficient
is modulated periodically along z with period L. It
suffices to consider only the particular term of its
Fourier series expansion that gives the smallest
wavevector quasi-mismatch. When only the first
term is relevant, this is referred to as first-order
QPM and dðzÞ . 1

2 d̂ðg1ei2pz=L þ c:c:Þ: This case can
be taken into account by replacing dðzÞ in eqn [23] by
deff ¼

1
2 d̂g1, and in eqns [20]–[22] the relevant wave-

vector mismatch becomes Dk ¼ kp 2 ks 2 ki ^ 2p=L,
where, for usual materials, the minus sign applies.

We solve eqns [20]–[22] by expanding in powers of
the nonlinearity j: This is appropriate due to the small
gain and implies that the resonant pump and signal
wave amplitudes do not change substantially (relative
to the respective average amplitude) along the crystal
length and around the cavity.

Integrating eqn [22] after approximating the
amplitudes on the right-hand side by their values at
z ¼ 0 yields:

AiðzÞ ¼ 2ijzApð0ÞA
p
s ð0ÞI

pðzÞ

IðzÞ ¼
1

z

ðz

0
dz0Oðz0Þe2 iDkz 0 ½24�

We insert this result into eqns [20] and [21] and
approximate AsðzÞ and ApðzÞ by their values at z ¼ 0:
The result is

ApðzÞ ¼ Apð0Þ2
1

2
ðjzÞ2DpðzÞApð0ÞlAsð0Þl

2
½25�

AsðzÞ ¼ Asð0Þ þ
1

2
ðjzÞ2DðzÞAsð0ÞlApð0Þl

2
½26�
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DðzÞ ¼
2

z2

ðz

0
dz 0z 0Iðz 0ÞOðz 0Þp eiDkz 0

½27�

This completes the calculation of the propagation
through the nonlinear medium. Now we proceed to
calculate the propagation around the cavity.

Since the signal wave is resonant with the cavity, we
can immediately write the self-consistency equation
for the roundtrip:

lAsð0Þl ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rsð1 2 VsÞ

p
lAsðLÞl ½28�

The roundtrip cavity reflectivity and roundtrip loss
for the signal wave are denoted by Rs and Vs: At the
input mirror (see lower part of Figure 4), character-
ized by a transmission Tp ¼ 1 2 Rp, the interference
of the injected pump wave Ap;in and the internally
circulating pump wave must be considered:

Apð0Þ ¼
ffiffiffiffi
Tp

q
Ap;in þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rpð1 2 VpÞ

q
ApðLÞe

if ½29�

Vp is the pump roundtrip loss. Evaluating eqn [26] at
z ¼ L and comparing with eqn [28] yields:

lApð0Þl
2
¼

"
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rsð12VsÞ
p 21

#
1

1
2 ðjLÞ

2Re DðLÞ
½30�

Here the imaginary part of DðzÞ was neglected since
ljLApð0Þl

2
,, 1: Expression [30] shows that the

intracavity pump power is clamped at a fixed value,
equal to the value at threshold, independent of the
input power.

In eqn [29] we can assume Ap;in to be real without
loss of generality, yielding the relation:

ffiffiffiffi
Tp

q Ap;in

Apð0Þ
¼ 1 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rpð1 2 VpÞ

q
eif ApðLÞ

Apð0Þ
½31�

where f ¼ vpOPLðvp;TÞ=c: The pump wave is
assumed to be exactly resonant; this means that
Apð0Þ is maximum. The phase f must therefore be
such that:

eif ApðLÞ

lApð0Þl
[ R ½32�

Together, with eqn [25], we obtain:

����� ApðLÞ

Apð0Þ

�����
2

¼

����1 2
1

2
ðjLÞ2DpðLÞlAsð0Þl

2

����2 ½33�

The right-hand side is evaluated neglecting the
contribution proportional to j 4; inserting the result

in eqns [31] and [32] gives:ffiffiffiffi
Tp

q Ap;in

lApð0Þl
¼ 1 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rpð1 2 VpÞ

q

þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Rpð1 2 VpÞ

q 1

2
ðjLÞ2Re DlAsð0Þl

2

½34�

Equations [30] and [34] represent the steady-state
solution of the PR-SRO: they give the circulating
pump and signal powers, from which all desired
quantities can be computed.

The external threshold is found by setting Asð0Þ ¼ 0
and assuming small losses, Tp, Vp ,, 1

Pth
p;in .

Tp þ Vp

Tp

·ðTp þ VpÞ·
ðTs þ VsÞ

E
½35�

with the nonlinearity

E ¼
2m0d2

pc2

vsvi

npnsni

L2 Re DðLÞ ½36�

Note that Re DðLÞ ¼ lIðLÞl2: The second factor in eqn
[35] is responsible for the reduction of threshold due to
pump resonance. The last factor is the internal pump
threshold and constant circulating pump power level:

Ppð0Þ .
ðTs þ VsÞ

E
½37�

which is also equal to the threshold of a basic SRO.
The nonlinearity may be written as

E .
4m0d2

pc2

v2
sv

2
i

n2
pvp

LhPA ½38�

with the dimensionless focusing function hPA: A
detailed calculation shows that the value of hPA cannot
exceed 1.1 and is close to its maximum when the phase
mismatch DkL is approximately zero and the pump
and signal focusing by the cavity is such that their
Rayleigh range zR . L=2:

The OPO will select the signal cavity mode
frequency vs and idler spatial mode that minimizes
the threshold eqn [35]. Note that this is not
necessarily equivalent to a maximization of E, since
Ts and Vs may also be dependent on signal frequency,
for example, because of the presence of an etalon
inside the cavity.

The circulating signal power as derived from eqns
[30] and [34], is given in eqn [6].

The signal power extracted from the cavity is
Ps;out ¼ TsPsðLÞ . TsPsð0Þ, while the (fully extracted)
idler power is given by:

Pi;out ¼ PiðLÞ ¼
vi

vs

EPsð0ÞPpð0Þ ½39�
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See also

Nonlinear Optics, Applications: Phase Matching.
Optical Parametric Devices: Overview.
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Advantages and Applications of
Ultrashort Pulsed OPOs

The advantages of ultrashort pulsed optical para-
metric oscillators (OPOs) are twofold: on the one
hand, it is possible to generate tunable laser radiation
with a pulse duration in the femtosecond and
picosecond time domain; on the other hand, the
short pulses give rise to a high peak intensity of the
electric field of the pump wave inside the nonlinear
medium. Due to the fact that the OPO single-path
gain coefficient reads as:

h ¼
PSignal

PPump

¼
8p 2d2

effL
2IP

10nPnSnIcl
2
S

sin2ðDkL=2Þ

ðDkL=2Þ2
½1�

where IP is the pump intensity, Dk is the phase
mismatch between pump, signal, and idler, nP, nS, nI,
are the refractive indices at the pump, signal, and
idler wavelengths, respectively, and L is the length
of the nonlinear medium with an effective nonlinear

coefficient deff, the efficiency grows proportional to the
intensity of the pump.

Ultrashort pulsed OPOs can provide widely tun-
able femtosecond or picosecond pulses, covering the
spectral range from the visible to the mid-infrared,
which have many applications, such as time-resolved
spectroscopy, pump-probe measurements, semicon-
ductor analysis, photochemistry, optical ranging,
data transfer, and data processing with high carrier
frequency, white-light generation, etc.

Synchronous Pumping

The key issue in operating ultrashort-pulse OPOs is
synchronization between the pump pulses and the
signal pulses. Consider the following sequence:
a pump pulse enters the OPO cavity and generates
spontaneously downconverted light at the signal
wavelength (see Figure 1, inset). These signal photons
travel inside the OPO cavity, entering the nonlinear
medium again after exactly one cavity round trip.
This light will act as seed light for another down-
conversion process if a second pump pulse enters the
nonlinear medium at exactly the same instance (see
Figure 1). The presence of the signal pulse will lead to
a much more efficient stimulated downconversion
process.
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This requires the repetition rate of the pump
oscillator and the OPO to be synchronized precisely.
Therefore, this pump scheme is called synchronized
pumping. If the temporal separation between the
pump pulses does not exactly equal the roundtrip time
of the signal pulses inside the OPO cavity, the
generation efficiency will decrease dramatically as
the temporal pulse overlap is reduced.

Dispersion in Nonlinear Media
and Optical Glasses

Maintaining synchronicity between the pump pulses
and the signal pulses is a necessary, but not sufficient
prerequisite for successful operation of an ultrashort-
pulse OPO. The signal pulses will be temporally
broadened during their repeated trip through the
nonlinear medium. This will lead to problems, as the
newly generated signal pulses are still rather short (as
they have been generated by a short pump pulse), but
the previously generated signal pulses, which should
act as seed pulses and ideally have a similar pulse
duration as the pump pulses, have already been
broadened temporally, due to dispersion in the non-
linear medium and other intracavity optical elements.
Meanwhile, temporal walk-off between the signal
(idler) and the pump pulses will take place, resulting in
reduced conversion efficiency and broadened signal
pulses. Group velocity dispersion (GVD) and group
velocity mismatch (GVM) are normally used to
characterize the dispersion in nonlinear medium.

The group velocity of the laser pulses propagating
in a nonlinear optical medium is defined as:

vG ¼
c

n 2 l
dn

dl

½2�

where c is the velocity of light in vacuum, n is the
refractive index of the nonlinear medium at the center

wavelength l of the laser pulses. Then the GVD can
be written as:

dvG

dl
¼

lv2
G

c

d2n

dl2
½3�

In most cases, we evaluate the GVD of the optical
materials using the group velocity dispersion para-
meter (k00), which is defined as:

k00 ¼
d2k

dv2
¼

l3

2pc2

d2n

dl2
½4�

where k ¼ nv=c is the wave vector, v is the frequency
of the incident wave, and consequently:

dvG

dl
¼

2pcv2
G

l2

d2k

dv2
½5�

Due to GVD in the nonlinear medium, the spectral
components in the broadband spectrum of an
ultrashort pulse will travel at different group velocities
and will consequently be delayed differently in the
crystal, therefore the pulses will become temporally
broadened or become chirped. This linear chirp
induced pulse broadening effect can be characterized
quantitatively by the following formula:

tP ¼ tP0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ

�
z

zd

�2
s

½6�

where tP0 is the incident pulse duration, tP is the pulse
duration after the pulse propagates in the nonlinear
medium over a distance of z, and zd is called the
characteristic length and defined as:

zd ¼
t 2

P0

4 ln 2lk00l
½7�

In frequency conversion processes, such as
second-harmonic generation (SHG), sum-frequency

Figure 1 Synchronous pumping of a typical ring-cavity OPO: P, pump pulses; S, signal pulses; OC, output coupler; vP, vS, vI,

frequencies of the pump, the signal, and the idler, respectively. Inset: energy level diagram for optical parametric oscillation.
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generation (SFG), difference frequency generation
(DFG), optical parametric oscillation (OPO), or
optical parametric amplification (OPA), three waves
interact with each other while propagating through
the nonlinear medium. Due to dispersion of the
material, different waves propagate at different
group velocities. This effect is generally called group
velocity mismatch. In cases of interaction on the
femtosecond scale, the interacting pulses may get
separated after propagating some distance in the
medium, which means that there is a reduced effective
interaction length. The GVM is a quantitative
evaluation of this effect, which is defined as:

DvG ¼

 
1

vG;i

2
1

vG;j

!21

½8�

where vG,i and vG,j are the group velocities of the two
interacting waves i and j. The effective interaction
length Leff for wave i and wave j can thus be calculated
by the following formula:

Leff ¼ tPlDvGl ¼ tP

������
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2
1

vG; j
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������ ½9�

where tP is the incident pulse duration at full width at
half maximum (FWHM). It is assumed that wave i and
wave j have a similar pulse duration. This temporal
walk-off will lead to two effects. First, the interacting
pulses will get separated and the conversion efficiency
will be reduced. The second effect is the broadening of
the signal pulses. In the case of sub-100 fs operation, to
restrict the broadening in pulse length to less than
,10%, the crystal length should be smaller than Leff/2.

Figure 2 shows the GVD of some typical OPO
crystals, including KTP, KTA, RTA, CTA, PPLN,
PPKTP, and LBO. Their Sellmeier equations are as
summarized in Appendix A. In addition to the
wavelength of the incident beam, the GVD is also
dependent on the polarization of the incident beams
and the type of phase matching.

We give the GVM values between the pump and the
signal (P–S), the signal and the idler (S–I), and
between the pump and the idler (P–I) for a KTP
crystal in Figure 3.

Intracavity Dispersion Compensation
and Extra Cavity Pulse Compression

In order to tackle the problem of intracavity dis-
persion, corrective elements have to be placed inside
the cavity in order to compensate the chirp. There have
been several solutions to this problem, namely the
combination of intracavity prism pairs, chirped
mirrors, chirped grating periods (for quasi-phase
matching) with oppositely chirped pump pulses, and

glass plate dispersion compensators. Certainly, a
shorter crystal length will yield a smaller GVM
and GVD, but will also give a smaller nonlinear
conversion efficiency due to the shorter crystal length
(see eqn [1]).

Pump Sources

As pump pulses, mode-locked femtosecond or pico-
second lasers are used. The requirements on pulse
durations are determined by the desired pulse
durations of the OPO signal and by the phase-
matching bandwidth of the correspondingly used
crystal. Shorter pump pulses normally lead to higher
pump power thresholds due to shorter temporal
overlap between the interacting pulses. It can also
lead to higher instability of the OPO operation due to
its higher sensitivity to the cavity length fluctuations.
Generally, larger pump bandwidth means larger
bandwidth of the signal. Consequently, a potentially
shorter signal pulse duration can be achieved if the

Figure 2 Group velocity dispersion characteristics of some

typical OPO crystals.

Figure 3 GVM between the interaction waves of a KTP OPO

versus pump wavelength (lP).
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intracavity dispersion is perfectly compensated.
Sometimes it is advantageous for stability to operate
the OPO in the slightly negative total GVD regime. In
a quasi-phase-matched (QPM) OPO, the phase-
matching bandwidth is so large that only a narrow
pump bandwidth is required to phase-match a large
bandwidth of the signal. Therefore, a pump depletion
hole can be commonly observed with the oscillation
of the OPO.

Design of Ultrashort Pulsed OPOs

Design of an OPO device may involve the design of the
cavity length, cavity mirrors, focal length for focusing
the pump beam, intracavity dispersion compensation
scheme, frequency stabilization module, crystal
length, and some other design depending on the
special configuration of the OPO, for example, a
heating module (an oven) is required for a PPLN OPO
and temperature control module is required for a
temperature phase-matched LBO OPO. For an ultra-
short pulsed OPO, the most important designs include
the design of the crystal length, the design of
intracavity dispersion compensation components,
and the frequency stabilization control.

Crystal Length

Several factors have to be taken into account when
designing a crystal length. The design of a crystal
length should be a compromise of all of these
considerations. What is special for a femtosecond or
picosecond OPO is the dispersion and temporal walk-
off between the interacting pulses in the crystal:

1. Effective interaction length: Pump pulse duration,
estimated signal pulse duration, temporal walk-off
between the pump and the signal give a limit of the
crystal length that is characterized by eqn [9].

2. Pulse broadening due to GVM and GVD from the
OPO crystal and other intracavity optical glass
elements should be estimated. It is reasonable that
shorter crystal length is always favorable for
ultrashort pulse generation. The crystal length
should be as short as possible while maintaining
an acceptable conversion efficiency. When design-
ing the crystal length, the available dispersion
compensation device should be considered
simultaneously.

Dispersion Compensation

For a crystal with a given material and length, the
intracavity dispersion can be calculated. The compen-
sation device should introduce an amount of negative
GVD such that the total intracavity GVD is equal to or

slightly smaller than zero at the desired center
wavelength of the signal pulses. Meanwhile, the
compensation should be relatively uniform (for
instance having a GVD fluctuation of ,50 fs2/mm)
over the bandwidth of the expected signal spectrum.
Then a compensation method (as described above)
should be chosen and corresponding device should be
designed.

Piezo-Driven Mirror and Frequency Stabilization

To achieve fine tuning of the cavity length, one of the
cavity mirrors should be mounted onto a piezoelectric
translation stage. When feeding back the signal output
of the OPO to this piezo-driven mirror, forming a
closed loop to compensate for the drift of the cavity
length, a stabilization of the OPO repetition rate is
achieved. If the signal is dispersed by a grating, a
change in cavity length will also lead to a change in the
output spectrum. Using a split photodiode, the
difference signal of the dispersed spectrum can be
utilized as the measured signal in the feedback loop.

Tuning Characteristics and Methods

Tunability is one of the most important advantages of
the OPO over other ultrashort pulsed lasers. A large
variety of tuning methods make the OPO more
practical and versatile in many applications. For
birefringently phase-matched OPOs, the tuning of the
signal wavelength can be achieved through changing
the pump wavelength (pump wavelength tuning),
using an intracavity wavelength selection element
(such as a birefringent filter), changing the tempera-
ture of the crystal when its refractive index is sensitive
to the temperature change (temperature tuning), or
changing the orientation of the OPO crystal (angle
tuning). Some more methods can be utilized for a
QPM OPO, for example through changing the poling
period of the crystal (grating period tuning). A special
method for an ultrashort pulsed OPO is the so-called
cavity length tuning.

As has been discussed above, in synchronous
pumping, the OPO must have the same cavity length
as the pump laser, so that the signal pulse arrives
simultaneously with the pump pulse at the crystal to
get the most efficient interaction. Because of dis-
persion of the nonlinear crystal, the signal will be
delayed differently at different wavelengths. In other
words, signal pulses have different round-trip times in
the cavity at different center wavelengths. When the
cavity length of the OPO is changed slightly, the
signal has to change its wavelength to keep constant
optical path length or constant round-trip time.
Cavity length tuning can be achieved easily by tuning
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the voltage on a piezoelectric transducer (PZT), onto
which one of the cavity mirrors is mounted. There-
fore, this method is the most common and frequently
used to tune the signal wavelength of a synchronously
pumped OPO. This is also the basis for stabilizing the
operation of a synchronously pumped OPO.

High-Repetition-Rate (HRR)
Operation

Synchronously pumping an OPO at high repetition
rate produces a high-repetition-rate signal pulse train
which extends the application fields of the OPO.
Using high-repetition-rate laser pulses (e.g., .1 GHz)
as the pump is a straightforward method to run the
OPO at a high repetition rate. But a high repetition
rate means an extremely short cavity length. For
instance, the cavity length is about 30 cm at 1 GHz
repetition rate. Such a short cavity length leads to a
large mode of the signal beam waist in the crystal.
Mode matching between the signal and the pump
beams requires that the transverse mode of the
pump beam should be slightly larger than that of
the signal beam within the interaction zone to
maintain stable and efficient oscillation of the OPO.
Large modes of the signal and the pump beams mean
low interacting intensities, increasing the pump
threshold significantly. Using smaller curvature radius
of the curved mirrors and shorter focal length of the
focusing lens might reduce the mode sizes at the focus
in the nonlinear medium, but this will introduce
extremely serious astigmatism when the signal beam
is reflected from a strongly tilted curved mirror with a
quite small curvature radius. In addition to exact
synchronous pumping, there are at least two methods
to realize high-repetition-rate operation of an OPO.
First, pumping at low repetition rate while using a
shorter cavity length of the OPO (LOPO) than the
pump laser (LP) with LOPO ¼ LPm=N; where m and N
are both integers and m , N; as demonstrated in
Figure 4a, which is called lower-order synchronous
pumping. However, applying this technique, the
signal pulses experience more round-trip losses, also
resulting in a much higher pump threshold and
periodically varying intensities of the output pulses.
Second, pumping the OPO at high repetition rate
while using a much longer cavity length of the OPO
than the pump laser with LOPO ¼ LPN=m; where m
and N are both integers and m , N; is called higher-
order pumping, as demonstrated in Figure 4b. In
higher-order synchronous pumping, the signal pulse
train has the same repetition rate as the pump, while
the mode-matching problem is removed through a
long OPO cavity.

See also

Optical Parametric Devices: Optical Parametric Oscil-
lators (Continuous Wave); Overview.

Appendix A

Sellmeier Equations for some Typical
Crystals and Optical Glasses

In the equations, n denotes the refractive index; l is
the wavelength of incident light in mm; A;B;C;D;A1;

A2;A3;A4;A5;A6;B1;B2;B3;B4;…; are the Sellmeier
coefficients; the subscripts X, Y, Z, stand for the
directions of the principal axes of the biaxial crystals.

KTP

n2 ¼ A þ
B

1 2

�
C

l

�2
2 Dl2

A B C D

nX 2.1146 0.89188 0.20861 0.01320

nY 2.1518 0.87862 0.21801 0.01327

nZ 2.3136 1.00012 0.23831 0.01679

Figure 4 (a) 3/7-order synchronous pumping. Three signal pulse

trains (S1–S3) are produced, each having a repetition period (Ts)

3/7 that of the pump pulse train (P): Ts ¼ 3/7T. The pump repetition

rate is multiplied by a factor of 7 in the signal pulse train (S). (b)

Fourth-order synchronous pumping at 1 GHz. The signal pulse

train (S) is a combination of four pulse trains (S1–S4), each having

a repetition period (4T ) 4 times that of the pump pulse train (P).
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KTA

n2 ¼ A þ
B

l2 2 C
2 Dl2

A B C D

nX 3.1413 0.04683 0.04055 0.01023

nY 3.1593 0.04828 0.04710 0.01049
nZ 3.4435 0.06571 0.05435 0.01460

RTA

n2 ¼ A þ
B

1 2

�
C

l

�2
2 Dl2

A B C D

nX 2.04207 1.17785 0.20157 0.01035

nY 2.14941 1.09267 0.21462 0.01067
nZ 2.18962 1.30103 0.22809 0.01390

CTA

n2 ¼ A þ
B

1 2

�
C

l

�2
2 Dl2

A B C D

nX 2.34498 1.04863 0.22044 0.01483

nY 2.74440 0.70733 0.26033 0.01526

nZ 2.53666 1.10600 0.24988 0.01711

LiNbO3

n2
e ¼ A1 þB1f þ

A2 þB2f

l2 2 ðA3 þB3f Þ2
þ

A4 þB4f

l2 2A2
5

2A6l
2

f ¼ðT 2T0ÞðT þT0 þ546Þ and T0 ¼ 24:5 8C

Coefficients Values

A1 5.35583

A2 0.100473
A3 0.20692

A4 100

A5 11.34927
A6 1.5334 £ 1022

B1 4.629 £ 1027

B2 3.862 £ 1028

B3 20.89 £ 1028

B4 2.657 £ 1025

LBO

n2 ¼ A þ
B

l2 þ C
þ Dl2

A B C D

nX 2.4543 1.1413 £ 1022 29.4981 £ 1023 21.3900 £ 1022

nY 2.5382 1.2830 £ 1022 21.1387 £ 1022 21.7034 £ 1022

nZ 2.5854 1.3065 £ 1022 21.1617 £ 1022 21.8146 £ 1022

dnX

dT
¼ 2:0342 £ 1027 2 1:9697 £ 1028T

2 1:4415 £ 10211T2

dnY

dT
¼2 1:0748 £ 1025 2 7:1034 £ 1028T

2 5:7387 £ 10211T2

dnZ

dT
¼ 2 8:5998 £ 1027 2 1:5476 £ 1027T

þ 9:4675 £ 10210T2 2 2:2375 £ 10212T3

BBO

n2
o ¼1:7018379þ

1:0357554l2

l220:01800344
þ

1:2479989l2

l2291

n2
e ¼1:5920433þ

0:7816893l2

l220:016067891
þ

0:8403893l2

l2291

Sapphire

n2 ¼ 1 þ
A1l

2

l2 2 B1

þ
A2l

2

l2 2 B2

þ
A3l

2

l2 2 B3

A1 A2 A3 B1 B2 B3

1.023798 1.058264 5.280792 0.00377588 0.0122544 321.3616

Quartz

n2
o;e ¼ A þ

Bl2

l2 2 C
þ

Dl2

l2 2 E

A B C D E

no 1.28604141 1.07044083 0.0100585997 1.10202242 100

ne 1.28851804 1.09509924 0.0102101864 1.15662475 100

Fused Silica, BK7, SF2, SF5, SF10, SF11, SF18

n2 ¼ 1 þ
A1l

2

l2 2 B1

þ
A2l

2

l2 2 B2

þ
A3l

2

l2 2 B3
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Introduction

Modern optical systems find many applications in
sensing, recording, storage, and transmission of data.
These applications stimulate the development of
many new optical devices, components, materials,
and applied technologies. The basic element of an
optical system is the light. The physical implications
of the light in optical systems are very analogous to
those of electricity, hence, light signals are quite
similar to electric signals. High-speed spatial light
components are being developed for more stringent
applications in coherent optical processing systems,
where they may be used in the input plane or in the
Fourier transform plane. Research in this area is
directed towards the design of robust and compact
correlators.

Novel transforms for information processing (also
known in electronics) include Fourier and wavelet
transforms. Such optical transformations serve as the
basic platform for linear optical system processing.
Optical devices and systems for information proces-
sing include spatial light modulators, which are used
to implement optical information processing systems.
There are holographic applications in information
processing, display systems, memory systems, optical
computing systems, and imaging systems. Such
devices and systems are based on applications of
novel materials for information processing. Optical

and digital techniques are used for optical system
design, optical computing, image processing, and
even for encryption and security systems.

The imaging system is an optical system and
integrates hardware as well as software. Figure 1

presents a general model of an extensive imaging
system. The starting point of the system is the object
(or the light source). An imaging device, such as
camera or optical sensor detects the energy radiated
in electromagnetic waves from the light source.
The image (or series of images – video) formed in
the imaging device depends on the received irradiance
of the image propagated through the imaging path
and is correspondingly diminished from that in the
object plane. The properties of the optical medium
(transmission path) such as atmospheric properties,
background light, motion, and vibration in both the
object and the image planes, and the quality of the
imaging device, all affect the quality of the images.

Figure 1 General description of an imaging system.
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There are atmospheric phenomena that give rise to
attenuation of the irradiance of the propagating
image, thus reducing the contrast of the final image,
as well as atmospheric phenomena that cause
blurring of detail. Both types of phenomena degrade
image quality.

Image blurring caused by vibration is a factor
whose influence on resolution is often significant in
imaging systems that involve mechanical motion. In
order to obtain a well processed imaged, as similar as
possible to the ideal image (the source), image
processing techniques such as image enhancement,
restoration, and filtering are implemented in an
optical processing system which is a combination of
software (algorithms) and hardware (electronic and
optical components). The processing procedure
involves mathematical and especially optical trans-
formations. The output of the processing system is
presented by using a display device or hardcopy. The
development of imaging systems (imaging devices and
displays) which include integrated optical com-
ponents and processing units, assist in improving
image quality at early stages, and as a result reduce
the need of unique processing systems and may serve
as the standalone device.

The key issues which must be addressed in the
design, evaluation, and implementation of practical
systems for optical processing, are provided here in a
detailed review. Thus, the review is focused on
imaging where considerations such as optical
transformations, optical computing, effects of diffrac-
tion, scatter, absorption, and design on the perform-
ance of optical systems, imaging and the optical
transfer function (OTF) for image restoration, and
filtering, are all discussed in detail.

Digital Processing and Control

The Fourier transform properties of Fraunhofer
diffraction permit data processing operations carried
out optically that can, in many situations, be more
advantageous than digital signal processing. The
primary advantages of optical techniques over
electronic analog and digital signal processing, are
best realized when the information to be processed
has two degrees of freedom. Optical systems corre-
spondingly can have two degrees of freedom. Thus,
for handling pictorial data, they can be intrinsically
superior to electric or electronic systems, which
have only time as an independent variable. This
two-dimensional (2D) processing property can be
particularly valuable in radar applications where
previously velocity and position data had to be
processed separately in order for sufficient

accuracy in the estimation of each set of data to be
obtained.

Many of the basic operations that can be
performed by optical computers can also be done
with electronic systems. However, if large quantities
of wideband data are to be processed, the electronic
techniques can often be prohibitively expensive and
time consuming. The optical computer is faster than a
digital computer because it operates on signals that
are functions of positions, not time. The input to an
optical data processor is a pattern of light irradiance
that varies over some area, not light irradiance that
varies as a function of time.

Thus, optical data processing can be very appro-
priate for such lengthy operations as the calculation
of complicated Fourier transforms and the processing
of side-looking radar signals. In addition to mathema-
tical operations such as differentiation, integration,
and producing Fourier transforms, the two classes of
applications for which optical signal processing is
most often used are filtering and correlation.

Optical Computing

Optical computing (OC) means the use of light as a
primary means for carrying out numerical calcu-
lations, reasoning, artificial intelligence, etc. The
history of OC is linked to that of radar systems. OC
systems received a great push from the invention of
laser in 1960. In the 1960s, the first schemes for
all-optical digital computers were proposed. Since the
1990s, researchers have been pursuing the develop-
ment of computers based on optical technology, and
emphasis has shifted to optical interconnection of
arrays of semiconductor smart pixels. OC provides
the first in-depth review of the possibilities and
limitations of optical data processing. The partial
listing of those points that make OC appealing are
direct image processing, massive parallelism and
connectivity, immunity to electromagnetic inter-
ference (EMI), speed, size, and cost. There are three
distinct trends in OC: special purpose analog optical
systems, general purpose digital optical systems, and
hybrid optical/electronic systems.

Innovations such as the electro-optic spatial filter,
the 2D spatial light modulator, and the variable
electro-optic mirror provide the fundamental build-
ing blocks for both analog optical computing (AOC)
and digital optical computing (DOC) technologies.
Optical techniques can provide solutions and a
number of ways of extending the information
processing capability of electronics. The optical
processors have to be compatible with existing
electronic systems. Free space digital optics is one
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direction that provides some valuable solution. DOC
requires the use of nonlinear optics.

All-optical processing refers to optically based
processors employed nonlinear optical resources
either of liquid crystal spatial light modulators
(SLMs) or nonlinear interference filters (NLIFs).
Electro-absorption devices are a bridge between all-
optical demonstrators and optically interconnected
smart pixels (logic and local on-chip interconnection
is electrical whereas chip to chip interconnection is
optical). Optically interconnected smart pixels have
several advantages like faster data acquisition and
low power consumption. A major breakthrough in
nonlinear optics is essential to increase the use of
optics within computing and the manufacture of
optical digital computers.

An optically bistable device used for photonic
switching is the self electro-optic effect device
(SEED). It is the analogous component for the
transistor in optical processing. A SEED consists of
multiple elements, biased by an external voltage,
which creates an external field that shifts the
wavelength of the onset of absorption, thus varying
the intensity of the transmitted light. SEEDs rely on
changes in the optical transmission of a semiconduc-
tor induced by an applied electric field. SEEDs can be
configured in pairs (connected electrically) so that a
beam of light switching one device can cause a
complementary switch in the transmission of the
other. Hence, a small change in the intensity of
one beam can cause a large change in intensity of the
other. This kind of configuration is known as
symmetric SEEDs, and acts like an electronic
flip-flop and permits logic operations NAND and
NOR to be carried out on pairs of optical input
signals. With symmetric SEEDs, the higher the input
optical power, the faster the switching speed. Cellular
logic image processor (CLIP) is implemented using
the symmetric SEEDs. CLIP computer architecture is
designed to permit parallel information processing, in
which logic operations are performed on each
element of the array simultaneously.

Holography

Holography is a photographic method of recording
information (two mutually coherent beams) about
an object, in which one beam is the object beam and
the other a reference beam, which enables the
construction of objects in three dimensions. Holo-
graphy relies on the encoding of the object
formation in a set of complex interference fringes
formed by the interaction of a plane coherent
reference wave with the wavelets diffusely scattered
by the object.

The microscopic interference fringes recorded on a
high resolution photographic plate after development
and processing become a hologram. Hologram
applications assist the study of small deformations
of objects, to replace conventional optical elements
such as lenses and beamsplitters, for data/information
storage, and use of photo-refractive materials in
analog computing, object recognition, and corre-
lation, etc.

The purpose of recording a hologram is not optical
data processing but rather a lensless method of
forming an image. The uniqueness of a hologram as
compared to an ordinary photographic image, for
example, is that the latter contains amplitude
information only. A hologram, because it involves
interference of the complex field amplitude (CFA) of a
given scene with a reference beam, records both
amplitude and phase of the CFA of the given scene as
seen within its field of view (FOV) by a square-low
photosensitive device such as a film.

The film is exposed within its region of linearity
whereby transmission is proportional to irradiance
for a given time exposure. The transparency resulting
from the film is the hologram. To view the holo-
graphic image, the hologram is illuminated with a
reference wave, which causes the CFA of the given
scene (both amplitude and phase) to be reconstructed.
Since hologram reconstruction involves the CFA of
the given scene in its entirety, depth information is
included as well. Furthermore, it is even possible to
view the holographic scene from different physical
points of view and to see around objects in the
scene. This ability, however, is limited by the solid
angle subtended by the object when the hologram
is recorded. Hologram reconstruction cannot
supply more information than that recorded in the
hologram itself.

Image Processing

Figure 1 demonstrates a general behavior of an
imaging process. The ‘Processing System’ block in
Figure 1 is expanded and presented in more detail by
Figure 2. Figure 2 demonstrates in a flow chart, a
general process occurring within the processing
system. The input to the processing system is a
degraded image (or set of images or video signal) such
as blurred image, noisy image, image with clutters,
multi-spectral image, etc. The input depends on
exterior (environmental conditions) and interior
(optical, electronic, and mechanical) effects of the
imaging system. It may be generated as an analog
signal or digital signal. As a result, the output of the
imaging system is expected to be a processed (filtered,
enhanced, estimated, restored, cleared, etc.) image.
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Implementations and applications depend on the
output obtained by the imaging system. The output
can be presented by a display device and/or hardcopy.
The output can be stored for future assignments and
may also serve for data analysis such as detection,
recognition, and identification of patterns and other
details of interest (mapping, target acquisition,
defects and imperfections in the human body,
meteorology, security, intelligence, etc.).

Spatial units are reciprocal to time, and are
cycles/seconds or Hz. The spatial units are also
reciprocal to the domain of the information being
sought. Spatial signals are 2D or even 3D on
occasions. 2D spatial transforms may actually exist
physically in the spatial plane. Novel transforms for
information processing include Fourier and wavelets
transforms. Such optical transformations serve as the
basic platform for linear optical system processing.
Image processing techniques are based on the image
spatial frequencies. In most techniques the degraded
image is transformed using an optical transformation,
as a primary stage before any other process is being
conducted. Optical (inverse) transformations also
serve as the last processing tool before the output.
Practically, optical transformations are involved and
integrated in most processes related to image
processing.

Image processing refers to both digital and optical
image processing, and also considers algorithms and
techniques, which are implemented by an integration
of software and hardware. Image processing is an
extremely broad field. It considers digital image
processing, 2D and 3D image processing and pattern
recognition, real-time processing, neural networks,
image enhancement/improvement, image restoration,
estimation, filtering for noise removal, linear and
nonlinear filtering techniques for variety of
implementations, optimum filtering, etc. Image pro-
cessing also include varieties of algorithms such as

linear and nonlinear algorithms, algorithms for
pattern recognition, linear and nonlinear techniques
for pattern recognition, neural networks based
algorithms, etc. Both optical and electronic
implementations (hardware) are still under investi-
gation. Nevertheless, image processing based on
software presents reliable results and hence, can be
transformed into hardware components, which may
become an integrated part of the processing
hardware.

Optical Transformations

Mathematical transformations are applied to signals
to obtain further information from the signal that is
not readily available in the raw signal. Most of the
signals, in practice, are time-domain signals in their
raw format. That is, whatever that signal is measur-
ing, is a function of time. In many cases, the most
important information is hidden in the frequency
content of the signal. The frequency spectrum of a
signal is basically the frequency components (spectral
components) of that signal. The frequency
spectrum of a signal shows what frequencies exist in
the signal.

There are many transforms that are widely used,
often by engineers and mathematicians, in solving
problems in science and engineering. Fourier,
Laplace, Hilbert, Wigner distributions, Radon, and
wavelet transforms, constitute only a small portion of
a huge list of transforms that are available. Every
transformation technique has its own area of
application, with advantages and disadvantages.

Fourier Transform

The Fourier transform (FT) is probably the most
popular linear transform being used. The FT, a
pervasive and versatile tool, is used in many fields
of science as a mathematical or physical tool to alter
a problem into one that can be more easily solved.
It is used in linear systems analysis, antenna studies,
optics, random process modeling, probability theory,
quantum physics, and boundary-value problems
and has been successfully applied to restoration
of astronomical data. Some scientists understand
Fourier theory as a physical phenomenon, not simply
as a mathematical tool. In some branches of science,
the FT of one function may yield another physical
function. The FT, in essence, decomposes or separates
a waveform or function into sinusoids of different
frequency which sum to the original waveform. It
identifies or distinguishes the different frequency
sinusoids and their respective amplitudes. There are

Figure 2 Image processing.
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functions for which the Fourier transform does not
exist; however, most physical functions have a FT,
especially if the transform represents a physical
quantity. Other functions can be treated with Fourier
theory as limiting cases. Many of the common
theoretical functions are actually limiting cases in
Fourier theory.

Wavelets

Wavelets were developed independently in the fields
of mathematics, quantum physics, electrical engin-
eering, and seismic geology. Interchanges between
these fields have led to many new wavelet appli-
cations including image processing. Wavelets are
mathematical functions that cut up data into different
frequency components, and then study each com-
ponent with a resolution matched to its scale. Wavelet
transforms comprise an infinite set. The different
wavelet families make different trade-offs between
how compactly the basis functions are localized in
space and how smooth they are. Within each family
of wavelets are wavelet subclasses distinguished by
the number of coefficients and by the level of
iteration.

The wavelet transform (WT), which is also a linear
operation, provides the time-frequency represen-
tation. Often a particular spectral component occur-
ring at any instant can be of particular interest. In
these cases it may be beneficial to know the time
intervals at which these particular spectral com-
ponents occur. WT is capable of providing the time
and frequency information simultaneously, hence
giving a time-frequency representation of the signal.
The WT was developed as an alternative to the short-
time FT (STFT). The WT was developed to overcome
some resolution related problems of the STFT. The
frequency and time information of a signal at some
certain point in the time-frequency plane cannot be
known. What spectral component exists at any given
time instant is a mystery. Therefore, it is best to
investigate what spectral components exist at any
given interval of time. This is a problem of resolution,
and it is the main reason why researchers have
switched to WT from STFT. STFT gives a fixed
resolution at all times, whereas WT gives a variable
resolution as follows: higher frequencies are
better resolved in time, and lower frequencies are
better resolved in frequency. This means that a
certain high frequency component can be located
better in time (with less relative error) than a
low frequency component. On the contrary, a low
frequency component can be located better in
frequency, compared to high frequency component.

Wavelet versus Fourier Transforms

Both transforms are linear and the mathematical
properties of the matrices involved in the transforms
are similar. The inverse transform matrix for
both transforms is the transpose of the original.
Wavelets have advantages over traditional Fourier
methods in analyzing physical situations where the
signal contains discontinuities and sharp spikes.
The most interesting dissimilarity is that individual
wavelet functions are localized in space, Fourier sine
and cosine functions are not. This localization
feature, along with wavelets localization of
frequency, makes many functions and operators
using wavelets ‘sparse’ when transformed into the
wavelet domain. This sparseness, in turn, results in a
number of useful applications such as data com-
pression, detecting features in images, and removing
noise from time series. One way to see the time-
frequency resolution differences between the FT and
the WT is to look at the basis function coverage of the
time-frequency plane. In order to isolate signal
discontinuities, some very short basis functions are
needed. At the same time, in order to obtain detailed
frequency analysis, some very long basis functions are
needed. A way to achieve this is to have short high-
frequency basis functions and long low-frequency
ones. This happy medium is obtained with WT. FT
utilizes just the sine and cosine functions (single set of
basis functions). Therefore, its new domain contains
basis functions that are sines and cosines. On the
other hand, WT includes an infinite set of possible
basis functions. Hence, its new domain contains more
complicated basis functions called wavelets, mother
wavelets, or analyzing wavelets. The basis functions
are localized in frequency, making mathematical tools
such as power spectra and scalegrams useful at
picking out frequencies and calculating power
distributions. Thus wavelet analysis provides
immediate access to information that can be obscured
by other time-frequency methods such as Fourier
analysis.

Physical Properties and Analog/Digital
Mitigation Processing in Nonideal
Systems

The weakest link in most imaging systems is time
varying distortions, such as the Earth’s atmosphere,
motion, or vibrations. To obtain clear imaging
through time varying distortions, it is useful to
characterize the physical degradation phenomena
using an OTF. It is often important to use the
appropriate filter based on the OTF magnitude,
modulation transfer function (MTF), to correct

OPTICAL PROCESSING SYSTEMS 73



(restore) the degraded image (using software or
hardware). On the other hand, it may be useful to
incorporate real-time phase correction into the
imaging system such as adaptive optics.

Optical Transfer Function for Incoherent Imaging

In electronics, the transfer function is redefined as the
Fourier transform of the impulse response. The OTF
is defined similarly, but is normalized to its own
maximum value which normally occurs at zero
spatial frequency, that is:

OTF¼tðvÞ¼tðvx;vyÞ

¼

ðð1

21
sðx0

;y0Þexp½2jðvxx0þvyy0Þdx0dy0�ðð1

21
sðx0

;y0Þdx0dy0

¼
Sðvx;vyÞ

Sð0;0Þ
¼MTF expðjPTFÞ ½1�

where Sðvx;vyÞ is the FT of the spread function or
impulse response sðx0;y0Þ: Ordinarily, for artificial
imaging systems, the OTF is maximum at zero
frequency. The magnitude of the OTF is called the
MTF. The name refers to spatial modulation of light
irradiance. If there is no such modulation, irradiance
is uniform and there is no image. Thus, spatial
modulation is related to image quality and MTF is a
measure of the ability of an imaging component or
system to transfer such spatial modulation from input
(object plane) to output (image plane).

There is also a phase transfer function (PTF)
whose importance in resolution is not nearly as
widespread as that of MTF but which, nevertheless,
cannot be neglected. Spatial phase determines image
position and orientation, rather than amount of
detail. If a target is displaced bodily in the image
plane such that each part of the target image is
displaced by the same amount, the target image is
not distorted. However, if portions of the target
image are displaced more or less than other portions,
then the target image is distorted. This information
is contained in the PTF.

The physical implications of the OTF are very
analogous to those of electronics transfer functions.
Both permit determination of output for any given
input. In both cases, since the FT of the delta function
is a constant (unity) amplitude, a delta function input
permits indication of the frequency response of the
system, that is, which frequencies pass through the
system unattenuated and which are attenuated and by
how much. Perfect fidelity or resemblance between
input and output requires infinite bandwidth so that

an impulse function is obtained at output for impulse
function input. In imaging, an impulse formation at
output is a point image. This means that, to obtain a
point image for a point object, infinite spatial
frequency bandwidth is required of the imaging
system. Physically, this means that because of
diffraction effects optical elements such as lenses,
field stops, and mirrors must be of infinite diameter so
as to eliminate diffraction at the edges. This, of
course, is not attainable.

Pixel Modulation Transfer Function

To measure the point spread function (PSF), it is
important to determine which size object can be
considered a point object. This is affected primarily
by instrumentation pixel size. The pixel is the smallest
element recordable in image space. The brightness
value represents average irradiance over that small
portion of the image scene. Pixel size is often related
to detector size. If only a portion of the detector is
illuminated, the output current is equivalent to that
obtained for the same total radiant power absorbed
by the detector but averaged over the entire detector
area. No detail smaller than a pixel can be resolved in
the image. In practice, dead space between pixels
violates isoplanaticism (spatial stationarity), which is
a requirement for linear systems. Nevertheless, dead
space is small and such effects are often neglected in
image system characterization. However, it is
possible to overcome distortions in MTF measure-
ments arising from this lack of isoplanaticism by
using a ‘white’ spatial noise random object. This
gives rise to a white noise random image. The ratio of
the image power spectral density to object power
spectral density is equal to the square of the system
MTF. In this way the lack of isoplanaticism is
overcome by the spatial randomness of the object
and image.

Pixel size strongly affects system MTF. If a pixel
represents a point image, then pixel size and shape are
minimum spread function. A best case OTF for such
an imaging system is then a normalized FTof the pixel
shape. For example, a square pixel yields a two-
dimensional sinc MTF whose width increases as pixel
size decreases.

Optical Transfer Functions for Image Motion
and Vibration

Image blurring caused by vibrations is a factor whose
influence on resolution is often significant in imaging
systems that involve mechanical motion. A stabilized
system, which obtains image motion corrections
by moving optical elements so as to counteract
sensor motions, has a residual error typically on the
order of 2500 mrad/s involving pitch, roll, yaw, and
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forward motion compensation errors. The greatest
errors usually result from rotational vibration. A
stabilized mount-type system has a combined error
typically on the order of 100 mrad/s. Even where
no motion is involved, as in large fixed-position
astronomical telescopes, vibrations deriving from
thermal gradients in the walls and other parts of the
telescope can be the limiting factor in image
resolution.

As a consequence of such image motion, in many
high-resolution systems, despite the use of high-
quality sensors, resolution is limited by image motion
and, as a result, the high-resolution capability of the
sensor may be wasted. It can be a significant waste of
means to use an expensive high-resolution sensor in
such a situation unless the blur can be corrected with
image restoration. In imaging system design, a
convenient engineering tool is OTF. The overall
system OTF is limited by the OTF of the weakest
link. The formulation of such image motion blur into
an OTF format is thus very convenient for system
design and system analysis purposes, as well as for
image restoration.

OTFs can describe image quality for many
forms of image motion such as linear (uniform)
motion, sinusoidal vibrations at high vibration
frequencies, sinusoidal vibrations at low vibration
frequencies, acceleration, etc. The OTF for any type
of image motion can be calculated numerically in
real time provided the motion function is known.
This is usually determined easily via a gyroscope or
microelectronic accelerometer.

In general, the motion of interest is not the actual
relative motion between object and imager, but
rather the relative motion between imager and
image plane. The latter motion is that observed in
the image plane. Both of these motions are related to
each other by the image system magnification.
Hence, image plane relative motion is usually much
less than the actual relative motion. However, any
motion during an exposure gives rise to blurring of
image plane detail. One question to be considered is
how much blur can take place as a result of motion
and still not be noticeable because of inherent blur
deriving from the PSF of the rest of the imaging
system. In other words, assuming that image motion
and vibration blur cannot be removed completely,
how much is tolerable before resolution and target
acquisition capability are affected? This depends on
focal length and system zoom.

A general method of OTF calculation is obtained by
the line spread function (LSF) derived from image
motion transverse to the optical axis. The MTF is
derived as the modulus of the MTF or FT of the LSF,
and the PTF is derived as the phase of the OTF. The LSF

is the probability density function (PDF) of the
histogram of the relative transverse displacement
between object and sensor beginning at time ts and
ending at time ts þ te where ts is measured from the
instant the sensor is first exposed and te is exposure
time.

Recently a method of calculating motion OTF
analytically has been developed for any type of
motion. Also, methods to calculate motion OTF
without a motion sensor have been derived for a
sequence of consecutive images and even from a
single motion-blurred image. All three methods have
been used successfully in image restoration.

Optical Transfer Functions for the Atmosphere

Many properties of the atmosphere affect the quality
of images propagating through it. There are atmos-
pheric phenomena that give rise to attenuation of the
irradiance of the propagating image, thus reducing
the contrast of the final image. There are also
atmospheric phenomena that cause blurring of detail.
Both types of phenomena prevent small detail from
being resolved in the final image, thus degrading
image quality.

Electromagnetic (EM) wave absorption and scat-
tering by the constituent gases and particulates of the
atmosphere and airborne particulates give rise to
attenuation. Scattering of photons by airborne
particulates is manifested as deflections of the
photons to directions other than that of the original
propagation. If such scattering causes the deflected
photons to miss the imaging receiver, then the
scattering is manifested as attenuation. The received
irradiance of the image propagated through the
atmosphere is correspondingly diminished from that
in the object plane. However, if the light scattering is
at very small angles with respect to the original
direction of the propagation, and several such small-
angle scattering events take place, then forward-
scattered radiation can take round-about paths and
still be received by the imaging system together with
the unscattered radiation. The net effect is image
blurring caused by a multitude of angles of arrival at
the imaging receiver of radiation emanating from the
same point in the object plane. Many multiple-
scattering paths give rise to a relatively large
blurred-point image rather than a fine sharp-point
image. Adjacent image plane points can then appear
for a single object plane point, thus degrading image
resolution. Such aerosol scatter blur is known as the
adjacency effect.

Another effect of light scattering, particularly at
large angles, is increased path radiance. The atmos-
pheric background irradiance at wavelengths less
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than 2–4 mm, consists through the day of scattered
background light such as sunlight. This atmospheric
background radiation is imaged over the same
image space as the received irradiance from the
target plane. The result is decreased contrast of
the target plane scene. At wavelengths larger than
4 mm, most of the path radiance is not scattered
sunlight, but rather thermal emission of the atmo-
spheric constituents, gases in particular. This thermal
path radiance decreases contrast in thermal imaging
systems, particularly in the longwave infrared
(8–13 mm).

Turbulence results from variations in the atmos-
pheric refractive index, which are random in both
time and space. These refractive index fluctuations
are caused by local fluctuations in atmospheric
temperatures, pressure, humidity, etc., all of which
are affected by wind speed, which in itself is also
random in time and space. Generally, the larger the
temperature and humidity gradients, the more serious
the image resolution degradation caused by turbu-
lence. The lower the wind speed, the stronger the
impact of turbulence. Scattering and turbulence are
basically two very different physical mechanisms,
each exhibiting quite different properties. Time
dynamic properties such as scintillations and image
dancing derive from turbulence, while aerosol scatter
light changes only slowly with time.

A point that must be strongly emphasized is that
there is no such thing as a purely turbulent, purely
scattering, or purely absorption atmosphere. All three
properties occur simultaneously in the real-world
atmosphere. Modeling and interpretation of experi-
mental results must relate to all three processes. Any
attempt to pretend otherwise is not realistic. In
general, blur is caused by turbulence and small-
angle scatter of light by aerosols and particles.
Attenuation is caused by large-angle scatter and by
absorption.

Generally turbulence blur is dominant for images
near the ground, where ground heating gives rise to
the turbulence. Aerosol blur is usually dominant at
higher elevations, even as little as several meters
above ground, depending on weather conditions and
wavelength.

The product of both aerosol and turbulence
MTFs (in the spatial frequency domain, after FT)
yields approximately atmospheric MTF. The atmos-
pheric MTF can be predicted according to
atmospheric (meteorological) parameters. Aerosol
MTF calculation is based on optical depth, which
includes parameters such as scattering and absorp-
tion coefficients through the atmosphere over the
imaging path. Turbulence MTF calculation is based
on the refractive index structure coefficient, which

includes parameters such as temperature, humidity,
wind speed, etc.

By referring to the edge response in a given
scene the atmospheric MTF may be calculated.
The edge separating the wide white and black bars
is imaged from the scene. The image of the edge is
not a step function because of atmospheric blur.
The gradient of the edge image is the LSF, from
which the overall atmospheric MTF can be
obtained after the FT of the LSF is divided by
the hardware MTF.

Spatial Filtering

Spatial filtering is a process by which we can alter
properties of an optical image by selectively
removing certain spatial frequencies that make up
an object, for example, filtering video data received
from satellite and space probes, or removal of
raster from a television picture or scanned image.
In digital image processing, the term image refers
to a two-dimensional light-intensity function,
where amplitude at spatial coordinates ðx; yÞ
gives the intensity (brightness) of the image at
that point.

Digital image processing techniques are oriented to
transform, enhance, restore, or encode an image.
Digital image restoration is on the basis of the OTF or
even MTF alone describing the image degradation.
Resolution is limited usually not by electronics or
optics, but by image motion and vibration. For long-
range imaging, the image quality may be limited by
atmospheric effects.

By image restoration filters we refer primarily to
spatial frequency filters placed in the spatial fre-
quency plane in the optical data processor. Although
data processing is done optically, the same math-
ematical concept is usually carried out with a digital
computer. It is also possible to do restoration in the
spatial domain. The simplest image restoration filter
is the inverse filter. When noise becomes a problem,
there are often used three classes of minimum mean
square error estimations (MMSEE), which are the
noncausal Wiener filtering, causal Wiener filtering,
and Kalman filtering. Kalman and Wiener filters are
proposed to obtain the optimum solution for the
MMSEE problem in linear systems. Wiener filters are
applied in linear time invariant systems, and Kalman
filters in linear systems which may be either time
invariant or time variant. A novel area of application
for Wiener filtering is image restoration. On the other
hand, if the estimation processes are partial and an
ideal image is not obtainable, a Kalman filter
may present better restoration results than a
Wiener filter.
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Figure 3 demonstrates the restoration result for a
satellite image. Figure 3a presents an original
Landsat 7 enhanced thematic mapper plus (ETMþ )
image of the city of Beer-Sheva, Israel. The image was
recorded from 750 km satellite elevation. The image
was recorded using an ETMþ sensor with 15 m
ground resolution, and its wavelength range is
520–900 nm (Panchromatic band). Figure 3a is of
256 £ 256 pixel size, which is a segment defined as
a region of interest (ROI) in the original image.
The scene was recorded on August 7, 1999 and was
degraded (blurred) as a result of the meteorological
conditions, which were measured and recorded
(as data) at the same time. Figure 3b shows the
restored image using the Kalman filter, which was
based on the atmospheric MTF, which is obtained by
using aerosol MTF with turbulence MTF. The
restored image (Figure 3b) is more detailed. For
example, roads and buildings were deblurred and
became more accurate than in the original image
(Figure 3a).

See also

Environmental Measurements: Optical Transmission
and Scatter of the Atmosphere. Fourier Optics. Holo-
graphy, Techniques: Computer-Generated Holograms.
Quantum Optics: Quantum Computing with Atoms.
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Introduction

The concept of radiation pressure or pressure from
the propagation of light is not new. In the early
seventeenth century, Johannes Kepler proposed that
radiation pressure from the sun accounted for the fact
that tails of comets always point away from the sun.
In 1873, James Maxwell, on the basis of electromag-
netic theory, showed that pressure should result from
the absorption or reflection of a beam of light.
However, early studies in the beginning of the
twentieth century that attempted to detect and
quantify the effects of radiation pressure were
unsuccessful, mainly frustrated by thermal forces
from temperature gradients that tended to obscure
the weak effects of radiation pressure. It was only in
the 1960s, that the advent of lasers provided a light
source with the power to generate sufficient radiation
pressure to overcome forces due to thermal effects.

As lasers became generally available in the early
1970s, Arthur Ashkin from the Bell Labs pioneered
the development of optical tweezers. He showed that
the forces of radiation pressure from focused laser
beams could be used to affect the dynamics of small
transparent micrometer-sized particles. According to
Ashkin, his early experiments were motivated by
simple back of the envelope calculations of the
magnitude of the radiation pressure force of light
on a totally reflecting mirror. Let us consider such
a calculation: a photon of frequency v has a
momentum of "v=c: For a total power of I, we have
a flux of I="v photons per second incident on the
mirror. When the photons are reflected, they
transfer a momentum of 2I=c to the mirror.
The force exerted on the mirror for I ¼ 1 W, is
approximately 1029 N. If the mirror is a 1 mm size
particle weighing 10215 kg, this force will induce an
acceleration of 106 g!

In the following decade, Ashkin demonstrated that
by focusing laser light using a high numerical aperture
microscope objective, strong intensity gradients could
be created to optically trap small dielectric particles
such as microspheres. Ashkin named this trapping
scheme a ‘single-beam gradient force trap’, now more
commonly called optical tweezers.

Today optical tweezers are well-established and
extremely versatile tools for the physical and life

sciences. Using optical tweezers, forces up to 200 pN
can be applied with a resolution of 100 aN on
particles with dimensions on the order of the
wavelength of light. Even particles as small as 5 nm
can be trapped, rotated, positioned, and arrayed.
Optical tweezers have been used in single molecule
studies of biopolymers (DNA, RNA), in the manipu-
lation of various types of cells and in cell sorting, in
microsurgical procedures, as well as in viscoelastic
studies of membranes, and protein. Optical tweezing
has also been the key tool in the understanding of the
workings of molecular motors such as myosin,
kinesin, RNA polymerases, etc.

Theory

Optical tweezers trap dielectric particles using radi-
ation pressure generated by a tightly focused beam of
light from a laser. Depending on the size of the particle
in relation to the wavelength of the trapping beam,
there are two different mechanisms responsible for
trapping small particles in a single beam gradient trap.
For particles in the Mie regime, where the particle size
is large compared to the laser wavelength, a simple
geometric-optics model serves best. Figures 1a–c,
illustrate possible cases of a Mie particle in an optical
trap. Here, the particle is assumed to be a sphere that is
transparent with a refractive index higher than that of
the surrounding medium. The particle behaves as a
convergent lens refracting and deflecting the beam
when its center is displaced from the laser focus. In
Figure 1a, the sphere is axially displaced from the
focus, away from the microscope objective. Ray A is
then refracted toward the surface normal as it enters
and exits the sphere, causing a change in the
momentum of the ray. Due to conservation of
momentum, the sphere reacts with a force Fa in the
opposite direction. The situation is similar for ray
B. The gradient force, F, obtained from the vectorial
addition of Fa and Fb, is directed toward the light
source. At the same time, the scattering force, arising
from back and scattered reflections, is directed away
from the light source. It can be seen that above the
focal point, the scattering and gradient forces act in the
same direction, pushing the particle away from the
light source (Figure 1b). For a particle in the focal
plane, but transversely displaced from the trap center,
the gradient force acts in a restoring direction pushing
the bead into the trap focus (Figure 1c). At a location
just below the focus, the scattering force balances the
gradient force and stable optical trapping is achieved.
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This simple ray optics model can also be used to
estimate the trapping force, an example of such a
calculation is shown in Box 1.

For dielectric particles in the Rayleigh regime,
where the size of the particle is small compared to the
wavelength of the incident light, the particle acts as a
simple dipole. The electromagnetic light wave
polarizes the particle, inducing a set of oscillating
dipoles. The dipoles respond to the electric field of the
incident light in the direction of the gradient,
resulting in the movement of the particle towards
the focal point. Additionally, there is also a scattering
force, acting in the direction of beam propagation,
from light that is scattered or absorbed. While the
scattering force is proportional to the electromagnetic
field, the gradient force is proportional to the gradient
of the electromagnetic field. Therefore, stable optical
trapping can be achieved for a field with a gradient
large enough to overcome the scattering force. This
can be obtained by using a microscope objective with
a high numerical aperture.

Stable trapping is achieved when the energy
associated with the trapping significantly exceeds
the thermal energy of the trapped particle, 1

2 kBT per
degree of freedom. Since the optical gradient is
weakest in the axial direction of the trap, the trap
stiffness in this direction limits its stability. Further-
more, the trap is weakened in the axial direction by
the scattering force, which pushes the microsphere
away from the objective. To overcome this, two
counterpropagating laser beams can be used, not only
to increase the axial gradient of the trap, but also to
provide a compensating scattering force in the
opposite direction.

Force Measurement

Optical tweezers can be used as picotensiometers
or highly sensitive force sensors. Measuring the

displacement of a particle in a trap with known
stiffness k, yields the force F given by

F ¼ 2k·x ½1�

The displacement can be measured in different ways,
ranging from video microscopy to light-scattering
techniques. Some of these methods are discussed in
the instrument design section below.

The trap stiffness is generally not known a priori as
it depends on the shape and intensity of the trap, as
well as the relative refractive index, shape, and
position of the object in the trap. Since theoretical
approximations are usually not accurate enough, the
trap stiffness must be empirically determined and
calibrated.

Various force calibration strategies have evolved
over the years, however, they can be broadly divided
into two types: (i) schemes that rely on the interaction
of the optical trap with viscous forces; and (ii) those
that exploit the thermal fluctuations of the trapped
object.

Force Calibration by Viscous Drag

The conceptual basis for calibration by viscous drag is
simple. A known force is exerted on a trapped object
and the deviation in its position is measured as a
function of the applied force. The trap stiffness can
then be calculated from eqn [1]. Force can be exerted
by either flowing liquid past the trapped object,
translating the microscope stage while keeping the
trap fixed, or translating the optical trap while
keeping the sample fixed.

In a situation where the Reynolds number is small,
inertial forces can be neglected and Stokes’ Law gives
the viscous drag force on a sphere of known radius r :

Fd ¼ ð6phrÞn ¼ bn ½2�

Figure 1 Ray diagram sketches showing three cases of particle trapping in the Mie regime. Rays A and B border the cone of light

focused by a high numerical aperture microscope objective. The refraction of these rays gives rise to forces Fa and Fb, the resultant

force F tends to restore axial and transverse displacements of the particle from the trap focus (at the intersection of dotted rays A and B).
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Here, h, the viscosity of the sample fluid, is known
and immediately allows the determination of the
friction coefficient b of the sphere. The fluid velocity,
n, can be measured in the case of external fluid flow
by either tracking the trapped object when the trap is
switched off or measuring the speed of some other
marker in the sample. If the stage is moved to
generate the fluid flow, the velocity of the fluid
surrounding the trapped object can be estimated from

the motion of the stage. In either case, the drag
coefficient, from eqn [2] may need to be corrected if
the trapped object is close to the walls of the sample
cell. This correction is well known as Faxen’s Law,
which accounts for hydrodynamic interactions
between the trapped particle and the wall.
These effects are particularly significant when the
center of the trapped particle is less than a diameter
away from the wall. The advantage of these fluid-flow

Box 1

Optical Tweezers in the Ray Optics Model

In a simple ray optics model, the trapped microsphere acts like a small lens on the incident laser beam. If
the microsphere is not centered on the beam axis, the beam will be refracted. The corresponding change
in the momentum of the laser beam gives rise to a restoring force on the microsphere.

A photon of frequency v in a medium of refractive index n1 that is deflected by an angle u, as shown in
Figure B1, acquires a lateral momentum of

Dpx ¼
"vn1

c
sin u ½B1�

Momentum conservation requires a counteracting force on the microsphere, which is for a laser beam of
intensity I

Fx ¼
In1

c
sin u ½B2�

Assuming that the deflection angle u is given by the deflection of a beam that is incident on biconvex lens
with curvature R and refractive index n2 at an off-axis displacement Dx, we find for the restoring force on
the microsphere:

Fx ¼
2I

Rc
ðn2 2 n1ÞDx ½B3�

which describes a linear spring with a stiffness of the optical trap of

k ¼
2I

Rc
ðn2 2 n1Þ ½B4�

Figure B1
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calibration methods is that the trap stiffness at regions
far from the trap center can be measured. The
drawback is that, in general, only transverse trapping
forces can be measured and the trapped objects have
to be approximated as spherical or ellipsoidal.

Thermal Motion Methods

These methods measure the Brownian motion of a
trapped particle to deduce the trap stiffness. A
trapped particle experiences three forces: (i) the
thermal forces due to collisions with surrounding
solvent molecules; (ii) forces from viscous drag; and
(iii) the restoring force of the trap. For low Reynolds
numbers, where the inertial effects can be neglected
for the microsphere, the equation of motion is

b _x þ kx ¼ FðtÞ ½3�

Where b is the viscous drag, k is the trap stiffness, and
FðtÞ is a randomly fluctuating Langevin force due to
thermal fluctuations. This motion of the microsphere
in the trap at a temperature T is characterized by a
Lorentzian power spectrum of the form:

x2
f ¼

kbT

2p3bðf 2
0 þ f 2Þ

½4�

where f0 ¼ k=ð2pbÞ is the corner frequency, above
which the motion of the particle is Brownian.

To calibrate the optical trap by the corner
frequency method, the motion of a trapped particle
is observed and its power spectrum, which is the
Fourier transform of the autocorrelation function, is
calculated. Fitting the power spectrum to a Lorent-
zian function will yield the corner frequency f0, which
can be directly related to the trap stiffness k, provided
that the drag coefficient b can be estimated.

Alternatively, the trap stiffness can be obtained
directly from the time constant of the exponential
decay of the autocorrelation function of the
particle motion. The spring constant is the ratio
of the drag coefficient to the time constant of the
trap.

Another approach known as the mean square
displacement method does not require the estimation
of the drag coefficient but does require a well-
calibrated position detector. In this method, the
mean square displacement kx2l of the fluctuations of
a trapped particle is computed from position data and
then by the Equipartition theorem:

kx2l ¼ kbT=k ½5�

This enables a simple, straightforward calculation of
k, the trap stiffness.

Design

Optical tweezing stations broadly fall into three
categories: (i) stand-alone systems; (ii) systems
incorporating an optical microscope; and (iii) com-
pletely configured commercially available systems.
Stand-alone systems feature optical tweezers built
around a microscope objective and suitable optical
components. These systems provide the maximum
flexibility and can be easily reconfigured to adapt to
different experimental needs. Furthermore, they also
tend to provide the best mechanical stability, if
configured properly. Figure 2a shows a picture of a
stand-alone optical tweezing setup from our labora-
tory. This system is capable of the basic tasks of
trapping, holding, and positioning microscopic
objects. The most common optical tweezing stations
are integrated into commercial light microscopes as
sketched in Figure 3. The advantage of these hybrid
systems is that the commercial microscope provides a
flexible, optimized optical imaging platform, in
which the optical trapping system can be integrated
with only moderate difficulty. Figure 2b shows a
picture of a typical optical tweezing station built
around a commercial inverted microscope and
mounted on a vibration–isolation table. This system
includes an acousto-optic modulator that enables
beam scanning for line-tweezing experiments. At the
time of this writing, optical tweezing systems range
from less than $10 000 for basic demonstration
stations to between $50 000 to $100 000 for more
sophisticated hybrid systems.

Commercial fully integrated systems are available
from P.A.L.M. Microlaser Technologies AG (Bern-
ried, Germany), Cell Robotics, Inc (Albuquerque,
NM, USA), and Arryx (Chicago, IL, USA). Figure 2c
shows a commercial optical tweezers set-up available
from P.A.L.M. Microlaser Technologies.

When designing an optical tweezing station, the
first item to consider is the choice of laser system. A
simple single beam tweezing system can be built
around a laser with less than 100 mW of power. Even
though the minimum power required for trapping is a
few milliwatts in the laser focus, there is considerable
power loss in the tweezing and microscope optics.
Also, the trap stiffness and thus the maximum
trapping force decreases linearly with intensity,
therefore most optical tweezers typically use lasers
with an output power of 1 W. In some special
applications, when beam scanning or multiple traps
are required, the power requirement can be signifi-
cantly larger. The wavelength of the laser also affects
the capability of the trap in that the optimum
wavelength depends on the size of the objects that
are to be trapped. In general, the strongest traps occur
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for particles of size comparable to the wavelength of
the laser. Another important concern in the choice of
wavelength is possible damage to the sample from
absorption and heating. In general, biological
material is more transparent to the longer wave-
lengths of the IR spectrum. Studies on living cells have
shown that generally, a range of wavelengths of
700 nm to 1100 nm, termed ‘the optical window’
of cells and tissue, is most suitable. Importantly, at
higher wavelengths there is a reduced possibility
of damage from multiphoton effects. DNA (260 nm)
and proteins (280 nm) are strong absorbers in the
ultraviolet range. Due to multiphoton effects, wave-
lengths between 700–800 nm have been seen to affect
cell metabolism and lead to cell death within seconds.
However, at wavelengths greater than 1000 nm, the
simultaneous absorption of four photons required is
unlikely at typical laser intensities used in trapping
experiments.

The beam quality of the laser also restricts the
choice of laser system. Diode lasers, in particular,

have poor beam quality since the beam is often
elliptical in shape and astigmatic, leading to a larger
inefficient trap. Over the years, Nd-YAG lasers, at
1064 nm, have emerged as the lasers of choice,
providing the best balance between price, power,
and quality.

To achieve stable trapping it is essential to create an
optical potential in which the gradient forces dom-
inate the scattering force as discussed in the
Theory section above. This suggests that the higher
the numerical aperture (NA) of the microscope
objective the stronger and more stable the trap will
be. Oil or water-immersion microscope objectives
with NA . 1.2 are commonly used. Further, this
requirement also implies that the back aperture
(rear entrance) of the microscope objective needs to
be completely filled or, in the case of a Gaussian
beam, overfilled to a certain degree to achieve
optimal trapping efficiency. Since most commercial
objectives are corrected for achromatic and spherical
aberrations in the visual region of the spectrum, only

Figure 2 (a) A stand-alone tweezing station built around a microscope objective mounted on a vibration isolation table. (b) A typical

tweezing station incorporated into a standard commercial microscope. This setup features dual-steerable optical traps and includes a

CCD camera. Position detecting instrumentation can be mounted on the existing microscope stage. (c) The commercially available

PALMw Combisystem utilizes an IR laser (wavelength 1064 nm) and a UV laser (wavelength 377 nm) coupled via the epi-fluorescence

path to a research microscope. The system advertises automated and noncontact laser microdissection as well as trapping, sorting, and

positioning. (Figure 2: (c), courtesy of P.A.L.M. Microlaser Technologies, Bernried, Germany.)

Figure 3 A sketch showing the instrumentation of a typical optical tweezing system incorporated into a commercial microscope.
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a small fraction of the working distance is usable for
viable trapping. Normally this is limited to within
40 mm of the cover slip.

In addition to providing a beam large enough to
overfill the back aperture, there are two other criteria
that the external optics have to satisfy: first, the
optical trap should be parfocal with the specimen
plane. This enables the visualization of trapped
objects. Second, the laser beam should be able to
pivot around the back aperture without moving
laterally to maintain the same degree of overfilling.
This allows for a stable two-dimensionally movable
trap. In practice, these requirements are fulfilled by
using a telescopic system of lenses and Gimbal
mounted mirrors. The latter are special mounts that
enable a mirror to be tilted around its center position
without lateral displacement. The telescope expands
the incoming beam to fill the back aperture of the
microscope objective and also images the back
aperture onto the center of the Gimbal mounted
mirror. As seen in Figure 4, since the back aperture of
the microscope objective and the Gimbal mounted
mirror are in conjugate planes, a small tilting of the
mirror will only result in a change in the angle of
the laser beam entering the microscope objective. The
position of the beam will be unchanged, as will
the degree of overfilling.

More sophisticated optical tweezer designs use
acousto-optic modulators and galvanometer scan-
ning mirrors to create scanning line tweezers and/or
multiple traps. The basic approach is to deflect the
laser beam to create multiple traps or to scan a single
trap to create a one-dimensional potential well.
Additionally, a new generation of holographic optical
tweezers, capable of creating three-dimensional
arrays of trapped particles, has emerged. Computer
generated holograms that modify the phase and

amplitude of the trapping laser are reverse engineered
from the desired two- or three-dimensional optical
trapping patterns. Furthermore, constructing such
holograms from liquid crystal light modulators
allows for dynamic control of the trapping pattern,
yielding a fully computerized reconfigurable trapping
system. An interesting example of the application of
holographic optical tweezers to colloidal transport is
shown in Figure 5, the first demonstration of
‘kinetically locked-in states’ where particles traveling
across a potential mesh display a preference for
certain paths.

It is to be noted that the optical tweezer is
fundamentally a constant-extension technique, that
is, it attempts to maintain the extension of a stretched
molecule whereas the force is varied. However, it is of
interest to study the action of molecular motors under
constant force conditions. A basic optical tweezers
setup can be modified to include an electronic
feedback loop to provide constant force conditions.
More recently, scanning-line optical tweezers have
been adapted to implement all-optical constant force
schemes that dispense with the need for electronic
feedback.

An important aspect of any force measurement is
the ability to accurately image and measure the
position of a trapped particle. Standard digital video
microscopy techniques yield a resolution of ,5 nm
but have limited bandwidth and thus cannot be used
for systems that employ feedback control of laser
intensity or trap position. In these systems, the
forward- or back-scattered trapping laser light from
the trapped particle can be imaged onto a calibrated
quadrant photodiode to provide sensitive position
detection at high bandwidths (,1 kHz). If the
photodiode is fixed in a plane conjugate to the back
focal plane of the microscope objective, the trap can

Figure 4 A sketch showing the working of a gimbal mounted mirror in two positions (shown as shaded and as unshaded). For small

tilts of the mirror, the beam is seen to ‘pivot’ about the back aperture of the microscope objective resulting in the displacement of the

optical trap in the focal plane. Note that for both beams the degree of overfilling of the back aperture of the microscope objective is

unchanged, a crucial requirement for movable traps.
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be moved without having to move or recalibrate the
photodiode detector. Using the quadrant photodiode
method 2- and 3-dimensional position sensing is
possible. A further improvement is found in schemes
that use an additional laser dedicated to position
sensing. The most sensitive method, however, for
position sensing is interferometry. In this scheme, the
trapping laser beam is split into two orthogonally
polarized beams that are recombined after passing
through the microscope objective and the sample. For
a particle perfectly centered in the trap, the resulting
combined beam has a circular polarization. In other
cases, the bead displacement is sensitively reflected in
the ellipticity of the polarization.

Applications

Colloids

Optical tweezers have been widely used to probe the
interaction in colloids and other complex fluids. In
fact, an optical tweezer apparatus was included in the
instrumentation on the International Space Station
for use with colloidal crystallization experiments in
space. Various aspects of colloidal interactions have
been studied using optical tweezers including mutual-
and self-diffusion coefficients, the effects of hydro-
dynamic and electrostatic interactions, and depletion

layer effects. More sophisticated scanning-line tweez-
ing setups have been used to probe entropically driven
self-assembly and interactions of colloids in polymer
suspensions.

Blinking optical tweezers provide an elegant
method for positioning colloidal particles in configur-
ations of interest in a solution. When the tweezers are
switched off the colloids respond to their environ-
ment, reacting to thermal forces and interacting either
with other colloids or interfaces. The trajectories of
the released colloids can be tracked and analyzed in
2D using digital video microscopy or 3D if combined
with an evanescent illumination scheme. Switching
on the tweezers again results in a return to the initial
configuration, yielding a reproducible and tightly
controlled experiment to examine colloidal behavior.

Biopolymers

The study of biopolymers has benefited from the
development of optical tweezers. By chemically
attaching a trappable latex microsphere to a biopo-
lymer of interest, the molecule can be stretched,
positioned, or moved. Measuring the response of the
biopolymer to these external forces yields useful
information such as elasticity, rigidity, and domain
unfolding characteristics. This information obtained
at a single molecule level has provided invaluable
insight into the relationships between the structure
and function of biopolymers. For example, in an early
tweezing experiment, characterizing the intrinsic
elasticity of l-phage DNA, it was discovered that
the double-stranded DNA undergoes a reversible
structural transition when stretched at forces greater
than 65 pN, extending to about 1.7 times its crystal-
lographic contour length. These studies comple-
ment well-established structural techniques, such as
X-ray crystallography and NMR, which provide
information in a force-free environment. Further-
more, by anchoring one strand of DNA to a surface
and pulling on the other strand, unzipping forces for
DNA have been measured. Optical tweezers have also
been combined with other mechanical tools, such as a
micropipette, and used as sensitive tensiometers.
Protein folding and unfolding experiments are
generally harder, as their contour length is shorter
than that of typical DNA fragments. Nevertheless,
the folding and unfolding behavior of single giant
muscle protein, titin has been probed by attaching a
different latex bead to either end of the molecule. The
first bead is held by a movable micropipette and the
second bead is optically trapped. As the micropipette
is moved, the position of the optically trapped bead
provides information about the forces required to
unfold the membrane domains of the protein.

Figure 5 Data showing the superimposed paths of approxi-

mately 18 000 micron-sized particles flowing across a 10 £ 10

grid of optical traps created by holographic optical tweezers. The

particles are deflected laterally assuming a path dictated by the

potential energy landscape and display kinetically locked-in

states. This technique can be used to sort particles based on size,

refractive index or charge. (Picture courtesy of D. Grier.)
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Molecular Motors

Molecular motors (proteins that transduce chemical
potential energy in to mechanical motion) have been
the subject of intense attention since the early 1990s.
Optical tweezers have played a crucial role in
furthering the understanding of the mechanisms of
molecular motors. The characteristics of molecular
motor systems that have been studied with optical
tweezers include speed, step-size, processivity,
ATPs consumed per stroke, stall force, and static
force. In fact, many of the advances in optical
tweezers technology have been motivated by the
study of molecular motors and have lead to

spectacular results. An impressive example is the
observance of the stepping motion of kinesin, as
shown in Figure 6. Other experiments on molecular
motors with optical tweezers have measured the stall
force of motors as they move along their polymer
track, or observed the transcription of DNA and
RNA polymers, yielding interesting observations of
the pauses during the transcription process.

Cells

The application of optical tweezers to cell biology
was first demonstrated by Ashkin and co-workers
in the late 1980s, by successfully trapping living
objects: large viruses and bacteria. Since then, optical
tweezers have been widely used to study various
aspects of cellular biology. These include cell repro-
duction, growth, adhesion, mobility, and membrane
elasticity. Additionally, the noninvasive nature of
optical tweezers enables manipulations in the
interior of an unopened object, allowing for the
study of intracellular mechanisms by subcellular
manipulations.

Optical tweezers have also been combined with
various techniques to yield application-oriented tools
for cell biologists. For instance, the combination of
optical tweezers and state-of-the-art image recog-
nition algorithms has been used to develop micro-
fluidic cell sorters. In reproductive medicine, two of
the major problems are penetration of the egg and
sperm motility. A promising new solution combines
laser zona drilling to pierce the egg envelope and
optical tweezing to transport the sperm cells to the egg.

See also

Modulators: Acousto-Optics.
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Figure 6 Observation of the stepping motion of the molecular

motor kinesin. (a) A microsphere attached to a kinesin molecule is

optically trapped; as the kinesin steps along a microtubule track

which is immobilized onto a glass substrate, it pulls on the

microsphere, whose motion is followed by an electronic feedback

mechanism. (b) Motion of a single kinesin motor stepping against

a 5 pN force. The data shows the discrete 8 nm steps of kinesin.

(Figures courtesy of S. Block.)
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Introduction

Phase conjugation of a wave is a process that has long
been recognized. However, the technique for produ-
cing high-quality phase conjugation is relatively new.
Also, the principal use of phase conjugation, the
correction of phase errors in waves that have
propagated through phase-distorting media, is rela-
tively new, having originated in holography in the
1960s. Today, phase conjugation is an important area
of modern optics. This article describes the conju-
gation of a wavefield by the process of holography
and the holographic phase conjugation method of
removing phase distortions from a wavefield, thereby
permitting high-quality images to be produced from
phase-distorted waves.

The basic meaning of a conjugated wave is
explained with the aid of Figure 1. Figure 1a shows
a wavefield propagating to the right. For simplicity,
we show only one wavefront, i.e., one contour of
constant phase. It is understood that a wavefield
consists of a sequence of such wavefronts, with each
wavefront differing in phase by 2p from the adjacent

one, and separated by the wavelength l. Of the two
points, A and B, on the wavefront, we say that the
wavefront at A lags that at B, since when the
wavefront crosses a plane normal to the direction of
travel, point A of the wavefront crosses that plane
behind point B. The wavefield produces, at the plane
P, a field aeif, where a is the amplitude and f is the
phase of the wavefront at the plane P.

We place a phase conjugator in the path of the
wave. The wave passes through the conjugator,
emerging as a phase conjugated wave, in which the
point B, which formerly led point A in phase, now lags
behind it by a corresponding amount. This illustrates
the basic meaning of the term ‘phase conjugation’.
This device could be considered as a forward phase
conjugator, since the phase conjugated wave travels in
the same direction as the original wave.

Next (Figure 1b) we describe a backward phase
conjugator. The conjugate wave travels in a direction
opposite to that of the incident wave. The conjugate
wave emitted by the phase conjugator seems to be

Figure 1 A phase conjugator. (a) shows a forward phase

conjugator; (b) shows a backward phase conjugator. For clarity, in

(b) the conjugated wave is shown with dotted lines. PC is phase

conjugator, and P is the entrance plane of the conjugator.



identical to the incident wave; we show the two
waves to be in coincidence, or more precisely, for
purposes of clarity, almost in coincidence. The points
A on the two wavefronts coincide, as do the points
B. As before, on the incident wave, point A lags
behind point B. On the exiting wave, since the wave is
traveling in the opposite direction, point B is now
lagging point A, i.e., is lagging in phase. In either case,
forward or backward conjugation, the wave
emerging from the conjugator has the complex
amplitude aðx; yÞe2 ifðx;yÞ:

A phase conjugator (backward variety) is like a
mirror, in that it obeys the basic mirror law, that the
angle of reflection equals the angle of incidence, but in
a rather different way, as Figure 2 shows. In fact, the
reflected ray travels back on itself. A simple way to
generate a conjugate wave, and one that has been
known for a very long time, is with the use of an array
of retroreflectors, or corner cubes. As shown in
Figure 3, each ray undergoes two reflections and
emerges traveling in exactly the opposite direction,
although with some displacement. If we considered
the third dimension, there could be three reflections.
The amount of displacement depends on where the
ray strikes; if it strikes near the apex of the corner
cube, the ray displacement will be slight; if at the
edge, the displacement is greatest. Thus, the image
formed in reflection is degraded. This geometrical

degradation is greater for larger corner cubes. Thus,
why not make the cubes very small? Then, however,
the image is degraded by diffraction effects, since each
corner cube constitutes a small aperture. Thus, there
is an optimum size for the cubes; if too large,
geometrical factors degrade the image; if too small,
diffraction effects degrade the image.

Phase Conjugation by Holography

With holography, however, came a method of
conjugating a wavefront that yields high-resolution
imagery. The holographic process inherently pro-
duces a phase conjugate image, as was noted by
Gabor in his early papers on holography.
The holographic process is illustrated in Figure 4.
For simplicity, we assume the object to be a planar
transparency sðx; yÞ: A coherent light wave, generally
a plane or spherical wave, passes through the
transparency and a diffracted field u is produced at
the recording plane P, as in Figure 4a. The field u is
typically the Fresnel diffraction pattern of the object
s, but if the propagation distance is sufficiently great,
u could be the Fraunhofer pattern of s. Of course,
lenses can be placed between the object and recording
planes, thus modifying the diffraction pattern.

The field u is combined with a reference wave uo,
which is generally an off-axis planar or spherical
wave. The two beams produce an interference pattern
with intensity

I ¼ luo þ ul2 ¼ luol
2
þ lul2 þ 2Re up

ou ½1�

where the final term can be written as up
ou þ uoup;

the p denotes complex conjugate. The process of
forming the interference of the two beams, i.e.,
forming the intensity of their sum, has generated
the conjugate term up: When the intensity is
recorded, as on photographic film, for example,
both terms are stored on the film. Suppose for
simplicity that uo is a plane wave aoei2pfox; where ao

is a constant, and fo ¼ ðsin uÞ=l; where u is the angle
that the reference wave makes with the optic axis
and l is the wavelength of the light. Also, u can be

Figure 2 Light reflected from mirrors. (a) Light falling on a conventional mirror and being reflected; (b) light reflected from a

conjugating mirror; (c) as in (b), except that illustration is with wavefronts instead of rays.

Figure 3 A ray of light reflected from a retroreflector (or corner

cube).
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written as a product of an amplitude term a and a
phase term eif, or u ¼ aeif: Let the photographic
plate, after exposure and development, have a
transmittance t proportional to the intensity I, or
t ¼ kI; with k a constant; this is an oversimplifica-
tion of the recording process, but preserves the
essence of the holographic process. Now let the
photographic plate, which after development
becomes a hologram, be illuminated with a readout
wave that, for simplicity, we let be uo, a duplicate
of the reference wave. Then, the field emerging
from the hologram is

ue ¼ uok
h
luol

2
þ lul2 þ up

ou þ uoup
i

½2�

Only the last two terms are of interest. These can
be written as kluol

2u and ku2
oup; respectively, or

alternatively, as ka2
oaeif and ka2

oaeið4pfox2fÞ: The
term kluol

2u represents a wave that is, to within a
constant, identical to the object wave u; the other
term represents a wave that is, to within a constant
and a linear phase term, a conjugate of the original
wave. The factor ei4pfox has the physical meaning
that the wave is propagating in a direction 2u given
by sin 2u=l ¼ 2fo: The readout waves are shown
in Figure 4b.

The so-called true wave u and the conjugate wave
up thus propagate angularly away from each other

and from the direct transmitted beam, which carries
the uninteresting components luol2 and lul2.

However, a more suitable way to form the
conjugate wave is to illuminate the hologram with
a readout wave that is, again, a duplicate of the
original reference wave, but propagating in the
opposite direction, as in Figure 4c. The conjugate
wave is now propagating along the z axis, along the
path of the original object wave. It is readily shown
that this counterpropagating wave is identical in
shape to the original object wave recorded by the
hologram, except that it travels in the opposite
direction, exactly the situation portrayed in Figure 2.
This wave propagates so as to form an image that is,
to within a constant, identical to the original object,
except for the counterpropagation, which produces a
conjugate image spðx; yÞ: The image intensity, how-
ever, is lsl2, which is identical to the original image
intensity.

This conjugate wave was, in the early days of
holography, a detriment, since without the use of the
off-axis method (reference wave introduced at an
angle to the object wave) the two images were
inseparable, and the true image could be observed
only against the background of the defocused
conjugate image. Thus, an out-of-focus image over-
laid the true image, making it noisy.

In 1962, the same year that the off-axis reference
wave for separating the two images was introduced, a
possible use for the conjugate image was suggested. If
the original propagation path of the object wave were
aberrated, as would occur if the wave propagated
through an irregular medium, then the conjugate wave
propagating through the medium would undergo a
correction and would arrive at the original object
position perfectly corrected, resulting in a sharp
image, a process sometimes called wavefront healing.
The idea lay dormant for 3 years, until in 1965,
experimental demonstration of this idea was reported.
In one case, the object was a transparency containing
opaque lettering against a transparent background
and the inhomogeneity was a piece of frosted glass,
which resulted in extremely severe aberrations, so that
the object wave, having traversed the diffuser, was no
longer capable of forming an image. However, when
the distorted wave was recorded holographically,
conjugated, and sent back through the same diffuser,
the result was a highly legible image.

The principle of wavefront healing is illustrated in
Figure 5, when the inhomogeneity is an extended,
or three-dimensional, structure. A point object O
sends a spherical wave into the inhomogeneity.
As the wavefront propagates, it becomes distorted,
and loses its sphericity. When it emerges from the
inhomogeneity, the wavefront is highly distorted.

Figure 4 The holographic process. (a) Making the hologram; (b)

reading out the hologram, using a readout beam that duplicates

reference beam; (c) reading out with reversal of reference beam.
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The wave is conjugated at the conjugator C and
emerges as a back-propagating wave that retraces the
original wave path through the inhomogeneity,
gradually losing its aberrations and looking more
like a spherical wave. When it emerges from the
inhomogeneity, it is a perfect spherical wave that
converges to a point image that coincides with the
original object. At each plane throughout the
inhomogeneity, the back-propagating conjugate
wave (dashed lines) has the same shape as did the
original wave when it crossed that plane (solid line).

This interesting wavefront healing property of
holographic phase conjugation was the beginning of
a new branch of optics, called phase conjugation,
giving rise to a number of applications. However, the
holographic method had the problem that it did not
occur instantaneously, but had to await the proces-
sing of the photographic film on which the hologram
was recorded. This delay limited the range of
potential applications. Later, in the 1970s, nonlinear
crystals became available that did the equivalent of
holography, but in real time, or near real time – a
process known as four wave mixing. There are yet
other types of real-time phase conjugators with
nonlinear devices.

Pseudoscopic Image

As long as the object is only two-dimensional, a
function of x and y only, with no extent along the
axial dimension, z, the intensity distribution of the
true and conjugate images is identical. The conjug-
ateness, being a pure phase phenomenon, disappears
when the observable is the image intensity lsl2, and
not the complex amplitude s. Since the intensity is
always the observable, whether the image is viewed
by eye, or with a camera, the conjugateness generally
is of no significance.

However, when the object for holography is three-
dimensional, the situation is different, and the

conjugate image exhibits some strange properties.
These arise from conflicting cues pertaining to the
three-dimensionality of the image. To explain, we
review some basics about how a three-dimensional
world is perceived by a viewer. First, there is the
stereo effect, resulting from the viewer having two
eyes, with each eye seeing an object from slightly
different positions, a phenomenon called binocular
disparity. The mind uses this stereo effect to perceive
three-dimensionality. But there are other cues that
also contribute to perception of three-dimensionality.
Another is parallax; as the viewer moves his head,
objects farther from the observer change their angular
position more slowly than objects close by. The
observer can sense the three-dimensionality of an
object, even with only one eye, by moving the head,
thereby inducing parallax. Also, there is interposi-
tion, whereby near object portions block the viewing
of object portions lying behind them, again giving a
sense of depth. There are still other cues, more
subjective, such as perspective, parallel lines conver-
ging toward infinity, shadowing, etc. With these
observations in mind, we consider the hologram
under illumination and the two images that it forms
(Figure 6). As depicted in Figure 6, these two images
lie in mirror symmetrical positions relative to the
hologram. Both images have the same side facing the
hologram. It must be this way, because when
the hologram was recorded, it was side a that faced
the recording plane. And both images must therefore
have side a closer to the hologram.

When a viewer observes the true image (a virtual
image), he views it looking through the hologram,
and he sees the image at the position where the
original object was when the hologram was recorded,
and it is, in its visual properties, indistinguishable
from the actual object; it has all of the three-
dimensional and the parallax properties that the
original object would exhibit. However, when the
viewer observes the conjugate image, he must view it

Figure 5 The wavefront healing process. C is the conjugator, I is the inhomogeneity, and O is a point object.
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from the side of the image opposite from the
hologram, i.e., he views the image from the back
side. When a viewer observes the conjugate image, he
sees it from the back side (side b). All of the above
cited cues are in agreement about the orientation of
the image, viz., that side b is closer to the observer
than is side a. That is, all cues but one. The conjugate
image is formed as the hologram recording plate saw
it, with side a being closer. Thus, all interpositions are
formed with the same relation that the object had
with respect to the recording plate. The side a is the
part of the object that was closer to the hologram, so
that when interpositions occur, side a blocks side b.
Since the observer thus sees side a partially obscuring
side b, he must conclude that side a is closer than is
side b. However, this observation is in direct conflict
with the other cues, especially the stereo and the
parallax cues, which are themselves strong cues, as is
the interposition cue. The conflict of these cues, with
two of them interpreting the image as being formed
with one depth orientation, the other with the
opposite, gives a number of strange effects. For
example, as the viewer moves his head so as to
induce parallax, the object appears to rotate. If the
image is that of a human head, for example, the
observed effect is that as the viewer changes his
position, the head appears to rotate in synchronism
with the observer, as if the image had its gaze fixed
on the viewer, an effect that is often perceived as
being eerie.

Similarly, if the object were two flat plates,
(Figure 7) in the situation depicted, the planes have
no overlap, i.e., no interposition, as seen by the
observer. And the observer unequivocally perceives
plate A as being closer than plate B. However, if
the viewer moves his head to a position where

interposition occurs, the conflict of cues arises,
A becomes partially blocked by B, which is quite
correct as observed at the position of the hologram,
but is quite incorrect from the viewer’s vantage point.
The result of this conflict is that the viewer, who
previously perceived the three-dimensionality, now
sees the three-dimensionality perception suddenly
collapse, and the sense of three-dimensionality is
lost. Other strange perception anomalies can also be
produced. Such images, with conflicting depth cues,
are called pseudoscopic, as opposed to orthoscopic
images, where the cues do not conflict.

One Way Phase Conjugation

A significant limitation of phase conjugation aberra-
tion correction is that the image and object are on the
same side of the inhomogeneity. One would usually
want them to be on opposite sides. In a modified form

Figure 6 Formation of the true and conjugate images from a hologram.

Figure 7 Pseudoscopic conjugate image formed from an object

consisting of two plates. The viewer V perceives plate A as being

closer than B and there are no conflicting cues, since there is no

interposition. However, if the observer moves his head upward,

there is partial interposition, thus conflicting cues, and the sense of

three-dimensionality is lost.
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of the phase conjugation process, shown in Figure 8,
this result is achieved. The first step of the process is
carried out by passing a plane wave, instead of the
object wave, through the inhomogeneity. This plane
wave originates from a point source located at the
focal plane of a collimating lens. The plane wave thus
carries information about the inhomogeneity to the
recording plate, where it is combined with a reference
wave and a hologram of the distorted plane wave is
recorded. Thus, information about the phase defect is
stored on the hologram.

Next, the hologram is read out, not with a
counterpropagating replica of the reference wave as
before, but instead with an object-bearing wave that
passes through the hologram. This wave emerges
from the hologram and now has on it the recorded
aberration information. As it counterpropagates
along the path of the original object wave, it passes
through the inhomogeneity, whereupon the aberra-
tion is cancelled and a corrected image forms at the
focal plane of the collimating lens, where previously
the point source had originated. The goal is achieved;
the object and the corrected image are now on
opposite sides of the inhomogeneity.

This correction is only approximate. To explain,
we think of the object as being a collection of many
points. The radiation from each point is converted

into a plane wave by the lens, with different object
points producing plane waves propagating at differ-
ent angles. These plane waves then impinge on the
hologram and emerge with each one bearing the
aberration stored on the hologram. They continue
on their paths and enter the inhomogeneity.
The plane wave component, whose path direction
matches that of the reference wave used in recording
the hologram, will emerge from the inhomogeneity
as a perfectly corrected wave, thus forming a well-
corrected point image at the position of the original
point radiator. However, another plane wave com-
ponent, traveling in an incorrect direction, will be
laterally displaced from the proper position for
entering the inhomogeneity, and the aberration
correction will be imperfect, the degree of imperfec-
tion being in direct relation to this displacement
error. The displacement error is the product of the
angular error and the propagation distance
between hologram and inhomogeneity. If the
inhomogeneity is slowly varying as a function of x
and y, and if the object does not have a large extent,
so that the range of angles is small, the image
degradation will be small.

If the last two conditions do not apply, two
options are available. First, the distance between
inhomogeneity and hologram can be reduced, either

Figure 8 One-way phase conjugation. Top: Making the hologram. Bottom: The viewing process. We show three points on the object.

The center point forms a well-corrected image, but the other two points produce imperfectly corrected images.
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by bringing the hologram closer to the inhomogen-
eity, or by imaging the hologram onto the inhom-
ogeneity. The correction is now valid over a wider
extent of the image, especially if the inhomogeneity
can be treated as planar rather than extending over a
volume. Alternatively, a scanning process can be
carried out on the object beam falling on the
hologram, so that in sequence, each plane wave
component assumes the proper angle to counter-
propagate along the path for perfect correction, and
will form a well-corrected image point. This output
spot then falls on a pinhole positioned to separate it
from other, imperfectly corrected points. Then, over
time, all points of the object will form well-corrected
image points, and the entire object will thus be well-
imaged. The one way phase conjugation method was
first used to correct the spherical aberration of a lens,
and the result was quite successful.

Phase conjugation has become an important
branch of modern optics. The process is often carried
out using photographic materials. More often nowa-
days, it is carried out using nonlinear crystals. Some
of the crystal methods are essentially holography in

real time, but others, such as phase conjugation by
Brillouin scattering, go beyond holography.

See also

Nonlinear Optics, Basics: Nonlinear Optical Phase
Conjugation. Phase Control: Wavefront Coding.
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Introduction

We describe a new paradigm for designing imaging
systems that have performance that is otherwise
unobtainable. These are hybrid systems that use the
optics of the system to acquire an ‘intermediate’
image, which is processed to produce the final image.
The optical components of the system are designed
jointly with signal processing to optimize overall
performance. It is possible to extend the depth of field
of an imaging system, for example, by a factor of
eight to ten. On the other hand, by concentrating on
the increase of the depth of focus in the detector
plane, it is possible to use that increase in the depth of
focus to make the system invariant to focus-related
aberrations. By doing this, it becomes possible to
design a single-lens imaging system with small f-
number and large field of view. Another example of
the sort of new imaging system that can be designed is

a two-lens zoom lens that images with a large field
and a very short overall length.

First, the term ‘Wavefront Coding’ is defined as
employed with imaging systems, and a description is
given of how such coding is achieved. Examples of
means of applying Wavefront Coding are given along
with the analysis and design tools that are useful in
designing hybrid optical/digital imaging systems.
Finally, some potential future applications of Wave-
front Coding in imaging systems are suggested.

Background and Basic Concepts

Some early suggested modifications to imaging
systems can be viewed as wavefront modification,
even though they were not described in that manner
at the time. These include the work of Ojeda-
Castañeda that described masks to block portions
of the lens to extend the depth of field. In addition, it
has long been known that the depth of field is slightly
greater in lenses that have spherical aberration. In
both of these cases, the wavefront is modified, in one
case by changing the wave amplitude, and in the other
by a deviation from the traditional ideal phase front.
However, in both cases, the increase in the depth of
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field was only a few percent. Häusler extended the
depth of field by requiring that the focus be
continuously changed during the exposure time of
the camera. This resulted in a modulation transfer
function (MTF) for the imaging system that was the
incoherent superposition of a spread of MTFs for the
different foci during the exposure. To form an
acceptable image, signal processing was used.

The use of Wavefront Coding here refers to new
optical systems arrived at by designing the modu-
lation of the wave and signal processing to achieve
previously unobtainable imaging modalities. These
new imaging systems can have more than an order of
magnitude increase in depth of field, for example. The
coding of signals so that particular information is
optimally conveyed is not new. For example, in radar,
coding of the pulses is done to optimally provide
information concerning a target’s range. At the radar
receiver, signal processing is required to extract the
range information. In a similar manner, an imaging
system can have a coded wavefront in order to
provide range or misfocus information in a manner
such that signal processing can easily extract the
desired information in the scene. Alternatively, the
wavefront can be modified so that the imaging system
is invariant to object depth or to misfocus of the
system, so that, after processing, good resolution can
be obtained over a large image depth.

A primary feature of Wavefront Coding in imaging
is that the optical image-gathering portion of the
system can be designed in combination with the
design of the signal processing. This is normally not
done in the design of imaging systems. It is done,
however, in tomography, coded aperture imaging,
and sometimes, interferometric imaging. In 1984, a
group pointed out the potential of increasing the
performance of imaging systems by jointly designing
the optics and the signal processing. Since that time,
major advances have been made in doing this. Now,
several analysis and design tools are available, and are
described in the following section.

Theory and Applications of
Wavefront Coding

Wavefront Coding refers to a modification of the
imaging system by placing specialized phase plates (or
phase and amplitude masks) in the aperture stop, or
in an image of the aperture stop, of the imaging
system. This could be a phase plate as a separate
optical element, or, if a surface of a lens is close to the
aperture stop, the Wavefront Coding surface can be
superimposed onto the normal lens surface. Proces-
sing to decode the image that is formed by the

detector array (the intermediate image) is related
to the coding that is impressed on the wavefront.
The term ‘signal processing’ also includes the spatial
integration provided by the width and height of the
pixels. The final image is hence a function of the
optics that form the intermediate image and the signal
processing that produces the final image.

In the following section, we discuss the Woodward
function as used in analysis and design of hybrid
imaging systems, and show visualizations of the effect
of Wavefront Coding on the image performance of
two dramatically different types of systems. Then,
other design techniques are discussed for imaging
systems using Wavefront Coding and several
examples of systems are given where the depth of
field of imaging systems is extended by at least an
order of magnitude. By concentrating on the increase
in the depth of focus, rather than the depth of
field, very simple imaging systems can be designed
where Wavefront Coding makes the imaging system
invariant to focus-related aberrations, and the
shape of the lens is used to minimize the other
aberrations.

Wavefront Coding Theory

The Woodward function
P. M. Woodward showed that the capability of a
radar system to estimate both the range and the
velocity of a target can be described by a mathemat-
ical function that became known as the Ambiguity
Function. The Ambiguity Function shows how well
systems that use different types of radar pulses can
measure the transit time of the pulse (hence the range
to the target) and the Doppler shift in the frequency of
the returned pulse (hence the velocity of the target).
Because the parameters, range, and Doppler, are
measured with different accuracy, there is ambiguity
in the measurement, and the Ambiguity Function is a
display of the tradeoffs that are possible, Brenner,
Lohmann, and Ojeda-Castañeda showed that the
same mathematical function, with differently defined
variables, can represent the Optical Transfer Function
(OTF) of a one-dimensional imaging system.

The Ambiguity Function for a radar system is given
by

Aðu; vÞ ¼
ð

Pðx þ u=2ÞPpðx 2 u=2Þ expði2pvxÞdx ½1�

where i ¼ sqrtð21Þ; p denotes complex conjugate, u is
time, v is frequency, x is a dummy variable, and PðxÞ
is a complex function representing the transmitted
waveform of the radar system. The OTF of a one-
dimensional imaging system for different values of
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misfocus can be written as

Hðu;cÞ ¼
ðn

Pðxþu=2Þ expðjðxþu=2Þ2cÞ
o

£

n
Ppðx2u=2Þ expð2jðx2u=2Þ2cÞ

o
dx ½2�

where PðxÞ represents the complex pupil function of
the imaging system. The misfocus parameter c can be
shown to be equal to the physical parameters:

c ¼ ðpL2
=ð4lÞÞð1=f 21=do 21=diÞ

¼ 2pW20=l¼ kW20 ½3�

where L is the one-dimensional length of the aperture,
and l is the center wavelength of the narrowband
illumination. The distance do is measured between
the object and the first principal plane of the lens, and
di is the distance between the second principal plane
of the lens and the image plane. The focal length of
the lens is given by f : The wavenumber is given by k
and the traditional misfocus aberration constant is
given by W20: A comparison of the form of the
ambiguity function and the OTF shows that:

Hðu;cÞ ¼Aðu;uc=pÞ ½4�

The mathematics of the Woodward function as
used for the Ambiguity Function has been studied
extensively. Hence one can apply the theory that was
worked out for the Ambiguity Function to the study
of imaging systems. This gives a tool that is, in many
ways, more powerful than other forms of three-
dimensional optical transfer functions. For example,
it can be shown that the squared volume under the
Woodward function is a constant. This means that
whatever one does to modify the Woodward func-
tion, there is a constraint on what can be done.
Another constant is the power under a vertical cut of
the Woodward function at a particular value of
spatial frequency. This means that there is constant
power for all misfocus values at any given spatial
frequency. It can be bunched up about the normal in-
focus position, or it can be spread out as shown
below, but the squared area does not change.

Examples of the Woodward function for different
imaging systems
A display of the Woodward function for a high-
quality, one-dimensional lens is shown in Figure 1a.
The horizontal line and the slanted line represent in-
focus and out-of-focus slices through the Woodward
function. A projection onto the horizontal axis gives

Figure 1 (a) The Woodward function for a high-quality one-dimensional lens with slices that represent in-focus and out-of-focus

imaging. (b) The corresponding values of the modulation transfer function for those two cases.
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the OTFs for those two focal conditions. The
magnitudes of those two OTFs, the MTF, is shown
in Figure 1b. Note that the out-of-focus MTF goes
through a zero, where there is a phase shift, which
gives a contrast reversal in the image.

Extended depth of field. Figure 2a shows the
corresponding display of the Woodward function for
a one-dimensional lens with a cubic phase function,
f ¼ ax3 added in the aperture stop. The appearance
of the Woodward function immediately shows that
this imaging system will have an increased depth of
field, because the Woodward function shows that
the energy is spread over a larger misfocus region.
The slices in the Woodward function are taken for the
same misfocus values as were used for the images in
Figure 1. Notice that the MTFs of Figure 2b are very
similar, and that the MTF for the misfocused case
does not go through a zero. This implies that the
imaging system will have an extended depth of focus.

The analogy to the Ambiguity Function of radar
was key in selection of the cubic function for early
demonstrations of extending the depth of field of an
imaging system. Work in the radar field had shown
that a radar pulse, where the carrier frequency
increases quadratically with time, has an Ambiguity

Function that is identical to the distribution in
Figure 2a. Because a quadratic in time is a cubic in
phase, the cubic phase function:

f ¼ ax3 ½5�

was selected as one that will provide the same
Woodward function, and hence an increase in the
depth of field. Many families of phase distributions
have now been found that extend the depth of focus
of an imaging system.

Antialiasing. When the resolution of the optics of
an imaging system exceeds the resolution of the image
detector array, the high spatial frequencies cannot be
detected. They are not lost, however. When a spatial
frequency is sampled below the Nyquist sampling
rate, the high spatial frequency shows up, or aliases,
as a lower spatial frequency. This aliased frequency is
equal to the sampling frequency (determined by the
pixel spacing) less the difference between the high
frequency that has been undersampled and the
sampling frequency. This results in an image with
broad bands (low spatial frequencies) across the
image as is often seen in television images of patterns
with high spatial frequency content, such as striped
shirts. Because the signal power at a given spatial

Figure 2 The Woodward function and the modulation transfer functions for a high-quality one-dimensional lens that has a phase plate

with a cubic profile in the aperture stop. (a) The Woodward function showing a broadened pattern that is indicative of an increased depth

of field. (b) The MTFs that are associated with the slices that represent in focus and out of focus.
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frequency over all misfocus (the squared area under a
vertical slice of the Woodward function at that spatial
frequency) is constant, these frequency components
cannot be removed. They can, however, be reduced at
a given focus value by spreading the Woodward
function vertically. Figure 3 shows a Woodward
function that would be ideal. Below the cutoff spatial
frequency, all of the signal power is in the focal plane,
and beyond the cutoff frequency, the power is spread
as much as possible over a large misfocus region.
There is no assurance that a phase distribution can be
found to give a desired Woodward function, however.
Figure 4 shows the effect of one phase function,
given by

Sðr; uÞ ¼ r3cosð3uÞ ½6�

upon the MTF of the imaging system. The dashed
vertical line shows the cutoff spatial frequency that is

due to the sampling rate of the pixels. Note that in
Figure 4, the magnitude of the Wavefront Coded
spatial frequencies that are aliased have lower values
than do those that are passed by a traditional full
aperture F/2.5 system. Stopping the traditional
system down to F/25 reduces the aliased MTF to an
amount close to that obtained with the wide aperture
and Wavefront Coding, but it also reduces the
amount of light by a factor of 100.

Wavefront Coding in Imaging Systems with
Extended Depth of Field or Focus

Figure 2 shows the Woodward function for one phase
distribution (cubic in x and y for a two-dimensional
imaging system) that increases the depth of field of an
imaging system. The cubic function was selected by
using analogies to the Ambiguity Function of radar.
Even though it is doubtful that this phase distribution
could have been found by using conventional lens
design techniques, it is instructive to show the ray
traces and point spread functions that are obtained
when this phase distribution is used in the aperture
stop.

Ray trace analysis
Figure 5 shows the ray trace from a point object
through a conventional (one-dimensional) lens and
through a lens that has been modified with the cubic
profile of eqn [5]. Figure 5a shows the rays through a
conventional lens coming to a focus, and Figure 5b
shows the corresponding rays as they go through a
lens with a cubic profile added. In the latter case, theFigure 3 The Woodward function for an ideal antialiasing filter.

Figure 4 Normalized MTFs for traditional optics and Wavefront Coding. The full aperture F/2.5 system has a large amount of optical

power beyond the detector cutoff frequency of 50 lp/mm. With Wavefront Coding the aliased optical power can be greatly reduced. The

traditional system aperture needs to be reduced to F/25 to compare to the antialiasing performance of the Wavefront Coded system.

This reduction reduces the light level by a factor of 100 in comparison with the F/2.5 system.
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rays cross, but have a relatively constant ray density
in the region of what was the focal region. Figure 6
shows experimentally acquired point spread func-
tions (PSF) for both cases. Note that the PSF changes

very little over the region of misfocus. After signal
processing, the PSF can be brought back to that of the
conventional imaging system when in focus. Figure 7
illustrates the effect of the signal processing upon the
intermediate image that is acquired by the optics. The
object is a tilted bar pattern, so that a portion is in
focus, and the remainder of the bar pattern is so far
out of focus that there is a contrast reversal in the
image. With the system that has a coded wavefront to
give an extended depth of field, the entire image
appears to have the same blur, no matter which part
of the tilted bar pattern is observed. This is because
the same PSF is convolved with the object distribution
for all regions of misfocus. Signal processing removes
the effect of the modified PSF, resulting in the image of
Figure 7b. Figure 7c shows a trace through the image
of Figure 7b. The amount of the misfocus that can be
tolerated is a design parameter, and is discussed in the
next section.

Signal processing requirements
It is necessary to do signal processing when using an
imaging system that employs Wavefront Coding; the
signal processing is needed to ‘decode’ the image that
is formed by the detector array. This intermediate
image is not a clear image. To obtain an intermediate
image, the object distribution is convolved with a PSF,
or impulse response, that has a shape similar to that

Figure 5 Ray traces from a point object through (a) a

conventional one-dimensional lens, and (b) a lens that has been

modified to have a cubic profile on the surface.

Figure 6 Point spread functions for a conventional lens in focus (a) and with large misfocus (b), and a lens that has been modified to

have a cubic profile on the surface when in focus (c) and with a large misfocus (d).
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of Figure 6c and d. To obtain the final image, the
intermediate image must go through a deconvolution
with the PSF. Because of the square law detection that
occurs in the detector array, this deconvolution does
not simply undo the effects of the convolution with
the PSF that describes image formation. A straight-
forward digital convolution is required in most cases,
and has been shown to run at video frame rates in
software.

Parameter trade offs in imaging systems with
extended depth of field

Depth of field and signal-to-noise ratio. The
greater the phase modulation by the phase plate

(with a cubic profile in this example), the greater the
extension of the depth of field. The greater the phase
modulation for extending the depth of field, the larger
the PSF, and the greater the drop in the MTF, as seen
in Figure 2b, which show the MTF of the imaging
system. The use of the phase function to extend the
depth of field causes portions of the MTF to sag as
compared with the MTF of the in-focus conventional
system. This reduces the signal-to-noise ratio. If there
is a greater phase alteration, the MTF sags more.

Focus budget and focus-related aberrations.
Another set of trade offs can be seen by considering
the imaging systems from the detector plane. Here,
we see an increase in the depth of focus of the system.
All of this increase in the focal depth can be used to
increase the depth of field if the optics of the system
are of high quality. Otherwise, the increase in the
depth of focus can be used to compensate for focus-
related aberrations. For example, chromatic aberra-
tion occurs when different colors focus to different
planes. Figure 8 shows that if the depth of focus is
extended, then there is a region where red, blue, and
green, for example, are in focus. Figure 9 shows the
red, blue, and green images of a US Air Force test
pattern, as formed with a two-element imaging
system with severe chromatic aberration, and with
the same system when a Wavefront Coding element is
used to extend the depth of focus.

Compensation can also be seen for the case of
curvature of field, where the image of a plane object
falls onto a curved surface. If an extension of the
depth of focus causes the focal region to resemble a
curved bar instead of a curved line, then it is possible
to place a flat detector array in the curved region, and
therefore obtain a good image after signal processing.
Similar arguments can be made for other focus-
related aberrations. This leads to the concept of a
focus budget, where a portion of the increased depth
of focus can be allocated to extend the depth of field
by some amount, and other portions of the depth of
focus allocated to provide invariance to focus-related
aberrations.

Figure 8 Ray traces showing different focal planes for red, blue, and green, and the effect of extending the depth of focus for each

color.

Figure 7 Image of a tilted bar pattern with an extended depth of

field imaging system. (a) Image with a conventional imaging

system. (b) Final image from the imaging system with Wavefront

Coding. (c) Traces through the images to give quantitative

comparisons of the image quality.
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Figure 9 Color images of a US Air Force test pattern. (a) Images from a two-element lens of the center portion of the test pattern.

(b) Images from an extended-depth-of-focus imaging system of the center portion of the test pattern. (c) Images from a two-element

lens of a small number ‘three’ on the test pattern. (d) Images from an extended-depth-of-focus imaging system of a small number ‘three’

on the test pattern. Some residual effects remain due to different magnifications at different wavelengths.

Figure 10 Schematic of a tool for designing imaging systems with Wavefront Coding. A ray trace determines the distribution in the exit

aperture, and software determines the effect of the detector array and the signal processing. Then the ray trace and signal processing

can be modified to optimize the entire system.
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New design tools for imaging systems with wavefront
coding
The Woodward function is a very good tool for
analyzing imaging systems with a coded wavefront
and is a good guide for someone who is expert in
designing such systems. However, another approach
is better for those designers who are more familiar
with conventional lens design tools. If one combines a
conventional ray-tracing tool with custom software,
it is possible to jointly design the optical and the
signal processing portions of the system. A schematic
of such a system is shown in Figure 10. The ray-
tracing tool is used to trace the rays and determine the
distribution in the exit aperture. Various software

tools then are used to take into account the effect of
pixel size and spacing, and the signal processing. The
criteria for optimizing the design can include the size
of the digital filter, acceptable noise gain, and other
parameters related to signal processing as well as the
parameters of the optical elements.

Example applications of hybrid imaging systems with
an extended depth of field or focus

Barcode and label readers. The images of Figure 7
show that image-based bar code reading is a good
application for imaging systems that are based on
Wavefront Coding. A bar code or label reader need
not be positioned nearly as accurately as without the

Figure 11 Images of a 2D bar code as the object position is varied for (a) conventional images and (b) Wavefront Coded images after

signal processing for the same object positions as in (a).

Figure 12 Images of an iris taken with infrared illumination. The top row shows images with a traditional CMOS camera. The lower row

is taken with a camera using wavefront coding to extend the depth of field. The misfocus distance in the right and left columns is

the same.
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extended depth of field. Images of 2D bar codes
imaged with and without Wavefront Coding are
shown in Figure 11. Images in Figure 11a show the
image of a 2D bar code formed by a conventional
imaging system as the position of the object is varied.
As with most imaging systems with fast optics and
moderate magnification, the depth of field of the
system is smaller than the application would prefer.
Images in Figure 11b show the Wavefront Coded
images of a 2D bar code after signal processing for the
same object positions as (Figure 11a). These images
are sharp and clear over a very large change in the
distance to the bar code.

Biometric imaging systems. Biometric imaging
applications, such as fingerprint or iris recognition,
provide the means to eliminate passwords, secure E-
commerce, and securely identify humans or animals.
In traditional imaging technology, quite often the
trade-off between light throughput and depth of field
makes conventional biometric systems difficult to use
or not sufficiently reliable. By using Wavefront
Coding, the depth of information gathered can
greatly increasing the ease of use and possibly
reducing the cost of the systems.

Figures 12a,b, and c shows example images of an
iris taken with near IR illumination and a traditional
CMOS imaging system at three different planes of
focus. At best focus (Figure 12b) the detail of the iris
is sharp and clear. This iris detail is used by iris
recognition algorithms to accept or reject the person.

With slight movement towards (Figure 12a) or away
(Figure 12c) from the imaging system the detail of the
iris is lost. Figures 12d,e, and f show example iris
images taken with the same near-IR illumination and
a CMOS Wavefront Coded imaging system. At best
focus (Figure 12e), the iris detail is as high as that
from the traditional system. Movement towards
(Figure 12d) or away (Figure 12f) from the imaging
system results in images with essentially a constant
level of iris detail. The size of the iris changes through
magnification change. Increasing the range at which
clear images can be made extends the useful image
capture volume, enabling a more flexible system that
is easier to use.

Figure 13 Images from a digital camera (a) Conventional camera with the lens wide open and focused on the white crayon. (b)

Conventional camera with the lens stopped down to increase the depth of field, with the resulting increase in noise due to a lower light

level. (c) Intermediate image of a camera that was modified with Wavefront Coding to have an extended depth of field. (d) Final image

with the modified camera.

Figure 14 A schematic of a fast single-lens imaging system that

has good performance over a wide field of view and the full visible

range.
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Color images with digital cameras. A convention-
al digital camera has a small depth of field as shown in
Figure 13a, where the camera was focused on the
white crayon. In a conventional imaging system, the
only way to increase the depth of field is to stop down
the lens. As seen in Figure 13b, this reduces the light
that is available, and results in a very noisy image.
The intermediate image of an imaging system that has
an extended depth of field is shown in Figure 13c,
where it is seen that the result of convolving the object
distribution with the modified PSF is an intermediate
image that appears to have the same blur over the
entire image. After signal processing of the inter-
mediate image to obtain the final image, a clear image
is seen with good signal-to-noise ratio.

Inexpensive imaging systems with high-quality
imaging characteristics. By exploiting the extension
of the depth of focus that is made possible with
Wavefront Coding techniques, one can design imaging

systems that have fewer optical elements than tra-
ditional designs that do not use Wavefront Coding. In
high-volume applications, reduction in the number of
optical elements can lead to greatly reduced costs.
Figure 14 shows a schematic of a fast, single-lens
Wavefront Coded imaging system that is very compact
and has the performance of a longer lens that
traditionally requires two or more optical elements.
In this example, the entire focus budget was used to
compensate for focus-related aberrations, and the
shape of the lens was used to compensate for distortion
and coma. Even zoom systems can be greatly
simplified with the new design techniques. Figure 15
shows a fast two-element Wavefront Coded zoom lens
that images over a wide field with performance that is
traditionally obtained only with three or more optical
elements. Both of these imaging systems use non-
rotationally symmetric forms of phase functions and
are different from the ones of eqns [5] and [6].

Large depth of focus microscopes. A microscope
can be modified to employ Wavefront Coding by either
modifying the surface of one of the lenses in the
objective, or by inserting a phase plate into the system
at some appropriate position. One easy means of
doing the modification is to place a Wavefront Coding
phase plate in the slider position of a microscope, as
shown in Figure 16. In this case, the optics is of high
quality, and the entire focus budget was allocated to
increasing the depth of field. A modified Zeiss
microscope was used to obtain the images shown in
Figure 17. An image of a diatom in Figure 17 shows the
comparison with a conventional microscope in (a) and
as with a Wavefront Coded microscope in (b). Notice
that the greater depth of field gives more of an
appearance of depth in the image.

Figure 15 A schematic of a fast two-element zoom system with

good performance over a 2.5 £ zoom and a wide viewing angle.

Figure 16 Schematic of a modified Zeiss microscope to employ Wavefront Coding to extend the depth of field.

PHASE CONTROL / Wavefront Coding 103



Figure 17 A 100 £ image of diatoms made with (a) conventional and (b) modified Zeiss microscope to give an extended depth of field.

Figure 18 Imaging 0.5 micron diameter fluorescent beads at different sample distances. The images were taken with a 63£ ,

NA ¼ 1.4 imaging system in one micron steps. (a) Three image planes taken using a traditional system. They show that individual beads

are sharp only in a single plane. The images in (b), which were taken with a Wavefront Coding system at the same image planes, show

all beads are imaged clearly at each plane.
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Other modes of microscopy are also possible. In
fluorescence microscopy, ultraviolet light illuminates
objects that have fluorescing compounds in them. The
images are formed using the fluorescence that is
excited by the ultraviolet illumination. Figure 18
shows images of fluorescing beads having a 0.5
micron diameter. The beads are at various depths
within the sample. The traditional system, operating
at 63 £ with an immersion objective having a NA of
1.4, has a depth of field that is too small to image all
of them. The images in Figure 18a were taken with
the same microscope but with a wavefront coding
phase element placed in the slider and signal
processing of the captured images. All beads are
clearly seen at all three of the focus positions.

Potential Future Applications

Wavefront Coding should be useful in many imaging
system where signal processing is to be done anyway;
in that case, optimizing the optics and the signal
processing to the purpose of the imaging system.
Examples where an extended depth of field may be
desired are endoscopes, video cameras, and lithogra-
phy. In designing an imaging system to take advan-
tage of a large depth of focus to produce inexpensive
digital cameras, high-quality images can be formed
with fewer optical elements and much lighter
cameras. In lithography, a larger process window is
possible.

Because an increase in the depth of focus can permit
wide spectral imaging, wide band infrared images can
be formed. In systems that are used to provide images
for machine interpretation, it is possible to design the
optics and signal processing so that the desired
process can be optimized globally, with the optics
and the signal processing. For example, if the object is
to classify cells as cancerous or noncancerous, it may
be that the optics should be modified so that the
information of primary importance is acquired and
transmitted to the detector array. This modification
would be done in conjunction with the optimization
of the signal processing.

Conclusion

The mathematics and concepts that underlie a new
approach to lens design were summarized. The
technique has thus far been useful in enhancing the
performance of some imaging systems such as
microscopes, and in making simpler systems for
inexpensive cameras. This new approach requires
that some signal processing be done, but in digital
cameras, some signal processing is being done
already.

List of Units and Nomenclature

Modulation transfer
function

The magnitude of the optical
transfer function of an imaging
system.

Optical transfer
function

The response of an imaging
system as a function of the
spatial frequency of a sinusoi-
dal object distribution.

Spatial frequency A measure of spatial variation
in the form of sinusoids in
cycles per millimeter.

See also

Imaging: Wavefront Sensors and Control (Imaging
Through Turbulence). Microscopy: Imaging Multiple
Photon Fluorescence Microscopy; Overview.
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Ojeda-Castañeda J, Tepichin E and Diaz A (1989) Arbitrary
high focal depth with quasioptimum real and positive
transmittance apodizer. Applied Optics 28: 2666–2670.

Papoulis A (1974) Ambiguity function in Fourier optics.
Journal of the Optical Society of America 64: 779–788.

Rihaczek AW (1969) Principles of High Resolution Radar.
New York: McGraw-Hill.

Van der Gracht J, Dowski ER, Taylor MG and Deaver DM
(1996) Broadband behavior of an optical-digital focus-
invariant system. Optics Letters 21: 919–921.

Wach HB, Dowski ER and Cathey WT (1998) Control of
chromatic focal shift through wave-front coding.
Applied Optics 37: 5359–5367.

Woodward PM (1953) Probability and Information Theory
with Applications to Radar. New York: Pergamon Press.

PHASE CONTROL / Wavefront Coding 105



PHOTON PICTURE OF LIGHT

S J Bentley, Adelphi University, Garden City, NY,
USA

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The photon nature of light is the central topic in the
field of quantum optics, which has developed into a
leading area of research. The possible technological
impacts of this field to many areas, such as imaging,
computing, and lithography, have greatly expanded
interest into the nature of the photon. A photon
description of light goes well beyond the particle
nature of light, to include any optical phenomena that
cannot be adequately described by classical physical
optics. This article will introduce the nature of the
photon through a discussion of many such phenom-
ena, covering topics from the beginning of quantum
mechanics, including black-body radiation and
Compton scattering, to areas of modern interest,
such as squeezed light and entangled photons.

The Origins of Quantum Optics

One of the earliest theories in the development of
quantum physics was the description of black-body
radiation by Max Planck (1858–1947). Using the
model of a radiating body as a collection of
oscillators, he postulated that the amount of energy
emitted or absorbed was proportional to its freq-
uency, n; and that these oscillators could only
have energies corresponding to integer multiples of
such a packet of energy, where one unit of energy
was given by

E ¼ hn ½1�

where h ¼ 6:626 £ 10234 Js is the universal constant,
now known as Planck’s constant. He then assumed a
Maxwell–Boltzmann distribution to describe the
probability of such oscillator states being occupied:

PðnÞ ¼ P0e2nhn=kT ½2�

where k ¼ 1.381 £ 10223 JK21 is Boltzmann’s con-
stant and T is the temperature of the blackbody. The
energy density in the radiation field, at a given
frequency, is given by the oscillator density (at that
frequency) times the average energy of the oscillators.
Previous models had not only failed to quantize the
oscillator energies, but in doing so also assumed equal

occupation probabilities that led to a prediction of
infinite energy densities at short wavelengths, the so-
called ultraviolet catastrophe. The oscillator density
is given by

nðnÞ ¼ 8pn 2
=c3 ½3�

where c ¼ 3 £ 108 m s21 is the speed of light. This
value can be found by a mode density calculation
within a box, as is often done in an introductory
electromagnetics text. The average energy of the
oscillators is found by calculating the sum of the
occupation probability times the state energy and
dividing by the sum of the occupation probabilities:

Eav ¼
X1
n¼0

½PðnÞhnn�

�X1
n¼0

PðnÞ ½4�

Evaluating the above expression for Eav and multi-
plying by n(n), one finds the Planck radiation law:

IðnÞ ¼
8hpn 3

c3ðehn=kT 2 1Þ
½5�

The black-body curve described by Planck’s law is
shown in Figure 1. By introducing quantization to
solve a problem that classical physics had failed to
explain, Planck paved the way for quantum physics.

Albert Einstein (1879–1955) made use of Planck’s
quantization for two important results that will be
described here. The first is the photoelectric effect, a
process by which electrons are released from a metal
surface when exposed to light. The process has
several traits that could not be explained by

Figure 1 The spectral density emitted by a blackbody at a given

temperature as given by Planck’s law.

106 PHOTON PICTURE OF LIGHT



classical physics. A given metal will only release
electrons if the incident light is above a certain
frequency, regardless of the intensity. However, once
sufficient frequency components are present, elec-
trons are immediately released, with their number
dependent on the intensity of the light and indepen-
dent of its frequency. Contrarily, the maximum
potential energy of the released electrons depends
only on the maximum frequency of light present,
independent of intensity. Einstein was able to satisfy
all of these conditions by saying that the light energy
comes in quantized amounts as described by Planck,
and that the electrons in the metal require a minimum
energy, or work function W, to be ejected. Then for
each quantum of light, which we now call a photon,
with energy greater than W that strikes an electron,
the electron will be released with kinetic energy
given by

K ¼ hn2 W ½6�

It is historically important to note that, although
Planck introduced the idea of a quantized release of
radiation from oscillators, he still believed the light
field itself to be continuous and classical. Planck’s
approach of quantizing energy levels of matter while
treating light classically has since become known as
the semiclassical method, and is adequate for solving
many problems. Thus, it was also in quantizing light
itself that Einstein took the next step, and thus can be
viewed in many respects as the father of the modern
photon, although the term photon was not used until
two decades later.

The second area in which Einstein used the idea of
energy quantization is in predicting radiative tran-
sition probabilities. A radiative transition is a process
by which a photon is either absorbed or emitted to
satisfy conservation of energy when an atom moves to
a higher or lower energy state. Einstein assumed three
such processes existed, as shown in Figure 2: absorp-
tion of a photon raising the atom to a higher energy
level; spontaneous emission of a photon, where the
atom emits a photon in going to a lower energy level;
and stimulated emission, a process in which a photon
interacts with the atom and causes it to emit a second
photon (in phase with the first) and thereby go to a
lower energy level. For each of these processes he
defined a corresponding coefficient, now known as
the Einstein A and B coefficients. They are labeled B12

for absorption, A21 for spontaneous emission, and
B21 for stimulated emission. Note that there is no A12

as absorption by its very nature is a stimulated
process. Einstein further stated that the rate of
spontaneous emission was only dependent on his
material dependent coefficient and the number of

atoms in the upper energy state, with the rate given by

Rsp ¼ A21N2

However, he said that the rates of the stimulated
processes were also dependent upon the strength of
the optical field seen by the atoms, IðnÞ; and were
given by

Rab ¼ IðnÞB12N1 ½7�

for absorption and

Rst ¼ IðnÞB21N2 ½8�

for stimulated emission. The full absorption rate is
given by Rab as defined above, whereas the full
emission rate is the sum of the spontaneous and
stimulated rates, given by

Rem ¼
�
A21 þ B21IðnÞ

�
N2 ½9�

Einstein was primarily interested in a system in
equilibrium, for which Rab ¼ Rem: If one then looks
at the limit where the optical field is very large such
that spontaneous emission is negligibly small and the
population is equally divided between the upper and
lower state, the relationship B12 ¼ B21 is found.
Applying the same Maxwell–Boltzmann occupation
statistics that Planck used to find his black-body
expression, one can find that in thermal equilibrium
the ratio of probability of finding an atom in state 1 to
finding an atom in state 2 is

N1=N2 ¼ eðE22E1Þ=kT ¼ ehn=kT ½10�

Note that for a two-level system in thermal equili-
brium, the population in the upper level can at
most equal, never exceed, the population in the lower
level, regardless of the strength of the applied field.
This is important in showing that the B coefficients
are equal, and will also be a crucial point when
discussing the theory of the laser later in this article.

Figure 2 Energy level diagrams representing the processes of

absorption, spontaneous emission, and stimulated emission.
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Appropriately combining the above expressions
leads to

IðnÞ ¼ A21

��
B21ðe

hn=kT 2 1Þ
�

½11�

Equating this with Planck’s radiation law yields the
relation:

A21=B21 ¼ 8phn 3
=c3 ½12�

Thus, to fully specify the transition probabilities for a
given system, one needs only to find A or B. It is rather
straightforward using only atomic quantization to
calculate B (such a derivation can be found in many
introductory quantum mechanics textbooks). Direct
calculation of A is more involved, requiring quantiza-
tion of both the optical field as well as the atomic
system.

Arthur Compton (1892–1962) used the idea of
quantized radiation to explain the presence of longer
wavelength components present when X-rays are
scattered from matter, an effect which now bears his
name. The amount of scattering is independent of the
scattering material and the wavelength of the source,
depending only on the angle of scattering, u. If the
scattering is treated as a collision between a particle-
like photon and a massive particle (taken to be
initially at rest) as shown in Figure 3, the result can
then be found simply by applying conservation of
energy and momentum, where the photon energy is as
given above and the photon momentum is given by

p ¼ E=c ¼ h=l ½13�

Recalling that the momentum is a vector quantity, the
conservation laws provide a set of three coupled
equations. Solving them directly one finds that

Dl ¼ ðh=cÞð1 2 cos uÞð2KÞ
��

p2 2 ðK=cÞ2
�

½14�

where K and p correspond to the final kinetic energy
and momentum of the massive particle. It is
important to allow for the possibility of very high
velocities for the massive particle, thus implying that

relativistic expressions for K and p are needed. In
terms of the kinetic energy, the relativistic expression
for momentum is

p ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2Km þ ðK=cÞ2

q
½15�

where m is the mass of the scattering particle. Using
this relation, the above expression can be simplified,
giving the wavelength shift to be

Dl ¼ ð1 2 cos uÞh=mc ½16�

The scaling factor is known as the Compton
wavelength:

lc ¼ h=mc ½17�

For the case of an electron, the Compton wavelength
has the value 0.02426 angstroms. For a massive
particle, the Compton wavelength is often used
when wanting to discuss and analyze wavelike
properties. As a final note on this process, if the
calculation would have been done nonrelativistically,
there would have been an extra factor of
½1 2 0:25ðn=cÞ2�21; where n is the velocity of the
particle. The appearance of the factor ðn=cÞ in any
result implies the need for a relativistic treatment,
though often (as in this case) taking the limit of
n=c ¼ 0 yields the proper result.

Another area in which the photon nature of light is
revealed is a form of inelastic scattering of light now
known as the spontaneous Raman effect. Discovered
by CV Raman (1888–1970), this is a process in
which a material illuminated by a light source scatters
light into frequency components not found in the
source. The frequency shift is due to the energy
difference, DE; between two energy states in the
material. There are two possible cases, each of
which is represented in Figure 4. In the first, known
as Stokes scattering, an atom in the lower state
absorbs a source photon, raising it to the upper
state via a virtual level, during which it emits a
photon at the Stokes frequency, ns; as represented by
the relation

hni ¼ hns þ DE ½18�

where ni is the frequency of the incident photon from
the source. The second case, anti-Stokes scattering,
has an atom in the upper state absorb the source
photon and simultaneously fall to the lower
state, again through the virtual level during which it
emits a photon at the higher anti-Stokes frequency, na;Figure 3 Schematic representation of Compton scattering.
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given by

hni ¼ hna 2 DE ½19�

Since the anti-Stokes scattering requires the atom to
be initially in the upper state, the probability of such
scattering is generally much less than that for Stokes
scattering. This can be quantified by the same
occupation statistics used above, giving the ratio of
probabilities as

Pas=Ps ¼ e2hDE=kT ½20�

It is important to note that the energy difference can
either be based on the electronic structure of an
atomic system as has been discussed thus far, or other
energies such as the vibrational energies in a
molecular system. The ability to probe a variety of
energy structures without having to tune the source
to a particular wavelength has led to wide use of
Raman scattering for spectroscopy. A related effect,
known as stimulated Raman scattering, will be
discussed later.

The Photon in Modern Physics

As an indication of the widespread importance of the
results discussed thus far, they led to four Nobel
prizes in physics: Planck in 1918; Einstein in 1921;
Compton in 1927; and Raman in 1930. Our initial
understanding of the photon comes from these
results, but it was with the development of modern
quantum mechanics by Erwin Schrödinger (1887–
1961), Werner Heisenberg (1901–1976), and Paul
Dirac (1902–1984); quantum electodynamics by
Richard Feynman (1918–1988) and others; and the
invention of the laser by Charles Townes (1915–) and
others, that the field of quantum optics and our
modern view of the photon began to fully take shape.
In this section, the basics of modern quantum optics
will first be introduced. A brief discussion of the
theory of the laser as related to photon transitions
will then be given, followed finally by examples of
important areas of experimental quantum optics that
have been made accessible by the laser.

It is now common to treat the photon with a very
similar formalism as that originally created for
massive particles in the development of quantum
mechanics. That is, one describes the photon by a
wave function, lCl; which contains all the infor-
mation about the photon and must satisfy the
Schrödinger equation

i"
›

›t
jCi ¼ HjCi ½21�

where " ¼ h=2p ¼ 1:054 £ 10234 Js and H is the
Hamiltonian for the photon. Just as in classical
electromagnetics, the Hamiltonian is related to an
electric and magnetic field. Clearly, for this treatment
to be in agreement with the well-established classical
electromagnetic theory, these fields must satisfy
Maxwell’s equations. There are several possible
representations of the Hamiltonian, but for the
purposes of this discussion a convenient choice is

H ¼ hn ðn̂ þ 0:5Þ ½22�

where n̂ is called the number operator as it returns
the average number of photons in the state, kn̂l;
represented by the operation

kn̂l ; kCln̂lCl ½23�

Explanations of the notation used can be found in any
elementary quantum mechanics text. Note that in
defining the Hamiltonian, a single frequency n was
used. This implies a single mode field. For a more
general case, one would simply sum over the modes
corresponding to various frequencies.

In addition to obeying the Schrödinger equation,
the photon is also restricted by the Heisenberg
uncertainties as for massive matter, given in a general
form as

DqDp $ " ½24�

where q and p are any set of canonically conjugate
variables, such as position and momentum or energy
and time. Note that, depending on the exact
definitions used for q and p, there can be extra
factors such as 0.5, and sometimes normalized

Figure 4 Energy level diagrams for Stokes and anti-Stokes Raman scattering.
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variables are used such that the inequality is with
respect to 1. However, it is interesting to note that,
unlike for massive particles that were considered well
localized in classical theory, the idea of uncertainty
for light had been accepted in some form long before
the development of quantum mechanics. Neglecting
the scaling factor "; which is purely quantum in
origin, an uncertainty principle can be derived for any
wavelike phenomena simply using the relationship
between Fourier transform pairs.

Using the basic ideas of a photon state and the
uncertainty principle, some important properties of
light will now be explored. There are several possible
forms the wave function can take. It is often
convenient to write the wave function in terms of
states containing a certain number of photons. Such
states are known as Fock or number states and are
represented as lnl; with n being the number of
photons in the state and are said to be eigenstates of
the number operator. The energy of a Fock state is
given by

En ¼ hn ðn þ 0:5Þ ½25�

Notice that this predicts a background, or vacuum,
energy for the electromagnetic field, even when the
average number of photons in the field is zero. This
vacuum energy is given by 0.5 hn. Correspondingly,
due to the uncertainty principle, there must be some
uncertainty in this energy as well as with any energy.
The fluctuations in the vacuum energy are known
as vacuum fluctuations. Many processes, such as
spontaneous emission that cannot be adequately
described by a simple semiclassical approach, where
matter is treated quantum mechanically and light is
treated classically, can be treated by the addition of
vacuum fluctuations, without requiring a full quan-
tum mechanical treatment of the electromagnetic
field. Such an approach is used in many texts, but
there are several important physical phenomena
that do require the fully quantized approach dis-
cussed here.

The state most resembling a classical field is known
as the coherent state, represented here as a sum of
Fock states:

jCi ¼ jai ¼ e2lal2=2 X1
n¼0

anffiffiffi
n!

p jni ½26�

where a is a parameter describing the field, with the
average number of photons in the field given by

kn̂l ¼ lal2 ½27�

One key property of coherent states is that they
exhibit minimal uncertainty. That is, the uncertainty

relations become equalities. Also, the uncertainty is
equally divided between quadrature components.

Before applying the above principles to explore
some of the dramatic results of quantum optics, a
brief discussion of the laser will be given due to its
importance in the field. The theory of operation of the
laser is based directly on Einstein’s transition prob-
abilities. For the transition of interest, one wants to
generate a large number of coherent photons (that is,
photons in phase with one another). Recall that in the
process of stimulated emission, one photon leads to
two coherent photons, whereas spontaneous emission
leads to photons which are not phase referenced to
anything else in the system. Also, if a significant
number of the photons are to escape the region where
they are generated, it is important to minimize the
absorption. Thus, a laser requires that the stimulated
emission rate exceed both the spontaneous emission
rate and the absorption rate. The first condition
places a lower limit on the optical field density present
at the lasing frequency. This density can be reason-
ably large, but presents no fundamental difficulties. In
practice, mirrors are placed around the emission
region to confine the photons and counteract losses,
thereby building up the energy density until the above
condition is satisfied. The second condition, however,
can be written as

N2 . N1 ½28�

and is the more restrictive requirement. Such a
condition is referred to as inversion and, as was
previously mentioned, cannot be sustained in a two-
level system once equilibrium is reached. Therefore,
to be able to maintain lasing, additional levels are
needed. Two typical laser energy diagrams are shown
in Figure 5. In such multilevel systems, it is possible to
create an inversion in the levels of interest and thus
allow lasing. Further details on lasers (both in theory
and practice) are widely available, though it should
be noted that the output of a laser is a good
approximation of a coherent state described above.

The invention of the laser revolutionized optics, as
well as the whole of modern physics, by making
readily available electromagnetic fields of a vastly
different nature than that from any previous source of
light. This quickly led to the birth of a new field
known as nonlinear optics. Nonlinear optics
describes interactions between light and matter
which have properties dependent on the field
strength. Although some nonlinear processes can be
described adequately without the use of a photon
picture, most nonlinear process can be best described
as some combination of annihilation (absorption)
and creation (emission) of photons. Two such
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processes, that are of great interest in quantum optics,
are stimulated scattering and parametric down
conversion.

Earlier, the process of spontaneous Raman scatter-
ing was discussed. For such a process, it is assumed
that the incident field driving the process is relatively
weak such that the scattering process generates very
low photon densities in the various modes of the
electromagnetic field. However, just as there are both
stimulated and spontaneous emission processes in the
radiative transitions discussed previously, in the
presence of strong fields there can also be stimulated
scattering. The total Raman scattering rate can be
expressed as

R ¼ hIiðIR þ 1Þ ½29�

where h is a scaling factor, including the gain of the
process for a given material, Ii is the strength of the
incident optical field (generally a laser field to be
sufficiently strong to cause stimulated scattering), and
IR is the Raman field strength. Note that for IR; the
rate is just linear with the applied field, representing
the spontaneous process. However, with a strong
pump, the generated field will quickly become large
enough such that the stimulated process will domi-
nate. The spontaneous scattering is not directional
dependent, but since the stimulated process grows
along the length of the scattering material in the path
of the incident beam, it will tend to be generated
along the path of the incident laser. Due to linear and
nonlinear dispersion effects, however, the light will
form in a narrow cone about the pumping laser rather
than exactly collinear. Unlike the spontaneous scat-
tering, a significant percentage of the incident
photons can be converted to the Raman frequencies,
making stimulated Raman scattering an extremely
powerful spectroscopic tool.

Possibly the most important nonlinear optical
process for quantum optics is parametric down
conversion. This process is interesting both in the
nature of the process itself, as well in the properties of
the generated light. In parametric down conversion,
shown schematically in Figure 6, one photon (known
as a pump photon) of frequency np is annihilated

and two new photons (generally referred to as signal
and idler) are created with frequencies ns and ni

respectively, given by the conservation of energy
relationship:

hnp ¼ hns þ hni ½30�

In the case where ns ¼ ni; the process is referred to as
degenerate. Down conversion can either be spon-
taneous, in which only pump photons are externally
applied, or stimulated, in which both pump photons
and signal photons are applied. In the stimulated case,
the signal is amplified and idler photons are generated
as a byproduct. Parametric down conversion is one of
the leading sources of nonclassical states of light. The
term nonclassical is used rather than quantum,
because all states of light can be accurately described
by a quantum picture, but while most can also be
described very well with a classical picture the states
referred to as nonclassical cannot. Two of the most
common nonclassical states of light are entangled
states and squeezed states.

Entangled states are multiphoton states in which
the state cannot be written as a product of the states
of the individual photons. For simplicity, only two-
photon entangled states (commonly referred to as
EPR states for Einstein, Podolsky, and Rosen) will be
discussed. More extensive and general material,
including discussions of higher-order entanglement,

Figure 5 Energy level diagrams for three-level and four-level lasers.

Figure 6 Schematic representation of parametric down

conversion.
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such as the three-photon entangled states (commonly
referred to as GHZ states for Greenberger, Horne,
and Zeilinger), can be found in a variety of textbooks
on modern quantum optics. One of the simplest ways
to generate a two-photon entangled state is by the
process of spontaneous parametric down conversion
described above. If the product of the pumping
intensity, generation length, and generation gain is
of an appropriate level, individual pairs of photons
are emitted. The states of these photon pairs are
entangled, with the position, momentum, wave-
length, polarization, and all other properties of the
photons completely correlated and inseparable. Such
states have been a powerful tool for the experimental
verification of many of the predictions of quantum
mechanics and quantum optics. Entangled states can
also act as a source for many of the newer tech-
nologies in quantum optics, including cryptography
and teleportation.

Another important form of nonclassical light is
known as squeezed light. The principle behind
squeezed light is that, unlike for coherent states
where the uncertainty is equally distributed, the
uncertainty in one quadrature can be reduced at the
expense of increased uncertainty in the other quad-
rature. This is shown schematically in Figure 7. As
opposed to entangled states which tend to be very
weak, containing only a few photons, squeezed states

of light can be quite intense. This makes squeezed
light more desirable for many applications.

In conclusion, it should be noted that while the
photon description of light can explain a wide variety
of physical processes and is now leading to many
exciting technological developments, much is still
unknown about the photon at the fundamental level.
Any accurate description of the photon must be in
agreement with experimental evidence, including that
discussed in this article, but one should be aware that
the accepted picture of the photon nature of light is
still constantly evolving and growing.

See also

Nonclassical Light. Nonlinear Optics, Applications:
Raman Lasers. Optical Amplifiers: Raman, Brillouin and
Parametric Amplifiers. Quantum Optics: Entanglement
and Quantum Information. Scattering: Raman Scattering.
Spectroscopy: Raman Spectroscopy.
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Mechanics. New York: Wiley-Interscience Publications.

Hecht E (2001) Optics, 4th edn. Reading, MA: Addison-
Wesley Publishing.

Heisenberg W (1949) The Physical Principles of the
Quantum Theory. New York: Dover Publications.

Lipson SG, Lipson H and Tannhauser DS (1995) Optical
Physics, 3rd edn. Cambridge, UK: Cambridge University
Press.

Loudon R (2000) The Quantum Theory of Light, 3rd edn.
Oxford, UK: Oxford University Press.

Mandel L and Wolf E (1995) Optical Coherence
and Quantum Optics. Cambridge, UK: Cambridge
University Press.

Milonni PW and Eberly JH (1988) Lasers. New York:
Wiley-Interscience Publications.

Roychoudhuri C and Roy R (eds) (2003) OPN Trends –
The Nature of Light: What is a Photon? Washington,
DC: Optical Society of America.

Schwinger J (ed.) (1958) Selected Papers on Quantum
Electrodynamics. New York: Dover Publications.

Scully MO and Zubairy MS (1997) Quantum Optics.
Cambridge, UK: Cambridge University Press.

Yariv A (1989) Quantum Electronics, 3rd edn. New York:
John Wiley & Sons.

Figure 7 Uncertainty diagrams for squeezed and unsqueezed

vacuum and coherent states.

112 PHOTON PICTURE OF LIGHT



PHOTONIC CRYSTALS

Contents

Atomic Physics

Electromagnetic Theory

Microwave Photonic Crystals

Nonlinear Optics in Photonic Crystal Fibers

Photonic Crystal Lasers, Cavities and Waveguides

Self-Assembled and Functionalized Photonic Crystals

Atomic Physics

G Kurizki and A G Kofman, Weizmann Institute of
Science, Rehovot, Israel

D Petrosyan, Institute of Electronic Structure and
Laser, Heraklion, Greece

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The fabrication and study of dielectric structures
whose refractive index is periodically modulated on a
micron or submicron scale, known as photonic
crystals (PCs), are attracting considerable interest at
present. One-, two-, or three-dimensional (1D-, 2D-,
or 3D-) periodic PCs exhibit photonic band gaps
(PBGs), analogously to electronic band gaps in
ordinary crystals, and can incorporate defects,
designed to form localized narrow-linewidth (high-
Q) modes at PBG frequencies. The advent of such
structures opens up new perspectives in atomic
physics and quantum optics, since they are expected
to allow an unprecedented control over the spectral
density of modes (DOM) and the spatial modulation
of narrow-linewidth (high-Q) modes, in the micro-
wave, infrared, and optical domains. An interesting
situation arises when foreign atoms or ions –
dopants – with transition frequencies within the
PBG, are implanted in the PC. Then light near one of
these frequencies resonantly interacts with the
dopants and is concurrently affected by the PBG
dispersion. Consequently, highly nonlinear processes
with a rich variety of unusual PC-related features are
anticipated. Such nonlinear optical processes,

involving near-resonant transitions in PCs, undergo
basic modifications as compared to the corresponding
processes in free space, which are attributed to the
strong suppression of the DOM within PBGs, to
sharp bandedges and to intra-gap narrow lines
associated with high-Q defect modes.

Results are detailed below for spontaneous emis-
sion of radiation in PCs and for the resonant
interaction of atoms with the field of a single high-
Q defect mode. These results stem from the failure of
perturbation theory and the onset of strong field-
atom coupling near sharp bandedges or narrow
defect-mode lines in 2D and 3D PCs. 3D-PBGs are
needed, in order to extinguish spontaneous emission
in all possible directions of propagation and dipole
orientations. If only one polarized atomic transition is
involved in the spontaneous emission, 2D-PCs suffice
for its suppression. For controlling strictly uni-
directional field propagation, it is sufficient to resort
to PBGs in 1D-periodic structures (Bragg reflectors or
dielectric multi-layer mirrors).

As a further example of field–atom interactions in
doped PCs, we will show that two ultraweak
electromagnetic fields (or photons), coupled to appro-
priate transitions of the dopants in a PC, can mutually
induce large phase shifts or drastic changes in
absorption. Appreciable photon–photon correlations
can then be established, which can be utilized in
both classical and quantum optical communications.

Radiative Decay and Photon–Atom
Binding in a PC

The interaction of a two-level atom with an arbitrary
field-mode continuum can be described by the
following second-quantized Hamiltonian in the
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rotating-wave approximation (RWA)

H ¼ "valelkelþ "
X
~k

v~k
a

†

~k
a~k

þ "
X
~k

½kðv~k
Þa

†

~k
lglkelþ hermitian constant�

½1�

Here lel and lgl are the excited and ground atomic
states, respectively, va is the atomic transition

frequency, a
†

~k
and a~k

are the creation and annihilation

operators of a field mode with wavevector ~k; and

frequency v~k
; and "kðv~k

Þ is the resonant coupling

energy of this mode with the atomic dipole. The
~k-summation can be replaced by an integral over
the continuum DOM in the frequency domain,

P
~k
!Ð1

0 dvrðvÞ; avoiding, for the sake of simplicity, the
study of direction-(angle-)dependent DOM effects.

We consider a two-level atom that is excited at time
t ¼ 0 in an empty, periodic dielectric structure. The
wavefunction of the combined system field þ atom
can be cast in the general form:

lCðtÞl ¼ aðtÞle; {0v}lþ
ð
bvðtÞlg;1vlrðvÞdv ½2�

where {0v} signifies the completeness of field modes in
the vacuum state and l1vl denotes single-photon
occupation of the v-mode. The corresponding
Schrödinger equation can be solved with the initial
condition lCð0Þl ¼ le; {0v}l by means of the con-
tinuum spectral response:

GðvÞ ¼ lkðvÞl2rðvÞ ½3�

The analysis of eqn [2], with GðvÞ appropriate for
photonic bandstructures, is aimed at revealing the
prominent features of the atomic excitation decay
aðtÞ and the corresponding emission spectrum.

In what follows, we consider a photonic band-
structure with several PBGs, separated by allowed
bands. Each PBG is labeled by index i and has lower
and upper cutoff frequencies vLi and vUi; respectively.
Then GðvÞ ¼ 0 for vLi , v , vUi: Naively, one
might expect that an excited atom would either be
stable against single-photon decay, if va is within a
PBG, or decay completely at t !1; if va is anywhere
in an allowed band. However, both statements turn
out to be inaccurate.

Incomplete decay of aðt !1Þ occurs if there is a
stable eigenvalue (energy level) "vi of the total (field-
atom) Hamiltonian eqn [1]. Such an energy level is
possible only if GðviÞ ¼ 0; i.e., for vi in a PBG.

It must satisfy:

vi ¼ va þ DðviÞ ½4�

DðviÞ ¼
ðvLi

0

Gðv 0Þ

vi 2 v 0
dv 0 þ

ð1

vLi

Gðv 0Þ

vi 2 v 0
dv 0 ½5�

Here the integrals are the frequency shifts of the
atomic resonance "va induced by the spectral parts
of the reservoir situated, respectively, below and
above the ith PBG (Figure 1). If eqn [4] holds,
then the corresponding term in aðtÞ is proportional to
expð2ivitÞ; and does not decay. Physically, such a
stable level can be interpreted as representing the
binding of the photon to the atom (photon-dressed
atom), without the ability to leave the atomic vicinity,
due to Bragg reflection in the PBG.

Assuming that vi occurs in the ith PBG, we observe
that the first shift is positive whereas the second shift
is negative, i.e., each part of the continuum repels the
atomic level from its PBG edge. Equation [4] has a
solution if va falls between the minimum and
maximum values assumed by its left-hand side in
the ith PBG, i.e., if

vLi 2 DðvLiÞ , va , vUi 2 DðvUiÞ ½6�

Figure 1 Frequency shifts of the atomic resonance va (dashed

line) due to ‘repulsion’ (arrows) by asymmetric spectral parts of the

continuum below and above the PBG: (a) Incomplete decay for va

in allowed band. The interaction with the continuum splits the state

into a superposition of a stable part in the PBG (solid line) and a

decaying part above va (shaded peak). (b) Complete decay for

same va; due to larger shifts that split the state into decaying parts

in two allowed bands.
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Incomplete decay occurs if this condition holds at
least for one PBG. There may be, at most, one stable
state in a single PBG (Figure 1). However, a two-level
atom in a periodic structure can have several stable
dressed states simultaneously, when conditions hold
for several PBGs. It is quite extraordinary that the
conditions (eqn [6]) for incomplete decay can be
fulfilled with va; not only in a PBG, but even in an
allowed band, e.g., when DðvUiÞ is negative or when
DðvLiÞ is positive (Figure 1a,b).

Equally counterintuitive is the converse possibility,
of complete decay for va within a PBG. When there is
a single PBG and one of the inequalities in eqn [6] is
violated, complete decay will occur for vLi , va ,

vLi 2 DðvLiÞ; if DðvLiÞ , 0; or vUi 2 DðvUiÞ , va ,

vUi; if DðvUiÞ . 0:
The possibility that one or several discrete, stable,

states exist yields the corresponding wavefunction in
the form:

lCðtÞl ¼
X

i

ffiffiffi
ci

p lcile
2ivit þ lCcðtÞl ½7�

Here the summation is over all discrete atomic
photon-dressed states with energies "vi; lcil is a
discrete-(dressed-)state eigenfunction of the Hamil-
tonian (eqn [1]) normalized to unity, and weighted by
the amplitude

ffiffiffi
ci

p
¼ ½1 þ

Ð1
0 dvGðvÞ=ðv2 viÞ

2�21=2:

The dressed state lcil consists of an excited-state
component and a photon-bound ground-state
component.

The population of the excited state for long times:

laðtÞl2 ¼
X
i;i0

cici0 cosðvi 2 vi0 Þt for t !1 ½8�

is a nonzero time-constant if there is one discrete
stable state, whereas in the case of several such states,
it undergoes beats at the frequencies corresponding to
their energy differences. The splitting of an excited
state lel into superposed stable states, oscillating at
bandgap frequencies vi; whose amplitudes ci; and
eigenfrequencies vi are controllable by the atomic
transition detuning from cutoff, constitutes spon-
taneous coherence control.

If, however, va is far from the cutoff, then eqn [2]
results in an exponentially decaying amplitude:

aðtÞ < e2ðgaþi ~vaÞt ½9�

where ~va ¼ va þ Da; Da, and ga being the effective
spectral shift and width of the decaying atom.
This regime holds for a locally smooth Gðv < vaÞ

such that

lg 0
al; lD0

alp1; lg 0
aDalpga; ga; lDalp lva2vgl ½10�

where vg is the bandedge frequency nearest to va and
the primes denote differentiation with respect to va:

We now apply the foregoing general results to a
model DOM distribution. This distribution is
derived on keeping the lowest term in the Taylor
expansion of the dispersion relation vð~kÞ near a
photonic bandedge vU (the effects of the further
PBG edge are neglected). This yields the effective
mass approximation:

v < vU þ
X

i¼x;y;z

ðk 2 kUÞ
2
i =mi ½11�

with 1=mi ¼ ð1=2Þð›2v=›k2
i Þlv¼vU

: In a structure with
period L, kU satisfies the Bragg condition kU ¼ p=L:
The corresponding DOM in a 3D-periodic structure
with an allowed symmetry may be approximated as

rðvÞ , ðv2 vUÞ
ð12DÞ=2uðv2 vUÞ ½12�

where u is the step function and D is the dimension
of the Brillouin-zone surface spanned by bandedge
modes with vanishing group velocity. In realistic
photonic structures D # 2; D ¼ 2 corresponding to
completely isotropic dispersion (spherical Brillouin-
zone surface) and D ¼ 0 corresponding to an
anisotropic three-dimensional Brillouin zone. Both
cases can be represented, respectively, as the limits
1! 0 and 1!1 of the function:

GðvÞ ¼
C

p

ffiffiffiffiffiffiffiffiffiffi
v2 vU

p

v2 vU þ 1
uðv2 vUÞ ½13�

where 1 is the ‘cutoff-smoothing’ parameter and C
is the continuum coupling constant. Depending
on whether C2=3=1 is greater or less than one,
the continuum is close to the case 1 ¼ 0 ðD ¼ 2Þ or
1!1 ðD ¼ 0Þ; respectively.

Using the properties of the model DOM (eqn [13]),
we can infer the criteria for the two regimes discussed
above:

(i) The conditions for incomplete decay, eqn [6], are
now (Figure 2) Dc ; va 2 vU , C121=2: Hence,
the abrupt, singular cutoff of the DOM with D ¼

2 ð1! 0Þ implies the existence of a discrete state
for any va; either inside or outside the PBG. The
energy of the discrete state, "v0; which must lie in
the PBG, is found to be a real and positive root of
the equation va 2 v0 ¼ C=ð

ffiffiffiffiffiffiffiffiffiffiffi
vU 2 v0

p
þ

ffiffi
1

p
Þ:

PHOTONIC CRYSTALS / Atomic Physics 115



(ii) The conditions for nearly exponential decay,
eqn [10], can be shown to reduce now to
the requirement that va be in the allowed
zone sufficiently far from cutoff, Dc q

min{C2=3;C121=2}: Under this condition, the inter-
mediate-time exponential decay of the excited
state (Figure 3) is given to first approximation
by eqn [9], with ga ¼ C

ffiffiffiffi
Dc

p
=ð1þ DcÞ and

Da ¼ 2C
ffiffi
1

p
=ð1þ DcÞ:

The resulting atomic frequency shift Da is negative
in the present model, vanishing for 1! 0 ðD ¼ 2Þ:
The long-time behavior of aðtÞ can be shown to
exhibit a tail decaying as t23=2 (or t21=2 at
Dc ¼ C121=2) and oscillating at the cutoff frequency
vU (Figure 3).

With the increase of 1; the smoothing inhibits the
decay more strongly for va at cutoff, Dc ¼ 0; because
Gðva . vUÞ is now weaker and the stable-state
probability c0 (eqn [7]) is correspondingly larger.
By contrast, at a large detuning from cutoff Dc; the
large-1 smoothing allows the decay to become
complete, and the corresponding spectrum is entirely
Lorentzian.

A defect in the periodic structure can produce a
narrow-linewidth local mode in the PBG, whose
spectral response is describable by a Lorentzian:

GdðvÞ ¼
gd

p

G2
d

G2
d þ ðv2 vdÞ

2
½14�

where gd characterizes the coupling strength of the
atomic dipole with the defect field, whereas vd and Gd

stand for the line center and width, respectively. The
presence of a nonvanishing DOM in the PBG, due to
a defect, causes spontaneous emission in the PBG
spectral range. This broadens the discrete state v0;

which becomes metastable (see Figure 4). The
oscillator strength of the line at v0 is then pro-
portional to c0:

EIT and Cross-Coupling of Photons in
Doped PCs

Nonlinear effects, whereby one light beam influences
another, require strong fields or else light confinement

Figure 2 (a) Incomplete decay of the excited state population as

a function of gct ; where gc ¼ C121=2; for 1 ¼ 1023; at cutoff Dc ¼ 0:

The beat period is 2p=ðvU 2 v0Þ and the nondecaying probability

is c2
0 ¼ 4=9: (b) The corresponding spectrum. The frequency is

normalized to gc:

Figure 3 As in Figure 2, for a large detuning from the sharp

cutoff, 1 ¼ 1023; Dc ¼ 0:3: (a) log10lalt l
2 is plotted as a function of

i. The nearly complete decay ðc2
0 , 1023Þ is modulated by beats

with frequency Dc: A power tail obtains for t q g21
a < D1=2

c =C;

decreasing as t21=2 for t p D2
c =C

2 and as t23=2 for t q D2
c =C

2: (b)

The nearly Lorentzian spectrum, w(v), has a small peak near vU;

due to the sharply peaked DOM near the cutoff.
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in a high-Q cavity. The analysis above has shown that
by choosing an appropriate detuning of an atomic
transition from the PBG cutoff, the spontaneous
coherence is established between the states of an
initially excited atom. The ability to control this
coherence, by varying the detuning, opens interesting
perspectives for optical processes in PCs containing
multilevel atoms with a resonant transition near a
bandedge. From among such processes, we discuss
here electromagnetically induced transparency (EIT)
and its applicability to nonlinear photon switching or
giant cross-phase modulation.

Let us examine the nonlinear coupling of two weak
(single-photon) optical fields Ea and Eb with the
frequencies va and vb; respectively, propagating
along the z-axis in a PC dilutely doped with identical
four-level atoms (Figure 5a). These fields interact with
the atoms via the transitions l1l! l2l and l3l! l4l;
respectively, while the transition l2l! l3l is coupled
to the structured mode-continuum rðvÞ in the

PC (Figure 5b). Initially the atoms are in the
ground state l1l and the continuum is in the vacuum
state {0v}: Then the wavefunction of the system at the
position zl of the lth atom reads:

lCðzl; tÞl ¼ a1l1; {0v}lþ a2l2; {0v}l

þ
ð
b3;vl3;1vlrðvÞdv

þ
ð
b4;vl4;1vlrðvÞdv ½15�

The consecutive terms in eqn [15] denote the atom
being in states l1l; l2l; l3l; or l4l; with zero {0v} or one
l1vl photon in mode v whose DOM is rðvÞ; and a1;

a2; b3;v; or b4;v are the corresponding probability
amplitudes. Upon making the weak-field linear-
response approximation, we can set a1 . 1 and
solve the set of equations for the slowly varying
(compared to an optical cycle) probability amplitudes
a and b; using the perturbation theory. Under these
conditions, we effectively obtain a free-space propa-
gation of the Eb field. By contrast, the evolution of the
Ea field in the slowly varying envelope approxi-
mation, is given by Eaðz; tÞ ¼ Eað0; t 2 z=vgÞexpðipzÞ:
We thus see that the real part of the macroscopic
complex polarizability p is responsible for the phase
shift fa of the Ea field, fa ¼ ReðpÞz; while the
probability of the absorption A of the field depends
on the imaginary part of p, A ¼ 1 2 exp½22ImðpÞz�:
The polarizability is expressed by

p ¼ a0

ig2=2

g2=2 2 iDa þ IðDaÞ
½16�

where a0 ; s0N is the linear resonant absorption
coefficient on the atomic transition l1l! l2l; with s0

the resonant absorption cross-section and N the
density of doping atoms, g2 is the radiative width of

Figure 4 Spectrum w(v)(same units as in Figures 2 and 3) for

va at cutoff, Dc ¼ 0; in the presence of a defect in the PBG,

vd ¼ 210; g ¼ 0:1; Gd ¼ 3; 1 ¼ 1023: The oscillator strength is

now roughly equally shared between the distribution above cutoff

(same as in Figure 2b) and the defect peak at v0:

Figure 5 (a) Photonic crystal dilutely doped with atoms located at black dots. (b) Four-level atom coupled to a structured continuum

rðvÞ near the band-edge or defect mode frequencies (DOM plotted) via the intermediate transition l2l! l3l and interacting with two

weak fields Ea and Eb at the sideband transitions l1l! l2l and l3l! l4l; respectively.
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state l2l; Da ¼ va 2 v21 is the detuning from the
atomic resonance v21; and IðDaÞ is the integral of
the saturation factor over the structured DOM. The
group velocity vg is expressed as vg ¼ ›ka

va ¼

½na=c þ ›va
ReðpÞ�21, where na is the (averaged)

refraction index at the frequency va:

To calculate IðDaÞ; we assume the isotropic PBG
model, eqn [13] with 1! 0; with the atoms doped at
the positions of the local defects in the PC separated
by a distance d from each other. These defect modes
in the PBG are localized around each atomic site in a
volume Vd . ðrLÞ3 of several ðrÞ3 lattice cells L3; with
L . pc=v23; and serve as effective high-Q cavities,
eqn [14] with Gd p 1: Assuming lDblq lDl; lDal; g4;

where Db ¼ vb 2 v43 and D ¼ v2 v23; the inte-
gration leads to

IðDaÞ ¼
B2

d

g31 2 iðDa 2 Dd 2 s3Þ

2
B3=2

Uffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ig31 þ ðDa 2 DU 2 s3Þ

p ½17�

where Dd;U ¼ vd;U 2 v23 p v23 are the detunings of
the defect-mode and PBG-edge frequencies from the
atomic resonance v23; g31 the l1l$ l3l decoherence
rate, s3 ¼ ðm2

34="
2DbÞlEbl

2 is the Eb field-induced ac
Stark shift of level l3l (mij is the atomic dipole matrix
element on the transition lil! ljl), and Bd and BU are
the coupling constants of the atom with the struc-
tured reservoir, whose main contributions are near vd

and vU:

To illustrate the results of the foregoing analysis,
we plot in Figure 6 the imaginary and real parts of the
polarizability (eqn [16]). Consider first the case of one
incident field EaðEb ¼ 0Þ: Clearly, two frequency

regions, Da , Dd and Da , DU; where the absorption
vanishes and, at the same time, the dispersion slope is
steep, are of particular interest. One can see that there
is, however, a substantial difference between the
spectra in the foregoing frequency regions, for the
following physical reasons. First, in the vicinity of Dd,
the atom interacts with the defect mode as in a high-
Q cavity. This strong interaction ‘dresses’ the atomic
states l2l and l3l; thereby splitting the spectrum
around Da . Dd by the amount equal roughly to 2Bd:

Near the two-photon Raman resonance Da ¼ Dd; the
two alternative transition paths l1l! l2l (the direct
transition) and l1l! l2l! l3l! l2l (transition via
state l3l) interfere distractively with each other,
cancelling thus the absorption of the Ea field and
the medium becomes transparent to the radiation.
This effect has been widely studied in atomic vapors,
where the transition l2l! l3l is strongly driven by a
coherent laser field, and is called electromagnetically
induced transparency (EIT). The transparency win-
dow is rather broad and is given by the inverse
Lorentzian (see the first term on the right-hand side of
eqn [17]). Due to the steepness of the dispersion
curve, the corresponding group velocity is much
smaller than the speed of light, vg . 2B2

d=ðg2a0Þp c;
which leads to a large delay time Tdel ¼ z=vg at the
exit z ¼ z from the medium. One has to keep in mind,
however, that the absorption-free propagation time is
limited by the EIT decoherence time Tdel , g21

31 ;

which imposes a limitation on the length z of the
active PC medium. Second, in the vicinity of DU; the
strong interaction of the atom with the continuum
near the bandedge vU causes the Autler–Townes
splitting of level l2l into a doublet with a separation
equal roughly to BU: One component of this doublet
is shifted out of the PBG, while the other one remains

Figure 6 (a) Imaginary and (b) real part of the complex polarizability p as a function of the detuning Da for the case Eb ¼ 0 (solid lines)

and Eb – 0 (dashed lines). The parameters (normalized by g2) are: Dd ¼ 21; DU ¼ 1; g31 ¼ 0:001; Bd ¼ BU ¼ 1; s3 ¼ 20:1; and

a0 ¼ 1 cm21: The insets magnify the important frequency regions.
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within the gap and forms the photon–atom bound
state. Consequently, there is vanishing absorption and
rapid variation of the dispersion at Da . DU: Since the
transparency region is very narrow with a width dv ,
g31ðpg2;BUÞ; for an absorption-free propagation of
the Ea pulse, its temporal width ta should satisfy the
condition ta . p=dv: Simultaneously, a small devi-
ation from the condition Da ¼ DU will lead to a strong
increase in the absorption of the Ea field.

Let us now switch on the Eb field. As seen from
eqn [17], its effect is merely to shift the spectrum by
the amount equal to s3 (Figure 6). This shift,
however, will have different implications in the two
frequency regions distinguished above: if s3 p Bd;

i.e., the Stark shift is smaller than the width of the
EIT window at Dd; the medium will still remain
transparent for an Ea field with the detuning Da ¼

Dd; but its phase will experience an appreciable
nonlinear shift fa; given by fa ¼ ReðpÞz .
2g2a0s3z=ð2B2

dÞ: On the other hand, for an Ea field
with the detuning Da ¼ DU; the medium, which is
transparent for Eb ¼ 0; ImðpÞp a0; will become
highly absorptive (opaque) even for such a small
frequency shift as s3 (provided s3 , 0 and
ls3l . Dv), ImðpÞ . g2a0

ffiffiffiffiffi
ls3l

p
=ð2B3=2

U Þ and thus acting
as an ultrasensitive, effective switch.

The remaining question is how to maximize the
interaction between the Ea pulse, which propagates
with a small group velocity, and the Eb pulse, which
propagates with a velocity close to the speed of light.
The interaction between the fields is maximized if:
they enter the medium simultaneously; the transverse
shapes of their envelopes overlap completely; and the
pulse length lb of the Eb field satisfies the condition
ðlb þ z Þ=c # z=vg: Then the Eb pulse leaves the
medium not later than the Ea pulse. The effective
interaction length between the two pulses is, there-
fore, zeff , lbvg=c # z; after which the two pulses slip
apart. Thus, the presence of the Eb (control) field
induces either strong absorption or a large phase shift
of the Ea (signal) field, depending on the frequency
region employed.

The effects surveyed above reveal unusual features
of spontaneous emission and photon–atom binding in
PCs, atomic interaction with the field of a high-Q
defect mode, and nonlinear coupling of two fields via
four-level dopant atoms in PCs. These effects are of
fundamental interest. In addition, they can serve as the
basis for highly efficient optical communications and
data processing, in either the classical or the quantum
domain, by providing two key elements: ultrasensitive
nonlinear phase-shifters and photon switches.

List of Units and Nomenclature

Atomic or photonic eigenstates
[dimensionless]

l…l

Complex polarizability [cm21] p
Coupling constant [s21] k, C 2/3, B
Decay rate [s21] g

Density of modes [s] r

Frequency [s21] v, D, s
Phase [dimensionless] f

Probability amplitudes
[dimensionless]

a, b, c

Reservoir spectral
response [s21]

G

Resonant absorption
coefficient [cm21]

a0

Spontaneous emission
spectrum [s]

W

Wave vector [m21] k

See also

Electromagnetically Induced Transparency. Photonic
Crystals: Photonic Crystal Lasers, Cavities and Wave-
guides.
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Introduction

Photonic crystals are periodically structured electro-
magnetic media, generally possessing photonic
bandgaps: ranges of frequency in which light cannot
propagate through the structure. This periodicity,
whose lengthscale is proportional to the wavelength
of light in the bandgap, is the electromagnetic analog
of a crystalline atomic lattice, where the latter acts on
the electron wavefunction to produce the familiar
band gaps, semiconductors, etc., of solid-state phy-
sics. The study of photonic crystals is likewise
governed by the Bloch–Floquet theorem, and inten-
tionally introduced defects in the crystal (analogous
to electronic dopants) give rise to localized electro-
magnetic states: linear waveguides and point-like
cavities. The crystal can thus form a kind of perfect
optical ‘insulator’, which can confine light around
sharp bends, in lower-index media, and within
wavelength-scale cavities, among other novel possi-
bilities for control of electromagnetic phenomena.
Below is introduced the basic theoretical background
of photonic crystals in one, two, and three dimensions
(schematically depicted in Figure 1), as well as hybrid
structures that combine photonic-crystal effects in
some directions with more-conventional index guid-
ing in other directions. (Line and point defects in
photonic crystals are discussed in another article.)

Electromagnetic wave propagation in periodic
media was first studied by Lord Rayleigh in 1887,
in connection with the peculiar reflective properties of

a crystalline mineral with periodic ‘twinning’ planes
(across which the dielectric tensor undergoes a mirror
flip). These correspond to one-dimensional photonic
crystals, and he identified the fact that they have a
narrow bandgap prohibiting light propagation
through the planes. This bandgap is angle-dependent,
due to the differing periodicities experienced by light
propagating at non-normal incidences, producing
a reflected color that varies sharply with angle.
(A similar effect is responsible for many other
iridescent colors in nature, such as those of butterfly
wings and abalone shells.) Although multilayer films
received intensive study over the following century, it
was not until 100 years later, when Yablonovitch and
John, in 1987, joined the tools of classical electro-
magnetism and solid-state physics, that the concepts
of omnidirectional photonic bandgaps in two and
three dimensions was introduced. This generaliza-
tion, which inspired the name ‘photonic crystal’, led
to many subsequent developments in their fabrica-
tion, theory, and application, from integrated optics
to negative refraction to optical fibers that guide light
in air.

Maxwell’s Equations in Periodic Media

The study of wave propagation in three-dimension-
ally periodic media was pioneered by Felix Bloch in
1928, unknowingly extending an 1883 theorem in
one dimension by Gaston Floquet. Bloch proved that
waves in such a medium can propagate without
scattering, their behavior described by a periodic
envelope function multiplied by a planewave.
Although Bloch studied quantum mechanics, leading
to the surprising result that electrons in a conductor
scatter only from imperfections and not from the
periodic ions, the same techniques can be applied to
electromagnetism by casting Maxwell’s equations
as an eigenproblem in analog with Schrödinger’s
equation. By combining the source-free Faraday’s and
Ampere’s laws at a fixed (angular) frequency v; i.e.,
time dependence e2ivt; one can obtain an equation in
only the magnetic field ~H:

~7 £
1

1
~7 £ ~H ¼

�
v

c

�2
~H ½1�

where 1 is the dielectric function 1ðx; y; zÞ and c is the
speed of light. This is an eigenvalue equation, with
eigenvalue ðv =cÞ2 and an eigen-operator ~7 £ ð1=1Þ~7 £

that is Hermitian (acts the same to the left and right)

Figure 1 Schematic depiction of photonic crystals periodic in

one, two, and three directions, where the periodicity is in the

material (typically dielectric) structure of the crystal. Only a 3d

periodicity, with a more complex topology than is shown here, can

support an omnidirectional photonic bandgap.
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under the inner product
Ð

~Hp · ~H0 between two fields
~H and ~H0: (The two curls correspond roughly to
the ‘kinetic energy’ and 1=1 to the ‘potential’
compared to the Schrödinger Hamiltonian 72 þ V:)
It is sometimes more convenient to write a general-
ized Hermitian eigenproblem in the electric field
~E; ~7 £ ~7 £ ~E ¼ ðv =cÞ21~E; which separates the kinetic
and potential terms. Electric fields that lie in higher
1; i.e., lower potential, will have lower v; this is
discussed further in the context of the variational
theorem of eqn [3].

Thus, the same linear-algebraic theorems as those
in quantum mechanics can be applied to the
electromagnetic wave solutions. The fact that the
eigen-operator is Hermitian and positive-definite (for
real 1 . 0) implies that the eigenfrequencies v are
real, for example, and also leads to orthogonality,
variational formulations, and perturbation–theory
relations that are discussed further below. An
important difference compared to quantum mech-
anics is that there is a transversality constraint: one
typically excludes ~7 · ~H – 0 (or ~7 · 1~E – 0) eigen-
solutions, which lie at v ¼ 0; i.e., static-field solutions
with free magnetic (or electric) charge are forbidden.

Bloch Waves and Brillouin Zones

A photonic crystal corresponds to a periodic dielec-
tric function 1ð~xÞ ¼ 1ð~x þ ~RiÞ for some primitive
lattice vectors ~Ri (i ¼ 1;2;3 for a crystal periodic in
all three dimensions). In this case, the Bloch–Floquet
theorem for periodic eigenproblems states that the
solutions to eqn [1] can be chosen of the form ~Hð~xÞ ¼
ei~k·~x ~H

n;~k
ð~xÞ with eigenvalues vnð

~kÞ; where ~H
n;~k

is a

periodic envelope function satisfying

ð~7þ i~kÞ £ 1

1
ð~7þ i~kÞ £ ~H

n;~k
¼

vnð
~kÞ

c
2 ~H

n;~k
½2�

yielding a different Hermitian eigenproblem over
the primitive cell of the lattice at each Bloch
wavevector ~k: This primitive cell is a finite domain
if the structure is periodic in all directions, leading to
discrete eigenvalues labeled by n ¼ 1;2;…: These
eigenvalues vnð

~kÞ are continuous functions of ~k;
forming discrete ‘bands’ when plotted versus the
latter, in a ‘band structure’ or dispersion diagram –
both v and ~k are conserved quantities, meaning that a
band diagram maps out all possible interactions in the
system. (Note also that ~k is not required to be real;
complex ~k gives evanescent modes that can exponen-
tially decay from the boundaries of a finite crystal, but
which cannot exist in the bulk.)

Moreover, the eigensolutions are periodic functions
of ~k as well: the solution at ~k is the same as the

solution at ~k þ ~Gj; where ~Gj is a primitive reciprocal
lattice vector defined by ~Ri · ~Gj ¼ 2pdi; j: Thanks
to this periodicity, one need only compute the
eigensolutions for ~k within the primitive cell of
this reciprocal lattice – or, more conventionally, one
considers the set of inequivalent wavevectors closest
to the ~k ¼ 0 origin, a region called the first Brillouin
zone. For example, in a one-dimensional system,
where R1 ¼ a for some periodicity a and G1 ¼ 2p =a;
the first Brillouin zone is the region k ¼ 2p =a…p =a;
all other wavevectors are equivalent to some point in
this zone under translation by a multiple of G1:

Furthermore, the first Brillouin zone may itself be
redundant if the crystal possesses additional sym-
metries such as mirror planes; by eliminating these
redundant regions, one obtains the irreducible
Brillouin zone, a convex polyhedron that can be
found tabulated for most crystalline structures. In the
preceding one-dimensional example, since most
systems will have time-reversal symmetry (k !2k),
the irreducible Brillouin zone would be k ¼ 0…p =a:

The familar dispersion relations of uniform wave-
guides arise as a special case of the Bloch formalism:
such translational symmetry corresponds to a
period a ! 0: In this case, the Brillouin zone of the
wavevector k (also called b) is unbounded, and
the envelope function ~Hn;k is a function only of the
transverse coordinates.

The Origin of the Photonic Bandgap

A complete photonic bandgap is a range of v in which
there are no propagating (real ~k) solutions of
Maxwell’s eqn [2] for any ~k; surrounded by propa-
gating states above and below the gap. There are
also incomplete gaps, which only exist over a
subset of all possible wavevectors, polarizations,
and/or symmetries. Both sorts of gaps are discussed
in the subsequent sections, but in either case, their
origins are the same and can be understood by
examining the consequences of periodicity for a
simple one-dimensional system.

Consider a one-dimensional system with uniform
1 ¼ �1;which has planewave eigensolutions vðkÞ ¼ ck;
as depicted in Figure 2(left). This 1 has trivial
periodicity a for any a $ 0; with a ¼ 0 giving the
usual unbounded dispersion relation. One is free,
however, to label the states in terms of Bloch envelope
functions and wavevectors for some a – 0; in which
case the bands for lkl . p=a are translated (folded)
into the first Brillouin zone, as shown by the dashed
lines in Figure 2(left). In particular, the k ¼ 2p=a
mode in this description now lies at an equivalent
wavevector to the k ¼ p=a mode, and at the same
frequency; this accidental degeneracy is an artifact of
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the ‘artificial’ period that has been chosen. Instead of
writing these wave solutions with electric fields
~EðxÞ , e^ipx=a; one can equivalently write linear
combinations eðxÞ ¼ cosðpx=aÞ and oðxÞ ¼ sinðpx=aÞ
as shown in Figure 3, both at v ¼ cp=a

ffiffi
�1

p
: Now,

however, suppose that one perturbs 1 so that it is
nontrivially periodic with period a; for example, a
sinusoid 1ðxÞ ¼ �1 · ½1 þ D · cosð2px=aÞ�; or a square
wave as in the inset of Figure 2(right). In the presence
of such an oscillating ‘potential’, the accidental
degeneracy between eðxÞ and oðxÞ is broken: suppos-
ing D . 0; then the field eðxÞ is more concentrated in
the higher-1 regions than oðxÞ; and so lies at a lower
frequency. This opposite shifting of the bands away
from the mid-gap frequency v ø cp=a

ffiffi
�1

p
creates a

bandgap, as depicted in Figure 2(right). (In fact, from
the perturbation theory described subsequently, one
can show that for Dp 1 the bandgap, as a fraction of
mid-gap frequency, is Dv=v ø D=2:) By the same
arguments, it follows that any periodic dielectric
variation in one dimension will lead to a bandgap,
albeit a small gap for a small variation; a similar
result was identified by Lord Rayleigh in 1887.

More generally, it follows immediately from the
properties of Hermitian eigensystems that the
eigenvalues minimize a variational problem:

v2

n;~k
¼ min

~E
n;~k

ð
l
�
~7þ i~k

�
£ ~E

n;~kl2Ð
1l~E

n;~k
l2

c2 ½3�

in terms of the periodic electric field envelope ~E
n;~k

;

where the numerator minimizes the ‘kinetic energy’
and the denominator minimizes the ‘potential energy’
Here, the n . 1 bands are additionally constrained to
be orthogonal to the lower bands:

ð
~Hp

m;~k
· ~H

n;~k
¼
ð
1~Ep

m;~k
· ~E

n;~k
¼ 0 ½4�

for m , n: Thus, at each ~k; there will be a gap
between the lower ‘dielectric’ bands concentrated in
the high dielectric (low potential) and the upper ‘air’
bands that are less concentrated in the high dielectric:
the air bands are forced out by the orthogonality
condition, or otherwise must have fast oscillations
that increase their kinetic energy. (The dielectric/air
bands are analogous to the valence/conduction bands
in a semiconductor.)

In order for a complete bandgap to arise in two or
three dimensions, two additional hurdles must be
overcome. First, although in each symmetry direction
of the crystal (and each ~k point) there will be a
bandgap by the one-dimensional argument, these
bandgaps will not necessarily overlap in frequency
(or even lie between the same bands). In order that
they overlap, the gaps must be sufficiently large,
which implies a minimum 1 contrast (typically at least
4/1 in 3d). Since the 1d mid-gap frequency , cp=a

ffiffi
�1

p

varies inversely with the period a; it is also helpful if
the periodicity is nearly the same in different
directions – thus, the largest gaps typically arise for
hexagonal lattices in 2d and fcc lattices in 3d, which
have the most nearly circular/spherical Brillouin
zones. Second, one must take into account

Figure 2 Left: Dispersion relation (band diagram), frequency v

versus wavenumber k ; of a uniform one-dimensional medium,

where the dashed lines show the ‘folding’ effect of applying

Bloch’s theorem with an artificial periodicity a: Right: Schematic

effect on the bands of a physical periodic dielectric variation

(inset), where a gap has been opened by splitting the degeneracy

at the k ¼ ^p=a Brillouin-zone boundaries (as well as a higher-

order gap at k ¼ 0).

Figure 3 Schematic origin of the band gap in one dimension.

The degenerate ka ¼ ^p=a planewaves of a uniform medium are

split into cosðpx =aÞ and sinðpx =aÞ standing waves by a dielectric

periodicity, forming the lower and upper edges of the bandgap,

respectively – the former has electric-field peaks in the high

dielectric (nhigh) and so will lie at a lower frequency than the latter

(which peaks in the low dielectric).
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the vectorial boundary conditions on the electric
field: moving across a dielectric boundary from 1 to
some 10 , 1; the inverse ‘potential’ 1l~El2 will decrease
discontinuously if ~E is parallel to the interface (~Ek is
continuous) and will increase discontinuously if ~E
is perpendicular to the interface (1~E’ is continuous).
This means that, whenever the electric field lines cross
a dielectric boundary, it is much harder to strongly
contain the field energy within the high dielectric, and
the converse is true when the field lines are parallel to
a boundary. Thus, in order to obtain a large bandgap,
a dielectric structure should consist of thin, continu-
ous veins/membranes along which the electric field
lines can run – this way, the lowest band(s) can be
strongly confined, while the upper bands are forced to
a much higher frequency because the thin veins
cannot support multiple modes (except for two
orthogonal polarizations). The veins must also run
in all directions, so that this confinement can occur
for all ~k and polarizations, necessitating a complex
topology in the crystal.

Ultimately, however, in two or three dimensions
there are only rules of thumb for the existence of a
bandgap in a periodic structure, since no rigorous
criteria have yet been determined. This made the
design of 3d photonic crystals a trial and error
process, with the first example by Ho et al. of a
complete 3d gap coming three years after the initial
1987 concept. As is discussed by the final section
below, a small number of families of 3d photonic
crystals have since been identified, with many
variations thereof explored for fabrication.

Computational Techniques

Because photonic crystals are generally complex,
high index-contrast, two- and three-dimensional
vectorial systems, numerical computations are a
crucial part of most theoretical analyses. Such
computations typically fall into three categories:
time-domain ‘numerical experiments’ that model the
time-evolution of the fields with arbitrary starting
conditions in a discretized system (e.g., finite-differ-
ence); definite-frequency transfer matrices wherein
the scattering matrices are computed in some basis to
extract transmission/reflection through the structure;
and frequency-domain methods to directly extract the
Bloch fields and frequencies by diagonalizing the
eigenoperator. The first two categories intuitively
correspond to directly measurable quantities such as
transmission (although they can also be used to
compute e.g., eigenvalues), whereas the third is more
abstract, yielding the band diagrams that provide a
guide to interpretation of measurements as well as a
starting-point for device design and semi-analytical
methods. Moreover, several band diagrams are

included in the following sections, and so the
frequency-domain method used to compute them is
briefly outlined here.

Any frequency–domain method begins by
expanding the fields in some complete basis, ~H~k

ð~xÞ ¼P
n hn

~bnð~xÞ; transforming the partial differential
eqn [2] into a discrete matrix eigenvalue problem
for the coefficients hn: Truncating the basis to N
elements leads to N £ N matrices, which could be
diagonalized in OðN3Þ time by standard methods.
This is impractical for large 3d systems, however, and
is also unnecessary – typically, one only wants the
few lowest eigenfrequencies, in which case one can use
iterative eigensolver methods requiring only , OðNÞ

time. Perhaps the simplest such method is based
directly on the variational theorem eqn [3]: given
some starting coefficients hn; one iteratively mini-
mizes the variational ‘Rayleigh’ quotient using e.g.,
preconditioned conjugate–gradient descent. This
yields the lowest band’s eigenvalue and field, and
upper bands are found by the same minimization
while orthogonalizing against the lower bands
(‘deflation’). There is one additional difficulty, how-
ever, and that is that one must at the same time
enforce the ð~7þ i~kÞ · ~H~k

¼ 0 transversality con-
straint, which is nontrivial in three dimensions. The
simplest way to maintain this constraint is to
employ a basis that is already transverse, for
example planewaves ~h ~G

ei ~G · ~x with transverse ampli-
tudes ~h ~G

· ð ~G þ ~kÞ ¼ 0: (In such a planewave basis,
the action of the eigen-operator can be computed via
a fast Fourier transform in OðN log NÞ time.)

Semi-analytical Methods: Perturbation Theory

As in quantum mechanics, the eigenstates can be the
starting point for many analytical and semi-analytical
studies. One common technique is perturbation
theory, applied to small deviations from an ideal
system – closely related to the variational eqn [3],
perturbation theory can be exploited to consider
effects such as nonlinearities, material absorption,
fabrication disorder, and external tunability. Not
only is perturbation theory useful in its own right,
but it also illustrates both old and peculiarly new
features that arise in such analyses of electromagnet-
ism compared to scalar problems such as quantum
mechanics.

Given an unperturbed eigenfield ~E
n;~k

for a struc-
ture 1; the lowest-order correction Dvð1Þ

n to
the eigenfrequency from a small perturbation D1 is
given by

Dvð1Þ
n ¼ 2

vnð
~kÞ

2

Ð
D1l~E

n;~k
l2Ð

1l~E
n;~k
l2

½5�
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where the integral is over the primitive cell of the
lattice. A Kerr nonlinearity would give D1 , l~El2;
material absorption would produce an imaginary
frequency correction (decay coefficient) from a small
imaginary D1; and so on. Similarly, one can compute
the shift in frequency from a small D~k in order to
determine the group velocity dv=dk; this variation of
perturbation theory is also called k · p theory. All
such first-order perturbation corrections are well
known from quantum mechanics, and in the limit of
infinitesimal perturbations give the exact Hellman–
Feynman expression for the derivative of the
eigenvalue. However, in the limit where D1 is a
small shift Dh of a dielectric boundary between some
11 and 12; an important class of geometric pertur-
bation, eqn [5] gives a surface integral of l~El2 on
the interface, but this is ill-defined because the field
there is discontinous. The proper derivation of
perturbation theory in the face of such discon-
tinuity requires a more careful limiting process from
an anisotropically smoothed system, yielding
the surface integral:

Dvð1Þ
n ¼ 2

vnð
~kÞ

2

ÐÐ
Dh

�
D112l~Ekl

2
2 D121

12 lD’l
2�

Ð
1l~E

n;~k
l2

where D112 ¼ 11 2 12;D1
21
12 ¼ 121

1 2 121
2 ; and ~Ek=D’

denotes the (continuous) interface parallel/perpen-
dicular components of the unperturbed electric/
displacement eigenfield. A similar expression is
required in high index-contrast systems to
employ, e.g., coupled-mode theory for slowly-varying
waveguides or Green’s functions for interface
roughness.

Standard perturbation–theory techniques also
provide expressions for higher-order corrections to
the eigenvalue and eigenfield, based on an expansion
in the basis of the unperturbed eigenfields. This
approach, however, runs into immediate difficulty
because the eigenfields are also subject to the
transversality constraint, (~7þ i~kÞ · 1~E~k

¼ 0; and this
constraint varies with 1 and ~k – the eigenfields ~E~k
are not a complete basis for the eigenfields con-
strained at a different 1 or ~k: For 1 perturbations, this
problem can be eliminated by using the ~H or ~D
eigenproblems, whose constraints are indepen-
dent of 1: For ~k perturbations, one can employ a
transformation by Sipe to derive a corrected higher-
order perturbation theory (for e.g., the group-velocity
dispersion), based on the fact that all of the non-
transverse fields lie at v ¼ 0: Such completeness issues
also arise applying the variational eqn [3], as was
noted in the previous section: in order for a useful

variational bound to apply, one must operate in the
constrained (transverse) subspace.

Two-Dimensional Photonic Crystals

After the identification of one-dimensional bandgaps,
it took a full century to add a second dimension, and
three years to add the third. It should therefore come
as no surprise that 2d systems exhibit most of the
important characteristics of photonic crystals, from
nontrivial Brillouin zones to topological sensitivity
to a minimum index contrast, and can also be used
to demonstrate most proposed photonic–crystal
devices. The key to understanding photonic crystals
in two dimensions is to realize that the fields in 2d can
be divided into two polarizations by symmetry: TM
(transverse magnetic), in which the magnetic field is
in the ðxyÞ plane and the electric field is perpendicular
ðzÞ; and TE (transverse electric), in which the electric
field is in the plane and the magnetic field is
perpendicular.

Corresponding to the polarizations, there are two
basic topologies for 2d photonic crystals, as depicted
in Figure 4(top): high index rods surrounded by low
index (top) and low-index holes in high index
(bottom). Here, a hexagonal lattice is used because,
as noted earlier, it gives the largest gaps. Recall that a
photonic band gap requires that the electric field
lines run along thin veins: thus, the rods are best
suited to TM light (~E parallel to the rods), and the
holes are best suited to TE light (~E running around the
holes). This preference is reflected in the band
diagrams, shown in Figure 4, in which the rods/
holes (top/bottom) have a strong TM/TE band gap.
For these diagrams, the rod/hole radius is chosen to be
0:2a=0:3a; where a is the lattice constant (the nearest-
neighbor periodicity) and the high/low 1 is 12/1. The
TM/TE bandgaps are then 47%

	
28% as a fraction of

mid-gap frequency, but these bandgaps require a
minimum 1 contrast of 1.7/1 and 1.9/1, respectively.
Moreover, it is conventional to give the frequencies v
in units of 2pc=a; which is equivalent to a=l (l being
the vacuum wavelength) – Maxwell’s equations
are scale-invariant, and the same solutions can be
applied to any wavelength simply by choosing
the appropriate a: For example, the TM mid-gap
v in these units is 0.36, so if one wanted this
to correspond to l ¼ 1:55 mm one would use
a ¼ 0:36 · 1:55 mm ¼ 0:56 mm:

The Brillouin zone (a hexagon) is shown at left-
center, with the irreducible Brillouin zone shaded
(following the sixfold symmetry of the crystal); the
corners (high symmetry points) of this zone are
given canonical names, where G always denotes the
origin ~k ¼ 0; K is the nearest-neighbor direction,

124 PHOTONIC CRYSTALS / Electromagnetic Theory



and M is the next-nearest-neighbor direction. The
Brillouin zone is a two-dimensional region of
wavevectors, so the bands vnð

~kÞ are actually
surfaces, but in practice the band extrema almost
always occur along the boundaries of the irreducible
zone (i.e., the high-symmetry directions). So, it is
conventional to plot the bands only along these zone
boundaries in order to identify the bandgap, as is
done in Figure 4.

Actually, the hole lattice can display not only a TE
gap, but a complete photonic bandgap (for both
polarizations) if the holes are sufficiently large (nearly
touching). In this case, the thin veins between nearest-
neighbor holes induce a TE gap, while the interstices
between triplets of holes form ‘rod-like’ regions that
support a TM gap overlapping the TE gap.

Photonic-Crystal Slabs

In order to realize 2d photonic-crystal phenomena in
three dimensions, the most straightforward design is
to simply fabricate a 2d-periodic crystal with a finite

height: a photonic-crystal slab, as depicted in Figure 5.
Such a structure can confine light vertically within the
slab via index guiding, a generalization of total
internal reflection – this mechanism is the source of
several new tradeoffs and behaviors of slab systems
compared to their 2d analogs.

The key to index guiding is the fact that the
2d periodicity implies that the 2d Bloch wavevector
~kk is a conserved quantity, so the projected band
structure – all states in the bulk substrate/superstrate
(the uniform regions far below/above the slab) versus
their in-plane wavevector component (projected
wavevector) – creates a map of which states can
radiate vertically. If the slab is suspended in air, for
example, then the eigensolutions of the bulk air

are v ¼ c
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l~kkl

2
þ k2

’

q
; which when plotted versus ~kk

forms the continuous light cone v $ cl~kkl; shown as a
shaded region in Figure 5. Because the slab has a
higher 1 ð12Þ than the air (1), and frequency goes as
1
	 ffiffi

1
p

; discrete guided bands are ‘pulled down’ in
frequency from this continuum – these bands, lying
beneath the light cone, cannot couple to any vertically

Figure 4 Band diagrams and photonic band gaps for hexagonal lattices of high dielectric rods (1 ¼ 12; r ¼ 0:2a) in air (top), and air

holes (r ¼ 0:3a) in dielectric (bottom), where a is the center–center periodicity. The frequencies are plotted around the boundary of the

irreducible Brillouin zone (shaded triangle, left center), with solid/dashed lines denoting TE/TM polarization (electric field

parallel/perpendicular to plane of periodicity). The rods/holes have a gap in the TM/TE bands.
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radiating mode by the conservation law and so are
confined to the slab (exponentially decaying away
from it). If the horizontal mid-plane of the slab is a
mirror symmetry plane, then just as there were TM
and TE states in 2d, here there are two categories of
modes: even (TE-like) and odd (TM-like) modes
under reflections through the mirror plane (which are
purely TE/TM in the mirror plane itself). Because the
slab here is based on the 2d hole crystal, which had a
TE gap, here there is a 26% ‘bandgap’ in the
even modes: a range of frequencies in which there
are no guided modes. It is not a complete photonic
bandgap, not only because of the odd modes, but also
because there are radiating (light cone) modes at
every v . The presence of these radiating modes means
that if all in-plane translational symmetry is broken
by a localized change in the structure, say a
waveguide bend or a resonant cavity, then vertical
radiation losses are inevitable; there are various
strategies to minimize the losses to tolerable levels,
however. On the other hand, if only one direction of
translational symmetry is broken, as in a linear-
defect waveguide, ideally lossless guiding can be
maintained.

Photonic-crystal slabs have two new critical
parameters that influence the existence of a gap.
First, it must have vertical mirror symmetry in order
that the gaps in the even and odd modes be treatable
separately – such symmetry is broken by the presence
of a substrate that is not the mirror image of the
superstrate, but in practice the symmetry breaking
can be weak if the index contrast is sufficiently high
(so that the modes are strongly confined in the slab).
Second, the height of the slab must not be too small

(or the modes will be weakly confined) or too large
(or higher-order modes will fill the gap); the optimum
height is around half a wavelength l=neff (relative to
an average/effective index neff that depends on the
polarization). In Figure 5, a height of 0:5a is used,
which is near the optimum (with holes of radius 0:3a
and 1 ¼ 12 as in the previous section).

Three-Dimensional Photonic Crystals

Photonic-crystal slabs are one way of realizing 2d
photonic-crystal effects in three dimensions; an
example of another way, lifting the sacrifices imposed
by the light cone, is depicted in Figure 6. This is a 3d-
periodic crystal, formed by an alternating hole-slab/
rod-slab sequence in an ABCABC stacking of bilayers –
equivalently, it is an fcc (face-centered cubic) lattice of
air cylinders in dielectric, stacked and oriented in the
111 direction, where each overlapping layer of
cylinders forms a rod/hole bilayer simultaneously.
Its band diagram is shown in Figure 6 along the
boundaries of its irreducible Brillouin zone (from a
truncated octahedron, inset), and this structure has a
.21% complete gap (Dv as a fraction of mid-gap
frequency) for 1 ¼ 12=1; forbidding light propagation
for all wavevectors (directions) and all polarizations.
Not only can this crystal confine light perfectly in 3d,
but because its layers resemble 2d rod/hole crystals, it
turns out that the confined modes created by defects
in these layers strongly resemble the TM/TE states
created by corresponding defects in two dimensions.
One can therefore use this crystal to directly transfer
designs from two to three dimensions while retaining
omnidirectional confinement. Its fabrication, of

Figure 5 Projected band diagram for a finite-thickness (0:5a) slab of air holes in dielectric (cross section as in Figure 4 bottom), with

the irreducible Brillouin zone at lower left. The shaded region is the light cone: the projection of all states that can radiate in the air.

Solid/dashed lines denote guided modes (confined to the slab) that are even/odd with respect to the horizontal mirror plane of the slab,

whose polarization is TE-like/TM-like, respectively. There is a ‘bandgap’ (region without guided modes) in the TE-like guided modes only.
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course, is more complex than that of photonic-crystal
slabs (with a minimum 1 contrast of 4/1), but this and
other 3d photonic crystal structures have been
constructed even at micron (infrared) lengthscales,
as described below.

There are three general dielectric topologies that
have been identified to support complete 3d gaps for
1 ¼ 12=1 (e.g., Si:air) contrast: diamond-like arrange-
ments of high dielectric ‘atoms’ surrounded by low
dielectric, which can lead to .20% gaps between the
2nd and 3rd bands; fcc ‘inverse opal’ lattices of
nearly-touching low dielectric spheres (or similar)
surrounded by high dielectric, giving gaps around
10% between the 9th and 10th bands; and cubic
‘scaffold’ lattices of rods along the cube edges, giving
,7% gaps between the 2nd and 3rd bands. It is
notable that the first two topologies correspond to fcc

lattices, which have the most nearly spherical
Brillouin zones in accordance with the rules of
thumb given above. Many variations on these
topologies continue to be proposed – for example,
the structure of Figure 6 is diamond/graphite-like –
mainly in conjunction with different fabrication
strategies, such as the following three successful ap-
proaches. First, layer-by-layer fabrication, in which
individual crystal layers (typically of constant cross-
section) are deposited one-by-one and etched with a
2d pattern via standard lithographic methods (giving
fine control over placement of defects, etc.); Figure 6
can be constructed in this fashion (as well as other
diamond-like structures with large gaps). Second,
colloidal self-assembly, in which small dielectric
spheres in a fluid automatically arrange themselves
into close-packed (fcc) crystals by surface forces –
these crystals can be back-filled with a high-index
material, out of which the original spheres are
dissolved in order to form inverse–opal crystals
with a complete gap. Third, holographic lithography,
in which a variety of 3d crystals can be formed by an
interference pattern of four laser beams to harden a
light-sensitive resin (which is then back-filled and
dissolved, as with colloids, to achieve the requisite
index contrast). The second and third techniques are
notable for their ability to construct large-scale 3d
crystals (thousands of periods) in a short time.

See also

Photonic Crystals: Atomic Physics; Photonic Crystal
Lasers, Cavities and Waveguide.
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Mechanics. Paris: Hermann.

Joannopoulos JD, Meade RD and Winn JN (1995)
Photonic Crystals: Molding the Flow of Light.
Princeton: Princeton University Press.

Johnson SG and Joannopoulos JD (2002) Photonic
Crystals: The Road from Theory to Practice. Boston:
Kluwer.

Johnson SG, Ibanescu M, Skorobogatiy M, Weisberg O,
Joannopoulos JD and Fink Y (2002) Perturbation
theory for Maxwell’s equations with shifting material
boundaries. Physical Review E 65: 066611.

Sakoda K (2001) Optical Properties of Photonic Crystals.
Berlin: Springer.

Sipe JE (2000) Vector k · p approach for photonic band
structures. Physical Review E 62: 5672–5677.

Figure 6 Band diagram (bottom) for 3d-periodic photonic

crystal (top) consisting of an alternating stack of rod and hole

2d-periodic slabs (similar to Figure 4), with the corners of the

irreducible Brillouin zone labeled in the inset. This structure

exhibits a Dv=vmidgap ¼21% omnidirectional bandgap.
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Photonic Crystals

Photonic crystals are materials that have a period-
ically varying dielectric constant that results in a
bandgap, or range of frequencies where electro-
magnetic waves are unable to propagate. A simple
one-dimensional example is the Bragg mirror, or
quarter-wave stack, in which periodic layers of
alternating dielectrics reflect photons within a fre-
quency band determined by the thickness and
refractive index of the layers. Photonic crystals are
the extension of this concept into two or three
dimensions. They are constructed as a lattice of two
different dielectrics, and examples include a triangu-
lar lattice of circular rods, or a diamond lattice of
spheres. Certain geometries will produce a bandgap,
within which propagation is impossible in any
direction. These materials are the photonic analog
of semiconductors, in that their periodic dielectric
function provides a bandgap for photons in much the
same way that the periodic atomic potential of a
crystal lattice can provide a bandgap for electrons.

While most photonic crystal research has focused
on optical wavelength structures, many of the first
experimental studies were performed on scale models
at microwave frequencies, where fabrication and
measurements were simpler. Operating at microwave
frequencies also allowed a new class of materials to
emerge, based on metals and lumped circuit elements.
The nearly infinite dielectric contrast provided by the
use of metals, and the ability to make complex
subwavelength scale structures at radio frequencies,
allows photonic crystals with ultra-wide bandgaps to
be produced. Furthermore, the use of lumped circuit
elements allows the electromagnetic properties to
be easily tuned, resulting in unique microwave
structures.

Wire Mesh Photonic Crystals

At optical frequencies, conductive losses preclude the
use of metals for many applications. However, at
microwave frequencies, metals are nearly ideal
materials, since they have low loss and are easily
formed into complicated geometries. The simplest
metallic photonic crystal is a three-dimensional wire
mesh, shown in Figure 1. This example resembles a

diamond crystal lattice, in which metal wires have
been substituted for atomic bonds. It can be
constructed using zig-zag-shaped metal strips that fit
together to form a continuous conductive network.

The electromagnetic properties of this wire mesh
can be understood by considering a traditional
microwave analog: an array of metal waveguides.
Open tunnels permeate the mesh in various direc-
tions, and it behaves as an interpenetrating fabric of
waveguides, whose walls are defined by the wires.
Shorter wavelengths, that fit between the wires, can
propagate through the crystal, while longer waves see
the mesh as a continuous metal surface, and are
reflected. As for a conventional waveguide, the cutoff
frequency occurs approximately where one half
wavelength fits between the rows of wires. Similarly,
for a diamond lattice of wires, the cutoff frequency is

vcutoff ¼
pc

na
½1�

where n is the refractive index of the material between
the wires, and a is the length of the unit cube of the
diamond lattice. Because the cutoff frequency is
primarily determined by the diameter of the open
tunnels, and it is largely independent of the detailed
arrangement of the wires, other mesh geometries can

Figure 1 A wire mesh photonic crystal with diamond geometry.

(a) The mesh forms continuous conductive structure that is

permeated with open tunnels. (b) A diagram of one of the

interlocking metal parts that fit together to form the crystal.

(Reproduced with permission from Sievenpiper D, Sickmiller M

and Yablonovitch E (1996) 3D wire mesh photonic crystals.

Physics Review Letters 76: 2480. Copyright (1996) by the

American Physical Society.)
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be expected to give similar results. However, the
cutoff frequency can vary by a constant of order unity,
depending on the lattice and the unit cell chosen.

The transmission magnitude, as a function of
frequency for such a mesh, is depicted in Figure 2.
Experimentally, it is found that a typical wire mesh
structure attenuates roughly 6 dB per layer for
frequencies below cutoff. However, because the
exact transmission magnitude above cutoff depends
on details of the measurement, such as impedance
matching at the crystal boundary, the vertical scale
shown here is arbitrary, and the intent is simply to
give the qualitative behavior of these and similar
crystal structures. Waves just below the cutoff
frequency can penetrate a crystal with finite thick-
ness, as depicted by the finite slope of the trans-
mission edge.

We can better understand the behavior of waves
within the crystal by examining the dispersion
diagram, shown in Figure 3, in which we plot the
allowed frequencies as a function of wave vector k ¼

2p=l; the spatial frequency of waves inside the
material. A band of allowed frequencies is bounded
by upper and lower band edges, corresponding to
high and low cutoff frequencies, beyond which
propagation is forbidden. The reflective nature of
the crystal below cutoff is shown as a bandgap that
extends down to zero frequency. The slope of the
dispersion curve corresponds to the group velocity of
waves within the allowed band, and states at the
bandedges represent standing waves. The upper edge
of this band occurs where the wavelength matches the
periodicity of the crystal, and for a diamond mesh, it

is approximately

vlattice ¼
2pc

na
½2�

Like traditional dielectric photonic crystals, these
wire mesh structures also have higher order bands
and gaps that occur at higher frequencies. The nature
of the higher band structure depends on the detailed
geometry of the mesh to a much greater extent than
the lowest order gap, which is our primary interest for
radio frequency materials.

Defect States

As in semiconductor crystals, we can alter the
behavior of photonic crystals by adding defects to
create localized states within the bandgap. For the
wire mesh photonic crystal, a defect may be a cut
wire, or a lumped circuit element inserted into the
mesh. For example, replacing one of the wires with a
capacitor creates a parallel resonant circuit, which
acts as a small electromagnetic cavity within the
mesh. Its resonance frequency is given by

vdefect ¼
1ffiffiffiffiffi
LC

p ½3�

Figure 2 The transmission magnitude through a conductive

wire mesh photonic crystal as a function of frequency, v: Shorter

wavelengths can propagate through the open tunnels, while

longer wavelengths see the mesh as a continuous block of metal.

The cutoff frequency is determined largely by the lattice constant,

a, and the refractive index, n, of the material between the wires.

A cut wire forms a defect state within the band gap.

Figure 3 The dispersion diagram for a wire mesh photonic

crystal, plotted as frequency, v; versus wave vector k. The

bandgap extends to zero frequency. The lower bandedge of the

allowed band is determined largely by the lattice constant. Like

other photonic crystals, the wire mesh also supports higher

frequency bands, which are not shown. A point defect such as a

cut wire creates a mode at a single frequency, which contains all

wave vectors.
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where C is the capacitance of the defect, and L is the
inductance of the surrounding wires. The inductance
depends logarithmically on the wire diameter, so it is
largely fixed for a given mesh lattice. However, the
capacitance can be easily changed, since it is a simple
lumped circuit element. Thus, by adding capacitive
defects we can create tunable local states within the
bandgap. The presence of a defect is seen as a narrow
transmission band within the bandgap, shown in
Figure 2. Because a point defect contains all wave
vectors, it is shown as a horizontal line in the
dispersion diagram in Figure 3.

If two defects are located in close proximity, their
modes overlap, and they interact with each other. For
example, two neighboring defects with identical
capacitance will exhibit a split pair of resonances,
corresponding to a lower frequency symmetric mode,
and a higher frequency anti-symmetric mode. The
modes are highly localized at the defects, and this
interaction is limited to defects that are within one or
two lattice constants of each other. If one member of a
pair of nearby defects is tuned with respect to the
other, the frequencies the two modes exhibit are an
avoided crossing behavior, as is typical in many
systems of coupled oscillators. The resonance fre-
quencies for more complex arrangements of defects
can be calculated by assigning an interaction energy
to each neighboring pair, and solving the resulting
Hamiltonian matrix to find the energy levels of the
complete system. In this way, the interaction among
defects in small clusters is analogous to atoms in
simple molecules, and the resulting energy level
structure is similar.

As more defects are added periodically throughout
the mesh, they form a superlattice, and their states
merge into an additional band within the original
bandgap. The upper frequency of this band depends
on the LC resonance frequency of the defects. The
lower frequency depends on the density of the
remaining wires, since waves at the lower bandedge
must be able to fit through the open regions in the
mesh. In the extreme case, where every wire is cut and
replaced by a capacitor, the mesh is no longer a
continuous conductive network. These structures
have an allowed band that extends to zero frequency,
and they will be explored in greater detail in the next
section. Not every wire must be cut to reach this limit,
and the conditions for this to occur are the subject of
percolation theory.

Capacitive Mesh Photonic Crystals

In a capacitive mesh photonic crystal, small isolated
metal islands are distributed on a lattice, and
they are capacitively coupled to their neighbors.

This represents the extreme case of the wire mesh
photonic crystal, where every wire has been cut, and
replaced by a capacitor. An example of such a
structure, built as a stack of printed circuit boards,
is shown in Figure 4. A diamond lattice can be
approximated using planar circuit boards, with
printed tetrapodal structures consisting of two
orthogonal metal strips connected by a metal plated
via. Each metallic island couples to its four nearest
neighbors through their overlapping capacitor plates.

The capacitive mesh photonic crystal is transmis-
sive at low frequencies because it is not traversed by
conducting paths, like the continuous wire mesh
version. The crystal supports a lower band that
extends from zero frequency, up to an LC resonance
frequency:

vlower ¼
1ffiffiffiffiffi
LC

p ½4�

which marks the lower edge of the bandgap. This is
determined by the capacitance between the metal
islands, and the inductance associated with each
island. At higher frequencies, the capacitors appear as
shorts, and the crystal behaves similarly to the
conductive wire mesh structure described previously,
with an upper edge given by

vupper ¼
pc

na
½5�

At this frequency, the waves can again fit through the
open areas between the metallic islands. The trans-
mission magnitude, as a function of frequency for the
capacitive mesh photonic crystal, is shown in Figure 5,
and the additional band is illustrated in the dispersion
diagram in Figure 6. Like the conductive wire mesh,
the capacitive mesh also has a rich upper band
structure, that is outside the scope of this article.

With these capacitive mesh structures, it is possible
to create materials with finite, but arbitrarily large
bandgaps, because the upper and lower edges of the
bandgap are controlled independently by the lattice
constant and the capacitance, respectively. In con-
ventional dielectric photonic crystals, the width of the
bandgap depends on the dielectric contrast between
the constituent materials. Waves at the upper edge
primarily reside in the lower dielectric material, and
waves at the lower edge inhabit the higher dielectric
material. This reasoning can also be applied to
capacitive mesh structures. The lower dielectric is
the substrate material that fills the open spaces
between the metal islands, and modes at the upper
edge of the gap primarily fill these open spaces.
However, for modes at the lower edge of the gap, the
electric field is primarily concentrated within the
capacitors. The metal regions and the capacitors can
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be considered as an effective medium, or artificial
dielectric whose properties depend on the density,
arrangement, and values of the capacitors. By using
large capacitors, the dielectric contrast can be made
arbitrarily large, and the bandgap arbitrarily wide.

Within the bandgap, these materials can support
surface waves, which are modes that are bound to the
interface between the crystal and free space. Surface
waves propagate along the crystal surface, and they
have their own band structure. In the following
sections, we examine these waves, and we will
introduce periodically textured surfaces that suppress
them, much like three-dimensional photonic crystals
suppress internal plane waves.

Surface Waves

Electromagnetic waves that are bound to the interface
between two materials are known as surface waves.
They exist on ordinary metals, and at optical
frequencies they are often called surface plasmons.
They also exist on photonic crystals within the

Figure 5 The transmission magnitude through a capacitive

mesh photonic crystal, as a function of frequency. The crystal is

transparent at low frequencies, because the conducting paths are

broken by capacitors. At higher frequencies, the capacitors

appear as shorts, and crystal behaves like a solid wire mesh.

Figure 4 A capacitive mesh photonic crystal, built as a diamond lattice of capacitively coupled metallic islands. It can be built by

stacking printed circuit boards. (a) One ‘atom’ of the crystal, which is made of two small orthogonal metal strips connected by a metal-

plated via. (b) A side view, showing how the metal strips overlap to form a capacitor. (c) Several periods of the completed crystal

structure, shown without the substrate. (Reproduced with permission from Sievenpiper D, Yablonovitch E, Winn J, et al. (1998)

3D metallo-dielectric photonic crystals with strong capacitive coupling between metallic islands. Physics Review Lett. 80: 2829.

Copyright (1998) by the American Physical Society.)

PHOTONIC CRYSTALS / Microwave Photonic Crystals 131



bandgap region, as well as on other impenetrable
materials. They cannot propagate into the crystal
because of Bragg reflection, yet they are prevented
from escaping into free space by total internal
reflection. They typically interact strongly with the
top layer of the crystal, and they can often be
manipulated or suppressed by adjusting the geometry
of that layer. At radio and microwave frequencies,
these waves are usually called surface currents,
because the associated fields are only loosely bound
to the surface, and extend a great distance into free
space. Their presence can be seen in antenna radiation
patterns and other phenomena, and by suppressing
them we can make a variety of unique radio
frequency devices. However, we must first understand
the nature of these waves.

To understand the nature of these surface currents,
we begin by examining surface waves on metals,
where we assume a wave confined to a dielectric
interface, and then insert the complex dielectric
constant of a metal. Consider a surface in the YZ
plane, where X , 0 is filled with dielectric 1, and
X . 0 is filled with vacuum. A wave propagates in the
Z direction with propagation constant k. For
transverse magnetic (TM) polarized waves, which
are illustrated in Figure 7, the transverse electric field
Ey ¼ 0: The electric field has the form

E1 ¼
�
x̂E1x þ ẑE1z

�
eivx2ikz2ax ½6�

for X . 0 and

E2 ¼
�
x̂E2x þ ẑE2z

�
eivx2ikzþgx ½7�

for X , 0, where a and g are the attenuation
constants into free space and dielectric, respectively.
The fields of such a wave are shown in Figure 7. We
can solve the wave equation for the electric field:

7 £ 7 £ ~E ¼ 1r
v2

c2

›2 ~E

›t2
½8�

by matching Ex and 1rEz; at the interface to yield

k ¼

ffiffiffiffiffiffiffiffiffi
1

1 þ 1

r
v

c
½9�

a ¼

ffiffiffiffiffiffiffiffiffi
21

1 þ 1

s
v

c
½10�

g ¼

ffiffiffiffiffiffiffiffiffi
212

1 þ 1

s
v

c
½11�

A solution for transverse electric (TE) waves, where
Hy ¼ 0; can be found by applying the principle of
duality, by exchanging the electric and magnetic
fields, and substituting m for 1.

For surface waves on a metal surface, we insert the
dielectric constant of a metal, which is

1 ¼ 1 2
is

v10

½12�

Figure 6 The dispersion diagram of the capacitive mesh

photonic crystal. The two edges of the bandgap can be adjusted

independently by varying the lattice constant and the capacitance.

Figure 7 Surface waves can be classified into two polarizations.

(a) A TM wave, shown on a metal surface; (b) A TE wave, shown

on a textured surface. TM waves consist of electric charges on the

metal surface that oscillate along the direction of propagation.

They have nonzero electric field components both perpendicular

to the surface, and parallel to the direction of propagation. TE

waves are associated with transverse currents in the surface.

They are similar to TM waves, but with the electric and magnetic

fields exchanged.
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The conductivity, l, is

s ¼
nq2t=m

1 þ ivt
½13�

where t is the mean electron collision time, q is the
electron charge, m and n are the effective mass and
the density, respectively, of the conduction electrons.
For frequencies much lower than 1/t, which includes
microwave and radio frequencies, we can substitute
eqns [12] and [13] into eqn [9] to find

k <
v

c
½14�

Thus, surface waves on metals propagate at nearly the
speed of light in vacuum, and they travel for many
wavelengths with little attenuation. We can also solve
for the decay constants into free space using eqn [10]:

a ¼ ð1 2 iÞ
v

c

ffiffiffiffiffiffiffi
v10

2s

r
½15�

and into the metal using eqn [11]:

g < ð1 þ iÞ

ffiffiffiffiffiffiffiffiffi
vm0s

2

r
¼

ð1 þ iÞ

d
½16�

where d is recognized as the skin depth. Thus, we
have derived the skin depth of a metal from the
penetration depth of surface waves.

From the skin depth, we can derive the impedance
of a metal sheet. Assuming that E0 is the electric field
at the surface, the surface current is given by

JzðxÞ ¼ sEzðxÞ ¼ sE0e2xð1þiÞ=d ½17�

The magnetic field at the surface is found by
integrating along a path that surrounds the surface
current:

H0 ¼ d
21

0
JzðxÞdx ¼

sd

1 þ i
E0 ½18�

The surface impedance of the metal is therefore

Zs ¼
Ez

Hy

¼
1 þ i

sd
½19�

We can see that the resistance of a metal surface is
accompanied by an equal amount of inductance,
because the real and imaginary parts of the surface
impedance are equal, and have the same sign.

The part of the wave that extends into vacuum is
very loosely bound to the metal surface, but the
currents in the metal occur in a well-defined
skin depth. For example, copper has a surface impe-
dance of 0:03ð1 þ iÞ ohms/square at 10 GHz. Using
eqns [15] and [16], a surface wave at that frequency

extends about 70 meters, or 2300 wavelengths into
free space, but less than 1 micron into the metal. For
this reason, surface waves are often described simply
as surface currents at microwave and radio frequen-
cies, although they are the same phenomenon as the
more tightly bound surface plasmons that occur at
optical frequencies. Nonetheless, their presence can
be seen in a variety of phenomena at RF frequencies,
such as antenna radiation patterns.

The above discussion can be generalized to a simple
impedance surface, and it can be shown that TM
waves are supported on inductive surfaces having an
impedance of

ZsðTMÞ ¼
ia

v1
½20�

while TE waves are supported on capacitive surfaces,
having an impedance of

ZsðTEÞ ¼
2ivm

a
½21�

Thus, while ordinary metals, which are inductive,
support TM waves, they do not support TE waves,
which require a capacitive surface.

Surface waves on metals can be suppressed over a
finite frequency band by applying various kinds of
periotic textures. For example, at optical frequencies,
a lattice of small bumps on a metal surface can create
a surface wave bandgap. Surface waves are scattered
by the bumps, and form standing waves when one-
half wavelength fits between the rows of bumps. Two
modes occur, in which the wave nodes lie either on the
bumps or between them. These two modes have
slightly different frequencies, separated by a narrow
bandgap.

At microwave frequencies, more elaborate struc-
tures can be built to control the surface properties.
One example is a corrugated metal surface, shown in
Figure 8. The corrugations can be considered as
transmission lines running into the slab, and shorted
at the bottom. They are typically one-quarter
wavelength deep, so that the short circuit at the
bottom is transformed into an open circuit at the top.
Because of these resonant structures built into the
surface, it has high impedance for waves that are
polarized with the electric field transverse to the
corrugations, but it has low impedance for waves that
are polarized in the orthogonal direction, with the
electric field parallel to the metal ridges. For waves
propagating transverse to or parallel to the corruga-
tions, the surface can be described as hard or soft,
respectively, by analogy to the acoustic surfaces of the
same names. Both of these boundary conditions are
used in antennas to control scattering properties or
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field profiles. These two surfaces, along with the
electric and magnetic conductors, describe four basic
boundary conditions for electromagnetics, which are
summarized in Table 1. Like the soft and hard
surfaces, the magnetic conductor does not exist in
nature, but it can be produced artificially over a finite
frequency band, using a kind of two-dimensional
photonic crystal known as a high-impedance surface.

High-Impedance Surfaces

Just as three-dimensional photonic crystals forbid
internal plane waves, two-dimensional photonic
crystals can be designed to suppress surface waves.
Like the capacitive mesh described earlier, they can be
constructed with lumped circuit elements. They can
be understood as corrugated surfaces, in which the
resonant corrugations have been folded up into
resonant LC circuits, and distributed on a two-
dimensional lattice. An example of such a structure
is shown in Figure 9. It can be built using printed
circuit boards, in which flat metal patches are
connected to a common ground plane by metal
plated vias.

When the plates are small compared to the
wavelength, we may treat the surface as an effective

medium, with a surface impedance defined by a
parallel resonant LC circuit. The proximity of the
neighboring metal plates provides capacitance, while
the current paths, through the vias and the ground
plane, provide inductance. The surface impedance is
given by

Zs ¼
ivL

1 2 v2LC
½22�

and the resonance frequency is

v0 ¼
1ffiffiffiffiffi
LC

p ½23�

The sheet capacitance, C, is equal to the value of the
individual capacitors, multiplied by a geometrical
factor that is related to their arrangement. It can be
shown that for nonmagnetic materials, the sheet

Figure 8 A corrugated metal surface containing quarter-wave

resonant grooves presents a soft boundary condition to waves

propagating transverse to the grooves, and a hard boundary

condition to waves propagating along the grooves.

Table 1 Four basic boundary conditions in electromagnetics,

and the surface impedance for each polarization

Boundary condition Zs(TM) Zs(TE)

Electric conductor 0 0

Soft surface 1 0

Hard surface 0 1

Magnetic conductor 1 1

Figure 9 A high-impedance surface, constructed as a printed

circuit board. (a) The top view shows an array of hexagonal metal

patches; (b) the side view shows metal-plated vias that connect

the patches to the ground plane; (c) the effective surface

impedance can be modeled as a parallel resonant LC circuit.
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inductance L is equal to

L ¼ m0t ½24�

where t is the total thickness of the high-impedance
surface. The surface is inductive for frequencies
below resonance, and capacitive for frequencies
above resonance. Near the resonance frequency, the
magnitude of the surface impedance is very high
ðZs .. h; where h ¼ 377V is the impedance of free
space).

For a normally incident wave, the reflection
coefficient of the surface is

R ¼
Zs 2 h

Zs þ h
½25�

The phase f ¼ ImðLnðRÞÞ of the reflection coefficient
is plotted as a function of frequency in Figure 10.
While a low impedance surface such as a conven-
tional electric conductor reflects with a phase shift of
p; a high-impedance surface or artificial magnetic
conductor reflects with a phase shift of 0. This can be
used to build low-profile antennas, because radiating
elements can lie very near to a high-impedance
ground plane without being shorted out. For
example, a thin wire antenna can be placed within a
small fraction of a wavelength of the high-impedance
surface, yet retain high radiation efficiency. While
image currents in a metal ground plane would
normally oppose the antenna current, the currents
in a high-impedance ground plane reinforce the
antenna current because of the opposite reflection
phase. This effect occurs when the reflection
phase falls between p=2 and 2p=2; and the corre-
sponding frequency range defines the practical
bandwidth of a low-profile antenna on such a surface.

Experimentally this bandwidth is found to be roughly
equal to the surface wave bandgap, to be described
later.

The reflection phase properties of these materials
can also be used to build unique microwave reflectors.
Since the phase depends on the resonance frequency,
one can vary the local resonance frequency in order to
tune the reflection phase as a function of position on
the surface. For example, a linear phase gradient can
be used for beam steering, or a parabolic phase
function can be used for focusing. The resonance
frequency can be adjusted by tuning the capacitance
of the individual unit cells, using varactors or
mechanical motion, to build actively controlled
microwave reflectors.

The other important property of these textured
ground planes is their surface wave bandgap, which
can be used to control the radiation pattern of
antennas near the surface. We examine the surface
wave properties by considering a wave that decays
into free space, as in eqn [6]. From Maxwell’s
equations, we can obtain

k2 ¼ m010v
2 þ a2 ½26�

which can be combined with eqs [20] and [21] to
obtain the dispersion relations for TM and TE waves
on a general impedance surface, respectively. For TM
waves, which occur where v , v0; we have

kðTMÞ ¼
v

c

ffiffiffiffiffiffiffiffiffiffiffi
1 2

Z2
s

h2

s
½27�

and for TE waves, which occur where v . v0 we
have

kðTEÞ ¼
v

c

ffiffiffiffiffiffiffiffiffiffiffi
1 2

h2

Z2
s

s
½28�

These functions describe, to first order, the dispersion
of waves on a high-impedance surface. However, they
do not predict the bandgap, which can only be
obtained by including the effects of radiation
damping.

Consider an oscillating sheet of current that sees
the impedance of the textured surface on one side,
and the impedance of free space on the other side. At
very low, or very high frequencies, the current is
shunted through the surface. Near the resonance
frequency, where the surface impedance is high,
power is delivered to free space through radiation
damping. The half power bandwidth of this radiation
is defined by the frequencies where the magnitude of
the surface impedance is equal to the impedance of

Figure 10 The reflection phase of a high-impedance surface

crosses through 0 at the resonance frequency, where the surface

appears as an artificial magnetic conductor. The reflection phase

falls between p=2 and 2p=2 for frequencies corresponding roughly

to the edges of the surface wave bandgap.
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free space: ���� ivL

1 2 v2LC

���� ¼ h ½29�

We solve for l to yield the frequencies of the two
bandedges:

v2 ¼
1

LC
þ

1

2h2C2
^

1

hC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

LC
þ

1

4h2C2

s
½30�

The terms in 1=h2C2 are typically small compared to
the terms in 1/LC, so we neglect them to obtain

v < v0

ffiffiffiffiffiffiffiffiffiffiffi
1 ^

Z0

h

s
½31�

where

Z0 ¼

ffiffiffiffi
L

C

s
½32�

is the characteristic impedance of the surface. For
structures that are thin compared to the wavelength,
the characteristic impedance is small compared to h:

We can expand the square root in eqn [31],
to approximate the fractional bandwidth of the
radiation as

Dv

v0

<
Z0

h
¼

ffiffiffiffiffi
L=C

pffiffiffiffiffiffiffi
m0=10

p ½33�

Using eqn [23], this can be rearranged to obtain

Dv

v0

< t
2p

l0

½34�

where l0 is the free space wavelength at the resonance
frequency. This defines a surface wave bandgap that is
centered at the resonance frequency, between a lower-
frequency TM band and a higher-frequency TE band.
From eqn [34], we see that the bandwidth of a high-
impedance surface, or of an antenna on that surface,
is limited by its thickness with respect to its free space
wavelength at resonance. The term l0=2p is recog-
nized as the radian length, described by Wheeler, who
showed that the fractional bandwidth limit of a small
resonant antenna is given by its volume with respect
to a notional sphere of this radius. Equation [34]
represents the equivalent bandwidth limit for a
two-dimensional resonant surface.

The surface wave bandgap can be measured
experimentally with a pair of small probes placed
near the surface. A surface wave probe can be
constructed from the end of a coaxial cable with a
short section of the inner conductor exposed. Fields
from the probe excite surface waves when they are
placed near the surface, and the transmission

magnitude between the probes can be used to analyze
the surface wave band structure. For a high impe-
dance surface, the bandgap can be seen as a range of
frequencies with a significant reduction in surface
wave transmission magnitude, shown in Figure 11.
Within the bandgap, waves are not bound to the
surface, and currents on the surface readily radiate
energy into free space. The upper edge of the bandgap

Figure 11 The surface wave transmission magnitude as a

function of frequency for a high-impedance surface. TM waves are

supported at low frequencies, and TE waves are supported at high

frequencies. Leaky TE waves, which are damped by radiation,

can occur within the bandgap.

Figure 12 The dispersion diagram for surface waves on a high-

impedance surface. The bandgap spans from the upper edge of

the TM band, to the point where the TE band crosses the light line.

Within the bandgap, electromagnetic waves are not bound to the

surface. Modes to the left of the light line represent leaky waves.
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is typically less abrupt than the lower edge, due to the
presence of leaky TE waves.

The dispersion diagram for surface waves on a
high-impedance surface is illustrated in Figure 12.
The TM band begins at zero frequency, and bends
over flat below the resonance frequency. The TE band
begins at the resonance frequency, and slopes upward
through the light line. The bandgap, which is the
region where bound surface waves are not supported,
extends from the upper edge of the TM band to the
point where the TE band crosses the light line. This
boundary, where v ¼ ck=n; represents waves in free
space propagating parallel to the surface. TE modes,
that lie to the right of the light line, are bound to the
surface while those that lie left of the light line lose
energy to radiation damping. They are not bound to
the surface, and are described as leaky waves. The
approximate dispersion functions of eqns [27] and
[28] are similar to the curves shown in Figure 12, but
because they neglect radiation damping, they do not
describe these leaky modes. Furthermore, like other
photonic crystals, high-impedance surfaces also have
higher-order bands and gaps that are not explained by
the effective medium model.

The suppression of propagating surface modes can
be used for a variety of applications, such as antennas
and other microwave structures. One example is to
change the radiation pattern of an antenna by
covering its ground plane with a textured surface.
Figure 13 shows a simple monopole antenna, along
with the radiation patterns produced by the mono-
pole when it is placed on a flat or textured ground
plane. These plots show the relative magnitude of
radiation from the antenna as a function of angle. TM
surface currents on the finite metal ground plane form
standing waves, which scatter from the edges and
corners of a finite ground plane. This causes ripples in
the radiation pattern as radiation from the edges
interferes with the direct radiation from the antenna.
Scattering of the surface currents from the ground
plane edges also allows the antenna to radiate power
into the backward hemisphere, which would other-
wise be shadowed by the ground plane. On the high-
impedance ground plane, the suppression of surface

Figure 13 (a) A monopole antenna on a ground plane, used for

testing the effect of a textured surface on the radiation pattern. (b)

The E-plane radiation pattern of the monopole on a flat metal

ground plane shows ripples due to standing surface waves. (c) On

a high-impedance ground plane, within the bandgap, surface

waves are forbidden, and the radiation pattern is smooth. (d)

Outside the bandgap, in the TM band, there is a high density of

surface modes.
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currents within the bandgap results in a smooth
radiation pattern in the forward hemisphere, and very
little power in the backward hemisphere. For
frequencies outside the bandgap, such as within the
TM band, the high density of TM modes can be seen
as fine ripples in the pattern, and significant power in
the backward hemisphere.

The monopole is useful for illustrating the suppres-
sion of TM surface modes, but many other antenna
designs are possible. For example, the suppression of
both TM and TE surface waves can be used to build
patch antennas or aperture antennas with a high
degree of symmetry between the E and H planes.
Because these materials behave as artificial magnetic
conductors, they can also be used to design a variety
of thin antennas that would be impractical on
conventional metal ground planes. Finally, by incor-
porating active elements into the surface, tunable or
steerable antennas are possible.

List of Units and Nomenclature

a lattice constant meters
c speed of light in vacuum meters/second
C capacitance Farads
E electric field Volts/meter
H magnetic field Amps/meter
i unit imaginary number –
J current density Amps/meter2

k wave vector 1/meters
L inductance Henrys
m effective electron mass kilograms
n refractive index –
n electron density number/meter3

q electron charge Coulombs
r radius meters
R reflection coefficient –
t thickness meters
T transmission coefficient –
Z surface impedance Ohms/square
a decay constant into free space 1/meters
g decay constant into material 1/meters
d skin depth meters
1 electric permittivity Farads/meter
h impedance of free space Ohms
l wavelength meters
m magnetic permeability Henrys/meter
p diameter/circumference ratio –
s electrical conductivity 1/Ohms
t mean electron collision time seconds
v angular frequency radians/second
f vector differential operator –
› scalar differential operator –
1 infinity –

See also

Babinet’s Principle. Diffractive Systems: Diffractives
in Animals; Microstructure Fibers; Omnidirectional
Surfaces and Fibers. Photonic Crystals: Atomic Physics;
Electromagnetic Theory; Nonlinear Optics in Photonic
Crystal Fibers; Photonic Crystal Lasers, Cavities and
Waveguide; Self-Assembled and Functionalized Photonic
Crystals.
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Introduction

Photonic crystal fibers (PCFs) are very similar to
normal optical fibers in that they consist of a core
surrounded by cladding, such that light is guided
within the core of the fiber. The primary difference
between PCF and standard optical fibers is that PCFs
feature an air–silica cross-section, whereas standard
optical fibers have an all-glass cross-section. An
electron micrograph of a typical PCF is shown in
Figure 1. The air holes extend along the axis of the
fiber for its entire length and the core of the fiber is
formed by a defect, or missing hole, in the periodic
structure. The core is formed of solid glass, whose
refractive index is that of pure silica (or whatever
other glass is chosen), and the cladding is formed by
the air–glass mixture, whose effective refractive index
depends on the ratio of air-to-glass, also known as the
air-fill fraction, that comprises the structure. The
resulting effective-index of the cladding will be lower
compared with that of the core and, as such, will
provide the refractive index variation necessary to
support total internal reflection at the core-cladding
boundary, and guide light in a manner similar to that
of standard optical fibers. The fiber design (i.e., size,
shape, and the air-fill fraction) dictates solutions to
Maxwell’s equations for light propagating within
the fiber. Valid solutions are referred to as ‘modes’
which propagate along the fiber in a known manner,
and have a well-defined shape in the transverse
direction (i.e., they have a well-defined transverse
mode structure).

Nonlinear-optical effects in fibers result from the
interaction of optical fields with the glass via the xð3Þ;

or Kerr nonlinearity. The phenomenon of nonlinear
refractive index is a manifestation of a light–material

interaction mediated by xð3Þ: The magnitudes of the
components of the third-order susceptibility tensor in
glass, xð3Þ; are generally quite small compared with
the analogous second-order ðxð2ÞÞ terms for materials
exhibiting such nonlinearities (e.g., lithium niobate,
beta-barium borate (BBO), etc.). The relatively small
xð3Þ nonlinearity in optical fibers makes them ideal for
wavelength-division multiplexed optical communi-
cation where light propagation subject to a minimum
of nonlinear effects is critical. Nonlinearity does,
however, eventually become an issue in wavelength-
division multiplexed systems as the launched optical
power increases and as the channel spacing decreases.
On the other hand, one can utilize nonlinear-optical
effects in soliton communication systems and to build
useful photonic devices. Despite the weak xð3Þ

Figure 1 An electron micrograph showing the periodic

microstructure of a typical PCF. The core is formed by the

‘missing hole’ in the center of the microstructure. (Reproduced

with permission from Ranka JK, Windeler RS and Stentz AJ

(2000) Visible continuum generation in air-silica microstructure

optical fibers with anomalous dispersion at 800 nm. Optical Letters

25: 25–27. q2000 Optical Society of America, courtesy of OFS.)
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nonlinearity, the net nonlinear-optical effect in fibers
can be large due to the ability to tightly confine
intense fields within the core of an optical fiber and
maintain the interaction over a long distance as the
guided fields propagate through the fiber.

The study of nonlinear-fiber optics has benefited
from dramatic improvements in optical fiber and
fiber-optic device fabrication. The importance of
understanding nonlinear-fiber optics is driven by the
need to develop fiber-integrated devices, and also by
the need to understand and mitigate the problems
that these nonlinearities cause in optical communi-
cation systems.

This section introduces the unique linear- and
nonlinear-optical properties of PCFs in order to
understand the reasons why nonlinear-optical effects
are often enhanced in such fibers. These discussions
pertain to PCFs which are ‘highly nonlinear’. It is
essential to clarify that ‘highly nonlinear’ in this
context does not mean that the xð3Þ is any larger than
that of standard telecommunication fibers, rather that
the effect of this nonlinearity is enhanced due to the
fiber’s very small core.

PCF Properties

Photonic crystal fibers feature a variety of interesting
properties. From the standpoint of nonlinear-fiber
optics there are four very useful fundamental proper-
ties of PCFs:

. a mechanically robust optical fiber can be fabri-
cated with an extremely small core (a few mm2);

. a fiber can be made to guide in a single transverse
mode over an extremely broad wavelength range
(370 nm–1600 nm);

. there are new degrees of freedom that allow one to
manipulate the fiber’s group-velocity dispersion
(GVD) properties; and

. many, but not all, PCFs are polarization maintain-
ing as a result of form birefringence present in the
core.

The fact that small-core PCFs can be fabricated is
clear from Figure 1 by taking note of the fact that the
center defect region which comprises the core is about
1.7 mm in diameter. Photonic crystal fibers with even
smaller cores have been fabricated.

Transverse Mode Structure

A widely accepted model used to describe the
transverse modal behavior of PCFs is called the
effective-index model. The effective-index model can
be used to understand why some PCFs are ‘endlessly

single mode’, meaning that the fiber guides in a single
transverse mode over an exceptionally wide wave-
length range (370 nm–1600 nm). In the effective-
index model, the refractive index of the core, ncoðlÞ; is
that of glass, and the refractive index of the cladding,
neffðlÞ; assumes a value in between that of glass and
air. In the context of PCFs, one makes a modification
to the standard expression describing single-mode
behavior in step-index fibers:

Veff ¼
2pL

l

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ncoðlÞ

2 2 neffðlÞ
2

q
, Vcutoff ½1�

where L is the spacing between air holes, l is the
wavelength of light, and Vcutoff is the cutoff condition
for the PCF. A similar expression for the V parameter
is commonly used to understand the modal behavior
of standard fibers where the larger the V is, the more
transverse modes are supported within the fiber. In
standard fibers the cutoff condition below which only
a single mode can propagate within the core of a fiber
is given by Vcutoff , 2:405: In the case of PCFs, a
numerical method should be used to determine Vcutoff :

Mechanically robust PCFs can be fabricated where
the dispersion in neffðlÞ (i.e., the variation of neff

with l) offsets dispersion in ncoðlÞ and compensates
for the 2pL=l coefficient in eqn [1]. Therefore, the
light within the fiber propagates in a single, Gaussian-
like mode because for all wavelengths Veff , Vcutoff :

A graph of the variation of Veff with L=l is shown in
Figure 2, where d represents the size of an air hole.

Conceptually, the effective index model can be
understood by noting that at short wavelengths the
mode field is confined well within the all-silica core,
but as l increases the mode field extends further into
the air–glass cladding and Veff and neffðlÞ both
decrease.

Dispersion in PCF

Other critical differences between PCFs and standard
optical fibers lie in the dispersion properties. When
light propagates through a fiber its behavior depends
on the light’s optical frequency:

Eðt; zÞ ¼ Aðt; zÞei½vt2bðvÞz� ½2�

Equation [2] describes the mode as it propagates
through the fiber. It is decomposed into a slowly
varying envelope, Aðt; zÞ; and a rapidly varying
exponential component where v is the frequency of
the mode, t is time, z is the position along the length
of the fiber, and bðvÞ is called the mode-propagation
constant. The general term used in describing the
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frequency dependence of b is chromatic dispersion,
which includes contributions from the material as
well as the waveguide. Other types of dispersion
present in optical fibers include multi-modal (arising
from multiple guided transverse modes) and polari-
zation-mode dispersion.

One way to understand the chromatic dispersion of
a mode propagating through an optical fiber is to
study the Taylor series expansion of the mode-
propagation constant, b; about the center frequency
of the field, v0:

bðvÞ¼b0þb1ðv2v0Þþ
1

2
b2ðv2v0Þ

2þ ··· ½3�

where bi ¼dib=dvi: The physical significance of the
various bi in eqn [3] are as follows: the phase-fronts
of the electric field move at a speed given by v=b0 ¼vp;

and the envelope, Aðt;zÞ; moves at a group velocity
given by 1=b1: A GVD term, which governs temporal
spreading of the envelope, is given by b2: Higher-
order b terms are usually negligible for propagation
of pulses of $1 ps duration in optical fibers and are
lumped into the category of ‘higher-order chromatic
dispersion’.

The notation ‘b2’, as defined above, is often used in
the literature with dimensions of ps2/km. However,
another expression is frequently used because of its
direct relationship to measured quantities. It is
straightforward to measure the relative delay, T;

between two pulses having different center wave-
lengths. Choosing a particular wavelength as a
reference, one can then measure relative delay as a
function of an injected pulse’s center wavelength.
The first derivative with respect to l of the relative

delay curve gives the GVD according to

D ¼

›

 
1

vg

!

›l
¼

1

L

dT

dl
¼ 2

2pc

l2
b2 ½4�

where vg is the group velocity, and L is the length of
the fiber under test. The dimension commonly used
for D is ps/(nm km).

Chromatic dispersion in single-mode optical fibers
results from two different wavelength-dependent
fiber parameters. The medium itself, glass in this
case, has a wavelength-dependent refractive index.
This ‘material’ contribution has the same magnitude
regardless of the various parameters associated with
the waveguide. A second contribution has to do with
the design of the optical fiber. This ‘waveguide’
contribution to dispersion arises from the fact that
the wavelength-dependent mode depends on the
properties of the waveguide (i.e., the core size and
refractive index contrast between the core and
cladding). Empirical models can be used to describe
the material, waveguide, and total GVD for standard
communication fibers. Such a set of curves is given in
Figure 3 where it can be seen that it is possible to have
positive, negative, or zero values for D: For historical
reasons, the regions where D is negative (b2 is
positive) exhibit ‘normal GVD’, while those where
D is positive (b2 is negative), exhibit ‘anomalous
GVD’. The wavelength corresponding to D ¼ 0 is
referred to as the zero-dispersion wavelength ðl0Þ;

which for most silica glass fibers is about 1,300 nm.
In contrast with standard optical fibers, where the

waveguide contribution to D is always less than zero,
small-core PCFs can be fabricated where the wave-
guide contribution to GVD is positive and quite large.
As such, in PCFs, l0 can be shifted to wavelengths
shorter than the intrinsic dispersion zero of glass.
Control over the GVD is essential for phase matching
certain nonlinear-optical interactions involving light

Figure 2 Variation of Veff for different relative hole diameters

d =L: The calculation assumes a fiber with an air–glass cross-

section where the refractive index of air and glass was taken to be

1 and 1.45, respectively. The dashed line marks Veff ¼ 2:405; the

cutoff value for a step-index fiber. (Reproduced with permission

from Birks TA, Knight JC and Russell PStJ (1997) Endlessly

single-mode photonic crystal fiber. Optical Letters 22: 961–963.

q1997 Optical Society of America.)

Figure 3 Plots of the theoretical dispersion coefficient, D ; as a

function of wavelength for a standard optical communication fiber.
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of different colors co-propagating within a fiber.
Indeed, several exciting applications of nonlinear
optics in PCF require a fiber with a l0 , 800 nm. The
GVD is also of great importance when working with
pulsed light in PCF, because GVD results in temporal
pulse broadening. It also governs pulse temporal
walkoff effects, limiting the effective interaction
length between pulses of different colors. This new
flexibility to manipulate the GVD curve, by varying
waveguide design parameters, is a key advantage
associated with using PCFs for nonlinear optics.

Birefringence in PCF

The core of an optical fiber often exhibits some
amount of anisotropy. The core may be elliptical in
form (shape) which leads to a phenomenon referred
to as form birefringence. Since mode propagation
depends on the fiber structure, a fiber with an
elliptical core will exhibit mode propagation that
depends on the electric field’s polarization with
respect to the axes of the elliptical core. As a result
of birefringence, the polarization of the mode varies
as it propagates through the fiber (unless care is taken
to align the polarization of the injected light with
respect to a principal axis of the birefringence).

Polarization-maintaining (PM) fibers are designed
to include birefringence in a particular axis of the
fiber. By including a well-defined birefringence
throughout the length of a fiber that is larger than
that induced by external perturbations, fast and slow
axes of the optical fiber are created for all guided
wavelengths, giving two orthogonal ‘polarization
modes’. If light is injected into one of the polarization
modes (i.e., with its linear polarization along one of
the axes) it remains linearly polarized along that axis
as it propagates along the fiber. The two polarization
modes generally have different group velocities, so
pulsed light in each mode will take a different amount
of time to propagate through a given segment of fiber.
Most PCFs exhibit strong birefringence due to a
slightly elliptical core combined with a large core-
cladding index difference, and so they behave simi-
larly to PM fibers. Special care must be taken when
working with PCF to be sure that the polarization of
the light launched into the fiber is aligned with one of
the birefringent axes.

In practice, there are a few other features of PCF
that are of importance when discussing nonlinear-
optic interactions:

. propagation losses are generally larger in PCFs
than in standard optical fibers; and

. free-space coupling and splicing are difficult and
can result in large coupling losses.

Nonlinear Phenomena

The basic principles determining nonlinear effects in
PCFs are the same as those for standard optical fibers
(see Fiber and Guided Wave Optics: Nonlinear Effects
(Basics)). It is the new flexibility in PCFs to obtain
transverse-modal and GVD behavior different from
that of standard optical fibers that makes PCFs truly
interesting for nonlinear optics. The relevant non-
linear-optical effects are: self-phase modulation
(SPM); cross-phase modulation (CPM); third-harmo-
nic generation (3HG); four-wave mixing (FWM);
Raman scattering; and Brillouin scattering.

Self-phase modulation (also known as the optical
Kerr effect) refers to the self-induced phase shift
experienced by an optical field as it propagates
through a fiber. It becomes particularly important for
the case of pulses of light propagating through optical
fibers. In small core PCFs, SPM is enhanced due to
the high-intensity light propagating within the core.
Self-phase modulation can lead to substantial spectral
broadening of pulsed light propagating along an
optical fiber.

When a pulse of light experiences normal GVD
(i.e., D , 0) as it propagates, the longer-wavelength
components travel faster than the shorter-wavelength
components. Anomalous GVD (i.e., D . 0) leads to
the opposite, short-wavelength components traveling
faster than the long-wavelength components. Group-
velocity dispersion generally leads to temporal
broadening of pulses as they propagate along a
fiber. Under ideal conditions, however, SPM in
combination with anomalous GVD, leads to pulses
which propagate without any temporal or spectral
broadening. These self-sustaining pulses are called
‘optical solitons’.

When waves of light having different wavelengths
co-propagate along a fiber, CPM can occur. It can be
understood as a phase shift induced on one wave,
due to the presence of the other wave. Cross-phase
modulation also leads to spectral broadening and
solitonic pulse propagation.

In 3HG and FWM, one or more photons are
destroyed and others are created. In 3HG, three
‘fundamental’ photons are destroyed to create one
with three times the energy of the fundamental
photons. In FWM, two fundamental photons are
destroyed while two others are created. While it is
straightforward to conserve energy in 3HG and
FWM, these interactions must be ‘phase-matched’,
meaning that the interacting waves must be made to
propagate in-phase over a meaningful length. Such
phase-matching conditions need to be carefully
considered when studying 3HG and FWM. Never-
theless, 3HG and FWM can be used to obtain
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frequency shifts and all-optical amplification. In
comparison with other types of optical fibers, PCFs
are particularly useful for 3HG and FWM appli-
cations. The small core of the PCF allows interactions
to occur at much lower input powers, and the new
flexibility associated with the GVD properties permits
phase matching in cases which are not possible using
standard optical fibers. Finally, the fiber’s endlessly
single-mode behavior permits very good transverse
mode overlap between interacting waves having
widely different center wavelengths.

Self-phase modulation, CPM, 3HG, and FWM are
photon–photon interactions wherein no energy is
exchanged with the medium itself. In contrast,
Raman scattering and Brillouin scattering result
from photon–phonon interactions. The differences
between Raman and Brillouin scatterings lie in the
energy of the phonons involved and the direction in
which the interactions occur. Raman scattering is an
interaction between a photon and an optical–phonon
mode of the molecules making up the material. In the
case of Raman scattering in glass, the energy shift,
associated with molecular vibrational (Raman)
modes, corresponds to frequencies of 1–12 THz.
Raman scattering occurs in the forward and back-
ward directions. With pulsed light, stimulated Raman
scattering can occur when the lower-frequency
spectrum of the pulse overlaps with the spectrum of
the Raman resonances excited by the higher-
frequency spectrum. When this happens, energy can
be efficiently shifted in spectrum towards the peak of
the Raman resonance. In the forward direction, this
‘Raman self-frequency shift’ builds up. Additionally,
if the Raman self-frequency shift occurs in the
presence of anomalous dispersion, a ‘Raman soliton
self-frequency shift’ can result. As the injected
power is increased, the spectral shift between the
injected pulse and the resulting Raman soliton
increases. The principal advantage associated with
PCF is the ability to generate Raman solitons for a
broader range of wavelengths than was previously
possible.

For Brillouin scattering, interaction with the
acoustical phonons results in frequency shifts of
about 10 GHz and the interaction only occurs in the
backward direction. Brillouin scattering is generally a
nuisance in fiber-based devices, leading to intensity
noise and other problems. The interesting feature of
Brillouin scattering in PCFs is that the threshold
intensity where problems begin to occur is higher for
PCFs than for standard optical fibers. The higher
threshold permits further optimization of fiber-based
devices wherein Brillouin scattering limits the
performance.

Experiment Examples

In the following subsections, a selection of experi-
ments, demonstrating a few of the relevant nonlinear-
optical phenomena, are briefly described.

Supercontinuum Generation

One of the most exciting demonstrations of non-
linear optics in PCF is that of supercontinuum
generation. In a typical experiment, 100 femto-
second pulses from a mode-locked Ti:Sapphire laser
operating at a wavelength of 800 nm were injected
into the PCF. As the injected power was increased,
a broad continuum of spectrum was generated from
wavelengths of 400 nm up to 1,600 nm. Typical
data showing the input and output optical spectra
are given in Figure 4, where it can be seen that well
over an octave of frequency spectrum is generated
from an input pulse whose spectral width is only
about 10 nm.

It is widely accepted that supercontinuum gener-
ation results from a combination of linear and
nonlinear optical effects conspiring to generate the
broad spectrum. As the pulse propagates through the
PCF, SPM, FWM, and Raman scattering are all likely
to occur with relative efficiencies depending heavily
on the input pulse’s spectral and temporal character-
istics, as well as the fiber’s properties. Indeed, efficient
supercontinuum generation can occur in PCFs for
pump wavelengths lying near the zero-dispersion
point in the normal or anomalous dispersion regime
of the PCF, and for fibers as short as a few millimeters
in length.

Spectral broadening, due to SPM, is common
in standard optical fibers, but what makes this

Figure 4 In supercontinuum generation one observes a broad

continuum generated after short pulses of light from a Ti:Sapphire

laser propagate through a 75 cm section of PCF. The spectrum

of the input pulse is shown as a dashed curve, while the

output is a solid curve. (Reproduced with permission from Ranka

JK, Windeler RS and Strentz AJ (2000) Visible continuum

generation in air-silica microstructure optical fibers with anom-

alous dispersion at 800 nm. Optical Letters 25: 25–27. q2000

Optical Society of America.)
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particular experiment interesting is the remarkable
width of spectrum generated with a short piece of
fiber (,1 m) and with comparatively small optical
powers.

Optical Switching in PCF

Cross-phase modulation can be used to build an all-
optical switch. Such a switch can be implemented as a
three-port device where the output port for a given
optical bit (the signal pulse), is determined by the
presence of an optical control (the pump pulse).
Switching can then be achieved by dividing the signal
pulse equally on two arms of an interferometer and
injecting the strong pump pulse only on one arm.
Because the pump pulse co-propagates with only one
of the two signal pulses, there exists a CPM-induced
phase difference fNL ¼ 2gPpL at the output of the
interferometer, where Pp is the peak power of the
pump pulse and L is the interaction length. By varying
the intensity of the pump pulses one can vary the
magnitude of this phase difference. If a p-phase shift
is achieved, one can switch the interference from
destructive to constructive, or vice-versa, thus reali-
zing an all-optical switch.

Figure 5 shows an experimental setup used to
observe switching near 1,550 nm (a similar apparatus
using bulk-optic rather than fiber-optic components
can be used to conduct experiments near 780 nm).
The pump and signal are synchronous few-ps-
duration pulses with a tunable wavelength separation Figure 6 Switching curves (open boxes and filled circles),

showing the relative power measured in each port of the switch

vs. the pump peak power, for experiments conducted near

(a) 1,550 nm and (b) 780 nm. The curves accompanying the data

are generated from numerical solutions of coupled wave equations

for CPM. (Reproduced with permission from Sharping JE,

FiorentinoM,KumarPandWindelerRS(2002)All-opticalswitching

based on cross-phase modulation in microstructure fiber. IEEE

Photonics Technology Letters 14: 77–79.q2002 IEEE.)

Figure 7 A schematic of the experimental setup used to

investigate FWM in PCFs. (Reproduced with permission from

Sharping JE, Fiorentino M, Coker A, Kumar P and Windeler RS

(2001) Four-wave mixing in microstructure fiber. Optical Letters

26: 1048–1050. q2001 Optical Society of America.)

Figure 5 Experimental setup used to demonstrate all-optical

switching near 1,550 nm. (EDFA, erbium-doped fiber amplifier;

BWDM, bandpass wavelength-division multiplexor; PBS, polariz-

ation beamsplitter; FPC, fiber polarization controller) (Reproduced

with permission from Sharping JE, Fiorentino M, Kumar P and

Windeler RS (2002) All-optical switching based on cross-phase

modulation in microstructure fiber. IEEE Photonics Technology

Letters 14: 77–79. q2002 IEEE).
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of 5–15 nm. The switching characteristics for this
implementation are shown in Figure 6. The apparatus
has the advantage of requiring short fiber lengths, low
switching powers, and allows switching of weak
pulses. It demonstrates the feasibility of using non-
linear optics in PCF to perform essential functions in
high-speed all-optical processing.

Parametric (Mixing) Processes

The first set of experiments with controlled FWM in a
PCF achieved nondegenerate parametric gains over a
30 nm range of pump wavelengths near the l0 of the
PCF. The experiments also confirmed the wavelength
dependence of the GVD coefficient of the PCF near
l0: Since the dispersion characteristics of these fibers
can be adjusted during the fabrication process, the
experiments demonstrate the potential for the use of
PCFs in broadband parametric amplifiers, wave-
length shifters, and other optical communication
devices.

The experimental setup used to demonstrate phase-
matched FWM in PCF is shown in Figure 7. The
pump and the input signal are two synchronous
pulsed beams having 3–5 nm wavelength separation
with the center wavelength tunable over a 720–
850 nm range. The maximum peak power of the
pump pulses is .12 W: The two synchronous beams
are then combined and injected into the PCF. The

pump and signal’s optical paths are adjusted to obtain
temporal overlap in the PCF and their polarizations
are aligned by fiber polarization controllers.

Figure 8 shows a typical FWM optical spectrum at
the output of a 6.1 m long PCF. Here the strong
pump beam and the weak signal beam have
wavelengths of 753 nm and 758 nm, respectively.
The spectrum shows the undepleted pump, the
amplified signal, and the generated idler at 747 nm.
The spectra in Figure 8 show that large gain is
achievable for a pump-to-signal spacing of 5 nm.
Gain values of more than 20 (13 dB) were obtained.

Conclusion

In summary, the advantages of using photonic crystal
fibers for demonstrating nonlinear-fiber optical effects
arise from four novel properties:

. the nonlinear coefficient is enhanced in small-core
PCFs (core area of a few mm2);

. PCFs can support a single transverse mode over
an extremely broad wavelength range (370 nm–
1600 nm);

. PCF design parameters allow one to manipulate
the fiber’s GVD properties; and

. nonlinear interactions are enhanced due to the
polarization maintaining properties of PCFs which
result from form birefringence present in the core.

Figure 8 A typical FWM spectrum observed at the output of the microstructure fiber. The inset shows a spectrum where higher-order

cascaded mixing is evident. (Reproduced with permission from Sharping JE, Fiorentino M, Coker A, Kumar P and Windeler RS (2001)

Four-wave mixing in microstructure fiber. Optical Letters 26: 1048–1050. q2001 Optical Society of America.)
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These four properties combine to allow efficient
interactions to occur in PCFs which are either
inefficient or not possible at all in standard optical
fibers.

See also

Optical Amplifiers: Raman, Brillouin and Parametric
Amplifiers. Photonic Crystals: Electromagnetic Theory.
Scattering: Raman Scattering.
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Introduction

Photonic bandstructure engineering, in which the
electromagnetic dispersion relations are intentionally
modified, can be accomplished by creating one-, two-,
and three-dimensionally periodic dielectric materials.
These periodic materials, called photonic crystals, can
be used to confine and guide light. This article
describes the formation of optical resonant cavities
and waveguides in these materials. Most of the
discussion will focus on two-dimensional photonic
crystals. One-dimensionally periodic systems are
treated elsewhere in this volume. This article will
begin with a short review of the relevant electromag-
netic properties of photonic crystals. The formation
and properties of resonant cavities will follow this, and
the article will conclude with waveguides formed by
linear defects in two-dimensional photonic crystals.

Electromagnetics of Photonic Crystals

A two-dimensional photonic crystal consists of a
dielectric material in which the dielectric constant is
periodic in two dimensions. The period of these
materials is on the order of a half-wavelength of the

operating optical wavelength. In this section, we
briefly review the electromagnetic properties of two-
dimensional photonic crystals. For more details, see
the article entitled Spectroscopy: Raman Spectroscopy
in this volume.

There are five Bravais lattices in two dimensions.
Most of the research on photonic crystal resonant
cavities and waveguides has focused on square and
triangular lattices, and in this article we will
consider examples based on the triangular lattice.
Since these structures are usually defined litho-
graphically however, there is, in principle, no need
to confine the investigation to naturally occurring
Bravais lattices. Due to the limitations of current
nanofabrication technology, much of the research
has focused on photonic crystals that have a finite
thickness. The important feature of photonic
crystals is that the bandgaps in the electromagnetic
spectrum opened up by all of the Bragg planes
overlap spatially and spectrally, so that a frequency
region exists in which no electromagnetic propa-
gation is allowed. These electromagnetic bandgaps
can be used to confine optical modes in very small-
volume resonant cavities and in waveguides. In
high-contrast dielectric systems, such as a semi-
conductor/air periodic system, only a few lattice
periods may be necessary to confine an electro-
magnetic mode. In the case of finite thickness
photonic crystals, this periodicity has the effect of
limiting the bandgap formed to the in-plane
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directions and in the case of a two-dimensional
photonic crystal in a high-index dielectric slab to
the formation of a bandgap in the guided modes of
the slab. In this case there are still radiation modes
of the slab.

Consider a two-dimensional photonic crystal that
is periodic in the x–y plane. To start, we can consider
materials that are uniform and infinitely extended
in z. Electromagnetic fields propagating in the x–y
plane are Bloch states. These can be written as:

~Hkz;kk
ð ~r; z; tÞ ¼ eiðvt2ð~kk· ~rþkzzÞÞ~ukz;kk

ð ~r Þ ½1�

where ~r labels the in-plane coordinates and ~kk labels
the in-plane wavevectors. ~ukz;kk

is a periodic function
in the x–y plane. Modes propagating in the x–y
plane in such a system can be classified as transverse
electric (TE) waves or transverse magnetic (TM)
waves. TE waves have nonzero Ex, Ey, and Hz field
components, and TM waves have nonzero Ez, Hx,
and Hy field components. A triangular lattice of air
holes patterned into a high refractive index dielectric
can be used to create a bandgap for both the guided
TE and TM modes of the membrane for a range of
hole radii. The TE and TM bandgaps that are formed
can be over different spectral ranges, however. For
laser applications this is unimportant since in practice
the emission occurs from electron-hole recombina-
tion in a semiconductor quantum well, and for
unstrained or compressively strained quantum well
materials this emission is TE polarized. In most cases,
waveguides have also been designed to work for a
single optical polarization. It is generally true that a
photonic lattice that consists of a connected high
dielectric region is likely to exhibit a TE bandgap,
while a lattice formed by disconnected high dielectric
regions is more likely to exhibit a TM bandgap.
The bandgap in the TE modes is formed between the
first and second bands. The first band is called the
dielectric band because the field at the Brillouin zone
boundary is a standing wave with its intensity
concentrated in the high dielectric regions. The
second band is called the air band because at the
Brillouin zone boundary this field is a standing wave
with its intensity localized in the low dielectric
regions. Over a reasonable range of lattice para-
meters, the bandwidth of the TE bandgap can be
changed by changing r=a where r is the radius of the
holes and a is the lattice constant of the triangular
lattice. As r=a gets larger the dielectric band moves up
in frequency. This can be thought of as being due to
the fact that this mode has a decreasing effective index
as r=a increases. The air band frequency increases as
r=a increases. Since more of the electric field of the air
band is located in the low dielectric regions than the

field of the dielectric band, the air band increases in
frequency with increasing r=a faster than the dielectric
band and the bandgap therefore increases with
increasing r=a. This trend holds in photonic crystals
of finite thickness as well.

For photonic crystals of a finite thickness, the
ability to simply classify modes as either TE or TM
is lost. In the most simple finite thickness photonic
crystals, that of a high index dielectric slab in
which a two-dimensional photonic crystal has been
patterned surrounded above and below by the
same low index material which may be air of
sapphire, or silicon dioxide, the modes can be
classified as being either even or odd modes with
respect to the mid-plane of the high index slab. In
this mid-plane, however, modes can be classified as
being either TE or TM, with each containing the
same nonzero vector field components as in the
infinite case. Away from this mid-plane, however,
modes have in general six nonzero electromagnetic
field components. The photonic bandgap that is
created in this case is in the guided mode spectrum
of the high index dielectric slab. There is no gap
formed in the radiation modes of the slab. The
radiation modes consist of modes with a ray vector
that is not totally internally reflected at the high
index slab/low index cladding interfaces. Figure 1
shows the dispersion relation, plotted over the
irreducible Brillouin zone, of the even modes for
dielectric slab with a refractive index of 3.4 in
which a two-dimensional triangular lattice of holes
has been patterned. The surrounding material is
air. The figure shows an electromagnetic bandgap

Figure 1 The photonic band diagram for a photonic crystal slab

with a triangular lattice of air holes perforating a high-index

dielectric slab. The slab, which assumes a refractive index

n ¼ 3:4, is suspended in the air with a thickness of d =a ¼ 0:6. The

air holes have radii of r =a ¼ 0:3, where a is the lattice constant.

Only the lowest three eigenmodes are shown in the plot.

PHOTONIC CRYSTALS / Photonic Crystal Lasers, Cavities and Waveguides 147



formed between the first and the second guided
modes of the slab. Radiation modes of the slab
have real valued propagation vectors in the z-
direction. These modes lie above the in-plane
dispersion relation for air and exist inside the
shaded region in the figure. This dividing line
between the guided modes and the radiation modes
is referred to as the light line.

If the upper and lower cladding layers of the high
index slab are different and therefore have different
indices of refraction, then the ability to classify modes
as being either even or odd about the mid-plane of the
slab disappears and it is possible to lose the bandgap
in the guided modes altogether. In cases where the
refractive index of the bottom cladding is not
significantly different from that of the top cladding,
such as a case where air serves as the top cladding
layer and a material such as sapphire or silicon
dioxide forms the bottom cladding, it is found that
the even and odd modes describe the field reasonably
accurately. To emphasize the approximation involved
in the model, these modes are most often referred to
in the literature as even-like or odd-like. Overall,
there are three primary effects of having asymmetric
cladding layers such as an air top cladding and
sapphire bottom cladding case. These are a reduction
in the effective bandgap width, an increase in the area
of the radiation modes on the dispersion relation, and
the loss of a rigorous bandgap in the guided modes of
the slab. The first two of these effects are the most
serious for device designers.

Photonic Crystal Resonant
Cavities and Lasers

Photonic crystal resonant cavities can be formed at
frequencies inside the bandgap or at the bandedges.
Modes in the bandgap are formed as a result of a
defect in the lattice. Modes at the bandedge are also
sometimes used because the fields with wavevectors
at Brillouin zone boundary are standing waves. These
standing waves are analogous to the resonant modes
that are formed in distributed feedback (DFB) laser
structures. Here we will focus on modes confined in
the bandgap. Allowed modes in electromagnetic
bandgaps in photonic crystal slabs can be introduced
by introducing one or more defects into the lattice. By
perturbing a single lattice site, we can permit a
localized mode or modes that have a frequency in the
gap. This phenomenon is similar to the formation of
deep levels in an electronic bandgap of a solid due to
impurities and identical to the formation of resonant
modes in vertical cavity surface emitting lasers
(VCSELs) and phase-shifted DFB lasers. In each of
these last cases, a defect in the periodicity of a precise

thickness occurs between two one-dimensional dis-
tributed Bragg reflectors. Defect modes in photonic
crystal resonant cavities can be engineered to radiate
in a particular direction by trading-off the in-plane
versus out-of-plane losses, and the resonant freq-
uency is determined by the parameters of the lattice.
Very small mode optical mode volumes can also be
obtained in these resonant cavities leading to the
possibility of modifying spontaneous emission.

Simple models exist which illustrate the formation
of localized modes inside the bandgap as a result of
defects in the otherwise periodic lattice. One of these
was applied to the formation of deep levels in solids.
This model can also be applied to the electromag-
netics of defects in periodic structure. For a simple
one-dimensional case, assuming that the defect exists
at a single unit cell and that the dispersion of the band
is dominated by nearest neighbor interactions, this
can be solved exactly. Figure 2 shows the allowed
frequencies of a ten unit cell chain with a single defect
located at the center unit cell. Notice that one mode,
called a donor mode, drops out of the band for
positive values of D1 and one mode, called an
acceptor mode, rises out of the band for negative
values of D1. This is true in general. A perturbation of
the lattice in which the defect has a higher index than
the unperturbed lattice will cause a mode to drop out
of the air band while a perturbation that has a lower
dielectric constant than the background lattice will
cause a mode to rise into the bandgap out of the
dielectric band. In practice, resonant modes and
frequencies in photonic crystals are modeled
numerically.

A great deal of variety exists in resonant modes
formed by defects in two-dimensional photonic
crystal slabs. The simplest examples consist of a
single missing hole in a two-dimensional square or

Figure 2 A one-dimensional Slater–Koster model for a single

defect in a 10-unit-cell chain, showing the allowed states as a

function of the defect perturbation.
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triangular lattice patterned into a high-index
dielectric slab. However, the resonant mode size,
shape, frequency, and polarization can be engin-
eered by tailoring the local dielectric in the region
of the resonant mode. Losses in these cavities can
be conceptually separated into losses in-plane
through the photonic crystal and radiation losses
out-of-plane. The in-plane losses are a result of
having only a finite number of lattice periods
surrounding the localized mode. A finite number of
periods results in a finite loss due to tunneling of
the fields through the lattice. This loss can in
principle be made arbitrarily small by increasing
the number of lattice periods surrounding the
resonant mode. For a fixed number of lattice
periods, the in-plane radiation loss will be reduced
as the bandwidth of the photonic bandgap is
increased because the magnitude of the in-plane
decay constant increases with increasing bandgap
width. A resonant mode formed by a defect in a
truly three-dimensional photonic crystal will have
losses limited by the number of achievable lattice
periods and the bandwidth of the photonic crystal
bandgap.

Photonic crystal cavities formed by two-dimen-
sional photonic crystals of finite thickness suffer from
an out-of-plane radiation loss. Optical confinement in
the direction perpendicular to the two-dimensional
photonic crystal is due to total internal reflection of the
mode that occurs in the high index photonic crystal
slab surrounded by lower index materials. Out-of-
plane losses are due to the presence of wavevector
components in the resonant mode that lie above the
light line inside the radiation cone of the cladding.
Figure 3 shows the Fourier transform of the magnetic
field at the mid-plane of photonic crystal slab in which
the resonant mode is formed by a single missing hole in
a two-dimensional triangular lattice. In this cavity
geometry, a doubly degenerate pair of modes is
introduced into the photonic bandgap. The figure
shows the Fourier transform of the field for one mode
of this double degenerate pair. The boundary of the
radiation cone in the figure is marked by the solid
circle. Components of the mode inside this circle are
not confined to the slab and contribute to out-of-plane
radiation losses. These losses can be reduced by
engineering the mode so that it has a smaller overlap
with the radiation cone. This can be accomplished by
allowing the mode to expand in real space in directions
in which the wavevectors of the mode extend into the
radiation cone. This reduces the spread of the Fourier
transform of the mode and reduces the overlap of the
mode with the radiation cone.

Symmetry can also be used to reduce the coupling
to the radiation fields of the slab. Reducing the

resonant frequency of the mode can also reduce out-
of-plane radiation losses. This has the effect of
reducing the size of the radiation cone in k-space.
One way to accomplish this is to reduce r=a in the
photonic crystal lattice. This will generally reduce
frequencies of all of the photonic crystal modes. It
will also, however, generally be accompanied by a
reduction in the bandwidth of the photonic bandgap
which will increase the in-plane losses. As a result,
care must be taken in designing photonic crystal
resonant cavities. Nevertheless, in the smallest mode
volume photonic crystal resonant cavities, the optical
losses will generally be dominated by out-of-plane
radiation loss.

Quality factors have been predicted to exceed
100 000 in carefully designed photonic crystal
resonant cavities in which the optical mode volume
is on the order of a few cubic half-wavelengths in the
material. Larger resonant cavities formed by introdu-
cing multiple defects in the lattice are often less well
confined in the real space lattice leading to a
reduction in the components overlapping the radi-
ation cone in k-space and a reduction in out-of-plane

Figure 3 (a) The spatial Fourier transform of the magnetic field

component, Hz, of a defect cavity mode at the mid-plane of a

triangular-lattice suspended membrane single-defect photonic

crystal microcavity. The inner circle indicates the light cone inside

which mode components radiate vertically. (b) The spatial Fourier

transform of a modified defect cavity mode. The overlap of

the mode with light cone has been reduced by modifying the

defect cavity.
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radiation loss. These cavities also are much more
likely to support multiple resonant modes for a given
index perturbation.

In analyzing resonance modes of photonic crystal
resonant cavities, one of the most important para-
meters is the quality factor Q of the cold cavity.
Practically, a theoretical prediction of the quality
factor requires the use of numerical methods and
finite-difference time-domain and finite element
techniques are commonly used. There are basically
three numerical approaches that can be used to
calculate the quality factor of the cavity modes. Two
of these methods calculate the quality factor from the
time domain fields while the third is a frequency
domain approach. The first method is to calculate the
slope of the exponential decay of the energy of a given
cavity mode with time. This decay of energy from the
cavity is described by expð2t=tphÞ where tph is the
photon lifetime which is related to the quality factor
Q, by Q ¼ vtph. This method is most useful for
relatively low Q modes where the slope of energy
decay is visibly greater than zero.

Another method is to calculate the ratio of the full
width at half magnitude (FWHM) of the cavity
resonance in the frequency domain, Dv, to the center
frequency, v0. However, distortion to the spectrum is
often introduced because the numerical simulation
terminates before the impulse response is fully
evolved. This has the effect of viewing the true time-
domain response through a rectangular window,
which translates mathematically into the convolution
of the true spectrum with a sinc function. This must be
accounted for in the determination of the quality
factor.

A third method calculates the ratio of cycle-
averaged power absorbed in the boundary to the
total energy in the cavity mode. This last method has
the advantage of by being able to separate the
radiation losses into different directions:

1

Q
¼

vP

U
¼

vðP’ þ PkÞ

U

¼
1

Q’

þ
1

Qk
½2�

in which, the effective vertical quality factor Q’ is
given by the ratio of power lost to the absorber at the
top and bottom P’ to the total cavity energy UðtÞ, and
the effective in-plane quality factor Qk is similarly
given by the ratio of in-plane power loss Pk to the
total cavity energy.

Photonic crystal lasers and resonant cavities have
been demonstrated experimentally. The first demon-
stration of lasing in a two-dimensional photonic
crystal laser occurred in a cavity formed by a single

defect in a triangular lattice that was patterned into
an InGaAsP membrane. The laser operated under
optically pumped conditions at 143 K. Room tem-
perature pulsed operation of photonic crystal defect
lasers was reported shortly thereafter. Figure 4 shows
an electron micrograph of such a resonant cavity. In
the figure, the resonant cavity is formed in a
suspended membrane in which a triangular lattice
photonic crystal with a defect has been patterned. The
fabrication of these devices involves pattern definition
by electron beam lithography and pattern transfer by
a series of wet and dry etching steps. The observed
quality factors are, of course, sensitive to fabrication
imperfections. Many other cavity designs and dem-
onstrations have also been reported.

To operate a photonic crystal laser continuously at
room temperature, it is necessary to design a high-Q
resonant cavity that dissipates heat well. Poor heat
dissipation is a major drawback of suspended
membrane resonant cavities. One strategy for
improving the heat dissipation in photonic crystal
laser cavities is to form the two-dimensional photonic
crystal membrane cavity on top of a low-index high-
thermal-conductivity substrate. Figure 5 shows an
electron micrograph of a photonic crystal cavity
formed by leaving out 37 holes from a triangular
lattice patterned into an InGaAsP membrane. This
membrane is bonded to a sapphire substrate, which
facilitates heat dissipation. This cavity is capable of
room temperature continuous wave operation.

It is believed that these lasers are capable of
electrically-pumped room temperature operation.
This is based on the fact that large quality factors
have been demonstrated in optically-pumped photo-
nic crystal lasers and some quality factor reduction
due to free carrier absorption and absorption at
metal contacts can be tolerated and still lead to
lasing. A reasonable assumption would be that the

Figure 4 The scanning electron micrograph of a triangular-

lattice suspended membrane photonic crystal single defect

cavity.
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performance of these electrically-pumped photonic
crystal lasers would have much in common with the
performance of VCSELs. Both VCSELs and photonic
crystal cavities have small mode volumes with the
cavity formed in some directions by distributed Bragg
reflection. The emission direction of photonic crystal
lasers can be engineered to be vertical or in-plane, but
the basic resonant cavities do have important
similarities. The free carrier absorption loss in
photonic crystal laser cavities may be expected to be
larger than in VCSELs since a photonic crystal laser
mode lacks the standing wave behavior in the vertical
direction that allows doping at the nodes of the
standing wave to reduce the absorption loss. If free
carrier absorption loss leads to larger internal losses
for photonic crystal lasers than for VCSELs, then
some reduction in the achievable slope efficiencies
will also occur for photonic crystal lasers.

Photonic Crystal Waveguides

Another important optical element for integrated
photonic circuitry is a linear waveguide. Conven-
tional dielectric waveguides confine propagating
beams by an index of refraction difference between
the waveguide core and the waveguide cladding.
Photonic crystal waveguides are most often formed
by a linear defect, which consists of a row of modified
unit cells of the lattice, patterned into a high index
dielectric membrane. The guiding in this case is due to
a mixture of total internal reflection at the high index
membrane/low index cladding interfaces and distrib-
uted reflections from the photonic crystal in-plane.
Because this confinement does not exclusively depen-
dent on total internal reflection, the transmission loss
through small bending radius waveguide branches
and bends can be made very small. Predictions and
experimental demonstrations exist which show that

photonic crystal waveguides are capable of support-
ing small bending radius waveguide bends with
almost total transmission. This makes photonic
crystal waveguides a candidate for waveguides in
densely integrated photonic circuits.

Figure 6a shows an illustration of the top view of
a two-dimensional photonic crystal waveguide.

Figure 5 The scanning electron micrograph of a triangular-

lattice, 37-missing-hole, photonic crystal defect cavity, bonded

on sapphire which serves as lower cladding to improve heat

dissipation. CW operation of the laser cavity was demonstrated.

Figure 6 (a) The top view of a triangular lattice photonic crystal

single-line defect waveguide with air hole radius r =a ¼ 0:3. (b) The

2D spatial Fourier transform of the waveguide dielectric

distribution. (c) The photonic band diagram for a suspended

membrane single-line photonic crystal waveguide. The mem-

brane has a refractive index of n ¼ 3:4 and its thickness is

d =a ¼ 0:6. The surrounding material is air. The light gray and dark

gray area indicate the regimes where field radiates through the air

and photonic crystals, respectively.
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This is a triangular lattice in which one row of unit
cells has been modified. Shown in Figure 6b is the
Fourier transform of index of refraction for the
situation in which the photonic crystal consists of low
index holes in a high index semiconductor. The
presence of the linear defects modifies and broadens
the reciprocal lattice from a simple reciprocal
triangular lattice, before the creation of linear defect,
to the distribution shown in the figure. This Fourier
transform has components along the direction of

propagation at ð~b1 2
~b2Þ=2 as shown in the figure

where ~b1 and ~b2 are reciprocal lattice unit vectors.
These reciprocal lattice components at ð~b1 2

~b2Þ=2
couple a planewave with wavevector b to other
planewaves with wavevectors b^ ð~b1 2

~b2Þ=2. The
result of this coupling is that the electric field of the
waveguide mode is a Bloch wave. In a photonic
crystal waveguide in which the waveguide axis is the
z-direction, the Bloch wavefield in the waveguide can
be written in the form:
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In this expression the periodic function of the Bloch
wave has been explicitly expanded as a Fourier series
and each term in the Fourier series is called a spatial
harmonic. Note that these fields differ from that of a
photonic crystal fiber because the cladding of a
photonic crystal waveguide has a periodicity along
the direction of a waveguide. A photonic crystal fiber
does not.

Most of the realizations of photonic crystal
waveguides occur in two-dimensional photonic crys-
tals formed in high index dielectric slabs. The
membrane is usually located a few microns above a
high index substrate. Because the fields of the guided
modes decay exponentially outside the membrane,
the effect of a substrate several microns away is very
nearly negligible. The photonic band structure for
r=a ¼ 0:3, normalized membrane thickness d=a ¼ 0:6
and refractive index of n ¼ 3:4 is shown in Figure 6c.
Only the modes with even symmetry along the mid-
plane of the membrane are shown. A bandgap opens
for modes with odd symmetry only for large low
index filling factors in the triangular lattice. Filling
factors large enough to create a bandgap for the odd
modes are often impractical so that the odd modes are
rarely considered. The even and odd modes are
orthogonal, so that plotting the dispersion relation
for the even modes only is justified. In reality, even

and odd modes may be weakly coupled as a result of
fabrication imperfections. The horizontal axis of the
dispersion relation covers the in-plane wavevector b

along the propagation direction of the irreducible
Brillouin zone. The vertical radiation light cone and
transverse radiating region of the photonic crystal are
mapped as light gray and dark gray areas, respect-
ively. They correspond to the regimes in which light
radiates through the air cladding and photonic crystal
cladding, respectively. Waveguide dispersion relations
can be calculated using two-dimensional approaches
in which case the guiding due to the high index slab is
accounted for by using an effective index of refraction
for the mode. The effective index is the ratio of the
propagation coefficient to the free space wavevector
of the guided mode of the slab. The two-dimensional

Figure 7 The photonic band diagram for a triangular-lattice

sapphire-bonded single-line photonic crystal defect waveguide.

The dielectric membrane has a refractive index of n ¼ 3:4 and

thickness of d =a ¼ 1:0. The index of the sapphire bottom cladding

is assumed to be 1.6.

Figure 8 The photonic band diagram for a triangular-lattice

deeply etched single-line photonic crystal defect waveguide. The

top cladding, guiding membrane, and bottom cladding have an

index of refraction of 3.0, 3.4, and 3.0, respectively. Their

normalized thicknesses d =a are 1.0, 1.0, and 6.0, respectively.
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calculation then uses the effective index of the mode
as the high index of material in the photonic crystal.
To obtain accurate results, the effective index for each
mode calculated separately and the two-dimensional
calculation of the photonic crystal waveguide dis-
persion must be repeated for each waveguide mode.

Examples of photonic crystal waveguide dispersion
relations are shown in Figures 7 and 8 for waveguides
formed by photonic crystals in dielectric slabs on high

index lower cladding layers. Figure 7 is the dispersion
relation for an oxide lower cladding layer. The area of
the light gray region, which is the projection of the
oxide cladding light cone onto waveguide propa-
gation direction, increases as a result of higher index
of refraction. Figure 8 shows the dispersion relation
for a waveguide with an even larger lower cladding
index. In this case the air holes of the two-
dimensional photonic crystal are patterned all the

Figure 9 The out-of-plane radiation loss as a function of normalized frequency for the photonic crystal defect slab waveguides

illustrated in Figures 6–8. The lattice constant a ¼ 450 nm for deeply etched waveguide and 420 nm for the rest of the cases. Points are

calculated values and lines are B-spline curve fits.
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way through the lower cladding layer, with an index
of 3.0, on a high index substrate. The defect modes
lying within the in-plane photonic bandgap are all
above the cladding light line in this case. Propagation
losses are predicted to increase by over two orders of
magnitude from the structure with very low index
cladding layers shown in Figure 6 to the high index
lower cladding structure of Figure 8.

Figure 9a and b shows the results of a fully three-
dimensional calculation for the propagation loss of
the three structure shown in Figures 6–8. The details
of these structures are shown in Table 1. This
calculated loss is due to coupling between the guided
mode and the radiation modes of the high index
substrate. A wavelength scale is also included using
a ¼ 420 nm in Figure 9a and 450 nm in Figure 9b.
The suspended membrane suffers the least vertical
radiation loss among all of the waveguides considered
and has a minimum loss around 0.2 cm21. Low-loss
waveguides formed on high index cladding layers
may be possible, but care should be taken to eliminate
coupling between the guided modes and the radiation
modes of the cladding. In this case, the design strategy
for reducing the optical loss is to reduce the
magnitude of the Fourier component of the electro-
magnetic field inside the light cone. It should also be

noted that deeply-etched waveguides formed by
removing multiple rows of holes have been
demonstrated with significantly lower radiation loss
than is predicted for the single line defect waveguides.
However, these waveguides are multi-moded at all
frequencies. It is also important to remember that the
nanofabricated waveguides will suffer additional
losses due to fabrication imperfections that were not
included in the numerical model. Figure 10 shows a
nanofabricated photonic crystal waveguide. The
image is an electron micrograph of a y-branch
component of a Mach–Zehnder interferometer
formed in a two-dimensional photonic crystal wave-
guide patterned into a suspended InGaAsP
membrane.

Finally, it is worth noting that the group velocity of
photonic crystal waveguide modes, where the group
velocity is given by the gradient of the dispersion
surface:

vg ¼ 7 ~b
v ½4�

is very small near the zone boundary. This can be seen
from the dispersion relations shown in Figures 6–8.
In fact, the slope of the dispersion relations is likely to
be a parameter which can be engineered by careful
waveguide design. This property may allow photonic
crystal waveguides to find applications in optical
processing functions such as delay lines.

See also

Photonic Crystals: Atomic Physics; Electromagnetic
Theory.
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Introduction

Photonic crystals mimic the role of the atomic
structure of a semiconductor in manipulating elec-
trons, in this case for light. Hence, called semicon-
ductors of light, these crystals are not generally found
in nature and have to be designed and fabricated.
Research and development in this field is taking place
at a feverish pace to both understand the various
nuances of this concept, as well as to evolve new
methods to fabricate such crystals in the laboratory
and ultimately on a commercial scale. The driving
force behind this is the tremendous potential of these
systems. They promise to revolutionize the way light
can be used for future devices: from forming perfect,
omnidirectional mirrors to the smallest ever lasers,
and ultimately, complex optical chips with a wide
range of functionality arranged in three-dimensional
(3D) circuits.

This article seeks to elaborate on a specific
technique to make photonic crystals called colloidal
self assembly. Here, we will review the fundamental
concepts underlying photonic crystals and see how
the above process can lead to a versatile platform in
making such systems. We will discuss the basic
aspects of this method and look at the various
innovative manifestations that have been used
to fabricate many types of photonic bandgap
materials.

Photonic Bandgap

A key attribute of a semiconductor is the formation of
a bandgap, a band of energy states that the electrons
cannot acquire. They may exist in the so-called
valence band where their energy levels are less than
that of the bandgap. Or they may be energized to

states above the bandgap, i.e., to the conduction
band, but the bandgap is the forbidden region. The
continuous band of states that constitutes this
bandgap is a result of the long-range order imposed
by the crystal structure of the semiconductor, where
the atomic lattice presents a periodic potential to a
propagating electron. The tremendous usefulness of
semiconductors comes from their ability to perform
switching and logic functions, which in turn is a result
of controlling the availability of electrons above and
below the bandgap.

The propagation of light as an electromagnetic
wave is influenced by the dielectric properties of the
medium. For a waveguide aligned in the z direction,
the field is the sum of the two propagating transverse
modes, each with the form EðxÞ ¼ Fðx; yÞeikzz; where
Fðx; yÞ is the field distribution and kz is the
propagation constant. The wave equation for the
transverse mode reduces to

l2

4p 2

 
›2

›x2
þ

›2

›y2

!
Fðx; yÞ þ nðx; yÞ2Fðx; yÞ

¼ ð �nÞ2Fðx; yÞ ½1�

Here, �n is referred to as the effective refractive index
and is given by �n ¼ kzl=2p:

Equation [1] has the same form as the Schrödinger
equation, which describes the wave functions of
quantum particles such as electrons. This equivalence
helps us to understand the similarity between the
attractive potential well structures that bind electrons
to the wells created by a local increase in the
refractive index that confines light into optical modes.

The creation of a structure with a 3D periodic
change in the refractive index (Figure 1) opens a gap,
due to Bragg scattering off the dielectric interfaces
whereby a set of frequencies of light becomes
forbidden to propagate in any direction – a photonic
bandgap. To understand the formation of the
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bandgap, one needs to consider the complex pattern
of overlapping beams that results from the refractions
and reflections from the numerous interfaces. This
pattern is determined by the characteristics of light-
waves (wavelength and direction of travel) and those
of the periodic dielectric variation (pitch and magni-
tude of the contrast). Thus, for a select band of
wavelengths, complete cancellation through destruc-
tive interference occurs in all directions.

One way to breach this restriction is by creating a
defect or a disturbance in the periodicity, which
would allow localized photonic states in the gap. This
defect can be a point defect to form a microcavity, or
have a 1D trace that behaves as a waveguide or a
planar defect. Thus, a photonic crystal with a specific
defect structure can be used to manipulate light in
unique ways that can be used for a variety of
applications, including lasers, filters, switches,
waveguides, and for 3D integrated optics circuits.
These structures are also interesting because they
have been predicted to exhibit enhanced optical
nonlinearities.

Photonic Crystals

The lattice constant for the photonic crystal must be
comparable to the wavelength of light, typically in the
range of 0.5 to 2 mm. This range is three orders of
magnitude greater than the lattice constants found in
solids and hence photonic crystals need to be
synthesized. A common example of such a structure
is a diffraction grating in a waveguide, which serves as
a 1D photonic crystal. There are also examples of
photonics crystal structures found in nature, such as

the iridescent colors seen in certain butterflies and
opal gemstones. The structure of opal is a 3D
photonic crystal consisting of small spherical particles
of hydrated silica (SiO2). These spheres tend to be
irregular in size but in rare precious opals, they are
monosized. Diffraction from these spheres leads to
the remarkable colors seen in opals.

Fabrication of 3D photonic crystal structures, with
two materials with sufficiently different dielectric
properties, has been extensively investigated over the
past several years. Given the requirement of a tightly
controlled periodicity, one obvious means of doing
this is to use the microlithographic patterning
processes that are so well developed for very large-
scale integration (VLSI). Since these are planar and
not volumetric techniques, several iterations of layer-
by-layer deposition, lithography, and etching are
necessary. A popular second method is that of
colloidal self assembly.

The Self-Assembly Technique

The term ‘self assembly’ is usually used to describe the
act of spontaneous and controlled agglomeration of
some basic moieties. These basic units could be
molecules, supramolecules, nanoclusters, or particles.
It is similar to what is seen in living systems, where
organic and inorganic materials are assembled into
useful configurations mediated by various proteins.
Since there is no intrinsic restriction on the number of
such building blocks that can spontaneously organize
into periodic structures, this process is readily
scalable to large dimensions, and is the main
attraction of this process.

The self-assembly technique is well suited for
making periodic structures such as photonic crystals.
Starting with particles of the appropriately uniform
size (in the range 0.5 to 2 mm), one can conceive of
organizing them into a periodic 3D array. Particles,
rather than molecules or nanoclusters, are the
preferred starting materials for photonic crystals
because their larger size provides periodicity on the
length-scale of optical wavelengths. Large block
copolymer molecules have also been used instead,
but they are limited in their scope.

The following sections will discuss the salient
details of using self assembly to form photonic
crystals. The sequence of the discussion follows the
path increasing process complexity. To begin, we will
examine the simplest of photonic crystals made by
neatly packing uniform particles called a colloidal
lattice. Given the limited range of monosized particles
available, such lattices are inadequate as useful
photonic crystals but can be used as templates into

Figure 1 Schematic representation of a three-dimensional

photonic crystal. The structure formed is a periodic variation in the

dielectric properties of the matrix. Here, the two different dielectric

regions are represented by A and i.
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which other materials can be incorporated. We shall
discuss one particularly attractive incorporation
technique, namely electrochemical deposition, in
more detail. Finally, since the process is dominated
by surface interactions, diverse classes of particles can
be generated by simply functionalizing the particle
surface. Looking ahead to the future, this is an
important aspect that can vastly increase the capa-
bility of a colloidal assembly.

Formation of Colloidal Lattices

Colloidal crystallization has been studied for several
decades but has received renewed attention due to
both the availability of more uniform powders as well
as new applications such as photonic crystals. Fine
particles are unwieldy in their dry state due to
high solid–gas interfacial energy and are typically
dispersed in a liquid. Particle concentration is kept
low to avoid agglomeration. Further stabilization of
the particles may be achieved by either charging the
particles’ surface (electrostatic stabilization) or by
adsorbing a neutral shielding molecule (steric
stabilization). A preferred approach is to induce
monosized spherical particles to settle into a tightly
packed lattice. The settling rate, v, of particles of
diameter dp is given by the well-known Stokes
equation:

v ¼
d2

paDr

18m
½2�

where a is the acceleration due to gravity (or a
centrifugal field), Dr is the density difference between
the particle and the liquid, and m is the viscosity of the
liquid. Whereas settling is a popular means of self
assembling, other methods such as centrifugation,
filtering, pressing, or dip coating can be used
(Figure 2). For charged particles, electrophoresis,
where an electric field induces flow, is applicable.

The typical lattice types in these domains are
hexagonal close-packed planes (hcp) as shown in
Figure 3 or face-centered cubic (fcc) structures
(Figure 4). In fcc crystals, the layer stacking follows
the order ABCABC; in hcp it is ABAB. In both
stacking sequences, hard spheres occupy a volume
fraction of 0.7404 and can be shown to have little
entropic differences. However, it is experimentally
observed that the preferred ordering of spheres is the
fcc close-packed arrangement, which is also the case
in high-quality opals.

This method clearly has the advantage of being a
simple, cost-effective platform to make 3D photonic
crystals that can be readily scaled to various levels.
There are no repetitive steps as would be the case in
layer-wise lithographic pattering. However, there are
still some outstanding challenges. The primary one is
the difficulty in ensuring that the organization of the
particles does not incur the formation of unwanted
defects and domains. Also, introduction of inten-
tional defects such as waveguides is not trivial,
although this is being demonstrated in diff-
erent laboratories. Another shortcoming is the

Figure 2 Diagram showing some of the techniques to use self assembly of spherical particles to make colloidal lattices. These include

settling (a); centrifuging (b); electrophoresis (c); dip-coating (d); and filter-pressing (e).
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unavailability of uniformly sized particles of various
different chemical compositions.

The formation of monosized spherical particles is a
complex problem in its own right. Usually, such
particles can be made from specific polymeric
materials such as polystyrene or latex, whereas SiO2

is the best-known inorganic system. These particles
are not perfectly uniform but the typical deviations
from the mean size of a few percent are acceptable
for most applications. Given the attractiveness of
photonic crystals for a wide array of applications
in optics, research in this field is burgeoning and
more breakthroughs are bound to come. Already
first-generation photonic bandgap devices, such as
fiber gratings or photonic crystal optical fiber, are
commercially available.

Colloidal Lattices as Photonic
Crystals

Due to the limited range of composition of the
particles available, the particle-to-air refractive index
contrast provided by straightforward colloidal lat-
tices is small. This results in low diffraction efficien-
cies and hence colloidal lattices do not have photonic
bandgap in all directions. However, these structures
can then be used as templates for various additional
modifications, as seen later.

On the other hand, a simple colloidal lattice can be
more easily modeled. An analytical solution can be
achieved for this system using dynamical diffraction
theory for a low diffraction efficiency approximation.
For a close-packed stacking of spheres in a fcc array,
there exists a minimum in the transmission band at
a wavelength lc which is given by the Bragg–Snell
equation:

lc ¼ 2ds

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2

eff 2 sin2u
q

½3�

where ds is the d-spacing between the planes in the
k111l direction, neff is the effective refractive index of
the assembly and u is the angle between the incident
beam and normal to the (111) plane. This minimum
in the transmission is referred to as the primary
stop-band.

Photonic crystals are characterized using a
Michelson or Mach Zehnder interferometer to obtain
the phase and amplitude of the transmission (or
reflection) as a function of the wavelength of light
(Figures 5 and 6). Ideally, the whole band structure
can be calculated from these data. In addition to lc;

the close-packed structures also exhibit a transmission
threshold at a wavelength lt; as seen in Figure 5. Both
lc and lt depend on the particle diameter and increase
with particle size. In a close-packed structure,

Figure 3 The arrangement of spheres in a hexagonal closed

packed (hcp) arrangement (a). The unit cell is shown in

(b) whereas the stacking abab sequence can be seen in (c).

Figure 4 The arrangement of spheres in a face centered cubic

(fcc) arrangement with spheres of radius r (a). The unit cell is

shown in (b). The stacking follows an abcabc order. The a and c

sites relative to spheres populating the b sites are seen in (c).
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the lattice d-spacing ds is related to the particle
diameter dp as ds ¼ dp

ffiffiffiffiffi
2=3

p
: So when the incident

light is orthogonal to the structure, eqn [3] can be
simplified to:

lc ¼ 2
ffiffiffiffiffi
2=3

p
ðdpneffÞ ½4�

Thus, neff can be obtained from the slope of a plot of
the stop-band wavelength lc as a function of the
particle diameter dp: The angular dependence of
the reflectance spectra is illustrated in Figure 7. These
results depend upon the polarization state of the
incident light and hence need to be obtained
separately for s and p polarized light.

More Complex Colloidal Lattices

While the use of SiO2 and polymer microspheres is
ubiquitous, they are optically passive materials. New
methods are being developed for making uniform
spherical particles from other more optically active
systems. The zinc oxide (ZnO) system is one such
example. The higher refractive index (,2.2) and the
light emission ability of this system make it particu-
larly interesting. Monosized particles in the size range
of 100 to 600 nm can be made using a two-stage
reaction method, which allows extra control over the
particle formation. Other optically active systems
include rare-earth doped SiO2, dye doped PMMA
spheres, or composite spheres comprised of core–
shell configuration with SiO2 or zinc sulfide (ZnS)
cores and gold (Au) or SiO2 shells, respectively.

Whereas the above discussion focuses on mono-
sized particles, binary crystals can be made using
spheres of two different sizes. The strategy here is to
vary the particle size during the deposition of every
alternate layer. For instance, a first layer of closely
packed spheres is followed by the deposition of layers
of smaller particles. The resultant crystal structure
depends primarily on the concentration of the smaller
particles in the dispersion. As seen in Figure 8, the
second layer can vary from having three to six
particles around every underlying larger particle.
Thus the large-small (LS) stoichiometry of these
binary crystals can be varied from LS to LS2 to LS3

by increasing the concentration of the smaller
particles in the suspension phase. Such crystals open
up interesting new avenues for complex photonic
crystals.

Colloidal Lattices as Templates

By using the colloidal lattice as porous host for a
second material, a greater range of photonic crystals
can be synthesized. Here, the role of the colloidal array

Figure 5 The typical profiles observed from transmission

measurements on a photonic crystal. The stopband wavelength

(lc) increases with dp; where (dp)1 .(dp)2 .(dp)3: The polariz-

ation of light is fixed at s or p polarized.

Figure 6 The typical profiles of the reflectance peaks

corresponding to the transmission plot seen in Figure 5.

Figure 7 The transmittance profiles as a function of the angle of

incidence of light of a fixed polarization. Typical values of u would

be u1 ¼ 0, u2 ¼ 108, u3 ¼ 308, u4 ¼ 508, u5 ¼ 608.
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is simply as a scaffolding structure. The second
material to be infiltrated may be either a liquid (in
the form of a dispersion, a solution, or a molten liquid)
or a vapor. Both eventually deposit a solid material
inside the template. Subsequent selective removal of
the template yields a 3D photonic crystal in the form of
an inverted opal (Figure 9). This is one of the best and
most versatile means of achieving high index contrast,
which is required for true photonic bandgap behavior.

It must be noted that to use self-assembled particle
arrays as a template, the whole structure has to be
often heat treated to confer greater mechanical
strength. As assembled, the particles are normally
attached by short-range Van der Waals forces and
hydrogen bonding, which in the case of SiO2 is silanol
(Si–OH) mediated. Both of these are relatively weak
bonds. By heating the assembly, a greater number of
siloxane (Si–O) bonds can be formed which addition-
ally strengthens and stabilizes the particulate

network. This is important to retain the periodic
structure of the assembly during the exposure to high
stresses during the infiltration step, for instance. At
temperatures around 750 8C, there is significant
generation of siloxane bonds but minimal sintering
so that the lattice does not change dimensions and
retains its original open porosity. With latex particles,
the annealing is done just above the glass transition
temperature Tg of the polymer for no more than a
critical period of time. Longer treatments can destroy
the ordering of the spheres.

A template thus strengthened by heat treatment is
now ready for infiltration. For example, a template
comprised of polystyrene spheres can be infiltrated
with a hydrolyzed sol of titanium alkoxide to
ultimately form titania in the interstitial regions.
Upon standing, the alkoxide sol gels in the interstitial
regions leading to a polymeric network called a
xerogel. This entire composite can then be further
heated to high temperatures (.300 8C). All organics
are removed by decomposition and combustion so as
to leave behind a titania matrix with periodic voids
(in place of the polystyrene spheres). The templating
spheres may also be dissolved, rather than com-
busted, in solvents such as toluene. The refractive
index of titania depends on the crystalline phase that
results after heat treatment – anatase is ,2.5 while
rutile is ,2.9. High indices can also be achieved with
semiconducting materials such as selenium (Se) with
an index of ,2.5 or cadmium selenide (CdSe), ,2.9.
These chalcogen-derived materials have low absorp-
tion in the visible and near infrared, so they are
suitable candidates.

When SiO2 particles are used for templating, they
are eventually removed by etching, typically with
dilute, buffered hydrofluoric acid at low tempera-
tures. Given the thermal and chemical stability of the
SiO2 particles, molten Se (or other low melting

Figure 8 Binary crystals formed using spheres of two different sizes. The large-small (LS) ratio in (a) is 1:1 whereas in (b) it is 1:2.

Figure 9 Schematic representation of the templating process

using infiltration (a). Upon removal of the particles, a macroporous

photonic crystal is formed (b). This is the inverted opal

configuration.

160 PHOTONIC CRYSTALS / Self-Assembled and Functionalized Photonic Crystals



metals) can be used to rapidly fill the interstitial space.
Vapor phase deposition has also been used to fill the
porous templates. Examples include the backfilling
with silicon (Si) using chemical vapor deposition
(CVD), or indium phosphide (InP) using metal-
organic chemical vapor deposition (MOCVD).

A variety of structured, macroporous carbon
matrices has been made with remarkable optical
properties. The templates are artificial opals
assembled using SiO2 microspheres, which are filled
with carbon by either: (a) infiltrating with phenolic
resin followed by anaerobic pyrolysis of the resin to
glassy carbon; (b) CVD of graphitic carbon; and
(c) growing diamond-seeded CVD graphite from a
plasma. The resultant carbonaceous ‘inverse opals’
are highly conductive, show intense opalescence due
to the ordered arrays of holes, and have a photonic
bandgap in the infrared region.

Electrochemical Deposition

One particularly effective backfilling technique is
electrodeposition, which has been successfully used to
deposit most of the different classes of materials –
semiconductors, metals, and polymers. Here, a
conducting substrate serves as the appropriate elec-
trode where deposition occurs. By placing a colloidal
lattice template on this electrode, the electrochemical
deposit is used to fill the interstitial voids in the
template (Figure 10). This method has been
successfully applied for a host of different metals
such as gold (Au), nickel (Ni), platinum (Pt), and
alloys such as tin–cobalt (Sn–Co). Likewise, con-
ducting polymers can be efficiently deposited by

this method. Although these polymers suffer from
inherently low indices, they have favorable electro-
optic properties that can be tuned by controlling the
composition. In the case of II–VI semiconductors,
galvanostatic or potentiostatic deposition can be
used: for instance, interstitial CdSe has been depos-
ited (Figure 10) using an acidic solution of electrolytes
such as cadmium sulfate (CdSO4) and selenium
dioxide (SeO2).

Electrochemically deposited structures have mini-
mal porosity leading to densities close to bulk density.
Hence, they have a higher refractive index and are
generally more robust than those made by simple
infiltration. Also, they exhibit little change in dimen-
sions and a lower tendency toward cracking during
the various physicochemical processes such as drying
and sintering that occur en route to forming the
photonic crystal. Hence, it is a preferred technique in
many cases.

Functionalization

The self-assembly process, whether used directly or as
a template to synthesize a photonic crystal, is
dominated by surface interactions between particles
starting from the organization process through to the
thermal stabilization step. These interactions can be
tailored by specially treating the surface of the
particles with functional groups. Functionalized
colloidal templates can enhance the infiltration of
the high index material and its properties such as
smoothness, density, or optical nonlinearity. Latex
spheres can be surface functionalized with sulfate and
carboxylic acid groups to increase their surface
charging capability, which can lead to more robust
self-organization. These spheres can also be coated
with a layer of SiOH, which gives them a SiO2-like
appearance on the surface and allows them to be used
in conjunction with SiO2 microspheres. The infiltra-
tion of metal (such as Au) nanoparticles into a
template crystal of SiO2 microspheres can be signifi-
cantly enhanced by functionalizing the SiO2 surface.
This can be achieved using long-chain organic
molecules with polar groups on one end that bond
with silanols on the SiO2 surface and thiol groups on
the other that strongly latch onto the gold nanopar-
ticles. Simulations of light interaction with ordered
three-dimensional arrays of these metallodielectric
spheres, show that they are promising starting
points for the construction of full photonic bandgap
materials in the visible part of the optical spectrum.
Also, in these systems, the plasmon resonance of the
Au shell particles can be controlled over the visible
and infrared region by varying the thickness of the
Au shell.

Figure 10 An electrochemical cell for deposition of CdSe from

an electrolytic solution on a conducting electrode. The solution

contains sulfuric acid (H2SO4), CdSO4, and SeO2. A potentiostat

is used to generate the electric fields.
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The site-selective attachment ability of biological
moieties can also be used effectively here by attaching
them onto particle surfaces. DNA oligomers are well
known to form conjugate specific bonds – adenine to
thymine and guanine to cytosine. Thus particles
functionalized with these oligomers can be made to
organize in specific sequences that are differentiated,
depending on the surface group. These particles can
have variable sizes or compositions but their surface
properties are controlled largely by the attached
biomolecules. Likewise, the antigen–antibody
attachment ability can be exploited to improve
surface bonding.

Positioning Defects in Photonic
Crystals

Much of the work on photonic crystals involves the
making of a long-range periodic microstructure with
high dielectric contrast because the underlying
materials engineering aspects are very challenging.
However, the usefulness of photonic crystals depends
on the successful placement of defects in precise
locations within the crystal. The placement of a point
defect leads to a photonic microcavity and that of a
line defect, a waveguide for propagation of a light-
wave (Figure 11). However, there are certain unique
advantages to this style of propagation, such as the
possibility of bending light around sharp corners.
Line defects in the form of air cores have been
introduced in a photonic crystal using a combination
of lithography and self assembly. First, ridges are
defined in a photoresist on top of the substrate by
optical lithography (Figure 12). Upon forming a
colloidal lattice on top, the ridges are converted to
linear voids by removing the photoresist using
combustion or etching. Another technique is to
infiltrate a photopolymerizable monomer into a
colloidal crystal and preferentially polymerize the
liquid by focusing a light beam inside the crystal.
Thus the locus of the focused beam defines the
waveguiding region that is formed upon removal of
the unpolymerized liquid.

Tunable Photonic Crystals

The holy grail in many photonic devices is tunability,
and photonic crystals are no exception. Given the
wide spectral range that constitutes the domain of
light, the ability of devices to switch or translate their
performance to another wavelength through an
external stimulus is indeed very attractive. The two
parameters that can be externally tuned are the
dielectric contrast, which would result in a change in
the neff of the crystal and the periodicity of the
grating. One technique to tune the former is to form
an interference pattern that organizes liquid crystals
dispersed in a polymer matrix into droplets to form
the photonic crystal. Applying an electric field that
changes the refractive index of the droplets can
therefore alter the transmission spectrum of the
photonic crystal.

To control the lattice parameter, the size of or the
spacing between the spheres need to be varied. This
concept has also been demonstrated using self-
assembled hydrogel-based nanoparticles, which are
made of a thermo-responsive material such as poly-
N-isopropylacrylamide. These particles are soft and
conformable and their sizes can be tuned depending
on the water content of the system. This ordered
matrix is in the form of a gel that can be made to swell
and compress upon changing the temperature as
water is exchanged between the gel and the ambient.
Wavelength tunability of one nanometer has been
achieved this way. Tunability has also been sought
using methods such as straining the lattice. Calcu-
lations show that a 2 or 3% shear strain ought to
create a 52–73% distortion of the bandgap. In one
novel approach, SiO2 or polystyrene microspheres
were strongly surface charged and ordered with a
less than dense packing within a poly-acrylamideFigure 11 Two common defects in colloidal lattices.

Figure 12 Formation of intentional defect using a lithographic

process to define an air-core. This structure can also be used as a

template for backfilling a high dielectric material.
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hydrogel housing (Figure 13). Due to the strong
charging the arrangement tends to be body centered
cubic (bcc) with the lattice spacing that depends on
the concentration of the particles. When the hydrogel
is deformed by applying mechanical stress, the
diffraction peaks were shown to be tunable over
almost the whole visible light wavelength spectrum.

Photonic crystals made from self-organized hydro-
gels have been used as sensors. Here, they are
functionalized with chemical recognition agents that
cause the gels to swell upon binding to the analyte.
The resultant change in the lattice parameters causes
a measurable change in the color. Specific examples
include the detection of the toxic organophosphate,
parathion, using acetylcholinesterase or of glucose
using boronic acid and polyethylene glycol. Utilizing
the same principle, even metal ions such as copper can
be detected using a hydroxyquinoline-based hydro-
gel. These serve as a good illustration of the multi-
faceted potential of photonic crystals.

Summary

Photonic crystals have aroused tremendous interest
with their promise to lift the field of photonics to a
new level of capability. These crystals are concep-
tually analogous to electronic semiconductors in their
function and hence are called photonic bandgap
materials. The big challenge lies in synthesizing them
artificially without defects. One of the few methods to
synthesize these crystals is by self assembly of micron-
sized building units. Self assembly leads to formation
of a uniform array of monodispersed particles,
typically silica or latex. This process can be further
embellished by permeating a second, high-index
material using the particulate assembly as a template.
Useful applications of photonic crystal require them
to have specifically positioned defects and
tunability. These aspects, which currently constitute

the state-of-the-art research in this field, promise to
deliver unique devices and applications.

List of Units and Nomenclature

a Acceleration (typically due to gravitational
or applied centrifugal force)

dp Diameter of the particle
ds d-spacing or distance between lattice planes
E Electric field
kz Propagation constant for travel in z direction
n Refractive index of the medium
�n Modal effective refractive index
neff Effective refractive index of the colloidal

assembly
v Settling velocity
Dr Density difference between the particle and

the fluid in which it is suspended
u Angle between the incident beam and normal

to the lattice plane in question
l Wavelength of the lightwave
lc Stopband wavelength
lt Threshold wavelength for the photonic

crystal
m Viscosity of the suspending fluid
F Electric field distribution

See also

Photonic Crystals: Atomic Physics; Electromagnetic
Theory; Photonic Crystal Lasers, Cavities and Waveguide.

Further Reading

Born M and Wolf E (1981) Principles of Optics: Electro-
magnetic Theory of Propagation Interference and
Diffraction of Light. Oxford, UK: Pergamon Press.

Braun PV and Wiltzius P (2002) Macroporous materials –
electrochemically grown photonic crystals. Current
Opinion in Colloid and Interface Science 7: 116–123.

Graf C and Van Blaaderen A (2002) Metallodielectric
colloidal core-shell particles for photonic applications.
Langmuir 18(2): 524–534.

Iwayama Y, Yamanaka J, Takiguchi Y, et al. (2003)
Optically tunable gelled photonic crystal covering
almost the entire visible light wavelength region.
Langmuir 19(4): 977–980.

Joannopoulos JD, Meade RD and Winn JN (1995) Photonic
Crystals. Princeton, NJ: Princeton University Press.

Johnson SG and Joannopoulos JD (2002) Photonic
Crystals: The Road from Theory to Practice.
Dordrecht, The Netherlands: Kluwer Academic
Publishers.

Kazuaki S (2001) Optical Properties of Photonic Crystals.
New York: Springer-Verlag.

Figure 13 Tunable photonic crystal. Spherical particles are

assembled in a compressible media like a hydrogel, which

deforms upon applying a stress. The deformation can be used to

tune the lattice parameter and hence the optical properties of the

photonic crystal.

PHOTONIC CRYSTALS / Self-Assembled and Functionalized Photonic Crystals 163



Koenderink AF, Johnson PM, Galisteo López JF and Vos
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Introduction

The topic of this article is a survey on the main
applications of free-electron lasers (FELs) in physical
sciences. The merits of FELs are discussed with
respect to other available laser sources. For the
wavelength ranges, where FELs contributed signifi-
cantly to advances in physical sciences, specific
examples of the research with FELs are given.

The basic physics of FELs, their historic develop-
ment, and the state of the art of these laser sources are
described in detail in this Encyclopedia (see Lasers:
Free Electron Lasers). The present article covers the
applications of FELs in physical sciences, but
excludes all phenomena involved in the physics of
FELs themselves. From the application point of view,
one should regard an FEL as any other laser, as a
source of coherent electromagnetic radiation with
high power, narrow bandwidth, and a diffraction
limited beam. Thus, the radiation produced by an
FEL significantly differs from that generated by
synchrotrons (see Incoherent Sources: Synchrotrons).

The specifications of the FEL, such as wavelength,
temporal structure of the output intensity, and peak
power, determine the possible applications of the
laser. One might now ask, why it is worthwhile to
write – and read – an article on its own devoted to
the applications of FELs. The answer to this question
is the uniqueness of the radiation produced by
FELs, which enables certain classes of experiments
and applications in specific wavelength ranges not
covered by other laser sources, such as gas, solid state,
or semiconductor lasers.

Since the construction and operation costs of an
FEL facility are usually orders of magnitude higher
than those for the equipment of a conventional laser
spectroscopy laboratory, FEL facilities have been
built, and are planned for the future, in different
places all over the world as dedicated-user facilities.
These user facilities allow researchers from univer-
sities and industry to exploit the unique properties
of FEL radiation for their research and provide the
basic infrastructure and support for setting up the
experiments. Usually potential users apply using a
standard procedure for beam time at an FEL by
submitting a short proposal to the facility. The
proposals are judged by a panel which distributes
the available beam time to the different users. So
researchers active in the field of optics should keep
in mind that these facilities exist and are available to
anyone who has specific needs which can be fulfilled
by an FEL facility. A list of all major FEL facilities is
given in Table 1.
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The basic principles of an FEL are briefly summar-
ized here, while for an in-depth description the reader
is referred to the article on free electron lasers
(see Lasers: Free Electron Lasers). As with any other
laser, the FEL consists of a laser cavity and a gain
medium. The gain media are free electrons, which
travel with a velocity close to the speed of light in
vacuum through a periodic array of magnets called an
undulator or wiggler. The magnets are arranged in a
way that the electrons feel an alternating magnetic
field. Due to the Lorentz force, the electrons perform
an undulating or wiggling motion perpendicular to
the magnetic field, which gives rise to spontaneous
electromagnetic radiation into the forward direction.
The radiation, emitted in due course of the passage of
the electrons through the undulator, superposes
constructively. The FEL may operate in such a way
that the gain from one passage of an electron bunch
is high enough to produce a coherent light pulse.

This regime is known as self-amplified spontaneous
emission (SASE) regime which is especially desirable
for short wavelength operation in the UV and X-ray
region, where the manufacturing of adequate
resonator optics is difficult. At longer wavelengths,
a laser cavity provides the feedback for the build-up
of the coherent light field. The laser starts lasing when
the amplification exceeds the losses of the cavity,
including the light intensity coupled out of the cavity.

One of the distinct properties of FELs, in comp-
arison to other laser sources, is their continuous
tunability. The emission wavelength of an FEL is
given by the following relation (see Lasers: Free
Electron Lasers):

l ¼
d

2g 2

 
1 þ

K2

2

!
½1�

with d the period of the magnet array, the g-
parameter is the relativistic factor related to the
electron velocity u via g ¼ 1=ð1 2 u2=c2Þ1=2; and the
K-parameter is given by d; and the magnetic field B as
K ¼ 0:934 £ B½T� £ d½cm�: From eqn [1] it becomes
obvious that the emission wavelength of the FEL can
be continuously tuned via the electron energy and the
magnetic field. This is in distinct contrast to other
laser sources, where the emission wavelength is fixed
by the energy separation of electronic levels in atoms
or by the bandgap energy of semiconductors.

The main advantage of FELs concerns the high
power, both average and peak, which can be obtained.
In addition, an FEL provides short optical pulses due
to the fact that the electron beam passing through
the undulator consists of short electron bunches. The
temporal width of these electron bunches can be
below one picosecond (10212 s), so that optical pulses
in the sub-picosecond to picosecond range are
obtained. These pulses are extremely adjuvant for
performing nonlinear optical experiments (see Spec-
troscopy: Nonlinear Laser Spectroscopy) and pump-
probe experiments with high temporal resolution
(see Chemical Applications of Lasers: Pump and
Probe Studies of Femtosecond Kinetics). Typically the
optical pulses are Fourier transform limited, i.e., the
product of the spectral bandwidth Dn times the pulse
duration Dt equals a constant, which depends on the
specific shape of the pulse. For a pulse of Gaussian
shape in frequency and time, this so called time-
bandwidth product is given as Dn Dt $ 0:441: From
this equation the minimum spectral width (temporal
duration) can be calculated for a given temporal
duration (spectral width) of the laser pulse. When the
electron beam driving the FEL is produced by a
superconducting radio frequency linear electron
accelerator, the repetition rate of the pulses is in the

Table 1 FEL user facilities. Facilities marked with an asterisk

are under construction at the time of publication

Facility name Wavelength ranges

iFEL (Osaka, Japan) 230 nm–1.2 mm

1–6 mm, 5–22 mm

20–60 mm, 50–100 mm

Duke University Free Electron

Laser Laboratory (US)

193–400 nm

2–9 mm

Vanderbilt University Free Electron

Laser Center (US)

2.1–9.8 mm

FELIX–FOM (Rijnhuizen,

Netherlands)

4.5–250 mm

Stanford Picosecond FEL Center

(US)

3–15 mm

15–65 mm

CLIO–LURE (Orsay, France) 3–90 mm

Jefferson Lab (US) 3–6.2 mm

FEL–SUT–Science University of

Tokyo (Japan)

5–16 mm

UCSB Center for Terahertz

Science and Technology (US)

63–338 mm

338 mm–2.5 mm

ENEA Compact FEL (Frascati, Italy) 2–3.5 mm

FELBE (Dresden, Germany)p 5–150 mm

SCSS SPring-8 Compact SASE

Source (Japan)p
X-ray

Institute for Plasma Research

(India)p
sub-mm

BESSY FEL (Germany)p deep UV–X-ray

Brookhaven–NSLS SDL

DUV–FEL (US)p
deep UV

University of Maryland–MIRFEL

(US)p
far-infrared

University of Hawaii (US)p UV–far-infrared

SLAC SSRL X-ray FEL–LCLS (US)p X-ray

TESLA X-ray FEL, DESY (Germany)p X-ray

Daresbury 4GLS (UK)p IR, X-ray

MIT Bates Lab X-ray FEL (US)p X-ray

INFN SPARX X-FEL (Italy)p X-ray

Tel Aviv University (Israel)p far-infrared

Center for Advanced Technology

(India)p
far-infrared
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range of some tens of MHz. The energy per optical
pulse is obtained by dividing the average power of the
FEL through the repetition rate. The peak power
within an optical pulse is obtained by dividing the
energy per pulse through the pulse duration, which
can be in the picosecond to sub-picosecond range.
Typical values for FELs are energies per pulse in themJ
to mJ range, pulse lengths from some 100 femto-
seconds to a few picoseconds, and accordingly peak
powers in the range of kW to GW. Depending on the
type of electron accelerator employed, the pulse
structure of an FEL may have further peculiarities.
Superconducting radio-frequency accelerators pro-
vide a quasi continuous-wave (CW) train of electron
pulses, thus enabling the FEL to emit a continuous
optical pulse train. Electrostatic accelerators provide
macropulses of electrons at some Hz repetition rates
with a duration of several ms. These macropulses
consist of micropulses with MHz repetition rates and
picosecond or sub-picosecond duration. Hence the
FEL output has the same temporal characteristics with
the FEL turning on at the beginning of each
macropulse.

Another important development is the synchroni-
zation of table-top short-pulse laser systems to FELs.
This is accomplished by stabilizing the repetition rate
of the table-top laser system via a movable intracavity
mirror accurately to the repetition rate (or a higher
harmonic of the FEL) of the FEL. Using a high-
frequency electronic phase-locked loop, a timing
jitter, down to 500 femtoseconds between the FEL
pulses and those from a mode-locked titanium-
sapphire laser, have been obtained. Nonlinear
frequency conversion of the near-infrared pulses
from the synchronized titanium-sapphire allows one
to perform multi-color pump-probe measurements in
a broad spectral range in combination with the FEL.

In the following, FELs will be discussed with
respect to the wavelength range which they cover. For
each wavelength range alternative laser sources are
given and compared to FELs. It should be noted that
these alternative sources evolve very rapidly and thus
pose challenges on the justification of FELs in certain
wavelength and power ranges. For each wavelength
region selected scientific achievements obtained from
experiments performed with FELs are given.

FELs in the Far Infrared Region

The far infrared region is roughly defined as the
wavelength (energy) range from 20 mm to 300 mm
(62 meV to 4 meV). At the long wavelength end
(wavelengths larger than 220 mm) radiation can be
obtained from pure electronic devices, so-called
backward wave oscillators (BWO). Furthermore,

optically pumped gas lasers operate at certain discrete
wavelengths in this range where there exists one
fundamental problem for realizing a semiconductor
laser based on transitions between the conduction
and the valence bands. Auger recombination, where
an electron and hole combine by transferring another
electron high into the conduction band, becomes
increasingly important for smaller bandgaps. Recent
advancements in this field are based on quantum
cascade lasers, which use inter-sub-band transitions
of quantum structures for achieving lasing in the
wavelength range from 105 mm to 3.4 mm. Another
possibility to generate coherent radiation in this
wavelength range is optical rectification or difference
frequency mixing of femtosecond laser pulses at near-
infrared wavelengths. However, none of these sources
outperform FELs in terms of peak or average power,
making FELs the most important tunable laser source
in this wavelength range.

In the far-infrared, several scientific opportunities
exist. In condensed matter many important elemen-
tary excitations exist in this frequency range, e.g.,
phonon-polaritons, plasmons, polarons, and mag-
nons. The quantum confinement in semiconductor
heterostructures leads to the formation of discrete
electronic levels with energy separation typically in
the far-infrared. The associated radiative transitions,
so-called inter-sub-band transitions, can be arbitrarily
tuned by varying the materials and the dimensions of
the confining potential. In surface science, intramo-
lecular vibration of molecules adsorbed to surfaces
are of large interest. They can be studied by resonant
nonlinear optical experiments such as sum-difference
frequency generation or second harmonic generation,
giving information about the energy transfer between
the molecules and the surface. In biophysics, low-
frequency modes of large bio-molecules lie in the
far-infrared, whose dynamics can also be studied.

Important scientific results have been obtained
with FELs in the following fields, which exclude the
important fields of molecular science, chemistry,
biology, and medical research.

Scanning Near-Field Optical Microscopy (SNOM)

Increasing the spatial resolution is an important task
in spectroscopy. Free-space focusing of a laser beam is
diffraction-limited to a spot with the dimensions of
the wavelength. Especially in the far-infrared region
this would allow to resolve objects larger than 10 mm
only. However, the imaging of elementary excitations
in solid state or of collective excitation in biomole-
cules on a sub-mm scale, would be highly desirable.
SNOM allows to circumvent the diffraction limit.
Several different SNOM techniques have been
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introduced in recent years, most of them working
with apertures smaller than the wavelength. Imaging
is performed by scanning the aperture over the sample
or vice versa. An evanescent electromagnetic field is
present at the aperture which can couple to the
specimen brought into the proximity of the aperture.
Since the aperture is smaller than the wavelength, the
light intensity drops by order of magnitudes. It is here
that the high power available from FELs becomes
advantageous. Usually, the end of a fiber is tapered
and metalized, leaving a small aperture at the tip of
the fiber. In the far-infrared region the problem exists
in the absorption of the fiber material. Chalcogenide
fibers are capable of transmitting in the 2–12 mm
range, while hollow glass capillaries coated with
metals inside work also at longer wavelengths. Recent
approaches try to work without apertures, e.g., by
coupling the light locally via a nanometer metal tip to
the sample. Another interesting approach is to use the
focus of visible laser light to create a small highly
reflective spot on a material. By creating free-carriers
with the visible laser light in the material, the
reflectivity of the far-infrared light of the FEL can
be strongly increased, thus a reflecting spot is created
which is diffraction-limited by the wavelength of the
visible light rather than that of the infrared
light. The techniques described here are, of course,
not limited to the far-infrared region but may
also be applied successfully, for example, in the
mid-infrared region.

Rabi Oscillations

Rabi oscillations are a fundamental phenomenon in a
quantum mechanical two-level system driven by a
light field. The light field promotes electrons from the
lower to the upper state and back, depending on the
duration and intensity of the light field, i.e., the popu-
lation oscillates between the lower and upper state of
the two-level system with the oscillation period
depending on the intensity of the light field. This
phenomenon has been studied extensively in atoms. In
semiconductors, scattering processes strongly aggra-
vate the observation of Rabi oscillations. By using the
Santa Barbara FEL Rabi oscillations between the
ground and excited state of a hydrogenic, impurities in
GaAs could be observed. From the excited state of the
impurity, electrons are transferred to the conduction
band, thus changing the photoconductivity of the
crystal, which is measured as a function of time delay.
Overdamped oscillations with frequencies changing
with the laser intensity could be clearly resolved.

Optical Nonlinearities in Semiconductors

An important concept of nonlinear optics is based on
the nonlinear susceptibility x (n) of a material, where n

denotes the order of the nonlinearity. The nonlinear
susceptibility has tensorial character and determines,
for example, the efficiency of second harmonic
generation and difference frequency mixing (x (2)),
third harmonic generation, and the Kerr nonlinearity
(x (3)), etc. Hence the knowledge about the dispersion
and the absolute value of x (n)s is both of fundamental
and practical importance. Due to the lack of tunable
laser sources, these values are not well known in the
far-infrared. Especially close to fundamental lattice
resonances in the far-infrared, a strong dispersion is
theoretically expected. Here FELs play an important
role in the determination of these values. For
example, in GaAs, the dispersion of the x (2) has
been recently determined from second harmonic
generation experiments below the fundamental opti-
cal phonon resonance at 8 THz, i.e., wavelengths
larger than 37 mm, where a resonance enhancement
at half the phonon frequency could be observed.

Relaxation Kinetics in Semiconductor Quantum
Structures

The investigations of inter-sub-band transitions in
semiconductor heterostructures have opened the
pathway for the realization of the quantum cascade
laser. In these devices, the radiative and nonradiative
transition rates between different electronic quantum
levels are of prime importance for a working device.
The relevant time-scales have been obtained from
pump-probe experiments with FELs. In semiconduc-
tor quantum dots, the strong coupling of phonons to
inter-sublevel transitions could be observed and the
polaron lifetime could be determined.

Bloch Oscillations in Semiconductor Superlattices

Bloch oscillations are an intriguing concept of solid
state physics. When an electron experiences the force
of an electric field in a periodic potential, the resulting
dynamics is oscillatory in the absence of scattering
events. However, since in real solid state the scatter-
ing rates are much higher than the expected
oscillation period, such oscillations cannot be
observed and the application of an electric field
leads to a net electric current. However, in artificial
semiconductor superlattices, the Bloch oscillation
period can be tailored to be smaller than the
scattering rate, leading to the observation of Bloch
oscillations and the associated THz emission. The
inverse effect of a Bloch oscillator, i.e., the generation
of a photocurrent by tuning an FEL to the Bloch
oscillation frequency, could be observed.

Cluster Physics

FELs can be an important tool for studying the
dynamics of clusters and molecules in the gas phase by
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infrared resonance enhanced multiphoton ionization
(IR-REMPI). In IR-REMPI, the species of interest are
irradiated by pulsed, tunable IR radiation from a free
electron laser. When the radiation is resonant with a
vibrational mode of the molecule or cluster, the
absorption of many – up to several hundred –
photons can take place. When the internal energy is
high enough, the thermal emission of an electron can
take place. The resulting ions can be detected mass
selectively in a time-of-flight mass spectrometer.
Monitoring the mass specific ion yield as a function
of IR wavelength then yields the IR spectrum of that
species. This technique has given important infor-
mation on the IR absorption spectra of interstellar
dust.

FELs in the Mid-Infrared Region

This wavelength (energy) range extends from 20 mm
to 2 mm (62 meV to 0.62 eV). Alternative sources in
this wavelength range are nonlinear optical
parametric generators and amplifiers (OPGs/OPAs)
which compete against FELs in terms of peak
power. However, there still exists a large number of
interesting phenomena where FELs are better suited,
e.g., due to their higher repetition rate in the MHz
range as opposed to the kHz repetition rate of
OPGs/OPAs and their higher average power exceed-
ing several W up to kW as compared to mW for
OPGs/OPAs. These high-power levels find appli-
cations in material processing and recently in
surgery. Since these applications cover such a wide
variety of different materials, we refer the reader to
publications from users of the Jefferson Laboratories
FEL and the Vanderbilt University FEL (see Table 1).
The advantage of FELs in this context is that their
wavelength can be tuned exactly to a resonance of
the material under preparation. The following
significant spectroscopic application was performed
with FELs.

Vibrational Relaxation of Defects in
Semiconductors

The heat dissipation in submicron electronic devices
is of prime importance for the failure behavior of such
devices. As the device size shrinks to the nanometer
scale, atomic defects play an important role. In
silicon, hydrogen passivation of defects is a standard
process step in the production of metal-oxide-
semiconductor electronic devices. Hence detailed
knowledge about the stability and heat dissipation
of hydrogen defects is very important. By employing
nonlinear optical methods such as four-wave mixing
or a transient bleaching technique, the vibrational
lifetime of hydrogen vibrational modes in silicon

(around a wavelength of 5 mm to 6 mm) could be
determined and important information on the depen-
dence of the local atomic arrangement and the
vibrational lifetime could be obtained.

FELs in the Near-Infrared to the UV
Region

The wavelength (energy) range from 2 mm to 200 nm
(0.62 eV to 6.2 eV) is the realm of solid state lasers.
Especially diode pumped solid state lasers have made
tremendous improvements in terms of power and
stability in the past years. Nonlinear frequency
conversion of ultrashort optical pulses generated
from titanium-sapphire lasers and amplifiers cover
almost all of this wavelength range. Hence there is no
specific need for operating FELs in this wavelength
range for applications in physical sciences.

FELs in the Extended UV to X-ray
Region

In the wavelength (energy) range shorter than 200 nm
(larger than 6.2 eV) the availability of laser sources is
very scarce. In this wavelength range, solid state
lasers have the problem of the reabsorption of the
laser light by the crystals’ hosts. Also nonlinear
frequency conversion processes are hampered by the
absorption of the nonlinear crystals in this wave-
length range. The generation of ultrashort pulses at
the wavelength of the Cu Ka line has been obtained
on the basis of amplified femtosecond titanium-
sapphire pulses, thus enabling the study of the lattice
vibrations in the time domain via a modulation of the
X-ray diffraction. Since these sources are limited in
their wavelength and output power, the development
and operation of FELs in this wavelength range is
truly important.

Only recently the first experimental verification of
the feasibility of a SASE FEL at short wavelengths
was obtained at the DESY facility. The lasing
wavelength was 110 nm. Since several of these
sources are presently under construction worldwide,
there are as yet no experimental results published.
However, the future development of short-wave-
length FELs will enable new types of time-resolved
experiments in atoms, solid state physics, chemistry,
and biology. One prominent example is protein
crystallography with X-ray pulses. The high intensity
of FELs in this wavelength range should allow one to
obtain a diffraction pattern of a single protein or
other important bio-molecules in a single shot on a
subpicosecond time-scale, i.e., before the protein is
fragmented. The short-pulse duration opens the
pathway to study the dynamical behavior of such
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structures in pump-probe experiments with solid-
state lasers synchronized to the FEL. In solid state
physics, such experiments could yield important
insights into the dynamics of phase transitions.

Other Developments

Beyond the use of an FEL as a light source in the
above described wavelength ranges, there exists the
possibility of using FEL facilities in a broader way.
One example is the development of a high-intensity
g-ray source which can be accomplished by Compton
backscattering of FEL photons from the relativistic
electrons driving the FEL. This work has been
performed at a storage ring FEL (OK-4/Duke
University), where 12.2 MeV g rays were obtained
by backscattering 379.4 nm free-electron laser
photons from 500 MeV electrons circulating in the
storage ring. The advantage of these g rays is that they
are highly monochromatic and linearly polarized,
thus making them an ideal source for nuclear
spectroscopy and investigations in cancer therapy.

See also

Incoherent Sources: Synchrotrons. Lasers: Free
Electron Lasers. Spectroscopy: Nonlinear Laser Spec-
troscopy.
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Introduction

Lasers are seeing increasing application in industry,
driven by emerging market demand and continuing

enabling advances in laser technology. Core laser
technology advances are based on robustness, per-
formance, and cost. A combination of gas and solid-
state lasers currently see application across the
spectrum, from the extreme ultraviolet (EUV) to the
infrared (IR). Industrial applications continue to
emerge across the spectrum and are being extended
to the extreme ends of the spectrum at terahertz
(THz) and X-ray frequencies (see Figure 1).
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Where a step in level of performance is offered by a
laser based tool, that is robust enough and cost-
effective for industrial application, it can be antici-
pated that new applications and markets will emerge.
For this reason, many established laser manufacturers
and new entries in the 1980s and 1990s were driven
in part by the exploitation of laser technology
advances, as opposed to market application demand.
As markets mature for lasers applied to materials
processing and diagnostics, so the driver across
industry is beginning to shift from being predomi-
nantly set by the capability of emerging laser
technology, to a combination of laser technology
drive and application demand.

Figure 2 shows the current and emerging picture of
laser technologies across a core range of wavelengths
and pulse durations. Current technologies are shown
along with emerging technologies expected to see
industrial application in this decade, opening up new

applications and markets. Currently established
technologies include: CO2 gas lasers at 10 mm;
excimer and KrF gas lasers emitting in the ultraviolet
at 248 and 193 nm, respectively; direct diode lasers
emitting in the near infrared and visible; and solid
state lasers emitting in the near infrared and visible.
Current technology developments are centered on
extending the range of performance of both gas and
solid-state lasers: gas lasers are being extended to the
ultraviolet with gases such as F2; diode lasers are
being extended to the ultraviolet with materials such
as nitride-based semiconductors and to the infrared
with the incorporation of quantum cascade technol-
ogy; and solid-state diode pumped lasers are being
extended to the infrared and ultraviolet via nonlinear
conversion. In essence, achievable laser parameter
space is seeing continued expansion, not only in terms
of pulse duration and wavelength, but also in terms of
average power, pulse energy, beam quality, robust-
ness, and cost. Laser technology has now arrived as a
major driver for industrial and social change through
this decade and into the next.

Infrared wavelengths directly stimulate nuclear
motion, coupling to heat without necessary recourse
to electronic excitation. Visible wavelengths couple to
electronic transitions and at high laser intensities can
ionize via multiphoton absorption. Ultraviolet wave-
lengths couple to electronic transitions and for
wavelengths in the region of or below 200 nm,
ultraviolet radiation can directly result in bond
breaking. For materials processing applications,
ultraviolet radiation can have advantages in reducing
the laser threshold required for ablation, translating
to reduced thermal load imparted to the material.Figure 1 Industrial laser applications across the spectrum.

Figure 2 Current and emerging laser technologies across the spectrum as a function of laser pulse duration. Currently established

technologies (light gray) are shown with technologies expected to emerge during this decade (dark gray).
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Nuclear motions in materials cover a range of
timescales of dynamics from 100 ps (0.3 cm21) to
10 fs (3000 cm21). As the laser pulse duration is
reduced below 1 ms, the effects of thermal diffusion are
mitigated in solids and as the pulse duration is further
reduced below 100 ps, the interaction between radi-
ation and matter is seen to adopt impulsive behavior.
Reduction in pulse duration below the microsecond
regime can lead to increased efficiency for material
ablation combined with improved quality.

Materials Processing – Photochemical

Lithography in Semiconductor Manufacture

Laser technology’s role in semiconductor and micro-
electronics fabrication is growing as manufacturers
move towards producing smaller, more powerful
devices. The overriding commercial driver for a
generation has been to increase the number of
integrated components per area of silicon. This has
been achieved by reducing the feature size of a
transistor on silicon and this trend is anticipated to
remain in place through to 2010.

Features on silicon are chemically etched following
lithographic exposure. To meet the increasing
demand in resolution and throughput, lasers have
been applied with a trend in development towards
shorter (ultraviolet) wavelengths, with increasing
power and reliability.

The semiconductor industry is currently in
transition from 248 nm (XeCl gas) to 193 nm
(ArF gas) ultraviolet (UV) pulsed laser technology
to expose silicon wafers of diameter 30 cm. A
typical laser power available at this time at
193 nm, is 40 W at a repetition rate of 4 kHz. To
continue the reduction of feature sizes by a factor
of two every four to five years, the industry is
considering moving to 157 nm (F2 gas) pulsed laser

technology. As wavelengths reach the deep ultra-
violet (DUV), transmission through gas is signifi-
cantly reduced, requiring a move to vacuum-based
systems. Associated technologies relating to trans-
lation (stepper), mask, and image relay optics also
require significant advancement. A technology also
being considered at this time is to image the mask
to silicon through a medium with refractive index
greater than unity, thereby reducing the minimum
feature size afforded by diffraction theory, whilst
maintaining the same laser wavelength and numeri-
cal aperture.

It is estimated that at a feature size of approxi-
mately 80 nm, the above technologies will be reach-
ing their resolution limit. This will necessitate a
switch to electron beam projection lithography or
extreme ultraviolet (EUV, 13 nm) technology. Elec-
tron beam projection carries a disadvantage in terms
of projected rates of wafer throughput and as such,
emphasis has been placed by the industry on the
current development of EUV technology. EUV
radiation can be produced by laser interaction with
a gaseous volume.

Computer to Plate Printing

A common advantage where lasers are replacing
current technologies is to reduce the number of
associated processes and thereby reduce the cost of
process ownership. Computer to plate (CTP) printing
involves the laser exposure of a printing plate without
the use of a film intermediate. This technology is
finding fast traction within the printing industry and
is applicable to drum or flat bed platforms. CTP first
gained serious attention in the 1990s and has since
substantially advanced, with a wide range of tech-
nology suppliers (Figure 3).

Traditional methods have involved offset printing
plates, imaged used traditional film, and high-power

Figure 3 Moore’s Law: continuing growth in computing power, showing a doubling in the number of transistors per unit area of silicon

every 2 to 2.5 years. Also shown are 110 nm dense lines on silicon (state of the art in 2002). Source: International Sematech.
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UV lamps. In contrast, CTP exposes the plate directly
with laser radiation. The major saving reported by
users of CTP is a faster turnaround time. For color
printers, CTP gives almost instant color register on
the press and there is a reduced requirement to stop
the press to delete dust marks and scratches, as
was the case with film. As the industry sees transition
to reduced press run lengths, so the importance of
CTP is increasing.

Digital plates generally use a high-quality, grained,
and anodized aluminum substrate, as for analog
plates (see Figure 4). High tolerance electrochemical
graining and anodizing ensure stable ink/water
balance and good-quality printed results and trans-
lates to predictable press behavior. Multiple coatings
are applied for CTP, in contrast to a single coating for
offset printing, and these take the form of a
photopolymer or silver halide and a thermally
responsive layer.

On the press, ink and water rollers are continually
rolled over the plate. The grained and anodized
aluminum substrate serves as a hydrophyllic surface
volume to attract water. Ink is oil based and is repelled
from areas of water absorbed into the substrate, but is
attracted to the hydrophobic dot material.

Silver halide is rated for runs up to 350 000,
proving a popular choice for commercial and news-
paper applications. It is straightforward to sensitize
for a range of writing wavelengths and is the fastest to
write.

Thermal plates offer high resolution, equivalent to
silver halide and can be baked to enable the longest
application lifetimes. Typically the plates are exposed
to 830 nm radiation on the external surface of a
drum. This technology has served the industry well,

but has struggled to find full application in the
newspaper business, due to its disadvantage in
writing speed.

The most common CTP technology used for
newspapers uses a photopolymer coating, which is
fast to write and durable. Resolution has traditionally
been limited, with Agfa, for example, rating their
N91 photopolymer plate to a maximum of 175 lines
per inch (LPI), whilst thermal and silver plates are
able to image at 200 LPI and above. However, recent
advances in shorter wavelength violet diode lasers
and violet sensitive polymers have improved resol-
ution. Launched in 2000, violet technology is seeing
widespread takeup. This technology is a spinoff from
the DVD industry and with laser lifetimes estimated
at 10 to 20 years, cost of ownership is one of the
drivers. Both silver halide and photopolymers can be
sensitized to violet. Current typical laser parameters
are for: silver halide, 2–3 mJ/cm2 at 405 nm; photo-
polymer, 0.2 mJ/cm2 at 488 or 532 nm; and thermal,
0.1 J/cm2 at 830 nm.

The chemical composition of the CTP surface
layers is balanced to determine the response to
different laser wavelengths, as well as performance
characteristics in different print applications. The
plate coatings undergo a photochemical change
during laser exposure. This is a critical stage since it
is important that the plate surface is not under- or
over-exposed.

Chemical post processing after exposure is gener-
ally required for CTP to date, with the exception of
ablative CTP, to remove unexposed material. After
imaging, thermal plates go through a pre-bake step,
during which the system heats the plate to 130 8C
(266 8F) for about 30 seconds. The energy from this

Figure 4 Three typical polymer dots of a few microns depth on an anodized aluminum substrate. Also shown is a further

magnified electron microscope image of the substrate material, with the anodized layer cut away for presentation. The porous structure

increases water retention. Oil-based ink is repelled from areas other than the dots. Figure courtesy of Agfa (Tony King,

tony.king1@agfa.com).
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heating stage completes cross-linking of polymer
chains in the exposed portions of the emulsion.
Chemical processing consists of processing the plate
through an alkaline developer solution where the
polymer that is not cross-linked washes away.
Following the wash is a rinse and application of a
coating. After chemical processing, some plates
require baking to 200 8C (392 8F) for 35 minutes.
Afterwards, the plate continues on to rinsing.

The machine tools required for these processing
steps measure 30 feet long and take up to 7 minutes to
process a plate after imaging. For both polymer and
thermal plate processing, the temperatures are care-
fully controlled to prevent the aluminum substrate
from deforming during the baking stages.

The effluent from thermal and other photopolymer
plate processors is fairly benign and is typically
directly disposed without significant environmental
concern. Spent photopolymer chemistry can, however,
pose problems with waste flow, it being a plastic sludge
that can solidify and over time, clog plumbing systems.

Silver diffusion plate processors are relatively
compact and tend to process plates in less than a
minute. Environmental precautions are required with
the disposal of accumulated silver particulates.
Relatively simple systems are available, which neu-
tralize the pH of the effluent and filter out silver until
concentration levels are below 3 parts per million.
Under these circumstances, most jurisdictions allow
drain disposal.

Ablative plates do not require post processing,
other than a rinse to remove residues. This is an
emerging technology that has not taken hold at this
time in the printing industry and requires more
powerful lasers to ablate a layer from the plate.
These plates use layers of ink-repellent silicon on top
of an aluminum substrate to provide the non-inking
portion of the plate. Variations of this technology use
a laser to ablate the silicon from the substrate in the
image areas of the plate, or to transfer material from a
donor layer to the aluminum substrate. A weakness of
this technology has been the limited durability of the
plates in press. There is continuing development to
produce ablative plates with other surface layers that
are more durable on press.

Materials Processing – Heating

One way in which lasers can be applied to materials
processing is as a directed source of heating. With
material quickly raised in temperature to the point of
melting and vaporization, applications lie in drilling,
welding, cutting, and scintering.

The exploited characteristics of a laser source are
its directionality and discrete color. Directionality

enables the formation of a restricted area for heating
as well as an extended working distance, whilst a
discrete color enables absorption to be optimized for
the material being worked. Laser technologies typical
in application to materials processing through heat-
ing, range from diodes at 808 and 940 nm to flash-
lamp or diode pumped solid state lasers at 1 mm, and
CO2 gas lasers at 10 mm. A recent entry technology is
in diode pumped fiber lasers, reaching output powers
in the kilowatt regime at a wavelength of 1 mm and
typically being continuous in emission or pulsed with
a pulse duration in the millisecond regime.

Direct diode lasers (see Figure 5) have advantages
in simplicity and robustness and with the minimum of
additional assembled optical components, costs can
be expected to continue to reduce, fed by Moore’s law
for the cost of semiconductor manufacture. Typical
powers range from 1 to 10 kW and light can be fiber
delivered to the work piece. A disadvantage of direct
diode emission is the reduced directionality in
comparison with alternative laser sources. For
example, a current typical numerical aperture of
emission from a diode bar array emitting a power of
60 W, is 10 and 60 degrees in directions parallel
and perpendicular, respectively, to the array.
These divergences can be reduced to a numerical
aperture of approximately one degree with the
addition of micro-optics, at a device cost increment
of approximately 20%. For an array of diode bars
with emitting powers in the kilowatt regime and with
emitting dimensions sided 2 cm, a typical optical
quality is one thousand time diffraction limited,
translating to working distances are on the order of
centimeters for a laser spot size at a work piece that is
on the order of 1 mm.

CO2 gas lasers and solid state lasers offer the
advantage of reduced divergence and corresponding
greater working distance, combined with a smaller
laser spot size at the work piece for finer processing.

Figure 5 Diode bar array, with an output power exceeding

500 W. Courtesy of Rofin.
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Both laser technologies can operate in the kilowatt
regime, for application to sheet metal cutting and
welding.

With the interaction process involving high tem-
peratures and the ejection of material, a high-pressure
gas bathes the area of illumination to remove smelt
and either reduce exothermic chemical reactions, or
where process acceleration is required, to utilize an
assist gas to increase heating through exothermic
reaction. Oxygen is typically used as an assist gas for
the processing of low-alloy steels, with the process
being typically known as laser flame cutting. The gas
is, in general, injected coaxially with the laser beam.
Laser flame cutting is used in industry for material up
to 4 cm thick, albeit the width of the cut becomes
significant at this thickness. Both CO2 and Nd:YAG
lasers are applied for this application, the choice of
which is dependant on the cut geometry, the cycle
time, and the material. Typical cutting speeds are, for
example, in the region of 10 meters per minute for
1 mm, 3 meters per minute for 6 mm, and 1 meter per
minute for 15 mm thick material.

In the case of high-alloy steels and aluminum, in
particular, the material is bathed with an inert gas
such as nitrogen or argon. The material is heated
solely by the energy in the laser beam, and is typically
referred to as laser fusion cutting (see Figure 6). The
laser power required is higher than for laser flame
cutting. Laser fusion cutting reduces oxidization to
the cut edges, which is particularly important where
welding is the next process step after cutting.

Laser fusion cutting is used in industry for material
up to 25 mm thick, albeit the width of the cut
becomes significant at this thickness.

As with laser flame cutting, both CO2 and Nd:YAG
lasers are suitable for this application, the choice of
which is influenced by the geometry of the cut, the
cycle time, and the material. Typical cutting speeds in
steel are, for example, in the region of ,8 meters per
minute for 1 mm, 4.5 meters per minute for 3 mm
and 1.5 meters per minute for 8 mm thick material.

Materials Processing – Localized
Heating

As a material is heated in a localized volume to the
point of vaporization, so also is the surrounding
material, which can melt and experience cracking or
changes in phase. Such heating is mainly considered
deleterious, reducing process tolerances and reducing
the tensile strength of the surrounding material.

As the pulse duration is reduced for a localized laser
heating source, so are the dimensions that experience
heating around the interaction volume (the heat
affected zone), translating to improved part quality,
with the length for thermal diffusion, lth given by:

lth ¼
ffiffiffiffi
Dt

p
½1�

where D is the thermal diffusivity and t, the time of
diffusion. As the pulse duration is reduced, the pulse
energy required to ablate material is also reduced, with
the laser pulse energy required to raise the material
temperature to the point of vaporization being
proportional to the volume heated. For an example
such as silver, a pulse duration of 200 fs is associated
with a diffusion length of 6 nm. Extrapolating, a pulse
duration of 100 ps, 100 ns, and 100 ms are associated
with diffusion lengths of 0.1, 4, and 130 mm,
respectively. For typical metals and dielectrics, the
process quality and pulse energy threshold for ablation
become decoupled from variation in pulse duration for
pulse durations less than a few picoseconds. In this
regime, the volume for heating is dictated more by the
depth for optical absorption and further, the physical
mechanism for absorption changes to that of material
breakdown and multiphoton ionization (Figure 7).

Additional advantages of operating in the short-
pulse regime are a sharpening of threshold to
ablation, enabling the processing of features of
dimension less than that of the laser spot size and
an increase in the number of materials that can be
processed by the same color laser source.

Given the advantages of the short-pulse regime, it
should be noted that this is currently juxtaposed with
the complexity and cost of the required laser sources.
Solid-state laser technology is, however, advancing,
significantly reducing the number of optical com-
ponents required to deliver short pulses at multi-kHzFigure 6 Laser fusion cutting. Courtesy of Rofin.
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repetition rates and multi-mJ pulse energies. At this
time of evolution in laser technology, solid-state,
diode-pumped high repetition rate (.10 kHz), high
pulse energy (.40 mJ) nanosecond (1–200 ns) lasers
at a wavelength of 1 mm are seeing increasing
application. Such laser sources offer a combination
of robustness and cost-effectiveness, combined with a
process quality improvement over sources with
longer pulse duration.

In the nanosecond regime, the nature of light-
matter interaction remains dependent on the wave-
length of the laser source and the material properties.
In particular, wavelengths in the UV exhibit reduced
pulse energy threshold and can offer improved
process quality. UV wavelengths less than 300 nm
are currently produced by excimer and ArF gas lasers,
emitting at 248 and 193 nm, respectively, or solid-
state sources that are wavelength converted with
nonlinear optical parametric materials to emit at 354
or 256 nm. Significant laser development effort is
underway to improve optical parametric materials for
nonlinear conversion, to enable greater robustness for
solid-state UV sources that then offer reduced overall
laser tool cost and complexity.

Semiconductor Lithography

The advantage of nanosecond and shorter pulsed
lasers for materials processing extends from

localization of heating. With heating being localized,
a greater temperature can be achieved. This behavior
is fundamental to the production of EUV radiation
for application to next-generation lithographic
processing.

EUV lithography is considered as an attractive
candidate to succeed deep DUV-based optical litho-
graphy within this decade. EUV wavelengths around
13 nm will allow the reduction of structure sizes to
less than 80 nm in semiconductor devices.

For such a high-power light source that emits at
a wavelength of 13 nm, solutions are currently
being pursued by multiple industry players in
electrical plasma discharge and laser produced
plasmas (LPP) (Figure 8). Electron beam and
synchrotron sources could, in principle, satisfy the
application requirements, but suffer from restric-
tion relating to cost, size, and throughput. The
choices of technologies remain to be finalized. It is,
however, accepted across the industry that Moore’s
Law should remain intact and that a solution is
required that is scalable to high throughput rates
for wafer exposure.

For a laser-produced plasma, the peak wave-
length of the light emitted from a plasma is
determined by its temperature, T, where according
to the blackbody formula:

T , Eph=3 ½2�

where Eph is the photon energy associated with the
wavelength of maximum emission. Liner photo-
polymerization (LPP) schemes use pulsed laser
radiation to heat a target to the optimum
temperature required for efficient EUV production.
For plasma-emitted light which peaks at a wave-
length of 13.5 nm, the optimum temperature is
approximately 3.5 £ 105 Kelvin (30 eV).

A laser is focused onto a target, transferring its
energy into the target in such a way that a plasma is
formed and heated. A range of targets have been
investigated for use in LPP schemes ranging from
gaseous and cluster targets, to liquid targets and
macroscopic solid targets. The interaction begins
with the production of free electrons via multiphoton
ionization, which is strongly dependent on the peak
intensity of the laser. As heating progresses, there is
further ionization from inelastic collisions between
heated electrons and ions to reach a pseudo-equili-
brium state, where cooling competes with heating on
nanosecond timescales. Given this time-scale for
cooling and requirements on source size and tem-
perature, the optimum laser pulse duration lies in the
regime of nanoseconds and the optimum laser pulse
energy is hundreds of millijoules. Laser technology

Figure 7 Pulse duration dependence of threshold damage

fluence for fused silica. Reproduced with permission from Stuart

BC, Feit MD, Herman S, Rubenchik AM, Shore BW and Perry MD

(1996) Nanosecond-to-femtosecond laser-induced breakdown

in dielectrics. Physics Review B 53: 1749. Copyright (1996) by

The American Physical Society.
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suited to this application is diode-pumped Nd:YAG,
emitting at a wavelength of 1 mm and pulsed at
multikilohertz repetition rates.

Fine Control Material Removal

Localized heating afforded with the application of
lasers with pulse durations in the nanosecond regime
and shorter, is seeing increasing takeup to replace
processes ranging from wet etching and electro-
discharge machining (EDM) in applications such as
scribing, drilling, and differential layer removal.
Laser methods are seeing advantage in direct ablation
of material, for feature sizes on the order of microns
to hundreds of microns. Large areas on the order of
2 m2 are now becoming cost-effective to process with
direct laser ablation, with the advent of high average
power laser sources of hundreds of watts of average
power, combined with nanosecond regime or shorter
pulse durations. Typical sources are gas excimer or
diode-pumped solid-state.

The finest processing is advantaged by the appli-
cation of pulse durations in the picosecond regime. A
restriction in application of this technology has been
robustness and cost of the laser sources to date;
however, such technology is continuing to see rapid
improvement and may be expected to see wider
takeup in industry by 2010.

Also seeing application, are wavelengths in the UV
regime combined with nanosecond pulse durations.
UV radiation in general offers a reduced threshold of
ablation, translating to reduced heating and
improved process quality. High absorption at UV

wavelengths in most materials, combined with
photon energies that can exceed bond energies of
the material, contribute to the removal of material
with the minimum of heating. Excimer, KrF, and ArF
gas lasers are applied here (Figure 9), but it is
expected that solid-state lasers will emerge by 2010
to capture a large part of the UV market. CO2 gas
lasers are used for fine processing where the material
being ablated is of low thermal diffusivity, which is
typical for dielectrics or ceramics. Materials of low
thermal diffusivity are associated with a low heat
affected zone (see eqn [1]).

Figure 8 Light source roadmap to 2010. Courtesy of Intel Corporation.

Figure 9 KrF laser micromachined microfluidic channels in

polyester for application to lab-on-a-chip technologies or sensing

devices. Courtesy of Exitech Ltd.
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Scribing is required for dicing of wafers such as
silicon and other low-k materials, both for computing
device manufacture and for solar cell manufacture.
Nanosecond and shorter pulsed lasers have seen
recent application in this area, enabling higher aspect
ratio scribing and a reduced material affected zone.
This application has seen laser wavelengths applied
from the UV to near-infrared. Short pulse laser
scribing can see advantages of high throughput yet
reduced or eliminated chipping, delamination, and
film peeling.

Fine drilling is required for a wide variety of
applications and markets ranging from constructing
vias for through-layer interconnects in printed circuit
board (PCB) fabrication, to ink jet nozzles (Figure 10)
and high aspect ratio holes in hard materials, such as
steel or alloys for application to combustion engines.

Excimer and CO2 laser drilling has seen industrial
application in the drilling of via holes for electronics
interconnection packages, since early investigations
in the 1980s. More recently, high repetition rate
diode-pumped solid-state lasers, nonlinearly con-
verted to emit in the UV, are seeing application. In
parallel with the increasing density of transistors in
silicon processors, the density of packaging of multi-
chip modules (MCM) and PCB components has also
been increasing, requiring the drilling of blind vias on
the order of 100 microns in diameter to enable
interconnects between multiple conducting layers
(Figure 11). Also, as processor power increases, so
does the number of connections required to devices.
Microvias have enabled the application of two-
dimensional grid array connections to the underside
of devices, reducing overall package size, including
processor electrical connections, by a factor of five.

Laser drilling of microvias in PCBs is expected to
increase as packing density increases. PCBs remain
cheaper than MCMs and traditionally have been
mechanically drilled. As via sizes are reduced below
100 mm, however, it is expected that pulsed CO2 and
Nd:YAG lasers will be applied.

Thin layer ablation is required for applications
ranging from surface cleaning to display manufacture
and for polymers, dielectrics, and metals. For
example, manufacture of plasma displays currently
incorporates lithography combined with wet etching,
to pattern layers of thin conducting oxide onto a
substrate. Multiple process steps can be replaced by
application of direct laser ablation and increased laser
average power combined with pulse durations in the
nanosecond regime are allowing millions of cells to
be processed per minute, with the accommodation
of process areas currently greater than 2.5 m2

(see Figure 12).

Figure 10 A laser drilled hole in steel and an array of shaped

holes in polyamide for inject nozzle application. Courtesy of

Exitech Ltd.

Figure 11 Cross-section of 14-layer copper plated MCM board showing 80 mm diameter microvias drilled by a KrF laser in acrylic

resin-polyimide and, fully assembled MCM package. Courtesy of Siemens AG.
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Laser-Based Diagnostics

With a continuing increase in reliability, perform-
ance, and range of specifications, lasers are seeing
growing industrial application for process monitoring
and diagnostics, ranging from gas phase detection
of molecular specific concentrations to in vitro
microscopy in the life sciences. Markets are emerging,
driven in a large part by advances in laser technology.
Chemical sensing with application of lasers is a vast
field, which is difficult to cover here completely.
Following, are some applications seeing current
industrial application and growth.

Microscopy

Confocal microscopy has seen large uptake, in
particular, for the application to imaging of cell and
membrane function, with more than fifteen manu-
facturers now supplying confocal microscope tools
including Zeiss, Biorad, Leica, Olympus, and Nikon.
Confocal microscopy enables increases in resolution
and contrast compared to standard microscopy.
Techniques such as fluorescence resonant energy
transfer (FRET), fluorescence recovery after photo-
bleaching (FRAP), fluorescence loss in photobleach-
ing (FLIP), fluorescence lifetime imaging (FLIM), or
fluorescence correlation spectroscopy (FCS), where
married with confocal microscopy and, in particular,
where relevant molecular structures are known in
advance, can offer the additional advantages of
specific molecular and structural specificity through
the incorporation of tracer fluorophores. This is seen
as color coding of the resultant image, with sophis-
ticated microscopes currently offering differential

imaging stimulated by three laser colors and with
six selectable colors for detection.

The confocal microscope operates with advantage
over a standard microscope, by illuminating only a
small area in the sample with dimensions of the
resolution limit of the objective and re-imaging
emission from that area through a pinhole spatial
filter (Figures 13 and 14). Structures outside of the
illuminated area or at a depth outside that of the
focus, are suppressed from detection. Fluorophores
(tracers) can be inserted into protein sequences at
predetermined locations and are stimulated by either
single or two-photon absorption of the stimulating
laser light.

Two photon absorption has the additional advan-
tages of increased resolution and detected contrast
over single photon absorption. Laser sources applied
are generally modelocked oscillators operating near
800 nm, with a pulse duration on the order of 100 fs.
This technology is continuing to improve in robust-
ness, with fiber and direct diode pumped solid-state
sources available from multiple vendors.

FRAP and FLIP monitor diffusion or transport of
fluorescent labeled molecules into or out of the laser
focal volume, respectively. FCS monitors the fluctu-
ations in detected signal from emissions within the
laser focal volume, to determine the rate of diffusion
with sensitivity achievable to the single molecule level
(Figure 15).

FRET is seeing application for the probing of
protein interactions in cells or at cell membranes.
FRET involves the nonradiative transfer of excitation
energy from one fluorophore to another, which
subsequently emits at a different wavelength. The
fluorophores are inserted into molecules, the

Figure 12 Plasma display manufactured by direct laser ablation of thin-film indium tin oxide (ITO). Courtesy of Exitech Ltd.
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interaction of which is being investigated. FRET
effectively enables sensitivity to relative position at
fluorophore separations less than 10 nm; a significant
advance over the 200 nm resolution provided by a
standard optical microscope. Concentrations of bind-
ing events can be monitored over time (Figure 16).

Raman Methods and Microscopy

Raman spectroscopy sees broad application in
chemistry in the analysis of chemical composition
and molecular structure, being used, for example, in
pharmaceuticals, polymer materials science, bioclini-
cal science, and forensic science.

The history of Raman scattering stems from
theoretical predictions in the early 1920s,

Figure 13 Confocal microscope principle of operation. Courtesy of Leica Microsystems Heidelberg GmbH.

Figure 14 Image (a): Drosophila melanogaster, fluorescence

nonconfocal configuration and Image; (b): Drosophila melanoga-

ster, fluorescence confocal 3D projection. Courtesy of Leica

Microsystems Heidelberg GmbH.

Figure 15 Spectral selective imaging with three fluorescence

channels showing triple labeled mouse fibroblast: green: actin

fibers, red: microtubules, blue: vimentin. Courtesy of Leica

Microsystems Heidelberg GmbH.
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accompanied also in the 1920s by early measurements,
notable being those of C.V. Raman for which he was
awarded the Nobel prize, soon followed in the 1930s
by hundreds of chemistry papers describing this
technique. Raman used for his early experiments
filtered sunlight, a prism spectrometer, and visual
observation. This was followed by application of
filtered Hg emission and photographic plates. Lasers
first saw application to Raman scattering in the 1960s,
shortly after their innovation (see Figure 17).

In the simplest form of application of the Raman
effect, UV or visible radiation illuminates a sample,
coupling to excite electronic transitions near or on
resonance. Spontaneous emission is shifted to a
longer wavelength than that of the excitation (Stokes
emission) and this is filtered and detected. In general,
a broad spectrum of fluorescence is superimposed by
weaker, narrow features that originate from
vibration-electronic coupling (Raman emission).
Inclusion of laser excitation increases the rate of

Figure 16 Fluorescence resonant energy transfer mechanism and example relating to cytoplasmic Ca2þ concentration.

Cyan Fluorescent Protein (CFP) and Yellow Fluorescent Protein (YFP) are acceptor and donor, respectively, for the FRET. Courtesy

of Carl Zeiss, Germany.

Figure 17 Timeline of Raman spectroscopy from the first incorporation of a laser source. Courtesy of Jobin Yvon.
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data collection and also enables nonresonant inter-
action of the stimulating radiation with the sample
whilst maintaining data collection rates. Nonreso-
nant interaction preferentially reduces electronic
emission of fluorescence relative to that of the narrow
featured Raman emission. Lasers applied to spon-
taneous Raman spectrometers in general emit in the
visible or near-infrared running nonpulsed, such as
Ar-ion, Nd:YAG or He:Ne.

Further enhancements are made to deliver spatial as
well as vibration-specific information, through tight
focusing of the stimulating radiation on to the sample
in a confocal microscope arrangement, delivering
spatial resolution down to 200 nm (Figure 18).

A limitation of standard Raman spectrometers and
microscopes is the rate of signal collection, requiring
concentrated samples for interrogation. The
restricted signal level derives from a typical cross-
section for the spontaneous emission of Raman
radiation being 10230 cm2; 1010 to 1014 times
less than that typical for spontaneous electronic
fluorescence. Enhancements in the level of signal
and the ratio of signal to background noise may be

made through coherent laser stimulation of anti-
Stokes Raman emission, known as coherent anti-
stokes Raman scattering (CARS) (Figures 19 and 20).

It can be anticipated that bond-specific imaging
will see wide industrial application in future, employ-
ing Raman as well as resonant infrared techniques.
Application of CARS to microscopy involves two
laser colors. Avibration transition is exited at the beat
frequency of the two laser frequencies and the shorter
laser wavelength is subsequently scattered from the
sample to a yet shorter wavelength of emission. Such
a coherent process has the advantage of signal scaling
proportional to the square of emitters at the sample,
thereby increasing the signal over that of spontaneous
Raman scattering. Typical laser pump and Stokes
powers range from less than 1 mW to 10s of mW,
with laser repetition rates ranging from multi-kHz to
greater than 100 MHz and typical pulse durations
from 10s of picoseconds to 100 fs.

Infrared Methods

Infrared absorption spectroscopy provides a wealth
of information on bond-specific sample concentration

Figure 18 Confocal Raman image of semicrystalline polypropylene film. Two typical Raman spectra are shown. The ratio of the

Raman lines at 809 and 841 cm increases with the degree of crystalline order, delivering a two-dimensional image (Hendra et al. 1995).

Courtesy of Witec GmbH.
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and has become a standard tool for the chemistry
laboratory. Interaction between the radiation and
sample is via resonant vibrational absorption and is
otherwise analogous to the operation of a standard
optical absorption spectrometer. Applied to a micro-
scope arrangement, resolution on the order of 10 mm
is standard. One restriction associated with infrared
absorption spectroscopy applied to solution, is that
absorption lineshapes are broadened and the spectra
lose detail at room temperature, hindering identifi-
cation of the contributing species.

A technique showing early promise for application
in bond-specific molecular detection in solution, is
coherent resonant infrared wavemixing. Here, cross
coupling between vibrational modes are detected,
promising information more detailed than that of
infrared absorption. Figure 21 shows an example of
triply vibrationally enhanced four-wave mixing,
where two infrared laser beams mix to deliver cross
peaks representing vibration mode coupling. Here,
the 2D spectrum contains two sets of cross-peaks
corresponding to the couplings of the two strong IR
modes at 1943 and 2002 cm21 of Ni(CO)2(PPh3)2

and 1996 and 2068 cm21 of Ni(CO)3PPh3. Concen-
trations in solution are on the order of 10 mM. Such
methods provide a means sensitive to chemical
structure without a requirement for fluorophores.

Current application requires complex laser equip-
ment delivering microjoule pulse energies, tunable
between 3 and 10 microns, with pulse durations on
the order of 1 ps. However, following the example of
other laser diagnostic techniques in application

Figure 19 CARS image of a NIH 3T3 cell in metaphase, where

Raman vibration stimulation is tuned to the PO2
2 symmetric

stretching vibrational frequency at 1090 cm21. Reproduced from

Cheng J-X, Kevin JYK, Zheng G and Xie X-S (2002) Laser-

scanning coherent anti-Stokes Raman scattering microscopy and

applications to cell biology. Biophysical Journal 83: 502–509, with

permission from The Biophysical Society.

Figure 20 CARS microscope image of an erythrocyte ghost,

consisting of a single lipid bilayer, with a Raman shift of

2845 cm21. The scale bar is of length 2 mm. Reproduced from

Potma EO and Xie X-S (2003) Detection of single lipid bilayers

with coherent anti-Stokes Raman scattering (CARS) microscopy.

Journal of Raman Spectroscopy 36: 642–650, with permission

from Wiley InterScience.

Figure 21 Triply vibrationally enhanced four-wave mixing of

Ni(CO)2(PPh3)2 and Ni(CO)3PPh3. Reproduced from Meyer KA,

Besemann DM and Wright JC (2003) Coherent two dimensional

spectroscopy with triply vibrationally enhanced infrared four-wave

mixing. Chemical Physics Letters 381: 642–649, with permission

of Elsevier.
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across industry today, as laser technology advances
over this decade, we can expect such methods of
probing chemical systems to see significant uptake,
in particular in the bio-industries.

Laser Diagnostics and Treatment of Tumors

For clinical medicine, fluorescent detection is applied
in the visualization of malignant tumors. Important
natural chromophores emitting fluorescence in the
blue-green region are elastin, collagen, NADH, and
NADþ, whilst administered agents such as porphyrins
and phthalocyanines yield sharp peaks in the dark red.

Excitation is via UV or violet light. Where emission
is monitored in both the blue-green and red regions of
the spectrum and the ratio taken, an enhanced tumor
differentiation is possible from that of normal tissue
whilst simultaneously reducing sensitivity to geome-
try, illumination, and detection efficiency. Fiber optic
probes are generally applied for delivery and collec-
tion of radiation.

Such detection can be combined with techniques of
laser photodynamic therapy (PDT) to preferentially
remove cancerous tissues. Typical laser wavelengths
for photodynamic therapy are in the visible region of
600 to 700 nm with a pulse fluence of tens of
joules/cm2, a pulse duration in the nanosecond regime
and a repetition rate from single shot to 10 Hz. Where
combined with diagnostic detection, the PDT can be
carried out by exciting the same administered
sensitizer, with subsequent transfer of ground-state
triplet oxygen to a toxic singlet state.

Remote Chemical Sensing

The atmosphere can be monitored by absorption and
laser-induced fluorescence (LIF). Three-dimensional

mapping of chemical distribution can be achieved
with light detection and ranging (LIDAR), using a
pulsed laser as a transmitter and an optical telescope
as a receiver. Information collated includes pollution
concentration, temperature, humidity, and wind
velocity. Strong quenching prohibits LIF at atmos-
pheric pressures; however, it does become practical to
monitor for example, Li, Na, K, and Ca layers in the
mesosphere. Pollution monitoring in the troposphere
is most frequently performed with differential absorp-
tion LIDAR (DIAL). Range resolved optical transi-
ents are taken as a ratio of two laser wavelengths; on
and just off resonance for the species of interest.
Typical ranges for detection of SO2, O3, NO2, NO,
and Hg are 500 m to 5 km, making this technique
suitable for urban and industrial monitoring. Sulfur
dioxide is the most common pollutant emitted when
fossil fuels are burned or sulfide ores are roasted and
this technique sees application for the monitoring of
industrial emissions. Figure 22 shows a DIAL trace
recorded from Mount Etna, from which emissions of
SO2 are estimated at 75 tonnes/h. Laser wavelengths
used are 300.02 and 299.30 nm for on and off
resonance for absorption, respectively.

Important to the widespread application of LIDAR
and LIF for atmospheric chemical monitoring, has
been the advance in robustness and flexibility of the
associated laser technologies. The laser technology
applied for the above measurement is based on
solid-sate Nd:YAG, nonlinearly converted via optical
parametric amplification to wavelengths tunable
between 220 nm and 4 mm, delivering up to 20 mJ in
the mid-infrared at a repetition rate of 20 Hz and with
bandwidths of less than 0.2 cm21, in a pulse duration
of 4 ns.

See also

Imaging: Infrared Imaging. Lasers: Carbon Dioxide
Lasers. Microscopy: Confocal Microscopy. Scattering:
Raman Scattering. Spectroscopy: Raman Spectroscopy.

Further Reading

Allen SD, Bass M and Teisniger ML, Comparison of pulsed
Nd:YAG and pulsed CO2 lasers for hole drilling in
printed circuit board materials. CLEO 1982 Conference
Summary.

Cheng J-X, Kevin Jia YK, Zheng G and Xie X-S (2002)
Laser-scanning coherent anti-Stokes Raman scattering
microscopy and applications to cell biology. Biophysical
Journal 83: 502–509.

Cymer Inc., http://www.cymer.com

Figure 22 DIAL trace of sulfur dioxide distribution from Mount

Etna. Reproduced with permission from Weibring P, Edner H and

Svanberg S (2003) Versatile mobile lidar system for environmen-

tal monitoring. Applied Optics 42: 3583–3594. q 2003 Optical

Society of America.

PHYSICAL APPLICATIONS OF LASERS / Industrial Applications 183



Cymer Inc., ASML, TRW, Xtreme Technologies GmbH,
Fraunhoffer Institut fur Lasertechnik, Philips Extreme
UV GmbH, Royal Institute of Technology Sweden,
PLEX LLC.

Disco Corporation, http://www.disco.co.jp/
Exitech Ltd., http://www.exitech.co.uk/
Lamda Physik, http://www.lambdaphysik.de/
Meyer KA, Besemann DM and Wright JC (2003) Coherent

two dimensional spectroscopy with triply vibrationally
enhanced infrared four-wave mixing. Chemical Physics
Letters 381: 642–649.

Perkin Elmer, www.perkinelmer.com
Phillips D (1997) Chemical mechanisms in photodynamic

therapy with phthalocyanines. Progress in Reaction
Kinetics 22(3–4): 175–300.

Potma EO and Xie X-S (2003) Detection of single lipid
bilayers with coherent anti-Stokes Raman scattering
(CARS) microscopy. Journal of Raman Spectroscopy 34:
642–650.

Powerlase Ltd., http://www.powerlase.com
Presstek Inc., Hudson, NH, http://www.presstek.com
Pronko PP, Dutta DK, Squier J, Rudd JV, Du D and

Mourou G (1995) Machining of sub-micron holes using
a femtosecond laser at 800 nm. Optics Communications
114: 106–110.

Reiser A (1989) Photoreactive Polymers – The Science and
Technology of Resists. John Wiley & Sons.

Silverman PJ (2002) Intel Corporation. Presented at 1st Intl
EUV Lithography Symposium, 15–17 October 2002,
Dallas, USA.

Stuart BC, Feit MD, Herman S, Rubenchik AM, Shore BW
and Perry MD (1996) Nanosecond-to-femtosecond
laser-induced breakdown in dielectrics. Physics Review
B 53(4): 1749.

Svanberg S (1996) Chemical sensing with laser spec-
troscopy. Sensors and Actuators B 33: 1–4.

Wang I, Bendsoe N, Klinteberg CAF, et al. (2001)
Photodynamic therapy vs. cryosurgery of basal cell
carcinomas: results of a phase III clinical trial. British
Journal of Dermatology 144(4): 832–840.

Watson MN (1984) Laser drilling of printed circuit boards.
Circuit World 11: 13.

Waynant RW (ed.) (2002) Lasers in Medicine. CRC Press.
Weibring P, Edner H and Svanberg S (2003) Versatile

mobile lidar system for environmental monitoring.
Applied Optics 42(18): 3583–3594.

WITEC, WITec Wissenschaftliche, Instrumente und Tech-
nologie GmbH, Hörvelsinger Weg 6, D-89081 Ulm,
Germany, www.WITec.de

Yvon J, www.jobinyvon.com

Sum-Frequency Generation at Surfaces

M B Raschke and Y R Shen, University of
California, Berkeley, CA, USA

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Under sufficiently intense illumination the optical
properties of a material system depend nonlinearly on
the strength of the electromagnetic field. Related to
this nonlinear optical response is a large number of
phenomena and fundamental processes which are
discussed in various articles of this encyclopedia. This
article will focus on second-harmonic generation
(SHG) and sum-frequency generation (SFG) for the
investigation of surfaces and interfaces. The intrinsic
surface sensitivity of these techniques allows for
investigations of surface properties not readily
accessible by other spectroscopies. Here, the basic
principles of these optical processes as well as their
experimental implementation are discussed, and a
summary of the applications to different material
systems is given.

Among the various techniques employed for the
characterization of surfaces and interfaces, those
using light are particularly attractive. They are

applicable in situ to all interfaces accessible by
light, are nondestructive, and offer unprecedented
time resolution. However, the penetration depth of
optical radiation in matter is generally of the order
of a wavelength, which makes isolation of the
surface or interface contribution to the optical
response from the bulk contribution difficult. In
contrast, for reasons of symmetry, SHG and SFG
are intrinsically surface sensitive in media with
inversion symmetry, and hence the signal generated
mainly originates from the topmost surface layer
where the inversion symmetry is broken. By means
of electronic or vibrational SHG or SFG spec-
troscopy, information on surface structure, chemi-
cal composition and bond or molecular orientation
at solid and liquid interfaces can be deduced. To
date, SFG and SHG have been well established as
important tools for the investigation of surfaces
and interfaces of solids ranging from metals and
semiconductors to insulators and magnetic
materials, liquids, polymers, biological membranes,
and other systems. The studies are motivated by
fundamental interests as well as applications in
many areas such as heterogeneous catalysis,
electrochemistry, device fabrication, epitaxial
growth, and environmental science.
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Theory

The nonlinear optical response of a material, in the
electric-dipole approximation, can often be described
by an induced polarization in the form of a power
series,

PðvÞ¼e0½x
ð1ÞðvÞEðvÞ

þxð2Þðv¼v1þv2ÞEðv1ÞEðv2Þ

þxð3Þðv¼v1þv2þv3ÞEðv1ÞEðv2ÞEðv3Þþ…�

½1�

where EðviÞ is the optical field with frequency vi

and x ðnÞ is the nth-order linear ðn¼1Þ or nonlinear
ðn.1Þ susceptibility tensor. The second term, being
the lowest-order nonlinear optical response, is
responsible for sum-frequency generation and
second-harmonic generation (with v1¼v2). In the
electric-dipole approximation, all even-order terms
(x2;x ð4Þ; etc.) are forbidden in media with inversion
symmetry. At the surface or interface, however,
the inversion symmetry is necessarily broken and
hence x ð2Þ–0: This makes SHG and SFG surface-
sensitive and specific. While electric-quadrupole and
magnetic-dipole contributions from the bulk may
not be totally negligible, in many cases it has
been shown that the surface contribution clearly
dominates.

Surface SFG and SHG is best described by radiation
from a surface polarization Pð2Þ

s ðvÞ induced in a thin
sheet with dielectric constant 10 sandwiched between
two linear media (1) and (2) as shown schematically
in Figure 1. This surface polarization has an in-plane
wavevector component equal to the sum of the in-
plane wavevector components of the incident fields:

kkðvÞ ¼ kkðv1Þ þ kkðv2Þ: The ratio of kkðvÞ to kðvÞ
then determines the direction of the sum-frequency
output that appears in both transmission and reflec-
tion. The reflection geometry is often used in order to
minimize the bulk contribution.

With Pð2Þ
s as the source term, the sum-frequency

output can be obtained from the solution of the wave
equation. With the proper boundary conditions the
sum frequency (SF) intensity is given by:

IðvÞ ¼
8p 3v2

s sec2uv

"c3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
e1ðvÞe1ðv1Þe1ðv2Þ

p


 le
†

ðvÞ·x ð2Þ
s : eðv1Þeðv2Þl

2I1ðv1ÞI2ðv2Þ ½2�

In this expression, x ð2Þ
s is the surface nonlinear

susceptibility defined by Pð2Þ
s ¼ 10x

ð2Þ
s : Eðv1ÞEðv2Þ;

the quantities eðviÞ correspond to the unit polariz-
ation vectors after the appropriate Fresnel correction,
eðviÞ ; FðviÞêðviÞ; with FðviÞ being the transmission
Fresnel factor and êðviÞ the unit polarization
vector of EðviÞ; uv denotes the SF output angle with
respect to the surface normal, 1ðviÞ is the dielectric
constant at frequency vi; and Ii is the input pump
intensity at vi.

The surface nonlinear susceptibility x ð2Þ
s is a third-

rank tensor. In Cartesian coordinates it has 27 tensor
elements ðx

ð2Þ
ijk Þ; many of which could vanish or

depend on others due to the surface structural
symmetry. As an example, x

ð2Þ
ijk ðv ¼ v1 þ v2Þ for

an isotropic surface, with the z-direction defined
by the surface normal, has only four indepen-
dent nonvanishing elements: x ð2Þ

xxz ¼ x ð2Þ
yyz;x

ð2Þ
xzx ¼

x ð2Þ
yzy;x

ð2Þ
zxx ¼ x ð2Þ

zyy; and x ð2Þ
zzz: Different combinations

of input and output beam polarizations in SFG
measurements are often used to deduce values for the
non-vanishing elements. Such measurements then
allow the determination of surface symmetry or
surface molecular orientation. Being a third-rank
tensor, x ð2Þ

s can reflect up to three-fold rotational
symmetry. x ð2Þ

s;ijk is related to the molecular nonlinear
polarizability or hyperpolarizability a

ð2Þ
jhz; where ĵ; ĥ;

and ẑ define the molecular coordinates, through the
coordinate transformation

x
ð2Þ
s;ijk ¼ Ns ðî·ẑ Þðĵ·ĥÞðk̂·ĵ Þ

D E
a
ð2Þ
jhz ½3�

The angular brackets denote an average over the
molecular orientational distribution, and Ns is the
surface molecular density. For simplicity, micro-
scopic local-field correction is neglected in eqn [3].
Knowing x

ð2Þ
s;ijjk and a

ð2Þ
jhz thus permits deduction of

information on the orientational distribution.
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b
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s
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Figure 1 Schematic of SHG and SFG geometry in reflection

and transmission from an interface.
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An explicit expression for the nonlinear optical
polarizability is obtained from a second-order
quantum mechanical perturbation calculation:

a
ð2Þ
s;ijkðvsÞ ¼ 2

e3

"2

X
g;n;n0

"
kglrilnl

vs 2 vng þ iGng

£

 
knlrjln0lkn0lrklgl
v2 2 vn0g þ iGn0g

þ
knlrkln0lkn0lrjlgl
v1 2 vn0g þ iGn0g

!
þ · · ·

#
rð0Þg

½4�

This expression shows how the nonlinear polariz-
ability or susceptibility depends on material para-
meters such as the dipole transition moments knlrilgl
and energy levels. It contains a sum over eight
resonant terms. The quantities vng and Gng are the
frequencies and half-widths for the transitions
between quantum states lnl and lgl; and rð0Þg denotes
the population in lgl: It can be seen that að2Þ; and
hence the SF output, should be resonantly enhanced
when the pump frequency v1 or v2 and/or the sum
frequency v1 þ v2 approach resonance. The resonant
enhancement provides spectral information and
makes SHG and SFG effective spectroscopic tools.
The resonances could be electronic or vibrational,
or more generally, any surface characteristic
transition.

Experimental

Here we deal with basic considerations concerning
the optical setup for SHG or SFG experiments in
reflection from a surface as is shown schematically in

Figure 2. In general, the pump radiation from
pulsed laser sources is directed onto the surface.
High-power tunable light pulses can be obtained
from optical parametric generation and amplifica-
tion (OPG/OPA) together with harmonic, sum- or
difference-frequency generation, preferably pumped
by picosecond or femtosecond lasers with high
repetition rates. By this means radiation tunable
from near UV at ,200 nm to mid IR at ,18 mm can
be generated. For SFG the input pulses with
frequencies v1 and v2 are directed to overlap
spatially and temporally on the sample. The sample
could be the surface of a liquid or solid in air, a
single crystalline surface in ultrahigh vacuum, buried
interfaces, etc. Polarizers and half-wave plates allow
for tuning of incident power and polarizations at the
sample. Together with the polarizer in the output
path, different input/output polarization combi-
nations can be chosen. In the detection system the
signal has to be discriminated against reflected and
scattered pump light. This is achieved by spatial and
spectral filtering with apertures, dielectric mirrors,
and interference and color glass filters. An optional
monochromator can also be used for additional
stray-light suppression. The signal is then detected
by a photomultiplier tube and gated electronics are
used for signal integration or photon counting.

From eqn [2] the expected signal strength for
SHG/SFG can be estimated. With a typical value of
x ð2Þ

s of 10221 m2 V21, a single 1-mm pump pulse,
incident at u ¼ 458 having pulse energy E ¼ I
At ¼ 100 mJ; beam cross-section A ¼ 1 mm2, and
pulse duration t ¼ 10 ps, can generate about 103

photons per pulse of SHG. By means of photon
counting a minimal count rate of 1023 photons/pulse

Laser

w1

w2

t

l
–
2

l
–
2

Polarizer

w1, 2w1

w2, 2w2

ws

2w1

aperture filter pinhole
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lens gated
electronics
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Figure 2 Schematic of experimental setup for second-harmonic and sum-frequency generation.
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can be achieved which allows the detection of x ð2Þ
s as

small as 10224 m2 V21. The spectral resolution is
limited by the spectral width of the pump pulses.
In order to obtain accurate spectral data over a wide
tuning range or to obtain absolute values for x ð2Þ

s;ijk of
the material investigated, a reference material such
as z-cut quartz with known values of x is to be
measured for comparison.

The simplest kind of experiments are SHG at a
fixed pump frequency. From the signal variation in
response to surface modification one can probe
kinetics and dynamics of adsorption, desorption,
diffusion, surface melting, phase transitions, etc.
By tuning the pump wavelength, second-harmonic
spectroscopy can give information on surface elec-
tronic states. For surface vibrational spectroscopy,
however, IR-vis SFG must be employed. In the latter
case, tunable IR input is mixed with visible input to
yield a SF signal in the visible region.

Surface Specificity

In many cases, the surface contribution to SFG
or SHG from a centrosymmetric medium clearly
dominates over the bulk contribution. This generally
occurs when the surface or interface is composed of a
polar oriented molecular layer. An example is shown
in Figure 3, where the vibrational spectra in the C–H
stretch region of three buried solid–liquid interfaces
are presented. The spectrum for hexadecane
(C16H34)/fused silica shows no C–H peaks. This is

in spite of the fact that liquid hexadecane has strong
infrared and Raman activity in this spectral range.
The result indicates that the bulk signal contribution
is negligible. In contrast, strong resonances are
observed from the hexadecane/OTS/silica system,
where OTS is a monolayer of octadecyltrichlorosilane
(CH3(CH2)17SiCl3) chemisorbed on the fused silica
plate. A similar spectrum is obtained for the CCl4/
OTS/silica interface. This clearly indicates that it is
the contribution from the OTS monolayer that
dominates the spectra.

Another example is described in Figure 4 where
the SFG spectrum in reflection from a free liquid
water surface is shown. The resonant features
between 3000 and 3600 cm21 are due to the O–H
stretches of hydrogen-bonded OH groups. The sharp
peak at 3700 cm21 can be identified with the free OH
bonds. Since no dangling OH bonds can exist below
the surface its presence indicates that the spectrum
must originate from the topmost layer of water
molecules. Furthermore it can be shown that the
surface water molecules are oriented with one of the
OH bonds directed out of the liquid. In addition to
the above examples, the surface sensitivity and
specificity has been demonstrated and successfully
applied to a large number of systems as will be
shown below.

A note on the definition of surface or interface is in
order. In SHG and SFG, the surface or interface layer
refers to a thin layer between two adjacent bulk
media that has a different structure from the bulk
media and lacks inversion symmetry. If molecules in
the surface layer are polar-ordered, then SHG and
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SFG are often dominated by contributions from the
surface layer. However, the bulk contribution is not
strictly zero even if the media have inversion
symmetry, as x ð2Þ can arise from electric-quadrupole
and magnetic-dipole contributions. Separation of
surface and bulk contributions in SHG and SFG is a
subtle problem in general. Experimentally, how
surface modification affects the signal can be used
to evaluate whether or not the surface contribution
dominates.

A special case concerns materials that lack bulk
inversion symmetry, for example, III–V and II–VI
semiconductors such as GaAs and ZnSe. In this case,
the bulk contribution to SHG and SFG is electric-
dipole allowed and may be very significant. With an
appropriate choice of polarization combinations and
surface orientation, it can nevertheless be well
suppressed, leaving the surface contribution
dominant.

Applications

Both SFG and SHG have been applied to a wide
variety of surface and interfacial systems. To illustrate
their capabilities and versatility as surface spectro-
scopic tools, the focus of this summary will be on
examples where the information deduced cannot
readily be obtained by other techniques. (For details,
readers are referred to the review articles cited in
Further Reading and the original papers cited
therein.)

SFG and SHG have been used for the study of
adsorbates at surfaces even under ambient con-
ditions. The adsorbate alters electronic or structural
properties of the substrate and the signal is thus
related to the surface density of the adsorbate and its
orientation.

Elementary surface reactions, in particular adsorp-
tion, dissociation, or desorption of simple molecules
such as CO, hydrogen, oxygen, or water on metal and
semiconductor single-crystal surfaces under ultra-
high-vacuum conditions, have been investigated.
Sensitivity into the sub-percent monolayer regime is
achieved and allows the identifictation of competing
reaction channels and adsorbate dynamics on sur-
faces. Such studies can help to understand epitaxial
growth or heterogeneous catalysis because the
techniques are applicable at any gas pressure and
surface temperature. Related to this is the study of
surface diffusion, which can be probed following
the temporal decay of a diffracted SHG signal
off a submonolayer adsorbate grating formed by
laser-induced desorption.

Making use of the spectroscopic capabilities of
SHG, the surface electronic structure of selected
metals and semiconductors, in particular silicon,
were studied with an emphasis on the effects of
temperature, crystallographic orientation and differ-
ent adsorbates. Among buried interfaces, the Si/SiO2

interface has been the subject of intense investigations
and the sensitivity of SHG to static electric fields at
the interface and to inhomogeneous strain was also
demonstrated.

Different in-plane surface symmetries associated
with different crystallographic orientations or surface
reconstructions yield different SHG and SFG
responses. This allowed for the investigation of
surface reconstructions (e.g., Sið111Þ2 £ 1 ! 7 £ 7),
order–disorder transitions (e.g., Sið111Þ7 £ 7 ! 1 £ 1;
Au/Si(111)) and surface melting (e.g., single-crystal
ice, Si(111), Ge(111)), providing information on
latent heat, superheating, and its dynamics using
pump-probe techniques. Magnetization-induced
SHG was also used for probing surface and interface
magnetism of ferromagnetic metals and bimetallic
systems.

Many unique applications of spectroscopic SFG
have been developed based on its capability to study
large molecules, in particular under ambient con-
ditions. Surface vibrational spectra with different
input/output polarization combinations and sample
geometries provide information on orientation,
conformation and alignment of surface molecules
and the composition and structure of the surface
layer. The study of self-assembled monolayers (e.g.,
OTS on quartz) to deduce the orientation and
conformation of the alkyl chains in the monolayer
is an example. The effect of molecular density and
temperature on the spectrum gives information on
intermolecular interactions and phase transitions.
Another example concerns the adsorption of liquid
crystal molecules on nanostructured polymer sub-
strates. Both the chain orientation at the polymer
surface and its effect on the alignment of adsorbed
liquid crystal molecules can be addressed.

Surface structures of liquids, especially those of
pure liquids, are of great interest in science and
technology, and SFG is a unique spectroscopic tool
for probing liquid surfaces and interfaces. For
example, the SFG vibrational spectrum for the
water–vapor interface in Figure 4 gives information
on the density and orientation of the surface water
molecules at the water–vapor interface. The surface
layer was found to be more ordered compared to the
bulk as was also observed for various other organic
liquids studied with SFG. In other cases soluble and
insoluble organic molecules at a liquid–vapor,
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liquid–liquid, or liquid–solid interface have also
been studied. They appear as adsorbed monolayer
films and their structure and phase behavior are
relevant to many applications. Identification of the
adsorbed molecular species at solid–liquid interfaces
is also important for understanding electrochemical
processes. Various studies with SFG have addressed
bonding of, e.g., CO, CN2, and SCN2 at electrodes
and its variation with electrode potential.

SFG spectroscopy also finds unique applications
in studies of polymer surfaces and interfaces
most relevant to modern science and technology.
The observed surface vibrational spectra of poly-
mers provide information on surface composition,
molecular orientation, and conformation of neat and
blended polymers. The effect of environment and
surface treatment on the surface structure can also be
studied. Investigation of the biological functions of
complex molecular systems has attracted increasing
interest, and SHG and SFG have been applied
successfully to selected systems ranging from the
isomerization of retinal – a molecule involved in the
vision process – to functional aspects of model
membranes.

Both SHG and SFG can be combined with
microscopy techniques for surface microscopic
studies. Microscopic imaging can be achieved by
rastering the probe beam or, preferably, the sample
position. Near-field SFG/SHG spectroscopy has
recently been developed.

Performing surface SHG and SFG experiments in
the time domain can provide information on surface
dynamics. Pump-probe experiments allow for mea-
surements of energy relaxation and phase coherence
of excitations such as surface electronic states and
surface phonons and vibrations.

Outlook

Although SHG and SFG were established as surface
analytical tools more than 15 years ago, it is still an
active field of research with much potential that has
not yet been explored. As an example, it has only
recently been demonstrated that doubly resonant
infrared–visible SFG, as a two-dimensional spec-
troscopy, can give access to couplings between
vibrational modes and surface electronic transitions.
With the commercial availability of suitable laser
sources, the techniques can be extended to a much
wider range of applications. This includes possible
investigations of ultrafast surface dynamics,
nanostructures, and biological systems.
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Introduction

Polarization is one property of light waves and will be
defined after a brief overview of the properties of
light. Light is part of the electromagnetic spectrum of
waves that have both particle-like and wave-like
properties. Light waves carry energy in the form of
photons which act like particles; the photon energy
increases in proportion to the frequency of the wave.
The particle-like properties of light and other
electromagnetic waves are described by quantum
mechanics. Light also acts like transverse waves that
travel in straight lines in air and vacuum and can be
described by classical electromagnetic theory. Polari-
zation deals with the wave-like properties of light,
and is described mathematically by Maxwell’s
equations, the key relations in electromagnetic
theory. Polarization effects occur when light interacts
with matter. In order to understand polarization,
there will be a brief introduction to the subject of
electromagnetic waves.

For a more in-depth treatment of the material in
this article, the reader is directed to the Further
Reading list at the end of this article and in particular
to the two chapters on ‘Polarization’ and ‘Polarizers’
written by the author in Bass M (ed.) Handbook
of Optics, 2nd edn, vol. I, chapter 5 and vol. II,
chapter 3. New York: McGraw-Hill Inc.

Electromagnetic waves have both electric and
magnetic fields associated with them. These are
vibrations in directions perpendicular to the direc-
tion the wave is traveling, i.e., the direction of
propagation. ~E represents the vector of the electric
field and ~H; perpendicular to ~E; represents the
magnetic field vector. Both these vectors are complex
and have real and imaginary parts. Polarization

effects are always associated with the ~E vector.
Specifically, the plane of polarization is defined as the
plane in which the ~E vector is vibrating. Waves
having different amplitudes, phases, or angular
orientations (azimuths) of their electric or magnetic
vectors can be combined by conventional vector
addition methods. Also the ~E vector of a particular
vibration can be resolved into two components in
mutually perpendicular directions that are vibrating
in phase.

If a light source such as the sun, a candle flame, or
an electric light bulb is considered on a microscopic
scale, each vibrating atom or molecule emits linearly
polarized light (see the definition below). But the
individual atoms or molecules do not act together, so
their vibrations have no fixed phase relationships to
each other and they cannot be added into a single
linearly polarized beam. Thus, we call light from
these sources unpolarized. In an unpolarized light
beam, the ~E vector vibrates in all directions perpen-
dicular to the direction of propagation. If a snapshot
is taken at a particular instant of time, different parts
of the beam will have ~E vectors vibrating with
different amplitudes and phases at different angles to
each other, but all in a plane perpendicular to the
direction of propagation. In the most common
convention used in optics, the wave travels in the
þz direction in a right hand coordinate system and
the ~E vectors are all vibrating at various angles in the
x–y plane. The angle of vibration is measured from
the positive x axis in a counterclockwise direction
when the observer is looking against the direction of
propagation of the light beam.

For linearly polarized or plane polarized light, if a
snapshot of a light beam is taken at a particular
instant, the ~E vector will be vibrating at a certain
angle in the x–y plane. As time (or position on the
traveling wave) varies, the amplitude of the ~E vector
will vary in a sinusoidal manner, but the vibration will
remain at the same angle in the x–y plane. As an
example, the real part of the electric vector of a
linearly polarized beam that is vibrating in the þx and
2x directions and traveling in the þz direction is
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given by the relation:

~Exðz; tÞ ¼ îE0 cosðkz 2 vtÞ ½1�

where t is the time, î is a unit vector in the þx
direction, E0 is the amplitude of the vibration, ~k is the
propagation vector in the direction the wave is
traveling, i.e., the z direction (its magnitude is
2p=l), and v ¼ 2pf where f is the vibration frequency
of the wave. In free space, v ¼ 2pc=l where c is the
velocity of light and l is the wavelength of the
vibration.

Light can also be circularly or elliptically polarized.
Circularly polarized light is produced by adding the
electric vectors of two waves, each having the same
amplitude but which are 908 out of phase; the
resulting vibration sweeps out a circle in the x–y
plane. When the first wave is vibrating in the þx and
2x directions (eqn [1]), the second wave is vibrating
in the þy and 2y directions:

~Eyðz; tÞ ¼ ĵE0 sinðkz 2 vtÞ ½2�

and is added to the first wave. The resultant wave is
the sum of eqns [1] and [2]:

~E ¼ E0½î cosðkz 2 vtÞ þ ĵ sinðkz 2 vtÞ� ½3�

The direction of vibration of this wave will rotate in a
circle as either the time increases or as the distance
along the wave increases, but the amplitude of the
vibration will not change. As time increases, the
vibration will make a circle in the clockwise direction
(to negative angles). This light is defined to be right
circularly polarized. If the þ sign between the two
parts of eqn [3] is changed to a minus sign, as time
increases, the vibration will make a circle in the
counterclockwise direction (to positive angles) and
the light is now defined to be left circularly polarized.
These definitions are for conventional (traditional)
optics. However, the opposite definitions with right
(left) circularly polarized light defining circles in the
counterclockwise (clockwise) direction are also in
use. In modern physics, there is still another
convention that defines right (left) circularly polari-
zed light as having negative (positive) helicity.

Right and left elliptically polarized light beams
have the same angle conventions as for circularly
polarized beams but are produced by adding two
electric vectors that have different amplitudes. In
eqns [1] and [2], the amplitude terms will be, for
example, E1 and E2 instead of E0 and eqn [3] can no
longer be used. There is now a major axis and a minor
axis of the ellipse. If E1 . E2; the major axis will be
along the x axis; for E1 , E2; the major axis will
coincide with the y axis.

The preceding discussion has dealt entirely with the
electric vector of the electromagnetic field. However,
one cannot observe the ~E vector. The irradiance
(energy per unit area per unit time), ~E~Ep; is what can
be observed visually and measured by electronic
detectors. Thus, measurements of the polarization are
irradiance measurements. Light transmitted by a
polarizer is called the transmittance of the polarizer;
similarly, light reflected from a polarizer is called the
reflectance of the polarizer.

One of the most important parts of the subject of
polarization is how to produce linearly polarized light
starting with unpolarized light. This is done by using
polarizers, as discussed in the section on polarizers
below. Certain materials have special properties that
make them able to polarize light. Depending on the
application, different kinds of polarizers are pre-
ferred. Optics textbooks by Hecht and Guenther
discuss the most important polarizers and two articles
by Bennett describe many kinds of polarizers includ-
ing special ones (see the Further Reading at the end of
this article for full references). Only the basic
principles will be described here.

Sunlight scattered by air molecules in the atmos-
phere (Rayleigh scattering) is also partially linearly
polarized. The air molecules act like tiny dipoles and
vibrate when they absorb sunlight. They emit
radiation that is polarized in certain directions
relative to the vibration direction. When the viewer
is at a 908 angle with respect to the sun, the
polarization of the skylight is a maximum. Rayleigh
scattering is the subject of several books and will not
be further discussed here.

Retarders are used to change linearly polarized
light into circularly or elliptically polarized light and
compensators, which are a form of retarders, can
analyze an unknown type of polarized light and
determine its composition. They are discussed below.

Polarimetry and ellipsometry are closely related
techniques that are used to determine the optical
properties of a material by shining a known type of
polarized light on the material at non-normal inci-
dence and analyzing the polarization properties of
the light after it has been reflected from the material.
These subjects are treated in other articles in this
encyclopedia and in several references at the end of
this article.

Changes can be produced in the optical properties
of some materials by applying an electric field, a
magnetic field, an acoustic field, or another form of
variable pressure. The materials changed in these
ways are said to be electro-optic, magneto-optic, or
piezo-optic. The changes in the optical properties
modify some parameter of a light wave
passing through a material or reflecting from it.
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The amplitude, phase, frequency, polarization, or
direction of the light wave can be modified. In this
article, we are only concerned with modifications that
produce changes in the polarization; these are
discussed towards the end of this article.

Matrix methods have been developed to handle
problems involving polarization and there is also a
visual representation of the matrix algebra that is
based on the Poincaré sphere. Both topics are covered
at the end of this article.

Polarizers

Basic Relations for Polarizers

A linear polarizer is anything which, when placed in
an incident unpolarized beam, produces a beam of
light whose electric vector is vibrating primarily in
one direction with only a small component vibrating
in the direction perpendicular to it. The transmittance
T of the linear polarizer is

T ¼ 1
2 ðT1 þ T2Þ ½4�

where T1; the principal transmittance of the polarizer,
is qT2; the transmittance of the polarizer at 908 to
the principal transmittance. Thus, a perfect polarizer
would transmit only 50% of an incident unpolarized
beam.

If a linear polarizer is placed in a linearly polarized
beam and is rotated about an axis parallel to the beam
direction, the transmittance will vary between a
maximum value T1 and a minimum value T2

according to the law:

T ¼ ðT1 2 T2Þ cos2uþ T2 ½5�

where u is the angle between the plane of vibration of
the principal transmittance and the plane of vibration
of the electric vector in the incident beam.

The extinction ratio rP of a polarizer is defined as

rP ¼
T2

T1

½6�

and the degree of polarization of a polarization P is

P ¼
T1 2 T2

T1 þ T2

½7�

When two identical polarizers are placed in an
unpolarized beam, and the directions of their
principal transmittances, TA and TB; are inclined at
an angle u to each other, the transmittance of the pair
will be

Tu ¼
1
2 ðT

2
1 þ T2

2 Þ cos2uþ T1T2 sin2u ½8�

Thus, when the directions of the principal transmit-
tances are aligned, Tk ¼

1
2 ðT

2
1 þ T2

2 Þ; and when they
are perpendicular, T’ ¼ T1T2:

Birefringent Materials (Calcite)

The majority of high-quality polarizers are made
from calcite. This is a birefringent (doubly refracting)
crystalline material that is uniaxial (i.e., there is one
preferred direction in the crystal). A birefringent
material acts differently for light going in different
directions through the crystal. For example, if an
unpolarized light beam passes through the crystal in a
certain direction, it will be split into two spatially
separated beams that are parallel but are linearly
polarized at right angles to each other. A uniaxial
crystal has an optic axis (i.e., a certain direction in the
crystal). When light rays travel parallel to the optic
axis, they travel at the same velocity and there is no
difference between them. When light passes through
the crystal in other directions, the ray whose vibration
direction is perpendicular to the optic axis is governed
by the ordinary laws of geometrical optics (the same
as for isotropic materials) and is called the ordinary
ray. The ray whose vibration direction is parallel to
the optic axis does not follow the normal geometrical
optics laws and is called the extraordinary ray. One
ray travels faster than the other, so there is a phase
retardation for one ray relative to the other. This is
the principle of a retarder or retardation plate (see the
next section).

Calcite is a negative uniaxial crystal which means
that the refractive index for the ordinary ray is larger
than the refractive index for the extraordinary ray.
When the ordinary ray enters a block of calcite from
air at non-normal incidence, it is bent more than the
extraordinary ray.

Calcite can be easily cleaved along three distinct
planes, making it possible to produce rhombs of the
form shown in Figure 1. The optic axis, going in the
HI direction, makes equal angles with all three faces
at point H: Any plane, such as DBFH, which contains
the optic axis and is perpendicular to the two
opposite faces of the rhomb ABCD and EFGH is
called a principal section. If the plane of incidence of
light on the rhomb coincides with a principal section,
the light entering the crystal will be split into two
components polarized at right angles to each other
which travel in slightly different directions and leave
the crystal as two beams slightly displaced but
parallel to each other.

The large birefringence of calcite and its excellent
transmission through the visible spectral region and
into the ultraviolet and infrared regions has made it
possible to make excellent high extinction ratio
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polarizers with different designs. Some of these are
shown in Figure 2. There are two main types: Glan
types with rectangular shapes and Nicol types with
rhombohedral shapes. The polarizers are made of two
pieces of calcite cemented together. Glan types have
their optic axes in the plane of the entrance face. In
the Nicol types, the principal section is perpendicular
to the entrance face, but the optic axis is neither
parallel nor perpendicular to the face. The two halves
of conventional polarizing prisms are cemented
together with cement that has a refractive index

intermediate between the ordinary and extraordinary
refractive indices. This enables one ray (generally the
extraordinary, or e ray) to be transmitted and the
other to be reflected at the cut, so that only one ray
exits from the prism in the direction of the incoming
ray. The Glan types are also used without cement
with only an air space between the two halves. They
can be used at shorter wavelengths in the ultraviolet
where the cement absorbs. The extinction ratio can
be very high for air-spaced prisms. For example,
for a Glan–Foucault prism (an air-spaced Glan–
Thompson prism, Figure 2), the extinction ratio
can be better than 1 £ 1025 and the prism is usable
from about 0.214 mm in the ultraviolet to 2.3 mm in
the infrared. However, air-spaced polarizers have
very small field angles, so they are mainly used with
laser sources where the beam is parallel.

The extreme paths of light through a cemented
Glan–Thompson prism are shown in Figure 3. This
prism has a length that is three times the width of the
entrance aperture (i.e., an L=A ratio of 3). The optic
axis is perpendicular to the plane of incidence which
is in the plane of the paper. In the first half of the
polarizer, the paths of the ordinary and extraordinary
rays, both of which follow the conventional law of
refraction (Snell’s Law, eqn [8] above) nearly
coincide. Ray A is incident on the entrance face of
the polarizer at an angle such that the angle of
incidence on the cut is the smallest angle for which the
o ray is totally internally reflected. Ray B is incident at
an angle such that the angle of refraction in the first
half of the prism is essentially equal to the cut angle,
S, so that the e ray just passes through the cut. The
field angle of the polarizer is twice the smaller of
angles uA and uB: Thus, all rays having angles of
incidence between rays A and B will be polarized

Figure 1 Schematic representation of a rhombohedral calcite

crystal showing the angles between faces. The optic axis passes

through corner H and point I on side BF. (Reproduced with

permission from Bennett JM (1995) Polarizers. In: Bass M (ed.)

Handbook of Optics, 2nd edn, vol. II, chap. 3. New York:

McGraw-Hill, Inc.)

Figure 2 Types of polarizing prisms. Glan types: (a) Glan-Thompson, (b) Lippich, and (c) Frank-Ritter; Nicol types: (d) conventional

Nicol, (e) Nicol, Halle form, and (f) Hartnack-Prazmowsky. The optic axes are indicated by the double-pointed arrows. (Reproduced

with permission from Bennett JM (1995) Polarizers. In: Bass M (ed.) Handbook of Optics, 2nd edn, vol. II, chap. 3. New York:

McGraw-Hill, Inc.)
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when exiting the prism. The paths of similar rays can
be traced through the other prism designs.

In addition to conventional polarizing prisms, there
are also polarizing beamsplitter prisms and Feussner
prisms. In polarizing beamsplitter prisms, the two
beams that are polarized at right angles to each other
both emerge from the prism but are separated
spatially. Figure 4 shows a diagram of several types
of polarizing beamsplitter prisms and Figure 5 shows
the paths of rays through side views of these prisms.

A Feussner prism is made of isotropic material but
the film separating the two halves is birefringent.

These prisms have the advantage that much less
birefringent material is required but they have a more
limited wavelength range when calcite or sodium
nitrite (another birefringent material) is used
because the transmitted ordinary ray has a shorter
transmission range than the extraordinary ray which
is transmitted by the conventional and air-spaced
polarizing prisms.

Dichroic Absorbers

A dichroic material is one that absorbs light polarized
in one direction more strongly than light polarized at
right angles to that direction. Dichroic materials are
different from birefringent materials because the
latter usually have negligible absorption coefficients
for both the ordinary and extraordinary rays.
Stretched polyvinyl alcohol sheets treated with
absorbing dyes or polymeric iodine are the most
common type of dichroic absorbers and are primarily
sold under the tradename Polaroid. These polarizers
do not have as good an extinction ratio as the calcite
prism polarizers (see above), but they are inexpensive,
come in large sizes, are easily rotated, and produce
negligible beam deviation. Also, they are thin, light-
weight, and can be made in any desired shape. One of
their main advantages is that they are insensitive to
the degree of collimation of the beam and can be
used in strongly convergent or divergent light.

Figure 3 Extreme rays (A and B) that can pass through a

cemented Glan-Thompson prism. Both rays change to ordinary

and extraordinary rays in the calcite. Both ordinary rays are

reflected at the boundary between the two halves of the prism and

the extraordinary rays exit in the directions indicated. Rays

entering the prism between rays A and B would be transmitted by

the prism. The field angle of the prism is twice the smaller of the

two angles of incidence (ray A).

Figure 4 Three-dimensional views of various types of polarizing beamsplitter prisms: (a) Rochon; (b) Sénarmont; (c) Wollaston;

(d) Foster (shaded face is silvered); and (e) beamsplitting Glan-Thompson. (Reproduced with permission from Bennett JM (1995)

Polarizers. In: Bass M (ed.) Handbook of Optics, 2nd edn, vol. II, chap. 3. New York: McGraw-Hill, Inc.)
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Depending on the density and type of absorbing dye
used to make the polarizer, the transmission can be
maximized for the visible or near infrared spectrum.
The extinction ratio of the Polaroid HN-22 sheet
compares favorably with that of the Glan–Thompson
prisms throughout the visible spectral region, but the
transmission of the Glan–Thompson prism is
superior. As the dichroic polarizer transmission
increases, the extinction ratio becomes worse. Trans-
mission and extinction ratio curves for various types
of dichroic polarizers are shown in Bennett JM (1995)
Polarizers. In: Bass M (ed.) Handbook of Optics, 2nd
edn, vol. II, chap. 3. New York: McGraw-Hill, Inc.

A wire grid polarizer is another kind of dichroic
absorber. It is made of a series of equally spaced
conducting bars or wires that are either free standing
or deposited onto a transparent substrate (backing
plate). Energy that is polarized parallel to the length
of the bars is absorbed out of the incoming wave by
inducing oscillations in the electrons in the metal.
Thus, only light polarized perpendicular to the bars
will be transmitted. In order to have an appreciable
degree of polarization, the wavelength must be at
least twice the spacing between grids in the polarizer.
Because of the difficulty of making wire grids with
small enough spacings, these polarizers are limited to
the mid- and long-wavelength infrared spectral
region, beyond about 5 mm. The polarizer will have
the best extinction ratio if the substrate has a low
refractive index; if a high refractive index substrate
such as silicon or germanium is used, it must be
covered with an antireflection coating before the grid
is deposited.

Most of the wire grid polarizers have been used
with microwaves, so the theory is in the form for
transmission lines. Similar transmission line theory
has been applied to infrared polarizers in the form of
bars and wires.

Reflection and Transmission

Light can be polarized by reflecting it from the flat
surface of a material inclined at non-normal incidence
to the light beam or by transmitting it through a
transparent plate at non-normal incidence. These
polarizers work because light has different reflec-
tances when the electric vector is linearly polarized
parallel and perpendicular to the plane of incidence.
The plane of incidence contains both the incoming
light beam (incident beam) and the reflected light
beam. The angles for both the incident and reflected
light beams are measured relative to an axis
perpendicular to the surface (the surface normal).
The reflection coefficients are given by the Fresnel
equations and, for nonabsorbing materials, are:

Rs ¼ r2
s ¼

~E2
s ðreflectedÞ

~E2
s ðincidentÞ

¼
sin2ðu0 2 u1Þ

sin2ðu0 þ u1Þ
½9�

Rp ¼ r2
p ¼

~E2
pðreflectedÞ

~E2
pðincidentÞ

¼
tan2ðu0 2 u1Þ

tan2ðu0 þ u1Þ
½10�

where Rs and Rp are called the reflectances (pre-
viously called the intensity reflection coefficients),
and rs and rp are the amplitude reflection coefficients.
~Es ð~EpÞ is the incident or reflected electromagnetic

Figure 5 Side views of the polarizing beamsplitter prisms in Figure 4. The directions of the optic axes are indicated by the dots and the

heavy double-pointed arrows. When the Foster prism is used as a microscope illuminator, the source, specimen, and eyepiece are in the

positions indicated. (Reproduced with permission from Bennett JM (1995) Polarizers. In: Bass M (ed.) Handbook of Optics, 2nd edn,

vol. II, chap. 3. New York: McGraw-Hill, Inc.)
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wave vibrating perpendicular (parallel) to the plane
of incidence and u0 and u1 are the angles of incidence
and refraction, respectively. The angle of refraction is
the angle of the light beam in the material, measured
from the surface normal. For a nonabsorbing
material, it can be obtained in terms of the refractive
index n1 of the material from Snell’s Law:

sin u0

sin u1

¼
n1

n0

½11�

where n0 and n1 are the refractive indexes of the
incident medium (usually air with n0 ¼ 1) and
the material. Sometimes the refractive index of the
material is expressed as a ratio measured relative
to the refractive index of the incident medium:

n ¼ n1=n0: The reflectances of absorbing materials
are similar to eqns [9]–[11] but involve complex
refractive indexes and angles of refraction.

Figure 6 shows curves for Rs and Rp as a function
of angle of incidence for four nonabsorbing materials
that have different refractive indexes. In all cases the
reflectance is higher for the s component than for the
p component except at 08 and 908 angles of incidence
where they are the same. At the so-called Brewster
angle, uB; Rp ¼ 0; tan uB ¼ n1=n0; and incident
unpolarized light is now completely linearly polarized
perpendicular to the plane of incidence (s-polarized
light). Note that high refractive index materials
produce more intense polarized beams (i.e., have
higher reflectances) than low refractive index
materials.

Figure 6 Reflectance of light polarized parallel Rp and perpendicular Rs to the plane of incidence from materials of different refractive

index n as a function of angle of incidence: (a) n ¼ 1:5 (alkali halides in the ultraviolet, glass (approximately) in the visible, and sheet

plastics in the infrared), (b) n ¼ 2:0 (AgCl in the infrared), (c) n ¼ 2:46 (Se in the infrared), and (d) n ¼ 4:0 (Ge in the infrared).

The Brewster angle uB (at which Rp goes to 0) and the magnitude of Rs at uB are also indicated. (Reproduced with permission from

Bennett JM (1995) Polarization. In: Bass M (ed.) Handbook of Optics, 2nd edn, vol. I, chap. 5. New York: McGraw-Hill, Inc.)
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Figure 7 shows the reflectances and extinction
ratios for materials having different refractive
indexes. Each curve is for a single reflection. Since
plates have two surfaces, there will be two reflections
from an actual reflection polarizer so the reflectance
and extinction ratios will increase. If the plates are
thick, the reflection from the back surface of the plate
will be displaced from the reflection from the front
surface of the plate. A reflection polarizer is normally
used close to the Brewster angle because a high degree
of polarization (i.e., a very small extinction ratio) is
desired. Because the extinction ratio changes rapidly
for angles of incidence close to the Brewster angle, the
incident beam must be well collimated to obtain a
high degree of polarization. A main disadvantage of
reflection polarizers is that the reflected beam is no
longer parallel to the incident beam and two
additional reflections are required to align the beam.

Light transmitted through a plate will only be
partially linearly polarized at any angle of incidence
including the Brewster angle because both s- and

p-components are partially transmitted. Trans-
mission polarizers are thus made of several plates to
increase the degree of polarization. Figure 8 shows
the transmittance and extinction ratio for a stack of
four plane parallel plates assuming multiple incoher-
ent reflections within each plate and no reflections
between plates. At the Brewster angle the p-transmit-
tance is theoretically 1 (assuming that there is no
absorption within the material) but the extinction
ratio greatly depends on the refractive index of the
material. A stack of low refractive index plates ðn ¼

1:5Þ has a poor extinction ratio, while a pile of high
refractive index plates ðn ¼ 4:0Þ has a much better
extinction ratio. The plates are often inclined at small
angles to each other so the light multiply reflected
between plates (which decreases the polarization) is
removed from the transmitted beam. The sides of
each plate are plane parallel to increase the polariza-
tion, but the plates are too thick for the amplitudes of
the multiple internally reflected beams to add or
subtract. If the amplitudes of the beams could be
added, there would be interference effects and the
transmittance would vary with the thickness of each
plate and with the wavelength. These are so-called
interference polarizers and are mentioned below.

Transmission polarizers do not have the angle
deviation problem of the reflection polarizers, but
the transmitted beam may be slightly displaced
parallel to the incident beam if the plates are thick.
The main problem with transmission polarizers is
that the light is not completely polarized even with
several plates in a stack. If the plates are slightly
absorbing, the transmission of the polarizer is
reduced.

Miscellaneous Types

There are numerous other types of polarizers that
mostly use thin films. Interference effects in thin films
can increase the polarization efficiency at certain
wavelengths depending on the thicknesses of the films
and the design of the multilayer coating. Many of the
applications involve non-normal incidence designs.
For example, a single high refractive index film or a
multilayer coating evaporated onto a low refractive
index substrate increases the degree of polarization of
reflection and transmission polarizers. Polarizing
beamsplitters also use multilayer dielectric coatings.
Free-standing films of different thicknesses were
formerly used for infrared polarizers before wire
grid polarizers became available.

Dichroic absorbers have been made from two-
phase lamelar eutectics of thin needles of a conduct-
ing material embedded in a transparent matrix.
Thin sheets of pyrolytic graphite material also act

Figure 7 (a) Reflectance Rs and (b) extinction ratio Rp =Rs for

materials of different refractive index at angles near the Brewster

angle uB:A single surface of the material is assumed. (Reproduced

with permission from Bennett JM (1995) Polarization. In: Bass M

(ed.) Handbook of Optics, 2nd edn, vol. I, chap. 5. New York:

McGraw-Hill, Inc.)
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as dichroic absorbers. There are also numerous
miniature polarizer designs for fiber optics and
nanotechnology applications.

Retarders or Retardation Plates

Retarders, or retardation plates, are devices that can
change linearly polarized light into circularly or
elliptically polarized light. They can also rotate the
plane of polarization of linearly polarized light.

A retardation plate is made from a uniaxial crystal
that has an optic axis (as discussed above); the light
travels in a direction perpendicular to the optic axis,
as described below and shown in Figure 9. The
ordinary and extraordinary rays travel at different
velocities through the crystal depending on their
refractive indexes: n ¼ c=v; where c is the velocity of
light in a vacuum and v is the velocity of light in the
material. The larger the refractive index, the slower is
the velocity of light in the material. The ordinary ray

Figure 8 (a) Transmittance and (b) extinction ratio of four plane-parallel plates of refractive index n as a function of angle of incidence,

for angles near the Brewster angle. Assumptions are multiple reflections but no interference within each plate and no reflections

between plates. (Reproduced with permission from Bennett JM (1995) Polarization. In Bass M (ed.) Handbook of Optics, 2nd edn, vol. I,

chap. 5. New York: McGraw-Hill, Inc.)
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with a refractive index no and the extraordinary ray
with a refractive index ne have mutually perpendicu-
lar vibration directions. If the ray has a vibration
direction at another azimuth in the crystal, the
refractive index is intermediate between no and ne:

For a positive uniaxial crystal ne . no so the
extraordinary ray travels slower than the ordinary
ray through the crystal. Thus, the designation ‘fast
axis’ is often used for the ordinary ray and ‘slow axis’
is used for the extraordinary ray, as shown in Figure 9.
In a negative uniaxial crystal, ne , no; i.e., the
velocities along the two axes are reversed.

Because there is a velocity difference between the
ordinary and extraordinary rays traveling through a

uniaxial crystal, they get out of phase. Depending on
their velocities and the optical thickness of the
material (the refractive index times the physical
thickness), the addition of their amplitudes results
in a wave whose vibration direction is either:
(a) perpendicular to the original vibration direction;
(b) rotates in a circle (right or left circularly polarized
light); or (c) rotates in an ellipse (right or left
elliptically polarized light). The path difference N
between two rays in the crystal, measured in terms of
the wavelength of the light, is Nl ¼ ^dðne 2 noÞ;

where d is the physical thickness of the material. The
corresponding phase difference d between the two
rays is d ¼ 2pN ¼ ^ð2pd=lÞðne 2 noÞ: The quantity
N is important because if beams of light vibrating
along the fast and slow axes of a crystal get out of step
by one quarter of the wavelength of the light, the
device is called a quarter wave (or l=4) retardation
plate, or simply a quarter-wave plate. There are also
half-wave ðl=2Þ plates that rotate the plane of
polarization, and full-wave ðlÞ plates that rotate the
plane of polarization through 1808. If light passes
through a full-wave plate, theoretically it is indis-
tinguishable from the original beam. However,
materials are normally temperature sensitive so that
as the temperature changes, the retardation is no
longer exactly one wave, but may be slightly less than
or greater than one wavelength. Other thicknesses of
retardation plates produce elliptically polarized light.

Figure 10 shows what happens to a beam of
linearly polarized light when the axis of vibration
is at 458 to the fast and slow axes of a positive

Figure 10 State of polarization of a light wave after passing through a crystal plate whose retardation is indicated in fractions of a

wavelength (phase retardation 2p=l times these values) and whose fast axis is indicated by the double arrow. In all cases the incident

light is linearly polarized at an azimuth of 458 to the direction of the fast axis. (Adapted with permission from Bennett JM (1995)

Polarization. In: Bass M (ed.) Handbook of Optics, 2nd edn, vol. I, chap. 5. New York: McGraw-Hill, Inc.)

Figure 9 Light incident normally on the front surface of a

retardation plate showing the vibration directions of the ordinary

and extraordinary rays. In a positive uniaxial crystal, the fast and

slow axes are as indicated in parentheses; in a negative uniaxial

crystal, the two axes are interchanged. (Adapted with permission

from Bennett JM (1995) Polarization. In Bass M (ed.) Handbook of

Optics, 2nd edn, vol. I, chap. 5. New York: McGraw-Hill, Inc.)
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uniaxial crystal. The fast axis is in the horizontal
direction, the same as in Figure 9.

The main purpose of a quarter-wave plate is to
change linearly polarized light into circularly polar-
ized light. However, as Figure 11 shows, the state of
polarization of the light will be quite different
depending on the orientation of the plane of
polarization of the incident beam relative to the fast
axis of the quarter-wave plate.

A half-wave plate is used to rotate the plane of
polarization of a linearly polarized beam. The plane
of polarization is always rotated through an angle
that is twice the angle the initial plane of polarization
makes with the fast axis of the uniaxial crystal. A
linearly polarized beam always remains linearly
polarized.

Retardation plates are often made of mica, stretched
polyvinyl alcohol, or crystal quartz, although they can
also be made of other stretched plastics, sapphire,
magnesium fluoride, and other materials.

Variable Retardation Plates
and Compensators

Variable retardation plates are devices whose retar-
dation can be varied in a variety of ways. They can be
used to modulate or vary the phase of a beam of
linearly polarized light or to analyze a beam of
unknown polarization (often elliptically polarized
light) such as might be produced by transmission
through a birefringent material or by reflection from a
metal or film-covered surface. The term compensator
is often applied to a variable retardation plate since it
can be used to compensate for the phase retardation
produced by a material. Common types of compen-
sators include the Babinet and Soleil compensators, in
which the total thickness of a birefringent material in
the light path is changed, the Sénarmont compensator
which consists of a fixed quarter-wave plate and
rotatable analyzer to compensate for varying
amounts of ellipticity in a light beam, and tilting-
plate compensators, which change the thickness of
birefringent material in the light beam by changing

the angle of incidence. Electro-optic and piezo-optic
modulators can also be used as high-frequency
variable retardation plates since their birefringence
can be changed by varying the electric field or
pressure (see next section).

The Babinet compensator, shown schematically in
Figure 12 consists of two crystal quartz wedges, each
with its axis in the plane of the face but with the axes
at right angles to each other. One wedge is stationary,
and the other can be moved in the direction indicated
by the arrow, so that the total amount of quartz
through which the light passes can be varied. The
total retardation is proportional to the difference in
thickness between the two wedges. This type of
compensator was used extensively when the light
source was a vertical slit and visual measurements
were made of the state of polarization of a beam.
However the bands representing different phase
retardations were too narrow to be used effectively
with a photoelectric detector, so the Babinet com-
pensator was replaced by a Soleil compensator
(Figure 13). This device, sometimes called a
Babinet–Soleil compensator, is similar to the Babinet
compensator except that the field of view has a
uniform tint if the compensator is constructed
correctly. This is because the ratio of the thicknesses
of the two crystal quartz blocks (a movable wedge
and a fixed wedge attached to a plate with the two
axes perpendicular to each other) is the same over the
entire field. The Soleil compensator will produce light
of varying ellipticity depending on the position of the
movable wedge. It is used in the same way as a
Babinet compensator with the uniformly dark field of
the Soleil compensator corresponding to the black
zero-retardation band in the Babinet compensator.

It is sometimes necessary to accurately measure the
azimuth of a beam of linearly polarized light using a
photoelectric detector with a rotatable analyzer (i.e.,
a polarizer) directly in front it. The obvious method is
to rotate the analyzer until the detector signal is a
minimum and then read the analyzer angle, which
equals the extinction angle (perpendicular to the
azimuth of the linearly polarized beam). However, the

Figure 11 State of polarization of a light wave after passing through a l=4 plate (whose fast axis is indicated by the double arrow) for

different azimuths of the incident linearly polarized beam. (Adapted with permission from Bennett JM (1995) Polarization. In Bass M (ed.)

Handbook of Optics, 2nd edn, vol. I, chap. 5. New York: McGraw-Hill, Inc.)
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angle can be determined more precisely if the analyzer
is offset by a small angle from the extinction angle
and the transmittance noted. Then the analyzer is
offset by a small angle on the other side of the
extinction angle at the angle where the transmittance
is the same. One half the difference between these two
azimuthal angles gives a more accurate value of the
extinction angle than can be obtained by measuring it
directly.

Before the days of photoelectric detectors, half-
shade devices were extensively used to determine the
azimuth of a linearly polarized beam. The device
consisted of two polarizers with their axes inclined at
a small angle to each other. As the device was rotated,
one part of the field became darker and the other part
became lighter. At the match position, both parts of
the field appeared equally bright. There were a variety
of these devices as well as ellipticity half-shade

devices that could detect very small amounts of
ellipticity in a nominally linearly polarized beam
and hence could verify when a compensator had
completely converted elliptically polarized light into
linearly polarized light.

Electro-Optic, Magneto-Optic,
and Piezo-Optic Devices

The state of polarization of light can be rapidly
altered by passing it through a material that has
electro-optic, magneto-optic or piezo-optic proper-
ties. The voltage, magnetic field, or pressure are
varied to make the material birefringent (see above).
Some materials are isotropic without the applied
field, i.e., the refractive index is the same in all
directions. Other materials have an optic axis

Figure 12 Arrangement of a Babinet compensator, polarizer, and analyzer for measuring the retardation of a sample. The

appearance of the field after the light has passed through the compensator is shown to the left of the sample position. Retardations are

indicated for alternate regions. After the beam passes through the analyzer, the field is crossed by a series of dark bands, one of which is

shown to the left of the analyzer. (Adapted with permission from Bennett JM (1995) Polarizers. In: Bass M (ed.) Handbook of Optics,

2nd edn, vol. II, chap. 3. New York: McGraw-Hill, Inc.)
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(uniaxial materials) or two optic axes (biaxial
materials). In these cases, the applied field creates
further asymmetries in the material.

The most common electro-optic, magneto-
optic and piezo-optic effects are the Pockel’s effect
(depending on the electric field), the Kerr effect
(depending on the square of the electric field), the
Faraday effect (depending on the magnetic field),
the Cotton–Mouton and Voigt effects (depending on
the square of the magnetic field), and stress birefrin-
gence or the photoelastic effect (depending on
pressure changes). These effects are shown in
Table 1 along with order of magnitude strengths
needed to produce changes in the refractive index,
and materials that most strongly exhibit the effects.
The mathematical descriptions of the effects involve
tensors and are too involved to present here.
However, simple physical descriptions will be given.

If a varying electric field acts on an electro-optic
material, electrons, ions, or permanent dipoles in the
material are made to reorient, inducing an electric
polarization. The induced polarization creates

birefringence that modifies the optical polarization
of a light beam passing through the material. The
electric field strength determines how the polarization
is changed (see Figure 10).

Linearly polarized light passing through a mag-
neto-optic material will be rotated in a direction
parallel to the direction of the applied magnetic field.
This phenomenon, called the Faraday effect, or
Faraday rotation, is similar to what happens in
optically active materials (see the next paragraph)
except that the Faraday effect depends on the
direction of the magnetic field, but not on the
direction the light is traveling.

There are naturally optically active materials such
as camphor, nicotine, sugar solutions, and crystal
quartz that can rotate the plane of linearly polarized
light passing through the material. For example, the
Si–O bonds in crystal quartz form a helical path
around the optic axis. This crystal structure interacts
with an incoming linearly polarized beam traveling
parallel to the optic axis and rotates it in a clockwise
direction. A 1 mm-thick piece of quartz will rotate a

Figure 13 Arrangement of a Soleil compensator, polarizer, and analyzer for measuring the retardation of a sample. The appearance

of the field after the light has passed through the compensator is shown to the left of the sample position. After the beam passes through

the analyzer, the field appears as one of the shades of gray shown to the left of the analyzer. (Adapted with permission from Bennett JM

(1995) Polarizers. In: Bass M (ed.) Handbook of Optics, 2nd edn, vol. II, chap. 3. New York: McGraw-Hill, Inc.)
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linearly polarized beam by 21.78. Other materials
have asymmetric structures that have mirror images.
A mirror image structure cannot be obtained by
simply rotating the group of atoms in space. These
materials are also optically active. The amount of
rotation produced by an optically active material is
proportional to the thickness (optical density) of the
material that the light passes through. Dextrose
(a form of glucose) and levulose (also known as
fructose) rotate the plane of linearly polarized light
in clockwise and counterclockwise directions,
respectively. Many other organic molecules have D-
(right handed, dextro-rotary) and L- (left handed,
levo-rotary) mirror image forms.

An isotropic material can become anisotropic when
stress or an induced strain is applied because of an
elasto-optic interaction known as stress birefrin-
gence, or the photoelastic effect. This effect is usually
bad because it reduces the performance of optical
components and devices by introducing phase distor-
tions caused by improper mounting or unequal
thermal expansion between the mounts and com-
ponents. Another source of distortion is strain that
has been frozen into optical components during
manufacture. French curves are excellent examples
that show colored strain birefringence patterns when
viewed between crossed polarizers. In one appli-
cation, strain birefringence has been used construc-
tively to produce a variable phase retarder made from
crystal quartz and fused silica. A block of electro-
optic crystal quartz, is cemented to a block of
isotropic fused silica. When a variable electric field
is applied to the crystal quartz, its length changes at
the resonant frequency of the block. This produces
strain in the fused silica block which in turn produces
a variable retardation of light passing through the
strained fused silica. Depending on the magnitude of
the varying electric field, the device can act like a
variable quarter-wave plate, a variable half-wave
plate, or have other applications.

Matrix Methods for Computing
Polarization

An optical system containing various polarizing and
retarding devices can be modeled using matrices. In
general, there is an incident beam (in matrix form),
that has some state of polarization. It interacts with a
device called an instrument (also in matrix form) that
alters the state of polarization, so that the exiting
beam (a third matrix, the product of the first and
second matrices) has another state of polarization.
There can be more than one instrument matrix acting
on the same incident matrix to produce the final
matrix. The two most common matrix methods are
the Mueller calculus and the Jones calculus.

There is also a visual representation of this process,
a Poincaré sphere, on which vectors represent
different states of polarization. The polarization
instrument moves the vector representing the incident
polarization around the sphere in a prescribed
manner. The vectors are called Stokes vectors and
are used in the Mueller calculus. The various states of
polarization are represented on the Poincaré sphere as
follows: The equator represents various forms of
linear polarization, the poles represent right- and left-
circular polarization, and other points on the sphere
represent elliptically polarized light. Every point on
the sphere corresponds to a different polarization
form. The radius of the sphere represents the incident
irradiance of the light beam (which is usually assumed
to be unity). The effects of various polarization
instruments are determined by displacements on the
sphere. Partially polarized light or absorption may be
dealt with approximately by ignoring the irradiance
factor, since the state of polarization is generally the
quantity desired. The Poincaré sphere is most useful
for visualizing problems involving nonabsorbing
materials, various polarization instruments including
polarizers, retarders, compensators, half-shade
devices, and depolarizers, and has also been applied

Table 1 Electro-optic, magneto-optic, and piezo-optic effects

Effect Device Effect proportional to Strength (Dn) Materials

Pockels (electro-optic) Pockels cell E 10212E BaTiO2, LiNBO3

Kerr Kerr cell E2 10219E2 Nitrobenzene, Benzonitrile

Faraday (magneto-optic) Faraday rotation H 10214H Zns, GaAs, CS2

Cotton–Mounton a H2 10225H2 Chloroform, acetone

Photoelastic effect; stress

birefringence

b Pressure – Fused silica, polystyrene,

Ge, KDP, ruby

aToo small to be of technological importance.
bDepends on the mounting or the processing of the material.

Adapted with permission from Guenther RD (1990) Modern Optics. New York: John Wiley and Sons.

POLARIZATION / Introduction 203



to ellipsometric problems and stress-optical
measurements.

The Poincaré sphere is used with Stokes vectors,
which are often designated S0; S1; S2; and S3: S0 is the
incident irradiance of the light beam, corresponding
to the radius of the Poincaré sphere. S1 is the
difference in irradiances between the horizontal and
vertical polarization components of the beam; for
example, when S1 is positive, the preference is
for horizontal polarization. S2 indicates preference
for þ458 or 2458 polarization depending on whether
it is positive or negative, and S3 gives the preference
for right or left circular polarization. Thus, the Stokes
vectors S1; S2; and S3 are simply the three Cartesian
coordinates of a point on the Poincaré sphere. S1 and
S2 are perpendicular to each other in the equatorial
plane, and S3 points toward the north pole of the
sphere. Any state of polarization of a light beam can
be specified by these three vectors. The irradiance
vector S0 is related to the other three by the relation
S2

0 ¼ S2
1 þ S2

2 þ S2
3 when the beam is completely

polarized. If the beam is partially polarized,
S2

0 . S2
1 þ S2

2 þ S2
3:

In the Mueller calculus, the incident beam is
represented by the four-component Stokes vector,
written as a column vector. This vector has all real
elements and gives information about irradiance
properties of the beam. Thus it is not able to handle
problems involving phase changes or combinations of
two beams that are coherent. The instrument matrix
is a 4 £ 4 matrix with all real elements.

In the Jones calculus, the Jones vector representing
the incident beam is a two-component column vector
that generally has complex elements. It contains
information about the amplitude properties of the
beam and hence is well suited for handling problems
involving the phases of light waves. However, it
cannot handle problems involving depolarization, as
the Mueller calculus can. The Jones instrument matrix
is a 2 £ 2 matrix whose elements are generally
complex. The Jones calculus is well suited to problems
involving a large number of similar devices arranged
in series in a regular manner and makes it possible to
obtain a result expressed explicitly in terms of the
number of such devices. The Jones instrument matrix
of a train of transparent or absorbing nondepolarizing
polarizers and retarders contains no redundant
information. The matrix contains four elements,
each of which has two parts, so that there are a total
of eight constants, none of which is a function of any
other. The Mueller instrument matrix of such a train
contains much redundancy; there are 16 constants but
only 7 of them are independent. More information
about the Poincaré sphere and the Mueller and Jones
calculus is available in other references.

See also

Electromagnetically Induced Transparency. Magneto-
optics: Faraday Rotation, CARS, ODMR, ODSR, Optical
Pumping; Interband Magnetoabsorption, Cyclotron
Resonance, Spin Flip Raman Scattering.
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Introduction

Hooke postulated, in the seventeenth century, that
light waves must be transverse but his idea was
forgotten. Young and Fresnel put forward the same
idea in the nineteenth century and accompanied their
postulation with a theoretical description of light
based on transverse waves. Forty years later, Maxwell
proved that light must be a transverse wave and that
E and H, for a plane wave in an isotropic medium
with no free charge and no currents, are mutually
perpendicular and lie in a plane normal to the
direction of propagation, k.

Convention requires that we use the electric vector
to label the direction of the electromagnetic wave’s
polarization. The direction of the displacement vector
is called the direction of polarization and the plane
containing the direction of polarization and the
propagation vector is called the plane of polarization.
The selection of the electric field is not completely
arbitrary, except in relativistic situations, when v < c;
the interaction of the electromagnetic wave with
matter will be dominated by the electric field.

Assume that a plane wave is propagating in the
z-direction. In complex notation, the plane wave is
given by

~E ¼ E0 eiðvt2k·rþfÞ ¼ E0 eiðvt2kzþfÞ ½1�

The procedure used to decompose an arbitrary
polarization into components parallel to two axes of
a Cartesian coordinate system, is a technique used
extensively in vector algebra to simplify mathematical
calculations. According to the mathematical forma-
lism associated with this technique, the polarization
is described in terms of a set of basis vectors, ei:

An arbitrary polarization would be expressed as

E ¼
X2
i¼1

aiei ½2�

The set of basis vectors, ei; are orthonormal, i.e.:

eie
p
j ¼ dij ¼

8<
: 1 i ¼ j

0 i – j

9=
; ½3�

where we have assumed that the basis vectors could be
complex. We mention this mathematical formalism

because an identical formalism is encountered in a
description of spin.

In a Cartesian coordinate system, the ei’s are the
unit vectors i, j, k. The summation in eqn [2] extends
over only two terms because the electromagnetic
wave is transverse, confining E to a plane normal to
the direction of propagation (according to the
coordinate convention we have selected, the E field
is in the x; y plane).

Polarization Ellipse

Following the formalism of eqn [2], a polarized
wave can be written in terms of the x and y
components of E0

~E ¼ E0x eiðvt2kzþf1Þ î þ E0y eiðvt2kzþf2Þ ĵ ½4�

We will use only the real part of E for manipulation,
to prevent errors. We divide each component of the
electric field by its maximum value, so that the
problem is reduced to one of the following two
sinusoidal varying unit vectors:

Ex

E0x

¼ cosðvt 2 kz þ f1Þ

¼ cosðvt 2 kzÞcos f1 2 sinðvt 2 kzÞsin f1

Ey

E0y

¼ cosðvt 2 kzÞcos f2 2 sinðvt 2 kzÞsin f2

½5�

When these unit vectors are added together, the
resulting equation will describe the path taken by the
tip of the resultant vector. The path will create a
Lissajous figure.

To obtain the equation for the Lissajous figure,
we eliminate the dependence of the unit vectors on
ðvt 2 kzÞ: First, multiply the equations by sin f2 and
sin f1; respectively and then subtract the resulting
equations. Second, multiply the two equations by
cos f2 and cos f1; respectively and then subtract the
new equations. These two operations yield the
following pair of equations:

Ex

E0x

sin f2 2
Ey

E0y

sin f1

¼ cosðvt 2 kzÞ
�
cos f1 sin f2 2 sin f1 cos f2

	
½6�
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Ex

E0x

cos f2 2
Ey

E0y

cos f1

¼ sinðvt 2 kzÞ
�
cos f1 sin f2 2 sin f1 cos f2

	
½7�

The term in brackets can be simplified using the trig
identity

sin d ¼ sinðf2 2 f1Þ

¼ cos f1 sin f2 2 sin f1 cos f2 ½8�

After replacing the term in brackets by sin d; the two
equations are squared and added yielding the
equation for the Lissajous figure:

 
Ex

E0x

!2

þ

 
Ey

E0y

!2

2

 
2ExEy

E0xE0y

!
cos d ¼ sin2 d

½9�

The trig identity

cos d ¼ cosðf2 2 f1Þ ¼ cos f1 cos f2 þ sin f1 sin f2

was also used to further simplify eqn [9].
Equation [9] has the same form as the equation of

a conic

Ax2 þ Bxy þ Cy2 þ Dx þ Ey þ F ¼ 0

Geometry defines the conic as an ellipse because,
from eqn [9]

B2 2 4AC ¼
4

E2
0xE2

0y

ðcos2d2 1Þ , 0

This ellipse is called the polarization ellipse. The
orientation of the ellipse, with respect to the x-axis, is

tan 2u ¼
B

A 2 C
¼

2E0xE0y cos d

E2
0x 2 E2

0y

½10�

The tip of the resultant electric field vector
obtained from eqn [4] traces out the polarization
ellipse in the plane normal to k, as predicted by
eqn [9]. The ratio of the length of the minor to the
major axis of the ellipse is equal to the ellipticity,
w; i.e., the amount of deviation of the ellipse from
a circle

tan w ¼ ^

 
Em

EM

!

¼
E0x sin f1 sin u2 E0y sin f2 cos u

E0x cos f1 cos uþ E0y cos f2 sin u
½11�

In particle physics, the light would be said to have
a negative helicity if it rotated in a clockwise
direction. If we look at the source, the electric vector
seems to follow the threads of a left-handed screw,
agreeing with the nomenclature that left-handed
quantities are negative. However, in optics the light
that rotates clockwise, as we view it traveling toward
us from the source, is said to be right-circularly
polarized. The counterclockwise rotating light is
left-circularly polarized. The association of right-
circularly polarized light, with ‘right-handedness’
in optics, came about by looking at the path of
the electric vector in space at a fixed time, then
tan c ¼ tanðf2 kzÞ (Figure 1).

Stokes Parameters

In the formalism associated with eqn [2], the
expansion coefficients, ai; can be used to form a
2–2 matrix which, in statistical mechanics, is called
the density matrix and in optics, the coherency
matrix (Table 1). The elements of the matrix are
formed by the rule

rij ¼ aia
p
j ½12�

The matrix is Hermitian, so that rij ¼ rpji: We will not
develop the theory of polarization using the coher-
ency matrix, but simply use the coherency matrix to
justify the need for four independent measurements to
characterize polarization. There is no unique set of
measurements required by the theory, but normally
measurements made are of the Stoke’s parameters
which are directly related to the parameters of the
polarization ellipse of eqn [9].

The Stokes parameters of a light wave are
measurable quantities, defined as:

s0 ) Total flux density
s1 ) Difference between flux density transmitted by a

q

Ey

E0y

Ex

E0x

E M

Em

Figure 1 General form of the ellipse described by eqn [9].

Reproduced with permission from Guenther RD (1990) Modern

Optics. New York: John Wiley and Sons.
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linear polarizer oriented parallel to the x-axis
and one oriented parallel to the y-axis. The x and
y-axes are usually selected to be parallel to the
horizontal and vertical directions in the
laboratory.

s2 ) Difference between flux density transmitted by a
linear polarizer oriented at 458 to the x-axis and
one oriented at 1358.

s3 ) Difference between flux density transmitted by a
right-circular polarizer and a left-circular
polarizer.

If the Stokes parameters are to characterize the pol-
arization of a wave, they must be related to the
parameters of the polarization ellipse. It is therefore
important to establish that the Stokes parameters
are variables of the polarization ellipse (eqn [9]).

In its current form, eqn [9] contains no measurable
quantities and thus must be modified if it is to be
associated with the Stokes parameters. The time
average of the Poynting vector is the quantity observed
when measurements are made of light waves. We
must, therefore, find the time average of eqn [9] if we
wish to relate its parameters to observable quantities.

The time average eqn [9] can now be written as

kE2
xl

E2
0x

þ
kE2

yl
E2

0y

2 2
kExEyl
E0xE0y

cos d ¼ sin2 d ½13�

where time average is denoted by k l

kE2
xl ¼

1

T

ðt0þT

t0

E2
0x

�
cosðvt 2 kzÞcos f1

2 sinðvt 2 kzÞsin f1

	2
dt ½14�

With the time averages, eqn [13] can be written as

ðE2
0x þ E2

0yÞ
2 2 ðE2

0x 2 E2
0yÞ

2 2 ð2E0xE0y cos dÞ2

¼ ð2E0xE0y sin dÞ2 ½15�

Each term in this equation can be identified with a
Stokes parameter:

s0 ¼ kE2
0xlþ kE2

0yl s1 ¼ kE2
0xl2 kE2

0yl

s2 ¼ k2E0xE0y cos dl s3 ¼ k2E0xE0y sin dl
½16�

Equation [15] can now be written as

s2
0 2 s2

1 2 s2
2 ¼ s2

3 ½17�

For a polarized wave, only three of the Stokes
parameters are independent. This agrees with the
requirement placed upon elements of the Hermitian,
coherency matrix, introduced above.

With this demonstration of the connection between
the Stokes parameters and the polarization ellipse, the
Stokes parameters can be written in terms of the
parameters of the polarization ellipse.

s1 ¼ s0 cos 2w cos 2u

s2 ¼ s0 cos 2w sin 2u

s3 ¼ s0 sin 2w

½18�

Mueller Calculus

Mueller pointed out that the Stokes parameters
can be thought of as elements of a column matrix
or a 4-vector (Table 2)

S ¼

0
BBBBBB@

s0

s1

s2

s3

1
CCCCCCA ½19�

Each element of the Stokes vector represents a
measurable intensity. The vector can represent not
only polarized 1ight, but unpolarized or partially
polarized light.

In 1929, Soleillet discovered that an optical device
performed a linear transformation on the input wave
and, in 1942, Perrin put this fact into a matrix
formalism involving the Stokes vectors:

S1 ¼ M · S0 ½20�

Mueller used experimentally derived 4 £ 4 matrices,
the M in eqn [20], to describe the effect of an
optical device on a light wave’s polarization. The S’s
in eqn [20] are column matrices whose elements

Table 1 Typical Stokes vectors

Horizontal

polarization

2
6666664

1

1

0

0

3
7777775

Vertical polarization

2
6666664

1

21

0

0

3
7777775

þ458 polarization

2
6666664

1

0

1

0

3
7777775

2458 polarization

2
6666664

1

0

21

0

3
7777775

Right circular

polarization

2
6666664

1

0

0

1

3
7777775

Left circular

polarization

2
6666664

1

0

0

21

3
7777775
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are the Stokes parameters (eqn [16]). The
matrices are based upon an assumed linear relation-
ship between the incident and transmitted beams
(Table 3).

The analysis of the effect of a number of polarizers
and retarders is made easier by the use of the
Mueller–Stokes matrix calculus, coupled with the
use of the Stokes vectors. To determine the Mueller
matrices, one must measure the effect a device has
on unpolarized, horizontally polarized, linearly
polarized at þ 458, and right-circularly polarized
light. It is then an algebraic exercise to generate the
elements of the matrix. A few optical devices and
their Mueller matrix are listed in Tables 2 and 3.

The Mueller matrix contains 16 parameters but
there are only seven independent parameters. The

matrix contains no information about absolute phase
but it handles partially polarized and unpolarized
light without modification (Table 4).

Jones Vector

There is one other representation of polarized light,
complementary to the Stokes vector, developed
by Clark Jones in 1941 and called the Jones vector.
It is superior to the Stokes vector in that it handles
light of a known phase and amplitude with a reduced
number of parameters. However, it is inferior to the
Stokes vector in that, unlike the Stokes represen-
tation, which is experimentally determined, the Jones
representation cannot handle unpolarized or partially
polarized light. The Jones vector is a theoretical

Table 2 Mueller matrices for polarizers

Polarizer Transmission axis Mueller matrix

Linear Horizontal

1

2

2
6666664

1 1 0 0

1 1 0 0

0 0 0 0

0 0 0 0

3
7777775

Vertical

1

2

2
6666664

1 21 0 0

21 1 0 0

0 0 0 0

0 0 0 0

3
7777775

þ458

1

2

2
6666664

1 0 1 0

0 0 0 0

1 0 1 0

0 0 0 0

3
7777775

2458

1

2

2
6666664

1 0 21 0

0 0 0 0

21 0 1 0

0 0 0 0

3
7777775

Circular Right

1

2

2
6666664

1 0 0 1

0 0 0 0

0 0 0 0

1 0 0 1

3
7777775

Left

1

2

2
6666664

1 0 0 21

0 0 0 0

0 0 0 0

21 0 0 1

3
7777775

Table 3 Mueller matrices for retarders

Retarder Transmission axis Mueller matrix

Quarter-wave plate Horizontal

2
6666664

1 0 0 0

0 1 0 0

0 0 0 1

0 0 21 0

3
7777775

Vertical

2
6666664

1 0 0 0

0 1 0 0

0 0 0 21

0 0 1 0

3
7777775

þ458

2
6666664

1 0 0 0

0 0 0 21

0 0 1 0

0 1 0 0

3
7777775

2458

2
6666664

1 0 0 0

0 0 0 1

0 0 1 0

0 21 0 0

3
7777775

Half-wave plate 08 or 908

2
6666664

1 0 0 0

0 1 0 0

0 0 21 0

0 0 0 21

3
7777775

^458

2
6666664

1 0 0 0

0 21 0 0

0 0 1 0

0 0 0 21

3
7777775
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construct that can only describe light with a well-
defined phase and frequency. The density matrix
formalism can be used to correct the shortcomings of
the Jones vector, but then the simplicity of the Jones
representation is lost.

Assuming the coordinate system is such that the
electromagnetic wave is propagating along the z-axis,
it was shown earlier that any polarization could be
decomposed into two orthogonal E vectors, i.e.,
parallel to the x and y directions. The Jones vector is
defined as a two-row, column matrix consisting of the
complex components in the x and y direction:

E ¼

2
4E0x eiðvt2k·rþf1Þ

E0y eiðvt2k·rþf2Þ

3
5 ½21�

If absolute phase is not an issue, then we may
normalize the vector by dividing by that number
(real or complex) that simplifies the components but
keeps the sum of the square of the components equal
to one. For example, assume that E0x ¼ E0y; then

E ¼ E0x eiðvt2k·rþf1Þ

2
4 1

eid

3
5 ½22�

The normalized vector would be the terms contained
within the bracket, each divided by 1ffiffi

2
p :

The general form of the Jones vector is

E ¼

2
4A

B

3
5 Ep ¼ ½ApBp� ½23�

Some examples of Jones vectors are shown in Table 4.

Jones Calculus

The Jones calculus is complementary to the Mueller
calculus and operates on the Jones vector, (eqn [23]),
similar to the way the Mueller matrix operates on the
Stokes vector (Table 5).

The Jones matrix contains eight independent
parameters with no redundancy, making it simpler
than the Mueller calculus. However, the Jones
calculus only applies to polarized light. The Jones
calculus can be extended, using the density matrix
formalism to allow manipulation of unpolarized

Table 4 Jones vectors

Horizontal

polarization

2
41

0

3
5 Vertical

polarization

2
40

1

3
5

þ458 polarization 1ffiffi
2

p

2
41

1

3
5 2458 polarization 1ffiffi

2
p

2
4 1

21

3
5

Right circular

polarization

1ffiffi
2

p

2
41

i

3
5 Left circular

polarization

1ffiffi
2

p

2
4 1

2i

3
5

Table 5 Jones matrices for retarders

Retarder Transmission axis Jones matrix

Horizontal

2
4eip=4 0

0 e2 ip=4

3
5

Vertical

2
4e2 ip=4 0

0 eip=4

3
5

þ458 1

2

2
4 1 i

i 1

3
5

Quarter-wave plate 2458 1

2

2
4 1 2i

2i 1

3
5

Half-wave plate 08 or 908

2
4 1 0

1 21

3
5

^458

2
40 1

1 0

3
5

Table 6 Jones matrices for polarizers

Polarizer Transmission axis Jones matrix

Linear Horizontal

2
4 1 0

0 0

3
5

Vertical

2
4 0 0

0 1

3
5

þ458 1

2

2
4 1 1

1 1

3
5

2458 1

2

2
4 1 21

21 1

3
5

Circular Right 1

2

2
41 2i

i 1

3
5

Left 1

2

2
4 1 i

2i 1

3
5
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light, but with a loss of simplicity. The matrix
equation for Jones calculus is

Eout ¼ WEin ½24�

A few optical devices and their Jones matrices, W ,
are listed in Tables 5 and 6.

For every matrix in Jones calculus, there is a matrix
in Mueller calculus, but the converse is not true.
For example, it is possible to construct a depolarizer,
by using a thick piece of opal glass in the visible or by
using gold covered sandpaper in the infrared. Such a
device can be described in Mueller calculus, but there
is no matrix for such a device in Jones calculus
(Tables 5 and 6).

See also

Polarization: Introduction.
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The quantization of the free electromagnetic field is
explained by analogy with the quantization of a
collection of harmonic oscillators.

Brief History

The first step in the formulation of the quantum
theory of the electromagnetic field (EMF) was the
‘quantum hypothesis’ put forward in 1900 by Planck.
According to this hypothesis the exchange of energy
between the EMF and the cavity walls occurs in
portions hn; where h – the quantum of action – is a
new fundamental constant (the Planck constant) and n

is the frequency of the material oscillator in the wall.
With the help of this hypothesis Planck explained
the spectrum of the electromagnetic radiation in
thermodynamic equilibrium with the cavity walls.
The second step was made in 1905 by Einstein, who
postulated that the quantum hypothesis of Planck
should be applied directly to the EMF. The assump-
tion that the energy of the electromagnetic radiation
is carried by light quanta (named photons by Lewis in
1926), each of energy hn; enabled Einstein to explain

the puzzling properties of the photoelectric effect,
namely, the gross disparity between the tiny classical
energy flux delivered to an electron and the amount of
energy needed to eject the photo-electron from the
metal. After the formulation of quantum mechanics,
it became possible to complete the quantum theory of
the EMF (Dirac 1927) by applying the general rules
of quantization to the classical Maxwell theory.
However, this theory ran into difficulties when it
was applied to the interaction of the EMF with
charged matter.

The lightest carriers of the electric charge are the
electrons and their dynamics determines to a very
large extent the electromagnetic properties of ordin-
ary matter. The main principles of quantum electro-
dynamics (QED) – the theory unifying the quantum
theory of the EMF and the relativistic theory of
electrons (Dirac 1928) – have been set forth by
Heisenberg and Pauli already in 1929 but the proper
tool (renormalization theory) to perform highly
accurate calculations was developed by Feynman
and Schwinger in 1949. In 1967 QED was unified by
Weinberg and Salam with the theory of weak
interactions. Later, after the unification with the
theory of strong interactions, QED became part of the
so called ‘standard model’ – the present day theory of
elementary ingredients of matter: quarks, leptons,
gluons, intermediate bosons, and photons. Therefore,
the modern quantum theory of the EMF is not a self-
contained theory but part of a much more encom-
passing theory. Often it requires some input from a
more general theory or from phenomenology. How-
ever, the quantum theory of the EMF with only a very



crude description of its coupling to the rest of the
world (for example, in the form of boundary
conditions or constitutive relations) is still not only
a good starting point to a more elaborate theory but
also a source of important information about the
behavior of photons under realistic conditions. The
main reason why treating photons as free particles
gives a reasonably good approximation is the
smallness of the Sommerfeld fine structure constant
a ¼ e2=4p10"c < 1=137 that measures the strength of
the electromagnetic interactions between photons
and charged particles.

Electromagnetic Field as a Collection
of Harmonic Oscillators

In order to apply the same quantization procedure as
in quantum mechanics, it is useful to formulate
classical electrodynamics in a way that exhibits its
close relationship with mechanical systems. Many
properties of the electromagnetic field may be
described and understood in the simplest case of the
free field. Therefore, in this article we restrict
ourselves to the quantum description of the free EMF.

It was discovered by Rayleigh and Jeans that the
electromagnetic field may be viewed as a collection of
harmonic oscillators. This analogy enables one to
apply well-established methods of simple quantum
mechanics to describe the much more complicated
problem of the quantum field. The dynamics of
a single, one-dimensional harmonic oscillator is
governed by the Hamiltonian:

Hðp; qÞ ¼
p2

2m
þ

mv2q2

2

The equations of motion for the position and
momentum of a harmonic oscillator have the same
form in classical and in quantum theory:

dqðtÞ

dt
¼

pðtÞ

m
;

dpðtÞ

dt
¼ 2mv2qðtÞ

The solutions of these equations describe harmonic
oscillations with the frequency v

qðtÞ ¼ q0 cosðvtÞ þ ðp0=mvÞ sinðvtÞ

pðtÞ ¼ 2mvq0 sinðvtÞ þ p0 cosðvtÞ

A complete description of a multidimensional
harmonic oscillator may be obtained in terms of
normal modes. The transformation to normal
modes leads to a decomposition of the Hamiltonian
of the system into the sum, one term for each

mode,

H ¼
X
k

 
p2

k

2m
þ

mv2
kq2

k

2

!

Thus, each mode may be viewed as a separate
system – a one-dimensional harmonic oscillator
with characteristic frequency vk – noninteracting
with the remaining oscillators.

The Maxwell equations for the free EMF read

›tBðr; tÞ ¼ 27 £ Dðr; tÞ=1; 7·Bðr; tÞ ¼ 0

›tDðr; tÞ ¼ 7 £ Bðr; tÞ=m; 7·Dðr; tÞ ¼ 0

In the vacuum, the constants 1 and m must be replaced
by 10 and m0: The Maxwell equations lead to the
wave equation for the vector Dðr; tÞ�

1

c2
›2

t 2 D

�
Dðr; tÞ ¼ 0

and to the same equation for the vector Bðr; tÞ: The
solution of this equation obtained by the separation
of variables has the form

Dðr; tÞ ¼ aðtÞuðrÞ

where a(t) satisfies the harmonic equation

d2

dt2
aðtÞ þ v2aðtÞ ¼ 0

and uðrÞ satisfies the Helmholtz equation

ðDþ ðv=cÞ2ÞuðrÞ ¼ 0

Without going into mathematical details we shall
assume that there exist a complete set of vector
functions ukðrÞ; called the mode functions, satisfying
the Helmholtz equations

ðDþ ðvk=cÞ
2ÞukðrÞ ¼ 0

the divergence condition 7 · ukðrÞ ¼ 0; the ortho-
normality conditionsð

d3rukðrÞ · ulðrÞ ¼ dkl

and also the appropriate boundary conditions. In
most cases of physical interest such a set does exist.

Given the set of mode functions ukðrÞ one may
expand the vector field Dðr; tÞ at each t into the series

Dðr; tÞ ¼ 2
X
k

pkðtÞukðrÞ

The minus sign is purely conventional; it makes the
correspondence with the harmonic oscillator a closer
one. The same procedure may be repeated for the
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vector B with a different complete set of functions
vkðrÞ; resulting in the decomposition

Bðr; tÞ ¼
X
k

qkðtÞvkðrÞ

The Maxwell equations are satisfied if the coefficient
functions pkðtÞ and qkðtÞ obey the equations of motion
for harmonic oscillators

dqkðtÞ

dt
¼

pkðtÞ

1
;

dpkðtÞ

dt
¼ 21v2qkðtÞ ½1�

and the functions vkðrÞ are related to ukðrÞ by the
formulas

vkðrÞ ¼ 7 £ ukðrÞ

Note that the electric constant 1 plays the same role as
the mass for a mechanical oscillator. The calculation
of the Hamiltonian, the total field energy,

H ¼
ð

d3r

 
D2

21
þ

B2

2m

!

completes the reduction of the electromagnetic field
to a collection of harmonic oscillators. Upon inserting
the representation of the field vectors in terms of the
complete set of functions ukðrÞ into the integral, one
obtains the following formula

H ¼
X
k

 
p2

k

21
þ

1v2
kq2

k

2

!

which differs from its mechanical counterpart only by
the replacement m ! 1: The time dependence has
been omitted here because the Hamiltonian is a
constant of motion.

Mode Functions

The simplest example of a complete set of mode
functions is that obtained for a rectangular metallic
cavity. In this case the functions ukðrÞmay be expressed
in terms of trigonometric functions. In order to write
them down, it is convenient to replace one label k by a
collection of three numbers k ¼ {kx;ky;kz} and an
additional index l taking on the values 1 and 2. The
mode functions uklðrÞ satisfying the proper boundary
conditions have the following components

uklðrÞ ¼ N

0
BBBB@

aðlÞx cosðkxxÞ sinðkyyÞ sinðkzzÞ

aðlÞy sinðkxxÞ cosðkyyÞ sinðkzzÞ

aðlÞz sinðkxxÞ sinðkyyÞ cosðkzzÞ

1
CCCCA

where N ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
8=ðLxLyLzÞ

p
, the coefficients {kx;ky;kz}

have the form {kx;ky;kz} ¼ {pnx=Lx;pny=Ly;pnz=Lz}
and all the n’s are natural numbers. The components
of both vectors aðlÞ are subjected to the conditions
k·aðlÞ ¼ 0 (vanishing divergence) and orthonormali-
zation aðlÞ·aðl

0Þ ¼ dll0 :For each set {kx;ky;kz} one must
choose two independent solutions of these conditions
að1Þ and að2Þ: These two vectors define two states of
linear polarization. The mode function uklðrÞ is a
solution of the Helmholtz equation for the value of
v=c equal to the length of the vector k: The expansion
of the EMF vectors into the mode functions in a
rectangular cavity has the form

Dðr; tÞ ¼ 2
X
kl

pklðtÞuklðrÞ

Bðr; tÞ ¼
X
kl

qklðtÞ7 £ uklðrÞ

where the summation extends over all allowed
values of k and two values of l. One may explicitly
write down mode functions also for a cylindrical
and for a spherical cavity. They involve Bessel
functions and are obtained by solving the Helmholtz
equation in cylindrical and spherical coordinates,
respectively.

One often uses another set of mode functions that
does not correspond to any physical boundary
conditions but is very helpful in the theoretical
analysis. It is obtained by imposing the so-called
periodic boundary conditions that were first intro-
duced by Born in the study of crystal lattices.
The periodic boundary conditions require that the
electromagnetic field is periodic in space; it does not
change when the coordinates are displaced by the
‘period of the lattice’ in all three directions. Assum-
ing, for simplicity, that this period is the same, equal
to L, in all directions, one obtains the following
conditions for the mode functions

ukðrÞ ¼ ukðr þ LixÞ ¼ ukðr þ LiyÞ ¼ ukðr þ LizÞ

where ii are the unit vectors in the directions of
the coordinate axes. The complete set of solutions
of the Helmholtz equation satisfying the periodic
boundary conditions is labeled by the wavevector
k ¼ {2pnx=L;2pny=L; 2pnz=L}; where all the n’s are
arbitrary integers, and by the polarization index l.
The value of v=c in the Helmholtz equation is
equal in this case to the length of the vector k.
Each member of the set ukl has the form

uklðrÞ ¼
1ffiffiffi
V

p ekl expðik·rÞ ½2�
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where V ¼ L3: The polarization vectors ekl must be
orthogonal to the wave vector k. It is convenient
to impose the unitary orthonormality conditions ekl·
epkl ¼ dll0 and also to assume that epkl ¼ e2kl: The
expansion of the EMF vectors into the mode
functions obeying the periodic boundary conditions
has the form

Dðr; tÞ ¼ 2
1ffiffiffi
V

p
X
kl

PklðtÞekle
ik·r

½3�

Bðr; tÞ ¼
1ffiffiffi
V

p
X
kl

QklðtÞik £ ekle
ik·r

where the sum extends again over all allowed values of
the vectors k and over two values of l. The expansion
coefficients Pkl and Qkl are now complex. In order to
guarantee that the field vectors are real, they must obey
the conditions

Pp
kl ¼ P2kl; Qp

kl ¼ Q2kl

These conditions are satisfied if Pkl and Qkl are
parametrized by the real (but otherwise arbitrary)
variables pkl and qkl

Pkl ¼
pkl þ p2kl

2
þ

1vkðqkl 2 q2klÞ

2i

Qkl ¼
qkl þ q2kl

2
þ

iðpkl 2 p2klÞ

21vk

The energy of the EMF splits again into a sum of
independent contributions from all the modes

H ¼
X
kl

v k

�
pklpkl

21vk

þ
1vkqklqkl

2

�

An important property of the periodic mode
functions [2] is that not only the Hamiltonian but
also the total momentum of the field splits into a sum
of independent contributions. The total momentum P
of the EMF is

P ¼
ð

d3r D £ B

Upon substituting into this expression the expansions
[3] of the field vectors, one obtains, with the use of the
orthonormality conditions,

P ¼
X
kl

k

�
pklpkl

21vk

þ
1vkqklqkl

2

�

Canonical Quantization

The canonical quantization in quantum mechanics
consists in replacing the c-numbers representing
the classical canonical variables qk and pk by the
operators q̂k and p̂k: These operators are assumed to
obey the canonical commutation relations

½q̂k; p̂l� ¼ i"dkl ½4�

The canonical quantization of the EMF may
proceed along the same lines as in quantum mech-
anics. All the variables qk and pk appearing in
the decomposition into normal modes are replaced
by the operators. When this is done, the field vectors
B and D become the field operators B̂ and D̂ and
the expression for the energy of the field becomes the
Hamiltonian operator Ĥ

Ĥ ¼
X
k

p̂2
k

21
þ

1v2
kq̂2

k

2

The only difference between quantum mechanics and
quantum field theory is that in the second case the
number of canonical variables is infinite but this may
cause complications only when one wants to give the
quantum theory of the EMF a firm mathematical
foundation. In physical applications one may think
of the number of field oscillators as being very large
but finite.

Time evolution of a quantum system is described
by associating the time dependence either with the
operators (the Heisenberg picture) or with the
state vectors (the Schrödinger picture). In both
pictures the time dependence is governed by the
system Hamiltonian. In the Heisenberg picture
the time dependence of the operators is given by the
commutators with Ĥ

dq̂kðtÞ

dt
¼

1

i"
½q̂kðtÞ; Ĥ� ¼

p̂kðtÞ

1

dp̂kðtÞ

dt
¼

1

i"
½p̂kðtÞ; Ĥ� ¼ 21v2

kq̂kðtÞ

These equations have the same form as in the classical
theory (cf. eqn [1]). Therefore, in the Heisenberg
picture the field operators will also obey the same
equations as in the classical theory – the Maxwell
equations:

›tB̂ðr; tÞ ¼ 27 £ D̂ðr; tÞ=1; 7·B̂ðr; tÞ ¼ 0

›tD̂ðr; tÞ ¼ 7 £ B̂ðr; tÞ=m; 7·D̂ðr; tÞ ¼ 0
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Of course, the average values of the field operators
evaluated in both pictures are the same and for every
quantum state they obey the classical Maxwell
equations.

The commutation relations [4] for the canonical
operators and the completeness of the mode functions
imply the following equal-time commutation
relations for the field operators

½B̂iðr; tÞ; D̂jðr
0
; tÞ� ¼ i"

X
k

1ijk›kd
ð3Þðr 2 r0Þ

These relations do not depend on the choice of the
mode functions. They summarize in a universal
manner the canonical properties of the electro-
magnetic field operators.

Annihilation and Creation Operators

The canonical variables qk and pk are convenient for
bringing home the analogy between mechanical
oscillators and wave fields. However, there exists
also a complementary, corpuscular aspect of the
quantum theory of the EMF and that is most easily
expressed in terms of photons. The best way to
describe photons in quantum field theory is in
terms of annihilation and creation operators. These
operators were introduced by Schrödinger in the
context of the quantum-mechanical harmonic
oscillator but they have become really indispensable
in quantum field theory. Formally, the annihilation
âk and the creation â

†

k operators are defined as the
following complex combinations of canonical
operators

âk ¼

ffiffiffiffiffi
1v

2"

r �
q̂k þ i

p̂k

1v

�

â
†

k ¼

ffiffiffiffiffi
1v

2"

r �
q̂k 2 i

p̂k

1v

� ½5�

Annihilation and creation operators are dimension-
less, one is the Hermitian adjoint of the other, and
they obey very simple commutation relations:

½âk; â
†

l � ¼ dkl ½6�

The Hamiltonian expressed in terms of annihilation
and creation operators reads

Ĥ ¼
X
k

"vkâ
†

kâk þ
1

2

X
k

"vk ½7�

This Hamiltonian determines the following time
dependence of the annihilation and creation operators

âkðtÞ ¼ âk expð2ivktÞ; â
†

kðtÞ ¼ â
†

k expðivktÞ

The field operators expressed in terms of annihila-
tion and creation operators corresponding to the
periodic boundary conditions are

D̂ðr; tÞ ¼ i
X
kl

ffiffiffiffiffiffiffiffi
"1vk

2V

s
âklekle

2ivktþik·r þ H:c:

B̂ðr; tÞ ¼ i
X
kl

ffiffiffiffiffiffiffiffiffiffiffi
"

2V1vk

s
âklk £ ekle

2ivktþik·r þ H:c:

where H.c. stands for the Hermitian conjugate of the
first term. In the limiting case for infinite empty space,
when V !1; the Fourier sum becomes the Fourier
integral:

D̂ðr; tÞ ¼ i
X
l

ð
d3k

ffiffiffiffiffiffiffiffiffiffi
"1vk

2ð2pÞ3

s �
âlðkÞekle

2ivktþik·r

2 â
†

lðkÞe
p
kle

ivkt2ik·r�

B̂ðr; tÞ ¼ i
X
l

ð
d3k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"

21vkð2pÞ
3

s �
âlðkÞkekle

2ivktþ ik·r

2 â
†

lðkÞk£ epkle
ivkt2ik·r�

In this case, the commutation relations involve the
(three-dimensional) Dirac delta function

½âlðkÞ; â
†

l0 ðk
0Þ� ¼ dll0d

ð3Þðk2k0Þ ½8�

The field operators may also be expressed in terms of
the vector potential operator Âðr; tÞ

D̂ðr; tÞ ¼21›tÂðr; tÞ; B̂ðr;tÞ¼7£ Âðr;tÞ

Âðr; tÞ ¼
X
l

ð
d3k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
"

21vkð2pÞ
3

s �
âlðkÞekle

2ivktþik·r

þ â
†

lðkÞe
p
kle

ivkt2ik·r�
The vector potential is needed for the description of
the interaction with charged particles.

Space of Quantum States

The standard basis in the space of quantum states
consists of the state vectors of stationary states – the
eigenvectors of the Hamiltonian.
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Vacuum State

The lowest energy state of the EMF – the ground
state of the system – is often called the vacuum state.
The state vector describing the vacuum state is
denoted by l0l. The vacuum state is the common
ground state of all harmonic oscillators making up
the EMF. Since the ground state of a single harmonic
oscillator has the energy "v=2; the energy of the
ground state for an infinite number of oscillators is
infinite (last term in eqn [7]). This infinity has no
physical consequences because only the energy
differences are observable. In the presence of
obstacles (mirrors, resonators, beamsplitters, etc.),
owing to the change in the mode structure, there will
be a change in the energy of the new ground state
relative to the energy in empty space. The energy
differences between various ground states do have
physical significance.

Fock Basis

It follows from the commutation relations [6] and
from the form [7] of the Hamiltonian that the operator
âk decreases the energy of the EMF by the Planck
quantum of energy "vk: Therefore, all operators âk

must annihilate the ground state vector, âkl0l ¼ 0;
because there is no state with a lower energy. Each
creation operator â

†

k acting on any state vector adds
one excitation with the energy "vk: These excitations
of the electromagnetic field with characteristic ener-
gies "vk are interpreted as photons. The state vectors
of the form â

†

kl0l describe one-photon states, the state
vectors of the form â

†

kâ
†

l l0l describe two-photon
states, etc. All the vectors generated from the vacuum
state vector by acting with the creation operators form
a basis, called the Fock basis. The general state vector
of this basis is characterized by a sequence of natural
numbers {n1; n2;…} and is generated from the vacuum
state according to the formula

ln1; n2;…l ¼ ðn1!n2!· · ·Þ21=2ðâ
†

1Þ
n1ðâ

†

2Þ
n2…l0l ½9�

where the prefactor is needed for normalization. The
number nk tells us how many photons of type k are
present in this state. The spatial structure of a field
excitation created by â

†

k is described by the mode
function ukðrÞ: Thus, this mode function plays the
same role as the wavefunction cðrÞ of a massive
particle and the set of indices labeling the mode
functions is the analog of quantum numbers for cðrÞ:
In particular, for the mode function [2], the photons
have a definite momentum "k. In a cylindrical
waveguide the photons may have a definite momen-
tum only along the axis of the cylinder. In a spherical

cavity the photons may have the definite value of
square of the total angular momentum and its projec-
tion on a given axis. The Fock states are highly
nonclassical; all average values of the EMF in these
states vanish.

All states of the EMF are either pure or mixed.
Pure states are described by all linear superpositions
of the basis states. In particular, by superposing
photon states with a range of energies, one may
form nonmonochromatic photon wavepackets. All
superpositions are allowed since photons do not have
any absolutely conserved quantum numbers (like,
e.g., charge). Mixed states are described by the
density operators. Among the mixed states the
prominent role is played by the thermal state
describing the EMF in equilibrium with a reservoir
at temperature T.

Coherent States

The one-mode coherent states lal are obtained from
the vacuum state by the action of the unitary
displacement operator D̂ða;apÞ

lal ¼ Dða;apÞl0l ¼ eaâ
†
2apâl0l ¼ e2lal2=2eaâ

†

l0l

where â and â
†

are the annihilation and creation
operators corresponding to a given mode. Coherent
states are superpositions of an infinite number of
Fock states. The multimode coherent state is
generated by the product of displacement operators

la1;a2;…l ¼ e

P
k ðakâ

†

k 2 ap
kâkÞ

l0l

In reality, the coherent states are generated by the
action of an external (strong) time-dependent electric
current. In that case the coefficients ak are the
projections of the current on the mode functions.
The average values of the field operators kB̂iðr; tÞl and
kD̂jðr; tÞl in coherent states are the solutions of the
Maxwell equations in the presence of an external
electric current.

Entangled States

The states of the EMF describing photons in different
modes may exhibit correlations. The simplest such
state is a two-photon state of the form lfl ¼
221=2ðâ

†

1â
†

2 þ â
†

3â
†

4Þl0l: In this case, when one photon
is found, say, in the state 1, the other will be found
with the probability 1 in the state 2. The states that
exhibit correlations between photons belonging to
different modes are called the entangled states.
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Correlations occur also in the classical theory,
but only for statistical mixtures when there is a
loss of information. In quantum theory the
correlations may arise even without a loss of
information, i.e., for pure states. A striking feature
of entangled states is that the decomposition of
such a state into a sum of Fock states is not
unique. For example, the state vector lfl may also

be written in the form lfl ¼ 221=2ðâ
†

10 â
†

20 þ â
†

30 â
†

40 Þl0l;
where â

†

10 ¼ 221=2ðâ
†

1 2 â
†

3Þ; â
†

20 ¼ 221=2ðâ
†

2 2 â
†

4Þ;

â
†

30 ¼ 221=2ðâ
†

1 þ â
†

3Þ; â
†

40 ¼ 221=2ðâ
†

2 þ â
†

4Þ: Entangled
states play a crucial role in quantum information
theory, especially in quantum cryptography.

Quantum Fluctuations and the
Uncertainty Relations

It follows from the basic principles of quantum theory
that there are no states of the system for which both
canonical variables q and p have sharply defined
values. The limits on the quantum fluctuations
(variances) of these values are determined by the
uncertainty relation. The most stringent form of this
relation obtained from the commutation relations [4]
(for a single mode) reads

ðDqÞ2ðDpÞ2 $
"2

4
þ

kdq̂dp̂ þ dp̂dq̂l2

4
½10�

where dq̂ ¼ q̂ 2 kq̂l, dp̂ ¼ p̂ 2 kp̂l; ðDqÞ2 ¼ kðdq̂Þ2l;
and ðDpÞ2 ¼ kðdp̂Þ2l: The states for which this inequal-
ity is saturated play a distinguished role in quantum
theory. Since the uncertainty relation expresses the
limitations on the quantum fluctuations of q and p,
the best one can do in approaching the classical
regime is to achieve equality in the uncertainty
relation. That is why the quantum states that saturate
[10] are viewed as the counterparts of the classical
states. In the quantum theory of the EMF, the
uncertainty relations express the complementarity
between the magnetic and electric fields. The better
one knows the magnetic field, the more uncertain is
the electric field, and vice versa. However, the
projections of the field operators B̂ and D̂ on the
same direction commute (cf. eqn [5]). Therefore,
there are no limitations on the magnetic and electric
field values in a given direction and only the values in
different directions are subjected to the quantum
uncertainty relation.

In the vacuum state the variances of q and p for
each mode are

ðDqÞ2 ¼
"

21v
; ðDpÞ2 ¼

"1v

2
½11�

and they saturate the uncertainty relation. These
fluctuations are called the shot noise. Very often
one uses dimensionless quadrature operators
X̂1 ¼ q̂

ffiffiffiffiffiffiffiffi
21v="

p
and X̂2 ¼ p̂

ffiffiffiffiffiffiffiffi
2=1v"

p
; whose fluctu-

ations in the vacuum state are equal to 1. All coherent
states have the same fluctuations as the vacuum
state. They may be viewed in the phase space as
the vacuum state displaced from the origin (corre-
sponding to the vacuum state) by the mean values
of q and p.

Coherent states are not the only states that saturate
the uncertainty relations. The other states with this
property are called the squeezed states. The fluctu-
ations of X1 and X2 for squeezed states are different
from 1 but their product is still equal to 1,
ðDX1Þ

2ðDX2Þ
2 ¼ 1.

Fock states have well-defined energies and
numbers of photons since they are the eigenstates
of the Hamiltonian. However, the phases of the
EMF are maximally uncertain; they are evenly spread
over the whole range from 0 to 2p: That is why the
average values of the field vectors vanish in all
Fock states.

See also

Photon Picture of Light. Quantum Electrodynamics:
Cavity QED.
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Modification of the Spontaneous
Transition Rate in Confined Space

In order to understand the modification of the
spontaneous emission rate in an external cavity-like
structure, it must be remembered that in quantum
electrodynamics this rate is proportional to the density
of modes of the electromagnetic field, i.e., the vacuum
field fluctuations above the atomic transition fre-
quency v0: As a consequence the spontaneous emis-
sion rate is increased if the atom is surrounded by a
cavity tuned to the transition frequency. Conversely,
the decay rate decreases when the cavity is mistuned.
This fact was already recognized in the pioneering
days of nuclear magnetic resonance by Purcell.

The spontaneous decay rate of the atom in the
cavity, gc; will then be enhanced in relation to that in
free space, gf; by a factor given by the ratio of the
corresponding mode densities

gc

gf

¼
rcðv0Þ

rfðv0Þ
¼

2pQ

Vcv
3
0

¼
Ql3

0

4p 2Vc

where Vc is the volume of the cavity and Q is the
quality factor of the cavity which expresses the
‘sharpness’ of the mode. For low-order cavities Vc <
l3

0 this means that the spontaneous emission rate is
increased by roughly a factor of Q. As mentioned
already, when the cavity is detuned, the decay rate will
decrease. In this case the atom cannot emit a photon,
since the cavity is not able to accept it, and the energy
will stay with the atom, i.e., its decay is inhibited.

To change the decay rate of an atom, in principle no
resonator has to be present; any conducting surface
near the radiator affects the mode density and,
therefore, the spontaneous radiation rate. Parallel
conducting planes can alter the emission rate some-
what but can only reduce the rate by a factor of 2
owing to the existence of modes, independent of the
plate separation with an electric field perpendicular to
the planes.

In order to demonstrate experimentally the modi-
fication of the spontaneous decay rate, it is not
necessary to go to single-atom densities. The experi-
ments where the spontaneous emission is inhibited
can also be performed with large atom numbers.

However, in the opposite case, when the increase of
the spontaneous rate is observed, a large number of
excited atoms may disturb the experiment by induced
transitions. The first experimental work on inhibited
spontaneous emission was done by Drexhage, Kuhn
and Schäfer in 1974. The fluorescence of a thin dye
film near a mirror was investigated. A reduction of
the fluorescence decay by up to 25% was observed.
Later experiments with microcavities filled with dye
solutions were performed by de Martini et al. These
experiments demonstrated that thresholdless lasing is
possible in such systems.

Inhibited spontaneous emission was observed by
Gabrielse and Dehmelt. In these neat experiments
with a single electron stored in a Penning trap they
observed that cyclotron orbits show lifetimes which
are up to 10 times longer than that calculated for free
space. The electrodes of the trap form a cavity which
decouples the cyclotron motion from the vacuum
field leading to the longer lifetime.

A new stage in experiments on cavity QED was
reached when it was recognized that highly excited
alkaline atoms are very suitable for these experi-
ments. The main quantum numbers are in the range
n ¼ 20–60: Those so-called Rydberg atoms couple
very strongly to the radiation field as will be discussed
later. The transitions to neighboring states are in the
microwave region. The cavities can therefore be built
as low-order cavities with dimensions on the order of
the wavelength of the transitions being in the mm or
cm regions. The spontaneous rate of these transitions
in free space is small owing to the low value of
their transition frequency, therefore an enhancement
is possible. Experiments with Rydberg atoms on the
inhibition of spontaneous emission have been per-
formed by Kleppner and coworkers and by Haroche
and coworkers. In the latter experiment a 3.4 mm
transition of the Cs atom was suppressed.

The first observation of enhanced atomic spon-
taneous emission in a resonant cavity was published
by Haroche et al. This experiment was performed with
Rydberg atoms of Na excited in the 23s state
in a niobium superconducting cavity resonant at
340 GHz. Cavity tuning-dependent shortening of
the lifetime was observed. The cooling of the
cavity had the advantage of totally suppressing the
black-body field. The latter effect is completely absent
if optical transitions are observed, however, in this case
it is more difficult to obtain low-order cavities.
The first experiments on optical transitions were
performed by Feld and collaborators. They succeeded
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in demonstrating the enhancement of spontaneous
transitions even in higher-order optical cavities.

In modern semiconductor devices both electronic
and optical properties can be tailored with a high
degree of precision. Therefore, electron–hole systems
producing recombination radiation analogous to
radiating atoms can be localized in cavity-like
structures, e.g., in quantum wells. Thus optical micro-
cavities of half or full wavelength size are obtained.
Both suppression and enhancement of spontaneous
emission in semiconductor microcavities were
demonstrated in experiments by Yamamoto and
collaborators. Yablonovitch et al. proposed the use
of photonic band gap structures in semiconductors. In
those systems spontaneous emission is forbidden in
certain frequency regions owing to the special
material properties.

Energy Shift in Confined Space

In the previous section we focused on changes of
radiation rates of atoms near conducting walls or in
cavity-like structures. Next we will discuss the more
subtle phenomenon of energy shifts. While radiation
rates are modified by the influence of the vacuum field
on the real emission of photons the energy shifts are
caused by the modification of a virtual photon
interaction.

Resonant and nonresonant phenomena have to be
distinguished. The resonant self-energy shift of a
decaying atomic dipole in the vicinity of a conducting
wall can be determined from the average polarization
energy produced by the image dipole field. For
distances comparable to the wavelength the near-
field condition is satisfied, resulting in the z23

dependence of the static dipole–dipole interaction
characteristic for the van der Waals energy; under
far-field conditions the distance dependence is given
by z21: The polarization of the atom by the
nonresonant parts of the broadband electromagnetic
field causes energy shifts, of which the Lamb shift is
the most prominent. In the sense of the nonrelativistic
treatment by Bethe the major contribution of that
shift can be described as being a result of the emission
and reabsorption of virtual photons. It is plausible
that just as the real emission of a photon is modified
in confined space, so also is the virtual process. The
latter ‘real’ radiation energy shift is thus a conse-
quence of vacuum fluctuations only. It is identical
with the energy shift predicted by Casimir and Polder
and is analogous to the better-known result of
Casimir on the force between two plane neutral
conducting plates.

The question of modification of atomic energies in
confined space has recently found considerable

interest and many calculations of the phenomenon
have been performed. Direct application to the energy
shift of Rydberg atoms, which are of special interest
for experimental studies, was performed by Barton in
1987. He calculated the direct electrostatic inter-
action with a conducting wall and the radiation
induced (retarded) effects. The result is that in the
case of two parallel plates the electrostatic effect is
dominant when the distance L between the conduct-
ing plates is small, L , n3a0=a (n is the principal
quantum number of the Rydberg atom, a0 the Bohr
radius, and a the fine-structure constant), and the
radiative effect plays the major role when large
distances are used, L . n3a0a:

Experiments to measure the van der Waals force of
conducting planes have been performed by Hinds and
coworkers. They could clearly demonstrate the z23

dependence of the van der Waals force. The retarded
effects were not detectable at large distances but at
small distances from the wall a deviation from the z23

dependence was found which was attributed to the
retarded QED potential.

The energy shift of rubidium Rydberg atoms in
confined space has been measured by Marrocco et al.
in an experiment with extreme high-resolution using
the Ramsey experiment two-field method. The atoms
are excited in s-Rydberg states ðn < 30Þ by two-
photon transitions using the light of an ultrastable
dye laser, the linewidth of which was less than 10 Hz.
The laser intensity was enhanced in a folded cavity
locked to the laser frequency. Both interaction zones
necessary for the Ramsey method were enclosed in
this cavity. Between the two interaction regions the
atoms pass through a pair of conducting plates, the
distance between which can be changed. The shift of
the Ramsey interference was measured as a function
of the plate distance. Using the Ramsey method has
the advantage that the shift can be determined
without a direct probing of the atoms in the space
between the plates. A level shift on the order of about
150 Hz could be measured, in very good agreement
with theory.

Maser Operation

If the rate of atoms crossing a cavity exceeds the
cavity damping rate v=Q; the photon released by each
atom is stored long enough to interact with the next
atom. Here v stands for the cavity frequency and Q
for the quality factor of the cavity. The atom–field
coupling becomes stronger and stronger as the field
builds up and evolves to a steady state. Using Rydberg
atoms with a large field–atom coupling constant
leads to a new kind of maser which operates with
exceedingly small numbers of atoms and photons.
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The photons corresponding to transitions between
neighboring Rydberg atoms are in the microwave
region at about 20–100 GHz. Atomic fluxes as
small as a few atoms per second have generated
maser action, as could be demonstrated by Walther
et al. of the University of Munich in 1985 using a
superconducting cavity. For such a low flux there is
never more than a single atom in the resonator – in
fact, most of the time the cavity is empty of atoms. It
should also be mentioned that in the case of such a
setup a single resonant photon is sufficient to saturate
the maser transition.

The scheme for this one-atom maser or micromaser
is shown in Figure 1. The setup represents the simplest
system in radiation–atom interaction: a single atom is
interacting with a single mode of the radiation field.
This device was used to verify the complex dynamics
of a single atom in a quantized field predicted by the
Jaynes–Cummings model. All of the features are
explicitly a consequence of the quantum nature of the
electromagnetic field: the statistical and discrete
nature of the photon field leads to new characteristic
dynamics such as collapse and revivals in the exchange
of a photon between the atom and the cavity mode.

The frequency of this exchange is usually called the
Rabi flopping frequency. The field in the cavity is
measured through the number of atoms in the lower
state of the maser transition. Due to the strong
coupling between the atom and maser field both are
entangled. The strong coupling can also be used to
entangle subsequent atoms.

The steady-state field of the micromaser shows sub-
Poisson statistics. This is in contrast to regular masers
and lasers where coherent fields (Poisson statistics)
are observed. The reason for nonclassical radiation
being produced is that a fixed interaction time of the
atoms is chosen, leading to careful control of the
atom–field interaction dynamics.

Under steady-state conditions, the photon statistics
PðnÞ of the field of the micromaser are essentially
determined by the pump parameter Q ¼ N1=2

ex Vtint;

denoting the angular rotation of the pseudospin vector
of the interacting atom. Here, Nex is the average
number of atoms that enter the cavity during the decay
time of the cavity tcav; V the vacuum Rabi flopping
frequency, and tint is the atom–cavity interaction
time. The normalized photon number of the maser
knl ¼ knl=Nex shows the following generic behavior

Rubidium oven

Superconducting
niobium cavity

Velocity selective
angle tuned 
UV laser

State selective 
field ionization of 
Rydberg atoms

Figure 1 Micromaser setup of rubidium Rydberg atoms in the 63p state. The velocity of the atoms is controlled by exciting a velocity

subgroup of atoms in the atomic beam. The atoms in the upper and lower maser levels are selectively detected by field ionization.

The number of photons deposited in the cavity is determined through the number of atoms in the lower state (61d).
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(see Figure 2). It suddenly increases at the maser
threshold value Q ¼ 1 and reaches a maximum for
Q < 2 (denoted by 1 in Figure 2). The behavior at
threshold corresponds to the characteristics of a
continuous phase transition. As Q increases further,
the normalized averaged photon number knl=Nex

decreases to a minimum slightly below Q < 2p;
and then abruptly increases to a second maximum
(3a in Figure 2). This general type of behavior
recurs roughly at integer multiples of 2p; but
becomes less pronounced with increasing Q. The
reason for the periodic maxima of the average photon
number is that for integer multiples of Q ¼ 2p the
pump atoms perform an integer number of full Rabi
flopping cycles, and start to flip over at a slightly larger
value of Q, thus leading to enhanced photon emission.
The periodic maxima for Q ¼ 2p; 4p; and so on may
be interpreted as first-order phase transitions.

The photon statistics of the maser radiation is
usually characterized by the Q-parameter introduced

by Mandel:

Qfield ¼

���
n2
�
2 hni

2
��
hni

�
2 1

It can be seen that Qfield ¼ 0 corresponds to a
Poissonian photon distribution. Qfield for the micro-
maser is plotted as a dotted line in Figure 2. The value
drops below zero in the region 2a, 2b, etc. This
shows the highly sub-Poissonian character of the one-
atom-maser field being present over a large range of
parameters.

The reason for the sub-Poissonian atomic stat-
istics is the following. A changing flux of atoms
changes the Rabi frequency via the stored photon
number in the cavity. Adjusting the interaction time
allows the phase of the Rabi nutation cycle to be
chosen such that the probability of the atoms
leaving the cavity in the upper maser level increases
when the flux, and hence the photon number in the
cavity, is raised. This leads to sub-Poissonian atomic
statistics since the number of atoms in the lower
state decreases with increasing flux and photon
number in the cavity. This feedback mechanism can
be neatly demonstrated when the anticorrelation of
atoms leaving the cavity in the lower state is
investigated. Measurements of this anticorrelation
phenomenon could be made.

The fact that anticorrelation is observed shows that
the atoms in the lower state are more equally spaced
than expected for a Poissonian distribution of the
atoms in the beam. This means, for example, that
when two atoms enter the cavity close to each other,
the second one performs a transition to the lower
state with reduced probability.

The interaction with the cavity field thus leads to an
atomic beam with atoms in the lower maser level
showing number fluctuations which are up to 40%
below those of a Poissonian distribution found in
usual atomic beams. This is interesting because atoms
in the lower level have emitted a photon to
compensate for cavity losses inevitably present.
Although this process is induced by dissipation
giving rise to fluctuations, the atoms still obey
sub-Poissonian statistics.

Generation of Number States (Fock
States) of the Radiation Field

When the micromaser is operated at low tempera-
tures, a very interesting feature is observed in the
inversion of the population of the two maser levels
called trapping states. They are a steady-state feature
of the maser field; they occur in the micromaser as a
direct consequence of field quantization in a cavity. At
low cavity temperatures the number of black-body

Figure 2 One-atom maser or micromaser characteristics. The

upper part of the figure shows the average photon number versus

interaction time (solid curve) and the photon number fluctuations

represented by the Q-factor (dotted line). Both curves are

determined by the photon exchange dynamics between atom and

field. The pump parameter gives the angular rotation of the

pseudospin vector of the interacting atom (e.g., 2p corresponds to

a full rotation, i.e., the atom is again in the upper level). In the lower

part of the figure the steady-state photon number distribution P(n)

is shown for three values of t int. The distribution on the left side

corresponds to the maser threshold, that on the right gives an

example of the double-peaked distribution associated with the

quantum jump behavior. In this situation, the atom is back in the

excited state and can again emit, leading to a higher steady-state

photon number nh. With increasing t int this part will grow and nl will

decrease and disappear. A new jump occurs in the region 3b.
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photons, nth, in the cavity mode is reduced and
trapping states begin to appear; at higher tempera-
tures they are washed out by the thermal photons.
The trapping states show up when the atom–field
coupling V and the interaction time tint are chosen
such that in a cavity field with nq photons the atoms
undergo an integer number k of Rabi cycles. This is
summarized by the condition

Vtint

ffiffiffiffiffiffiffiffiffi
nq þ 1

q
¼ kp ½1�

for the trapping state, denoted by ðnq;kÞ: When
eqn [1] is satisfied, the cavity photon number is left
unchanged after interaction of an atom and hence the
photon number is ‘trapped’. This will occur regard-
less of the atomic pump rate Nex. The trapping state is
therefore characterized by the upper-bound photon
number nq and the number of integer multiples of full
Rabi cycles k. In this situation the field is stabilized.
Whenever a photon disappears, e.g., due to dissipa-
tion, the next incoming atom experiences a changed
Rabi nutation frequency and emits a photon with
high probability. At the trapping condition a quan-
tum nondemolition situation is present. Through the
dynamics of the Rabi nutation the field is measured,
without any net change of the field.

The build-up of the cavity field can be seen in
Figure 3, where the emerging atom inversion is
plotted against the interaction time and pump rate.
At low atomic pump rates (low Nex) the maser field
cannot build up and the maser exhibits Rabi
oscillations due to the interaction with the vacuum
field. At the positions of the trapping states, the field

increases until it reaches the trapping-state condition.
This is manifested as a reduced emission probability
and hence as a dip in the atomic inversion. Once in a
trapping state, the maser will remain there regardless
of the pump rate.

Under ideal conditions the micromaser field in a
trapping state is a Fock state, but when the micro-
maser is operated in a continuous wave mode, the
field state is very fragile and highly sensitive to ext-
ernal influences and experimental parameters. How-
ever, in contrast to continuous-wave operation, in
pulsed operation trapping states are more stable and
more practical and can be used over a much broader
parameter range than in continuous-wave operation.

To demonstrate the principle, Figure 4 shows a
simulation of a sequence of 20 pulses of the pumping
atoms in which an average of seven excited atoms per
pulse are present. Under the trapping condition only a
single emission event occurs, producing a single lower
state atom which leaves a single photon in the cavity.
Since the atom–cavity system is in the trapping
condition, the emission probability is reduced to zero
and the photon number is stabilized. Consequently,
excited state atoms following the emitting atom stay
in the upper maser level. The variation of the time
when an emission event occurs during the atom pulses
in Figure 4 is due to the Poissonian spacing of upper-
state atoms entering the cavity and the stochasticity of
the quantum process.

The lower part of Figure 4 shows the photon
number distribution resulting from this process.
It was demonstrated experimentally by Brattke et al.
that a single photon number state could be generated
with a success rate of 85%. By improving the
experimental parameters one can expect to prepare
single-photon Fock states in 98% of the pulses by
this method.

Other Cavity Experiments

Besides the micromaser, there are also other experi-
ments using Rydberg atoms in cavities and the
strong interaction of these atoms with cavities
which lead to interesting applications. One example
is an experiment by S. Haroche, J. M. Raimond et al.,
who succeeded in realizing a Schrödinger cat state in a
cavity. Studies on the decoherence of this state could
be conducted. The experiments are quite important in
exploring the boundaries between the quantum and
classical worlds. Another example is the quantum
nondemolition detection of a single photon in a cavity
by S. Haroche employing the dispersion level shift of
probing atoms.

There is an interesting equivalence between an atom
interacting with a single-mode field and a quantum
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Figure 3 Behavior of the micromaser at low temperature

showing the trapping states, manifested as valleys along the

Nex axis. For the designation of the trapping states see text.
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particle in a harmonic potential, as was first pointed
out by D. F. Walls and H. Risken; this connection
results from the fact that the radiation field is
quantized on the basis of the harmonic oscillator.
The Jaynes–Cummings dynamics can therefore also
be observed with trapped ions, as recently demon-
strated in a series of beautiful experiments by
D. Wineland et al. They also produced a Schrödinger
cat state by preparing a single trapped ion in a
superposition of two spatially separated wavepackets
which are formed by coupling different vibrational
quantum states in the excitation process.

Besides the experiments in the microwave region,
a single-atom laser emitting in the visible range has
also been realized by M. Feld et al. Furthermore,

cavity quantum electrodynamic effects have been
studied in the optical spectral region by J. L.
Kimble et al.

Today’s technology in microfabrication of semi-
conductor diode structures allows the realization of
low-order cavity structures for diode lasers. In these
systems the spontaneous emission is controlled in the
same way as in the micromaser. Since spontaneous
decay is a source of strong losses, control of this
phenomenon leads to highly efficient laser systems.
Quantum control of spontaneous decay thus has
important consequences for technical applications.
This topic will be briefly described in the next section.

Microlasers

The simplest approach to fabricating an optical
microcavity is to shrink the spacing between the
mirrors of a Fabry–Perot resonator to l=n (where n
stands for the refractive index) while reducing the
lateral dimensions to a range of the same order of
magnitude. This structure provides a single dominant
longitudinal field mode that radiates into a narrow
range of angles around the cavity axis.

The first optical microcavity experiments used dye
molecules between high-reflectivity dielectric mirrors
in the Fabry–Perot configuration. Because spon-
taneous emission is a major source of energy loss,
speed limitations, and noise in lasers, the capability to
control spontaneous emission is expected to improve
laser performance. If the fraction of spontaneous
emission coupled into the lasing mode is made close
to one, the ‘thresholdless’ laser is obtained, in which
the light output increases almost linearly with the
pump power instead of exhibiting a sharp turn-on at
the pump threshold.

Semiconductor microcavities provide high-Q
Fabry–Perot cavities for both basic studies and
potential applications. Molecular beam epitaxy or
organometallic chemical vapor deposition techniques
are used to deposit high-reflectivity mirrors
consisting of alternating quarter-wavelength layers
of lattice-matched semiconductors. For example, 15–
20 pairs of quarter-wave layers of Al0.2Ga0.8As and
AlAs result in a reflectivity greater than 99% and Q
values greater than 500. The optically active layer in
such a microcavity is typically a GaAs quantum well
located at the midplane of the cavity, where the field
strength is maximum.

Since the microcavities have an extremely low
threshold, their efficiency will also be high. Low-
cost, high-density light source arrays and photonic
circuits are made possible by the small size and low
power consumption of such resonators. It will be
possible to produce entire wafers containing millions

Figure 4 A simulation of a subset of 20 subsequent atom

bunches generated by pulsed laser excitation with the associated

probability distribution for photons in the cavity or lower-state

atom production (filled circles represent lower-state atoms and

open circles represent excited-state atoms). The start and end

of each pulse is indicated by the vertical dotted lines marked 0

and tpulse, respectively. For details, see Battke S, Varcoe BTH

and Walther H (2001) Generation of photon number states on

demand via cavity, quantum electrodynamics. Physical Review

Letters 86: 3534–3537.
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of microlasers with a multipole arrangement instead
of having to cleave each individual semiconductor
laser as at present. This improvement will lead
to higher yields and lower cost per element. Another
advantage of surface-emitting microcavity sources is
the efficient optical coupling of their stable sym-
metric mode patterns into optical fibers or wave-
guides. These lasers are thus certain to spark
a revolution in optical communication in the future.

Conclusion

This article reviewed experiments in cavity quantum
electrodynamics. The experiments shed new light on
our understanding of the radiation interaction of
atoms. The achievable strong coupling between
atoms and radiation leads to the possibility to
generate entanglement between the generated radi-
ation field and the atoms, presenting a basis for
interesting applications in connection with, e.g.,
quantum computing and quantum information
processing. Furthermore Fock states of the radiation
field can be generated. The control of spontaneous
decay finally leads to interesting new laser systems
offering high efficiency.

See also

Quantum Electrodynamics: Cavity QED in Semicon-
ductors; Quantum Theory of the Electromagnetic Field.
Quantum Optics: Quantum Computing with Atoms.
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Introduction

According to classical electromagnetism, propagating
light fields obey Maxwell’s equations under which
electric and magnetic fields exchange their strength in
an oscillatory manner. If a propagating field is
followed at a single reference point, it is convenient
to represent the electric field as a complex number
lEðtÞl expð2ivtÞ where lEðtÞl is the magnitude of the
field and the phase of the field exp(2ivt) oscillates
in time t with the optical frequency v. Figure 1
illustrates how the classical field is determined by

one single point in the complex plane; consequently,
the phase and amplitude of the field are known
exactly. According to quantum mechanics, this simple
picture has to be altered because the Heisenberg
uncertainty relation states that complementary
quantities like phase and amplitude cannot be
determined precisely at the same time. As a result,
the real and imaginary parts of the field can be
determined only with accuracy DRe½E� and DIm[E ],
respectively, and the Heisenberg uncertainty principle
determines the best possible accuracy DRe[E ]
DIm½E� $ 1. To incorporate the fundamental
inaccuracy, the electric field has to be defined by
using complex-valued distributions or equivalently
wavefunctions as shown in Figure 1. This quantiza-
tion procedure leads to the Schrödinger equation
for light analogous to that for particles. The field
called quantum optics investigates the quantum
electrodynamics (QED) features of light.
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In general, light does not propagate freely in space,
but it interacts strongly with the surrounding matter.
For example, light can be absorbed, and its energy can
be converted into excitation of the matter. As a result,
the light may be slowed down, reflected, scattered, or
diffracted. In order to explain the implications of the
light–matter interaction in detail, one obviously has to
apply a quantum mechanical description also for the
matter. This approach determines the so-called eigen-
states of the matter, so that the matter may occupy only
certain discrete states with discrete energies. The
Rydberg series of a hydrogen atom is a typical
example. Similar discrete energy levels are also
found for the quantized light; these levels are often
referred to as photons which heuristically describe the
particle properties of the light. The lowest-order
light–matter interaction consists of processes where
one photon is absorbed (emitted) while the matter is
simultaneously excited (de-excited) from one eigen-
state to another. This generic type of interaction
leads to a microscopic description of the optical effects
mentioned above. The magnitude of these effects
depends on the strength of the interaction. By
implementing different cavity configurations, the
reflected light can be forced to travel across the same
matter many times. As a result, the light–matter
interaction is enhanced by a factor proportional to the
multiple passes of the light. Thus, a cavity can be
efficiently used to amplify optical phenomena. Figure 2
shows cavity configurations commonly used for
semiconductors. Semiconductor cavity QED investi-
gates quantum optical effects in semiconductor
systems by enhancing them with cavity mirrors. In
general, quantum optical features produce classically
unexpected effects which typically stem from: (a) the
discrete nature of eigenstates of light and matter;

(b) the superposition principle of quantum mechanics;
and (c) the Heisenberg uncertainty principle. In this
article, we review both theoretical and experimental
advances made so far to predict, observe, and control
quantum optical effects in semiconductors with
respect to effects (a)–(c).

During the last few decades, atomic quantum
optics has already developed toward QED investi-
gations, and semiconductor optics is developing
rapidly into the same regime. Advanced atomic
QED theories have successfully explained and guided
intriguing experimental developments like laser cool-
ing, atom condensation, and photon teleportation.
However, the atomic approach can mostly be applied
to describe dilute and only weakly interacting atomic
gases since relatively simple models of few-
level systems are used to describe the material.
The elementary electronic excitations in semiconduc-
tors consist of electrons and holes (missing electrons)
lifted into the conduction and valence bands, respect-
ively. The corresponding eigenstates form continuous
energy bands with the band-gap energy separation
indicated in Figure 2. Since electrons and holes have
opposite charges, they experience Coulomb attrac-
tion whereas bare electrons or holes repel each other.
Under favorable conditions, the attractive Coulomb
interaction prevails and atom-like bound electron–
hole pairs (excitons) may be formed. However, since
the Coulomb force has an infinite range and an
electron–hole system is typically dense, excitons
cannot be treated as weakly interacting quasiparti-
cles. As a result, the atomic QED approaches cannot
be used to describe quantum optics of semiconductors

Figure 1 (a) The classically described light field E(t ) is a single

point in the complex XY-plane; the corresponding (X,Y ) vector

has a definite phase and angle. (b) Quantum mechanically

described light is a distribution with fluctuations DX and DY

described by the shaded circle.
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(a) VCSEL

(c) Band structure
QW

–

++

–

Bandgap

C
ou

lo
m

b
in

te
ra

ct
io

n

Figure 2 (a) A typical vertical-cavity surface-emitting laser

(VCSEL) structure; a stack of quarter-wavelength layers with

different refractive index provides a mirror such that the light

intensity (solid line) is strongly confined inside the cavity.

A quantum well (QW) is positioned at the field maximum. (b) In a

microdisk laser, light encounters ideal total reflection when the

edge of the disk is reached. The so-called whispering gallery

mode emits (leaks) light from the edge. (c) A schematic illustration

of semiconductor band structure, bandgap, and Coulomb

interaction for an electro–hole system.
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in general. Thus, this article concentrates mostly on
semiconductor QED theory which fully includes the
interaction of charge carriers, i.e., electrons and holes,
as well as quantum features of light.

The development work on quantum devices and
processes is vital for advancements in several key
technologies such as computers and telecom-
munications. The continuous decrease in component
dimensions leads to a microscopic structure size (less
than 1 mm); at the same time, increase in the device
performance is accompanied by ultrafast operation
time (faster than 1 ps). Due to these development
trends, the properties of components and processes
are becoming more and more quantum mechanical.
Although the description of the quantum processes is
complicated, the microscopic behavior offers entirely
new operational functionality such as massively
parallel quantum computers. These possibilities are
based on the controlled manipulation of the quantum
mechanical state of the light and matter. Due to rapid
recent developments, optically coupled semiconduc-
tor devices have a great potential to become
technologically successful and commercially viable
quantum components.

Quantized States: Observation via
Strong Light–Matter Interaction

In order to enhance the light–matter interaction, we
choose a system where the semiconductor is placed
inside a cavity in the position where the field intensity
is maximum. For an empty cavity, the field intensity
has a strong dependence upon frequency with a
strong resonance at vR when the cavity length is an
integer number of light wavelengths in the material.
The width of the resonance is directly related to the
quality of the cavity as determined by the number of
back-and-forth reflections of light inside the cavity. If
one chooses a vertical-cavity surface-emitting laser
(VCSEL) structure, the most efficient coupling is
obtained by placing a thin planar semiconductor
structure at the field maximum as shown in Figure 2.
If the semiconductor is planar and thin, the structure
is called a quantum well because electrons and holes
are confined in one direction in analogy to the
standard particle-in-a-box problem of fundamental
quantum mechanics. As a result, the energy levels of a
quantum well are discrete in the confinement direc-
tion. If the structure is narrow enough, the system
dynamics is confined to the lowest quantum-well level
such that the carriers are quasi-two-dimensional due
to the free in-plane motion. The optical response of
such a system to a weak classical probe beam has
been successfully analyzed with the so-called semi-
conductor Bloch equations. For the quantum-well

system alone, the absorption spectrum may have a
sharp resonance; this is often referred to as an
excitonic resonance since it is located below
the fundamental bandgap energy at a position
corresponding to the exciton binding energy.
Obviously, the light–matter coupling becomes large
when the exciton and cavity resonances coincide.
However, since these resonances are coupled, the
optical response is altered; we observe a splitting into
two absorption peaks instead of the original degen-
erate resonances. This phenomenon is commonly
referred to as normal-mode coupling; in general, it is
a quite common feature in quantum mechanics that
degenerate states split due to an additional inter-
action. Figure 3 shows the first experimental obser-
vation of normal-mode coupling in semiconductors.

Since a semiconductor is a strongly interacting
many-body system, several effects alter the specific
character of an excitonic resonance when electrons
and holes are excited. The attractive interaction
between electrons and holes becomes weaker for
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Figure 3 Probe reflectivity of a seven-quantum-well microcavity

structure. The various curves correspond to the energy difference

between exciton and cavity resonances. When these resonances

become degenerate, the reflectivity shows two resonances

corresponding to the normal-mode splitting. From Weisbuch C,

Nishioka M, Ishikawa A and Arakawa Y (1992) Observation of

the coupled exciton-photon mode splitting in a semiconductor

quantum microcavity. Physical Review Letters 69: 3314.
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increased carrier density since the surrounding
charges screen the bare Coulomb interaction.
A particular exciton may also experience scattering
from nearby electrons, holes, or other excitons via the
Coulomb interaction. Furthermore, electrons and
holes are Fermions, which requires that any given
carrier state can only be occupied once. This poses
fundamental limits on how many carriers can coexist
in a specific volume; above a certain limit, additional
occupation is prevented, and so-called Pauli blocking
is observed. Since an exciton consists fundamentally
of Fermionic constituents, eventually Pauli blocking
effects become important even for excitons. Due to a
combination of these many-body effects, the excitonic
resonance is weakened by an increasing carrier
density. Figure 4 shows a comparison between theory
and experiment of the excitonic absorption spectrum
for different carrier densities. For elevated densities,
the exciton resonance is broadened and its height
reduced. When the same investigations are repeated in
a microcavity, we observe that the normal-mode peaks

decrease in height but their separation is roughly
unchanged for moderate densities. In general, the
normal-mode spitting is proportional to the oscillator
strength of the excitonic absorption, i.e., the area
under the resonance. Thus, the observed constant
splitting suggests an unchanged oscillator strength for
moderate densities. The invariant oscillator strength
was unexpected and can only be explained by using a
theory which includes the Coulomb interaction of
carriers microscopically. When the carrier density is
increased even further, the exciton resonance is
completely bleached, and the microcavity trans-
mission has only a single peak, at the cavity
mode energy; this is commonly referred to as the
weak-coupling regime, in contrast to the nonpertur-
bative strong coupling with two transmission
peaks. The strong coupling regime provides several
intriguing phenomena; for example, parametric
amplification of emission has been demonstrated
by applying simultaneously multiple light beams to
the sample.

Figure 4 Left column: (a) microscopically computed bare quantum-well absorption spectrum, i.e., the imaginary part of the

susceptibility, as a function of carrier density. (b) Calculated transmission of the quantum-well microcavity for corresponding densities.

The right column shows experimentally determined (a) absorption and (b) microcavity transmission for the same conditions as in the

calculations. From Jahnke F, Kira M, Koch SW, et al. (1996) Excitonic nonlinearities of semiconductor microcavities in the

nonperturbative regime. Physical Review Letters 77: 5257. Copyright (2004) by the American Physical Society.
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The ultimate cavity QED limit of normal-mode
coupling follows when the light–matter interaction is
so strong that even a single photon leads to splitting
(genuine strong coupling). We briefly outline some
aspects of the quantum statistical limit known from
atomic physics. This situation can be analyzed with
the so-called Jaynes–Cummings model where only
two states of the atom are included together with a
single light mode. In this case, the interaction between
a single photon and an atom leads to a normal-mode
splitting g0. If two photons interact with one atom,
the splitting increases to 21=2g0; more generally
coupling between n photons and an atom leads to a
splitting of n1=2g0. In the QED limit, the matter
response is very nonlinear because one can detect the
quantized nature of light directly from the energy
splitting. This limit has already been reached in
atomic cavity QED, whereas this regime is hard to
approach with semiconductors because they behave
more like multi-atom systems. If one has N atoms in a
cavity, the first photon excites one atom, but there are
N different ways of doing this, so the splitting is
N1=2g0. If a second photon arrives, it interacts with
the remaining unexcited atoms rather than the
excited one, so that the splitting remains N1=2g0 as
long as the number of photons is much smaller than
N. Thus, in an N-atom system, or equivalently in
semiconductors, the quantized light effects are much
harder to observe than for a single atom. Currently,
the normal-mode splitting in a semiconductor micro-
cavity is explainable by the classical features of light,
so that only the quantized nature of the matter is
observed. In order to approach the ultimate cavity
QED limit, one obviously has to reduce N and
increase the light–matter coupling. In the future,
this objective might be possible in quantum-dot/
nanocavity systems where the semiconductor is
confined in all spatial directions.

When an excited semiconductor is not under any
influence of external classical light fields, it can still
emit light via spontaneous emission resulting from
the recombination of electron–hole pairs. The
resulting light emission is called photoluminescence.
Since the emission process takes place in a strongly
interacting many-body system, one has to system-
atically include the Coulomb interaction and Fermio-
nic features. The emission properties can be
consistently described by the so-called semiconductor
luminescence equations. When the microcavity
photoluminescence spectrum is investigated, one
observes a similar normal-mode splitting as for the
transmission studies. However, this normal-mode
coupling is not in the ultimate cavity QED limit
even though the quantum fluctuations of the light
field trigger the spontaneous emission. Nevertheless,

the luminescence shows an interesting new transition
as a function of the excitation level. Figure 5 contains
a comparison between theory and experiment of
normal-mode peak heights and positions as a func-
tion of carrier density. For low densities, the high-
energy peak is lower in height but it overtakes the
low-energy peak for moderate carrier densities that
are still below lasing threshold. This threshold-like
overtaking was attributed to Boser action, involving
exciton formation, final-state stimulation, and Bose
condensation. The inset shows an estimate of just
how Bosonic the excitons are, i.e., how much they
actually behave as independent atoms; the value unity
corresponds to the fully Bosonic situation. The
nonlinear luminescence transition takes place at a
density regime where the underlying Fermionic
electron and hole contributions become important
(commutator is roughly 0.5). A more detailed
analysis with the semiconductor luminescence
equations shows that Fermionic carrier nonlinearities
in a detuned cavity are responsible for the experi-
mental observations. This example of a misinter-
pretation based on a Bosonic analysis stresses how
important it is to include the Coulomb interaction
and Fermion character of carriers when analyzing the
properties of semiconductors.

Superposition Principle: Observation
of Quantum Optical Correlations

The above normal-mode-coupling investigations have
shown interesting nonlinear effects, but they also
revealed that the ultimate QED limit – demonstrating

Figure 5 Measured microcavity luminescence intensities

(a) and peak energies (c) versus excitation intensity for the high-

energy peak (solid line) and the low-energy peak (dashed line).

The results of the microscopic theory are shown in (b) and (d).

From Kira M, Jahnke F, Koch SW, et al. (1997) Quantum theory of

nonlinear semiconductor microcavity luminescence explaining

“boser” experiments. Physical Review Letters 79: 5170. Copyright

(2004) by the American Physical Society.
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discrete states of light directly – has not yet been
reached. Alternatively, a QED investigation may
concentrate on other fundamental features of quan-
tum mechanics. One possibility is to study the
implications of the superposition principle which
states that the joint properties of a light–matter
system can always be expressed as a superposition
that combines light and matter wavefunctions. The
most dramatic consequence can be observed in so-
called entangled wavefunctions which cannot be
factorized into light and matter parts. In a factorized
wavefunction, the light and matter parts are inde-
pendent whereas entangled wavefunctions con-
ditionally connect light and matter wavefunctions.
To elaborate the subtle details of entanglement, we
first analyze a simple example. Assume that light
can be in two different polarization states, lsþl or
ls2l, and the matter part is either excited lupl or de-
excited ldownl. A wavefunction, [lupl þ ldownl]
[lsþlþ ls2l], is clearly a superposition of the
fundamental states, and at the same time the light
and matter parts are completely factorized. However,
the wavefunction [lupl lsþl þ ldownl ls2l] is
entangled, since the light and matter parts cannot
be separated. In the entangled state, measurement on
the light state will conditionally determine a definite
state of the matter, whereas the factorized state has no
such conditionality. The entanglement has far-reach-
ing consequences which cannot be understood with a
classical analysis. For example, the principles of
teleportation and quantum computing follow directly
from the controlled manipulation of different parts of
the entangled wavefunction. For atomic systems,
wavefunction entanglement has been demonstrated
and utilized in several experiments. For semiconduc-
tors, the direct manipulation and detection of the
wavefunction seems difficult due to the overwhelming
complexity of the many-body wavefunctions. Once
again, the entanglement and the wavefunction are
simplest for low-dimensional structures; direct entan-
glement effects have been demonstrated recently in a
single quantum dot and between a pair of dots. Also
for more complicated semiconductor systems, such as
a quantum well in a microcavity, the entanglement
can be observed as correlations between light and
matter. In this case, the existence of QED correlations
basically means that light and matter properties
depend conditionally on each other. In general,
the direct entanglement and QED correlation
investigations have a large development potential
for semiconductors.

When a semiconductor is excited with an external
light pulse, entanglement-related correlations couple
the classical and luminescence emission dynamics.
The resulting dynamic interplay between the

semiconductor Bloch and luminescence equations is
mainly mediated by the correlation between photons
and electron–hole densities. In the following, we
analyze a microcavity configuration where a strong
pump pulse generates large QED correlations. The
effect of the correlations is then measured by the
response of a weak probe beam. Figure 6 shows a
comparison of theory and experiment of probe
reflection in a configuration where the pump and
probe do not have any spectral overlap. The
measured probe reflection displays long-living oscil-
lations as a function of time delay, i.e., phase
difference, between the pump and the probe.
Only by including the QED correlation in the theory
can the oscillatory probe reflection be explained.
When the QED contributions are omitted from the
theory, the phase difference does not have any effect
on the probe reflection. Thus, this experiment–theory
example represents a direct observation of the cavity
QED effects in semiconductors. Figure 6 also shows
more pronounced oscillations when two phase-
locked pump pulses provide the excitation; again
the full QED theory explains the enhanced oscillation
features.

The QED features can also alter the normal-mode
coupling characteristic of a weak probe beam.
Figure 7 shows a comparison of theory and experi-
ment for a situation where the pump spectrum is

Figure 6 (a) Measured differential reflectivity and (b) computed

reflection probability of the probe pulse as function of probe delay

with respect to the excitation pulse. For two-pulse excitations,

^1308 relative phase shifts are used. The dotted line is computed

without the QED correlations. From Lee Y-S, Norris TB, Kira M,

et al. (1999) Quantum correlations and intraband coherences in

semiconductor cavity QED. Physical Review Letters 83: 5338.

Copyright (2004) by the American Physical Society.
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located between the two normal-mode coupling
resonances. Both the theory and experiment show a
new third resonance which follows the energetic
position of the pump. The third peak is a direct
consequence of the QED correlations. Since the third
peak is generated from the QED field–carrier
correlations generated by the pump pulse, its magni-
tude follows the intensity of the pump. As the probe
intensity is decreased the relative effect of the QED
correlations is increased so that the third peak grows
in the probe transmission.

In these QED investigations, the cavity plays an
important role since the mirror feedback leads to a
significant amplification of the QED effects through
the enhanced light–matter coupling. From a practical
point of view, normal-mode coupling also provides
well-separated spectral features which can be used as
classical-emission reference points.

Heisenberg Uncertainty Principle:
Squeezing of Light Emission

Quantized light effects can also be investigated by
measuring the light fluctuations of the field directly.

To maximize the quantum effects, we analyze the field
fluctuations in the emission directions where the
classical field vanishes. This situation can be realized
in planar quantum-well structures which are nearly
free of disorder. In such systems, a light pulse
propagating perpendicular to the structure leads to
transmission and reflection of classical light only
along the excitation axis. If the detection is performed
at an angle, the so-called secondary emission is purely
quantum mechanical. However, the classical and
quantum emissions are coupled in the same way as
for the QED correlation study. The resulting fluctu-
ations of secondary emission obey the Heisenberg
uncertainty principle; in the following, the special
quantum features of these fluctuations are
investigated.

In the full analysis, we determine the variance DX
and DY of the emission as shown in Figure 8
(see also Figure 1). The Heisenberg uncertainty
principle requires that the quadrature fluctuations
obey DXDY $ 1. For a specific quadrature, the
minimum uncertainty limit is usually defined to be
DX ¼ 1 or DY ¼ 1. If DX and DY are different, the
observed light field is squeezed; and if the variance in
one quadrature is less than one, the field is squeezed
below the minimum uncertainty limit. In both cases,
the field has a strong quantum nature; in particular,
squeezing below unity suggests that measurements
can be more accurate than the standard quantum
limit for that quadrature.

To illustrate the behavior of the quantum fluctu-
ations, we excite the quantum well resonantly with a
relatively strong pulse. The emission is detected at an
angle of 458 away from the excitation axis. Since the
excitation pulse is relatively strong, the carrier density
starts to oscillate during the pulse because Fermionic
carriers can be excited only once; thus, further
excitation actually leads to de-excitation. In other
words, when these states become almost fully excited,
the pulse can no longer excite the system, and we
observe periodic de-excitation and excitation analo-
gous to the Rabi-flopping of a strongly excited two-
level system. Figure 8 shows the exciting pulse and
corresponding quadrature fluctuations during the
excitation process. As long as the pulse is present,
the squeezing is at the 4% level and oscillates with the
Rabi-flopping frequency. The quadrature fluctuations
clearly show squeezing below the minimum
uncertainty limit. Hence, the field has obvious
quantum properties.

Similar squeezing and quantum characteristics
statistics have been predicted and observed in the
photon statistics of resonance fluorescence from two-
level atoms subjected to an intense coherent light
beam. The quantum properties of the scattered light

Figure 7 Dependence of probe transmission on probe intensity

(nJ cm22) at a constant pump intensity of 330 nJ cm22 for the

microcavity. (a) Experiment, and (b) theory. The shaded regions

indicate the pump spectrum. From Ell C, Brick P, Hübner M, et al.

(2000) Quantum correlations in the nonperturbative regime of

semiconductor microcavities. Physical Review Letters 85: 5392.

Copyright (2004) by the American Physical Society.
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in both quantum-well and atomic emission are
enhanced when the driving field forces the system to
oscillate between the excited and de-excited state.
Just as described above, when the system becomes de-
excited, it can no longer emit an additional photon;
this inhibition manifests itself as sub-Poissonian
photon statistics and squeezing in the mode quad-
ratures. When the excitation pulse re-excites the
system, such restrictions are no longer imposed.
Thus, the field properties show quantum features
oscillating with the Rabi-flopping frequency. Squeez-
ing effects can also be observed with excitation by an
electric current; for example, amplitude squeezing of
diode laser emission has been demonstrated by
controlling the electron statistics of the current flow.

The squeezing investigations demonstrate that
some QED effects are expected to be seen without a
cavity. Figure 9 shows the quadrature fluctuations
when the cavity is added to the squeezing analysis. We
observe qualitatively similar squeezing, but now the
level of squeezing is enhanced up to 30% compared
to the minimum uncertainty. This is once again a
demonstration how QED effects can be amplified by
using an increased light–matter coupling provided by
the cavity.

Summary

This article overviews some of the most intriguing
features of cavity quantum electrodynamics in
semiconductors. Even though the related research
has started only recently, several important quantum
phenomena have already been predicted and
measured: (a) the discrete quantum mechanical states
of light and/or matter can be measured with strong
coupling; (b) the consequences of the superposition
principle have been detected as light–matter entan-
glement; and (c) the Heisenberg uncertainty principle
has been tested via the squeezing of light. In all cases,
the cavity enhances light–matter coupling leading
to more pronounced quantum effects. Compared
to atomic systems, the semiconductor has strong
Coulomb correlation effects due to the relatively high
density, which makes the analysis challenging.
However, the semiconductor can also provide new
mechanisms like the photon/carrier-density corre-
lations which trigger new unexpected quantum
phenomena.

The field of semiconductor quantum optics is very
active and is developing rapidly. It benefits both
from advances in computer capabilities and in
semiconductor crystal growth. The increasing com-
puter capacity allows more profound, accurate, and
realistic modeling of semiconductor structures. At the
same time, advances in crystal growth technology
provide us with improved samples which are almost
disorderless. In particular, the growth of quantum

Figure 8 (a) Time-resolved maximum (solid line) and minimum

(dashed line) deviations of the mode quadratures from the

vacuum value of unity. (b) Corresponding time-resolved carrier

density (solid line) and excitation pulse (dashed line). From Kira

M, Jahnke F and Koch SW (1999) Quantum theory of secondary

emission in optically excited semiconductor quantum wells.

Physical Review Letters 82: 3544. Copyright (2004) by the

American Physical Society.

Figure 9 Squeezed light from a quantum well inside a

microcavity: (a) the time evolution of maximum and minimum of

the quadrature fluctuations; (b) the corresponding density and

light field intensity at the quantum well.
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wells with narrower exciton linewidths and quantum
dots with larger dipole moments and reduced
dephasing rates may be achieved, which is certain to
make quantum features increasingly apparent and
unavoidable.

All these research efforts eventually focus on
producing devices utilizing quantum mechanical
principles. One of the main objectives endeavors to
develop quantum logic components for building
blocks of quantum computers. Similar expanding
possibilities can be expected, e.g., for accuracy of
detection, device efficiency, and component design
in general. Considering all of this, we are
almost guaranteed to see new astonishing advance-
ments; in this bright future, semiconductor cavity
QED research will most likely be a pre-eminent
element.

See also

Quantum Electrodynamics: Cavity QED.
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In 1923 Louis de Broglie suggested that particles of
matter propagate as waves with a wavelength

ldB ¼ h=p ½1�

where h is Planck’s constant and p is the particle’s
momentum. This breakthrough idea motivated

Schrödinger’s equation, which is the equation of
motion of quantum mechanics.

Schrödinger’s equation is a wave propagation
equation, and therefore implies the existence of a
whole new type of optics – matter wave optics – in
which electron waves, neutron waves, atom waves,
and entire molecule waves can be manipulated
coherently. Such optics enable new measurement
technologies and devices that depend on matter
wave interference.

Guided by a knowledge of light waves, one can
understand that the de Broglie wavelength of a
particle sets the scale for focusing, diffraction, and
interference. However, there are differences between
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matter and light. For example, the vacuum is
tremendously dispersive for matter waves. In other
words, the group velocity for a particle depends on its
de Broglie wavelength, while for light waves the
group velocity is independent of wavelength.

To illuminate the mathematical connection with
light optics, we note the wave equation for light is

72 ~E ¼ m1
›2 ~E

›t2
½2�

where ~E ¼ ~Eð~x; tÞ is the optical electric field, and the
parameters m and 1 may vary throughout space,
describing an index of refraction. The wave equation
for matter waves is Schrödinger’s equation: 

2
"272

2m
þ V

!
c ¼ i"

›

›t
c ½3�

where c ¼ cð~x; tÞ is the probability amplitude, or
wavefunction, for a particle of mass m: Here, the
potential energy V can vary throughout space, and
thus control the phase and amplitude of propagating
atoms. Just as density for photons is proportional to
~Eð~xÞ2, the probability density for particles is given
by lc ð~xÞl2:

In a vacuum V ¼ 0 and ðm010Þ
21=2 ¼ c, and if we

assume that both c and E have a time dependence
described by e2ikv, the wave equations become"

72 þ
v2

c2

#
~E ¼ 0 ½4�

and �
72 þ

2mv

"

�
c ¼ 0 ½5�

which look similar, but have a critical difference
stemming from the single time derivative in
Schrödinger’s equation. To see how this makes the
vacuum dispersive for matter waves, but not for light,
consider a propagating plane wave of either c or ~E
described by eiðkx2vtÞ (for either kind of wave,
k ; 2pðlÞ21). Using the wave equation for light
waves, the dispersion relation is

v ¼ ck ½6�

where c is the phase (and group) velocity of light,
which is independent of k: The same plane wave
substituted into Schrödinger’s equation for matter
waves yields the dispersion relation

v ¼
"k2

2m
½7�

This is quadratic for matter waves, which means the
group velocity vg ¼ dv=dk is twice the phase velocity
vp ¼ v=k; and both still depend on k:

From an engineering perspective, matter wave
optics consists of lenses, mirrors, beam-splitters,
and other components of an optics toolkit. The fact
that electrons and neutrons can be transmitted
through solid material, and that electrons can be
reflected or refracted by static electromagnetic fields,
has enabled optical elements to be created for these
kinds of matter waves. For atoms, however, finding
suitable materials for lenses or mirrors is a daunting
task, since with rare exceptions (e.g., cold H on liquid
He) atoms thermalize on surfaces rather than
elastically bouncing off or passing through them.
This was the major obstacle which delayed the
blossoming of atom optics until the mid-1980s.

This obstacle has now been circumvented, but only
with difficulty. Electromagnetic fields (whose spatial
configurations are severely constrained by Maxwell’s
equations) can change the potential energy of neutral
atoms, but since an atom’s net charge is zero, provide
only a weak and highly dispersive index of refraction
based on the atom’s polarizability or magnetic
moment. However, these effects are tremendously
enhanced if the electromagnetic fields oscillate near a
transition frequency of the atom. Hence, propagating
waves and standing waves of single-frequency laser
light have become standard tools in atom optics.
Standing light waves are often referred to as a light
crystal, because the periodic potential can diffract
atom beams.

An alternative source of atom optical components
is based on nanofabrication. Thin sheets of material
with patterned holes serve as absorptive atom optics
by transmitting atom waves only through the
nanometer scale openings. A variety of techniques
have been used to make physical diffraction gratings,
zone plates, and holograms for atom waves. Methods
such as electron beam lithography and ultraviolet
photolithography both rely on sophistocated etching
procedures to make the final free-standing structures.
Thus, in either approach – near-resonant light, or
miniature physical structures – current technologies
such as the tunable laser or nanofabrication tech-
niques have been required for the development of
useful atom optics.

While coherent manipulation of atom waves is often
the goal, incoherent manipulations are possible also,
e.g., if photons are spontaneously scattered. Dissipa-
tive processes offer an additional class of possibilities
such as increasing the brightness of an atom source,
and are therefore an important part of atom optics.
This article excludes atom slowing and trapping, and
focuses instead on atom diffraction – a coherent

QUANTUM OPTICS / Atom Optics 233



process which can be used to make beam splitters for
atom interferometers.

Nanofabricated Atom Optics

Because atoms stick to surfaces, mechanical struc-
tures are absorptive atom optics. Yet the de Broglie
waves transmitted through slots of a mask are nearly
unaffected, provided the mask is thin enough. This is
because the van der Waals potential energy of
interaction with nearby surfaces falls off rapidly for
neutral atoms.

Consider, for example, an atom wave packet
being diffracted by a mechanical grating made with
physical bars and slots as shown in Figure 1. Initially,
let the atom wave packet have a slowly varying
spatial envelope, f ¼ f ðx; y; zÞ, and momentum
only in the x̂-direction, ~p ¼ "~k0 ¼ hðldBÞ

21x̂; so
the wavefunction can be written as

c ¼ feiðk0x2wtÞ ½8�

Immediately after the grating, only the portions of
the wavefunction passing through slots remain
nonzero, as depicted in Figure 2. Here, the wavefunc-
tion is now periodic both due to the grating lattice
vector kgŷ and the initial wavevector k0x̂: According
to the Schrödinger equation, a periodicity in any
direction implies a momentum in that direction.
Thus, variation of c in the ŷ variation gives rise to a
new momentum distribution.

The square wave modulating the envelope of the
wave packet can be described by a Fourier sum times
the incident wavefunction

c ¼ feiðk0x2vtÞ
X1

n¼21

an cosðnkgyÞ ½9�

where kg ¼ 2p ðdgÞ
21 is the grating lattice vector. The

only other physical parameter of the grating is the
open fraction, g; and this determines the Fourier
amplitudes an

an ¼
sinðnpgÞ

np
½10�

From the principle of superposition (which is
applicable here because the Schrödinger equation is
linear) the wavefunction can be written as a sum of
traveling waves with wavevectors ~kn:

c ¼ f
X1

n¼21

aneði
~kn·~r2wtÞ ½11�

~kn ¼
k0x̂ þ nkgŷ

N
½12�

where, just as in standard optics, the factor N serves
to keep l~knl on a spherical shell, i.e., the grating does
not add energy to the atom.

Inserting this expression for the wavefunction into
Schrödinger’s equation we get the dispersion relation

Figure 1 Scanning electron microscope image of a silicon nitride diffraction grating for atom waves. The bars (light) absorb, and

the slots (dark) transmit atom waves. The grating period is 100 nm, the open fraction is 0.67, and the free-standing bars are supported

every 5 mm with a thicker strip of silicon nitride material. The grating was fabricated by Tim Savas and Henry I Smith at MIT

NanoStructures laboratory.

234 QUANTUM OPTICS / Atom Optics



for matter waves and a different group velocity, vn;

for each kn

"v ¼
"2k2

n

2m
½13�

vn ¼
dv

dkn

¼
"kn

m
¼ pn

�
m ½14�

Thus, diffraction through a grating puts an atom
into a coherent superposition of different momenta,
each separated by ,"kgŷ: Some time later, the atom
will be in a coherent superposition of multiple
locations, and the far-field probability density will
be peaked at integer multiples of the diffraction angle

QD ¼
kg

k0

¼
ldB

dgrating

½15�

where dgrating is the lattice spacing of the grating and
the small-angle approximation for sin(u) has been
used. Exactly as in light optics, these diffraction
gratings are good momentum spectrometers,
i.e., the diffraction angle is a measure of longitudinal
momentum. (Contrary to light optics, group
velocity can also be used to measure matter wave
momentum.) Coherence between the diffraction
orders remains until a perturbation occurs which
would (even in principle) be sufficient to determine
which path the atom took. This assertion has
been tested with atoms in an interferometer
(discussed below).

Atom flux in the nth diffraction order is given by

In ¼

	
sinðnpgÞ

np


2

½16�

To resolve the diffracted orders the initial transverse
momentum distribution of the atoms must be smaller

than kg; and the time until the far-field observation
must be sufficiently large given the beam width. At
intermediate times, the atom waves are in the Fresnel
diffraction region where the Talbot effect can be
observed. This effect causes the atom waves to form a
replica of the grating in free space at integer multiples
of the Talbot length, ZT ¼ 2d 2

grating l
21
dB .

Figure 3 shows the far-field diffraction pattern from
a beam of sodium (23Na) atoms using a material
grating with a period of 100 nm. The atom beam
velocity peaked at 1500 ms21 corresponds to a
de Broglie wavelength of 0:11 �A; thus, QD < 1024

rad: (The beam of 3000 ms21 atoms diffracts at half
this angle.) The spread in longitudinal velocity of
sv=v < 6% can be deduced from the data because
it slightly increases the width for higher order
diffraction peaks. The open fraction of the grating,
g < 60%; can also be determined from the diffraction
data, because it determines the relative intensity
of the orders. Effects of the atoms’ finite size
and interaction with the grating bars make small
corrections to this simple theory.

Figure 3 Diffraction data from a beam of sodium formed by

passing atoms through two collimating slits followed by a

nanofabricated diffraction grating. The momentum of the atoms

determines their de Broglie wavelength, and thus their diffraction

angle sin(QD) ¼ ldB /dgrating. These data were obtained at MIT by

the authors.

Figure 2 Schematic diagram of an atom wavepacket passing

through an absorbing grating, as seen from above. The atom

wavepacket is depicted before and after passing through the

grating from left to right.
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Nanofabricated atom optics differ from those
based on light forces in a number of ways: they are
amplitude structures (with corresponding loss of
transmission intensity), they are species-independent,
their scale size can be several times smaller than
attainable with light, and they can be arbitrarily
patterned since they are fabricated by electron beam
lithography. Insensitivity to species is demonstrated
in Figure 4, where a beam of Na2 molecules and Na
atoms is diffracted and separated by a nanofabricated
diffraction grating. The flexibility of electron beam
lithography has allowed fabrication not only of
diffraction gratings, but also of spherical and
cylindrical zone plates, as well as a combination of
lens and a hologram that generates a focused atom
image. One stunning application laid to rest a
long-standing argument concerning whether a

stable bound state of the 4He2 dimer exists. For this
a diffraction grating was used to separate and
resolve 4He2 and more massive clusters (Figure 5).
Subsequently a nano-sieve was used to estimate the
size of the 4He2 dimers to be 62 ^ 10 �A:

Standing Waves of Light

In contrast to nanofabricated structures, standing
waves of near-resonant light are phase gratings for
atoms. The optical electric field dynamically polarizes
the atoms and causes a shift to the ground state
energy (the ac-Stark shift). For optical electric fields
oscillating above (below) the atomic resonance
frequency, the ac-Stark shift increases (decreases)
potential energy for atoms and in either case perturbs
the de Broglie wave phase.

In many respects, the interaction of an atom with a
standing light wave is richer than the more familiar
topic of light–atom interactions in a traveling light
wave. Part of this richness reflects two ways in which
a standing wave can be considered, either as two
counter-propagating traveling waves or as a single,
stationary standing wave. The standing wave–atom
interaction is capable of transferring momentum in
well-determined quantities, coherently splitting
atomic wave packets, and generating forces much
larger than possible with spontaneously scattered
light. Not surprisingly, this interaction has many
distinct facets that only appear in different regimes of
the interaction parameters (intensity, detuning, and
pulse duration) and atomic parameters (mass, initial
momentum with respect to the standing wave, and
excited state natural lifetime).

We begin with the Bragg scattering of atoms from a
standing wave light grating. Although it can be
difficult to realize the physical conditions that assure
its occurrence, pure Bragg scattering is simpler than
intermediate cases involving spontaneous decay
(from light too close to resonance) or Kapitza–
Dirac diffraction (from shorter interaction times).

Consider a standing wave light grating formed by
two counter-propagating plane waves (traveling
parallel to the z-axis) of equal amplitude, E0;

wavevector, k; frequency, v; polarization vector, ê;
and temporal envelope function, f ðtÞ:

~Eðz; tÞ ¼ E0f ðtÞ sinðkz 2 vtÞê

þ E0f ðtÞ sinðkz þ vtÞê ½17�

¼ 2E0f ðtÞ sinðkzÞ cosðvtÞê ½18�

We would like to work with momentum states as our
atomic basis, thus it is easiest to consider the

Figure 4 Diffraction data using a mixed beam of sodium atoms

(Na) and sodium dimer molecules (Na2). From this source

molecules have the same speed as atoms, thus twice the

momentum. Thus, molecule waves are diffracted at half the

diffraction angle compared to atom waves. These data were

obtained at MIT by the authors.

Figure 5 Diffraction of helium atoms and helium molecules

through a nanofabricated grating. These data, reproduced with

permission from Wieland Schoellkopf, were obtained at the

Max-Planck-Institute in Göttingen.
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description of the electric field driving the transitions
in terms of two counter-propagating traveling
waves of definite momentum (eqn [17]), as opposed
to the single standing wave they jointly form
(eqn [18]).

Momentum is transferred by paired stimulated
absorption and emission processes, resulting in a
transfer of photons between the traveling waves. An
Nth

B order diffraction process transfers NB photons
from one traveling wave to the counter-propagating
traveling wave and changes the atomic momentum by
2NB"kẑ: Furthermore, atomic population is trans-
ferred only between lg;2NB"kl and lg;þNB"kl;
where lgðeÞ;^N"kl denotes a two-level atom in its
ground (excited) state with momentum ^N"k
parallel to the standing wave axis. The excited
state remains nominally unpopulated so long as
the temporal envelope function, f ðtÞ, does not
have strong frequency components near the laser
detuning

d ¼ v2 v0 ½19�

where v0 is the unperturbed frequency of the atomic
transition. Furthermore, for a given initial state�
lg;2NB"kl

�
the uniqueness of the final state�

lg;þNB"kl
�

occurs because of the fundamental
assumption that makes Bragg scattering so simple to
describe; the uncertainty in the photon energy driving
the transitions is small compared to the energy
separation between neighboring momentum states.
A quantitative discussion of the validity of this
assumption will be given later.

We now calculate the probability, PB
1 ðtÞ; of the

first order ðNB ¼ 1Þ Bragg process. Scattering
transfers an atom from lg;2"kl to lg;þ"kl when
the atoms interact with a constant light intensity
for a time t (i.e., in eqns [17] and [18] f ðtÞ is a square
wave of unit amplitude and duration t). The
geometry for Bragg diffraction from a standing
wave of light is shown in Figure 6, and the energy/
momentum states involved in the transition are
depicted in Figure 7.

Considering the electronic degree of freedom, we
rewrite the Schrödinger equation as

�
H0 þHint

�
lcl ¼ i"

›

›t
lcl ½20�

where the total Hamiltonian H ¼ H0 þHint

is a matrix. The wavefunction is a vector of
coefficients ci in the basis {lg;2"kl; le;0l; lg;þ"kl};
with normalized population amplitudes for each

component:

lcl ¼

0
BBB@

c21ðtÞ

c0ðtÞ

cþ1ðtÞ

1
CCCA ½21�

In the electric dipole approximation, the inter-
action Hamiltonian is HintðtÞ ¼ 2 ~m · ~EðtÞ; where
m ¼ kelq~rlgl · ê is the electric dipole matrix element
connecting the ground

�
lgl
�

and excited
�
lel
�

states

Figure 6 Two counter-propagating running waves of light

superimpose to form a standing wave of light. This ‘light crystal’

acts as a diffraction grating for atoms, shown here in the

configuration for Bragg diffraction.

Figure 7 Energy vs. momentum diagram describing atomic

states involved in Bragg diffraction. The total energy is due to

the electronic state (lgl; lel) plus the kinetic energy associated

with the recoil from photon emission (or absorption). In Bragg

diffraction, atoms make a coherent transition from lg;2"k l$
lg;þ"kl: Reprinted from Gupta S, et al. (2001) Coherent

manipulation of atoms with standing light waves. Comptes Rendus

de L’Academie des Sciences – Series IV – Physics-Astrophysics

2:479–495, copyright (2001) with permission from Elsevier.
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of the atom. ê is the polarization vector of the light
and q is the charge of the electron. By momentum
conservation, only the plane wave traveling in the
^ẑ direction couples the le;0l$ lg;7"kl tran-
sitions. By using this argument, we are effectively
viewing the electric field as a quantum mechanical
operator. Expanding the sinusoidal variation of the
electric field in terms of complex exponentials and
treating the spatially dependent complex exponen-
tial terms as quantum mechanical momentum
translation operators yields the interaction
Hamiltonian:

Hint ¼
"vR

2

0
BBB@

0 ieivt 0

2ie2ivt 0 ie2ivt

0 2ieivt 0

1
CCCA ½22�

For example, e^ikẑlg; n"kl ¼ le; ðn ^ 1Þ"kl describes
absorption, and for stimulated emission,
e7ikẑle;n"kl ¼ lg; ðn ^ 1Þ"kl: This procedure inclu-
des the rotating wave approximation. In addition,
we have neglected any frequency components
associated with the sudden switch on of the fields
and the finite duration of the light–atom inter-
action. In formulating Hint; the strength of the
light–atom interaction is parameterized by the
single-photon Rabi frequency:

vR ¼
mE0

"
½23�

Without loss of generality, we will take m and hence
vR to be positive, real-valued quantities.

The total Hamiltonian follows simply by including
the electronic and kinetic energy terms:

H0 ¼ "

0
BBB@
vrec 0 0

0 v0 0

0 0 vrec

1
CCCA ½24�

where the single-photon recoil energy, Erec; of an
atom of mass m is given by

Erec ¼ "vrec ¼
"2k2

2m
½25�

Making the ansatz for the solution wavefunction as

lcl ¼

0
BBB@

c21ðtÞe
2ivrect

c0ðtÞe
2iv0t

cþ1ðtÞe
2ivrect

1
CCCA ½26�

and substituting into the Schrödinger equation yields
three coupled first-order differential equations:

_c^1ðtÞ ¼ 7
vR

2
eiDtc0ðtÞ; ½27�

_c0ðtÞ ¼
vR

2
e2iDt�cþ1ðtÞ2 c21ðtÞ

�
; ½28�

where D ¼ dþ vrec ¼ ðv2 v0Þ þ vrec: Differentiat-
ing eqn [27] and substituting eqn [28] into the result
yields two coupled second-order differential
equations:

€c^1ðtÞ2 iD_c^1ðtÞ þ
v2

R

4

�
c^1ðtÞ2 c71ðtÞ

�
¼ 0 ½29�

With the initial conditions:

c21ð0Þ ¼ 1 ½30�

c0ð0Þ ¼ 0 ) _c^1ð0Þ ¼ 0 ½31�

cþ1ð0Þ ¼ 0 ½32�

and the assumption D2 q v2
R; the solutions to

eqn [29] are

c21ðtÞ ¼ e2i
v
ð2Þ
R

2 t cos

 
v
ð2Þ
R

2
t

!
½33�

cþ1ðtÞ ¼ ie2i
v
ð2Þ
R

2 t sin

 
v
ð2Þ
R

2
t

!
½34�

where the two-photon Rabi frequency is

v
ð2Þ
R ¼

v2
R

2D
!

v2
R

2d
; ldlq vrec ½35�

with both transitions driven at equal single-photon
Rabi frequencies, vR:

Substituting the solution of eqn [33] or [34] into
eqn [27] yields an expression for the excited state
amplitude:

c0ðtÞ ¼ 2i
vR

2D
e2iDte2ivð2Þ

R
t ½36�

This will be important in calculating the rate of
spontaneous emission events later.

The solutions for c21ðtÞ and cþ1ðtÞ oscillate with the
interaction duration, t; yielding the result for the
lg;2"kl! lg;þ"kl transition probability:

PB
1 ðtÞ ¼ lcþ1ðtÞl

2
¼ sin2

 
v
ð2Þ
R

2
t

!
½37�

Thus, the system oscillates between the two momen-
tum states lg;2"kl and lg;þ"kl in a manner analogous
to the Rabi oscillation of atomic population between
two resonantly coupled states. This solution with
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oscillatory probabilities for the two Bragg coupled
states is known as the Pendellösung and has been
observed for atoms, neutrons, and X-rays (Figure 8).
The nice feature here is that the strength of the
grating can be actually controlled by the intensity of
the light.

Viewing Bragg scattering as a two-photon tran-
sition from the initial ground state to the final ground
state with opposite momentum, illuminates the close
connection with a Raman transition between two
internal sub-states of the ground state manifold, each
with its own external momentum state. The formal-
ism describing the Raman transition is basically the
same as that presented here, except the two tran-
sitions can be driven at different single-photon Rabi
frequencies, vR1 and vR2; so that the generic two-
photon Rabi frequency is given by v

ð2Þ
R ¼ vR1vR2

�
2D;

where D is the detuning from the intermediate state.
An Nth

B order Bragg process (similar to a 2NB-
photon Raman process) is a coherent succession
of NB two-photon transitions from lg;2NB"kl to
lg;þNB"kl with 2NB 2 1 intermediate states of

the form:

le; ð2NB þ 1Þ"kl; lg; ð2NB þ 2Þ"kl…

…lg; ðNB 2 2Þ"kl; le; ðNB 2 1Þ"kl

Such a process is characterized by a 2NB-photon Rabi
frequency given by

v
ð2NBÞ
R ¼

½vR�
2NB

22NB21D1D2· · ·D2NB21

½38�

where Dn is the detuning from the nth intermediate
state. Figure 9 shows what this process would look
like for an Nth

B order Bragg transition where the
intermediate state detunings are given by

Dn ¼

8<
: dþ ð2NBn 2 n2Þvrec : n odd

ð2NBn 2 n2Þvrec : n even

9=
; ½39�

Substituting these detunings into eqn [38] yields
the Nth

B order Bragg transition 2NB-photon Rabi
frequency, vð2NBÞ

R :

v
ð2NBÞ
R ¼

½vR�
2NB

24NB23½ðNB 2 1Þ!�2dNBv
NB21
rec

½40�

where we have assumed ldlq N2
Bvrec:

To ensure that the system truly undergoes
Bragg scattering, and validate the assumption that
only states of equal kinetic energy and opposite

Figure 8 Bragg scattering of an atom beam from an optical

standing wave. First-order Bragg scattering at (a) lower power,

(b) higher power of the laser beams (Pendellösung has set

in, increasing the amplitude of the undeflected peak), (c) second-

order Bragg scattering. Reprinted with permission from Physical

Review Letters 60(6): 515–518. Copyright (1998) by the

American Physical Society.

Figure 9 Energy vs. momentum diagram describing atomic

states involved in higher-order Bragg diffraction. Reprinted from

Gupta S, et al. (2001) Coherent manipulation of atoms with

standing light waves. Comptes Rendus de L’Academie des

Sciences – Series IV – Physics-Astrophysics 2:479–495,

copyright (2001) with permission from Elsevier.
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momentum are coupled, the overall exposure time, t;
of the atoms to the fields must be limited both from
below and above.

The lower bound on t is necessary to resolve the
final momentum state

�
lg;NB"kl

�
from neighboring

momentum states
�
lg; ðNB ^ 2Þ"kl

�
two photon recoil

momenta away. Avoiding population transfer into
these states requires that the energy separation be
resolvable, or

t
�
dE
�
q h ½41�

For first-order Bragg scattering processes ðNB ¼ 1Þ
the nearest lying momentum states that may be
mistakenly populated are lg;^3"kl; for which

dE ¼
p2

n¼3

2m
2

p2
n¼1

2m
¼ 8"vrec ½42�

Therefore

tq
h

8"vrec

¼
p

4vrec

½43�

For sodium atoms ð23NaÞ in 590 nm light, tq 6 ms is
the lower bound required for first-order Bragg
scattering.

For all higher-order ðNB . 1Þ Bragg scattering
processes, the nearest momentum states are
lg;^ðNB 2 2Þ"kl; which limits the interaction time to

tq
p

2ðNB 2 1Þvrec

½44�

which for NB q 1 reduces to

tq
p

2NBvrec

½45�

The upper bound on the interaction duration is
necessary to avoid spontaneous emission. The inter-
action duration must be short enough so that the
expected number, Ns; of spontaneous emission events
per atom during the time t is negligible. Ns is simply
given by the product of the excited state fraction
(eqn [36]) and the probability of spontaneous decay
given that the atom is in the excited state:

Ns ¼ lc0ðtÞl
2
Gt ¼

v2
R

4D2
Gt ½46�

where G is the natural decay rate of the excited state.
Avoiding spontaneous emission ðNs p 1Þ while still
having a significant probability for transitions
ðv

ð2NBÞ
R t . pÞ forces one to work in the

regime where Dq G; which is a practical requirement
to avoid spontaneous emission and maintain
coherence. For sodium atoms on the 590 nm tran-
sition, G ¼ 6:3 £ 107 s21; and a typical choice in
Bragg diffraction experiments is D ¼ 50G; or
D=2p ¼ 500 MHz:

Briefly, to relate Rabi frequency to optical intensity,
the transition rate W on resonance with a Lorentzian
spectral line is given by Fermi’s golden rule:

W ¼
v2

R

G
¼

l2
photon

2p

I

"v
½47�

where the last term can be regarded as the cross
section for absorption multiplied by intensity in units
of photon flux. Hence

v2
R ¼ G

l2
photon

2p

I

"v
½48�

For Na atoms in 12 mWðcmÞ22 resonant light, vR ¼

G ¼ 6:3 £ 107 s21: Both the probability of Bragg
scattering and the spontaneous emission increase
linearly with v2

RtG
21: However, spontaneous emis-

sion decreases as D2 while the Bragg scattering pro-
bability decreases as D: Thus, as shown in Figure 10,
at sufficient detuning and laser power, Bragg scatter-
ing occurs with no spontaneous emission. For
reference, 12 mWðcmÞ22 £ 10 ms corresponds to
v2

RtG
21 ¼ 630 for sodium atoms.

Bragg scattering of atoms from a standing light
wave was first observed at MIT in 1988. A supersonic
atomic beam was diffracted from a standing wave
of near-resonant laser light as depicted in Figure 6.
The angle between the atomic beam (of thermal
wavelength ldB) and the light grating (of periodicity
lL=2) was tuned to the appropriate Bragg angle, uB;

where:

ldB ¼ lL sinðuBÞ ½49�

Population transfer corresponding to both first- and
second-order Bragg scattering was observed
(Figure 7). The experiment required a sub-recoil
transverse momentum spread of the atomic beam in
order to resolve the different momentum states in
the far field and limit the final state to only one

Figure 10 The conditions for which Ns .0.02(0.10) are hashed

in light(dark) gray. v2
R =G is proportional to optical intensity. The line

labeled p-pulse indicates the parameters which cause complete

first-order Bragg diffraction. The line labeled 2p-pulse indicates

conditions where population is completely transferred back to the

initial state (Pendellösung oscillation).
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diffracted order. The Pendellösung was observed as
an oscillation in population transfer as a function
of standing wave intensity, I / v

ð2Þ
R ; for a fixed

interaction time, t:
Atomic beam diffraction from an optical standing

wave is a continuous-wave (CW) experiment in
which the selectivity needed for the Bragg process is
imposed by good angular resolution of the particle
beam and a high degree of parallelism between the
light crystal planes. This ensures that of the various
final Bragg orders allowed by momentum conserva-
tion, only one conserves energy (energy conservation
is exact in a CW experiment). For atoms scattering
from a light crystal, parallelism of the crystal planes
requires highly parallel photon momentum that
implies a minimum width of the standing wave (the
diffraction limit for the collimated photons). The
transit time, t; of the atoms across this width then
exceeds the lower bound given in eqn [44].

The excellent collimation required of the atomic
beam to ensure resolution of the Bragg scattered
atoms reduces the intensity of the source by many
orders of magnitude. A Bose–Einstein Condensate
(BEC) is an attractive alternative source of atoms
because its momentum spread is typically an order of
magnitude below a single-photon recoil momentum.
To Bragg diffract atoms initially in a stationary BEC,
it is easier to move the light crystal than to accelerate
the condensate. This is done by simply frequency
shifting one of the traveling waves so that the
resultant standing wave formed by its interference
with the unshifted traveling wave moves with the
proper velocity ðNB"k=mÞ relative to the stationary
atoms to impart the necessary momentum. The Bragg
scattered atoms will then have momentum 2NB"k in
the laboratory frame. The resonance condition thus
becomes a condition on relative detuning, dNB

;

between the two laser beams forming the diffraction
grating. For Nth

B -order Bragg diffraction, the relative
detuning is given by

dNB
¼

2NB"k2

m
¼ 4NBvrec ½50�

The first demonstration of Bragg scattering in a
BEC was at NIST in 1999. They used Bragg scattering
mainly as a tool to manipulate the momentum of the
BEC, observing up to sixth-order processes. At MIT
the interaction time was lengthened (to <100 times
the lower bound of eqn [44] for first-order Bragg
scattering), creating a new type of spectroscopy called
Bragg Spectroscopy. It is a spectroscopic measure-
ment of the shift of the Bragg scattering frequency
due to the Doppler shift ðk · vÞ from the atoms’
motion together with any mean field interaction.

(These effects can be separated by going to higher-
order Bragg scattering to enhance the Doppler shift.)

Bragg Spectroscopy was used to observe the
momentum distribution of a BEC in a magnetic
trap. The width of the Bragg resonance curve was
primarily due to a 2 kHz Doppler-broadening that
yielded the momentum distribution of the conden-
sate. The spread in the corresponding velocity
distribution was very small (<0.5 mm s21), even
smaller than allowed by the Heisenberg uncertainty
limit for a particle confined in the ground state of a
harmonic trap. This reflects the increase in size of the
condensate due to the mean field repulsion (23Na,
used in the MIT experiment, has a positive scattering
length). The distribution was Heisenberg uncertainty
limited at the observed size of the BEC, establishing
for the first time that the coherence length of the
condensate was equal to its size. In addition, the
narrow Bragg resonance was shifted by the repulsive
interactions within the condensate, resulting in a
spectroscopic measurement of the mean-field energy.

Kapitza–Dirac Scattering

Diffraction of neutral atoms from a standing wave of
near-resonant light with a short interaction time
ðtKD p 1=vrecÞ has come to be called Kapitza–Dirac
scattering, in honor of their pioneering suggestion. In
1933, Kapitza and Dirac predicted that an electron
beam propagating in a standing light wave would
undergo stimulated Compton scattering and be
reflected. This process has a tiny cross-section, equal
to the classical electron radius squared: sCompton ¼

8p
�
3ðe2=mc2Þ2 < 6 £ 10225 cm2; and has only

recently been observed using extremely high laser
intensities. If the electrons are replaced by atoms,
however, the scattering cross-section for resonant
light satom ¼ ð1=2pÞl2

photon < 4 £ 10210 cm2 is 15
orders of magnitude larger. This large cross-
section, together with the ready availability of
tunable lasers, has allowed stimulated scattering,
both in the Kapitza–Dirac and Bragg regimes,
to become the primary tool for the coherent
manipulation of atoms.

In Kapitza–Dirac scattering, atomic motion during
the interaction time is small compared to the
characteristic dimensions of the interaction potential.
This is equivalent to the eikonal approximation for
scattering or the thin-lens approximation in optics.
The idea is that the phase of the incident particle
changes along each classical trajectory, but not
the amplitude. Thus, there may be momentum
transfer perpendicular to the trajectory, but the
trajectory is not significantly displaced (until after
the interaction is over). Mathematically, this regime
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can be treated by neglecting the atomic kinetic
energy term in the Hamiltonian (the Raman–Nath
approximation).

The standing wave interaction may be treated by
considering the standing wave (ac-Stark shift) poten-
tial resulting from the applied fields given in eqn [18]:

Vðz; tÞ ¼
"v2

R

d
f 2ðtÞ sin2ðkzÞ ½51�

where we have assumed dq G; because the constraint
Ns p 1 (eqn [46]) holds in this regime as well, where
Ns is the expected number of spontaneous emission
events per atom during the time t: Although we
neglect the kinetic energy term in the Hamiltonian,
we continue to will treat z in eqn [51] as an operator.

Given the initial atomic wavefunction in momen-
tum space, c ðp0Þ; the atomic wavefunction immedi-
ately after the interaction is given by

cðpÞ ¼ e2
i
"

ðt
dt 0Uðz;t 0Þ

c ðp0Þ ½52�

¼ e2i
v2

R

2d tei
v2

R

2d t cosð2kzÞc ðp0Þ ½53�

where t ¼
Ð

dt 0f 2ðt 0Þ and the integral is over the
interaction duration. With the use of the identity
for Bessel functions of the first kind,
eia cosðbÞ ¼

P1
n¼21 inJnðaÞe

inb, the atomic wavefunc-
tion can be written as

cðpÞ ¼ e2i
v2

R

2d t
X1

n¼21

inJn

 
v2

R

2d
t

!
ei2nkzcðp0Þ ½54�

¼ e2i
v2

R

2d t
X1

n¼21

inJn

 
v2

R

2d
t

!
cðp0 þ 2n"kÞ ½55�

States with 2N"k of momentum are populated with
the probability:

PN ¼ J2
NðuÞ; N ¼ 0;^1;^2;… ½56�

where

u ¼
v2

R

2d
t ¼ v

ð2Þ
R t ½57�

is the pulse area. This leads to a transverse rms
momentum of the diffracted atoms that is linearly
proportional to the pulse area:

prms ¼
X1

n¼21

ðn"kÞ2Pn ¼ 21=2u "k ½58�

The maximum and minimum bounds on the inter-
action time, t; and the amount of momentum transfer
to the atoms are discussed in the next section.

Kapitza–Dirac diffraction of atoms was first
observed at MIT in 1986. Diffraction of a
well-collimated (subrecoil) supersonic atomic beam

was observed after passage through the tightly
focused waist of a near-resonant standing wave
(Figure 11). Significant diffraction into momentum
states lg;^10"kl was observed (Figure 12).

Figure 11 Two counter-propagating running waves of light

superimpose to form a standing wave of light. The more narrow

beam shown here represents the configuration for Kapitza–Dirac

diffraction.

Figure 12 Kapitza–Dirac diffraction of an atomic beam from a

standing wavelight grating. The solid lines are experimental data,

the dashed lines are theoretical curves. (a) u ¼ 1:69; (b) u ¼ 2:33;

(c) u ¼ 2:84: Reprinted with permission from Physical Review

Letters 56(8): 827–830. Copyright (1986) by the American

Physical Society.
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Even higher diffracted orders should be observable in
the future using laser beams directed at small BECs
for somewhat longer times.

Comparison of Atom-Standing Wave
Interactions

The atomic motion induced by interaction with a
standing light wave varies qualitatively with the
interaction parameters. Figure 13 summarizes the
various interaction regimes of an atom with a
standing wave in terms of the two most
basic parameters: the two-photon Rabi frequency,
v
ð2Þ
R ¼ v2

R=2d; and the duration of the interaction, t:
To render the plot independent of atomic species, vð2Þ

R

is given in units of the single-photon recoil frequency,
vrec; and t is given in units of the inverse single-
photon recoil frequency, v21

rec : Thus, for 23Na the
point (1,1) on Figure 13 corresponds to ð6:4 ms;
2p £ 25 kHzÞ: The product of the two-photon Rabi
frequency and the duration of the interaction is the
pulse area, u ¼ v

ð2Þ
R t (eqn [57]), which is likewise

the product of the pair of coordinates forming a
point on the plot.

The lines KD1(KD10) on Figure 13 show where the
first maxima of P1;10 ¼ J2

1;10ðuÞ (eqn [56]) occur,
corresponding to the maximum possible population
transfer into the first and tenth Kapitza–Dirac
diffracted order respectively. Since the momentum
distribution of diffracted atoms depends only on the
pulse area ðuÞ; all Kapitza–Dirac orders are parallel to
each other and further offset from the origin in
increasing order number.

The Kapitza–Dirac regime ends at large interaction
times where the Raman–Nath approximation fails
due to motion of the atoms down the slope of the
standing wave potential. We show these lines dashed
as the interaction time approaches the beginning of
the classical oscillation regime, and terminate these
lines where the oscillation produces its first focus, at
the first focus line. This line corresponds to the atoms
completing a quarter period of oscillation in the
standing wave potential, t ¼ tosc

�
4; where the

oscillation time is derived from the approximation
that the potential kVðz; tÞlt (eqn [51]) is harmonic

Figure 13 Atomic diffraction from a standing light wave. The vertical axis is the two-photon Rabi frequency, v2
R =2d; in units of the

single-photon recoil frequency, vrec; and the horizontal axis is the pulse duration, t; in units of the inverse single-photon recoil frequency,

v21
rec: The scaling is chosen to eliminate the atomic species dependence of the plot. All coherent momentum transfer processes are

destroyed by spontaneous decay, which occurs with probability Ns ¼ 0:1 along the lines labeled accordingly and parameterized by the

given ratio d=G: Lines KD1 and KD10 show conditions for the maximum transfer into the first and tenth Kapitza–Dirac diffracted order

respectively. As the interaction time is increased the Raman–Nath approximation is violated (termination of Kapitza–Dirac curves) and

the atoms enter the oscillatory regime, executing at least a quarter period of oscillation above the first focus line (shaded area). Cures

B1, B2, B3, B10, and B20 correspond to conditions that generate complete Bragg reflection in the first-, second-, third-, tenth-, and

twentieth-order respectively. Experimental conditions are shown as points. Filled circles: Kapitza–Dirac diffraction of an atomic

beam (Pritchard 1986). Filled squares: Bragg diffraction of an atomic beam (Pritchard 1988). Open squares: Bragg diffraction of

a BEC (Phillips 1999). Open circles: transition from Kapitza-Dirac diffraction to oscillation of a BEC in a standing wave light pulse

(Phillips 1999). Reprinted from Gupta S, et al. (2001) Coherent manipulation of atoms with standing light waves. Comptes Rendus de

L’Academie des Sciences – Series IV – Physics-Astrophysics 2:479–495, copyright (2001) with permission from Elsevier.
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about the minimum:

tosc ¼
p

vR

 
ldl
vrec

!1=2

½59�

In the shaded region of Figure 13, the atoms will
oscillate classically about the potential minimum,
causing a periodic focusing of the atoms alternately in
position and momentum space. However, anharmo-
nicities of the potential away from its minimum will
degrade the quality of the focusing effects.

The maximum diffracted order that can be
significantly populated by the light–atom interaction
is limited by energy conservation. Classically, the
maximum momentum transfer to the atoms due to
the sudden switch on of the standing wave is delivered
to atoms that convert the full height of the standing
wave potential ð"v2

R=dÞ; into kinetic energy. This gives

p2
max

2m
.

"v2
R

d
) pmax . vR

	
2"m

d


1=2

½60�

Equating the maximum absorbed momentum, pmax;

to an integer number of two-photon recoil momenta
yields the maximum expected diffracted order, Nmax:

pmax ¼ 2Nmax"k ) Nmax .
vR

2
ðvrecdÞ

21=2 ½61�

This is just half of the square-root of the standing
wave potential height measured in units of the single-
photon recoil energy:

Nmax ¼
1

2

0
B@ v2

R

d
vrec

1
CA

1=2

¼
1

2

 
v
ð2Þ
R

vrec

!1=2

½62�

As the two-photon Rabi frequency is reduced, Nmax

falls below unity. As a result, there is no longer time
for the higher-order multi-photon processes to gen-
erate significant amplitudes in diffracted orders with
N . 1 before dephasing due to the kinetic energy
term (eqn [24]) becomes significant and the higher-
order processes become negligible. Only a small
population is ever transferred to the N ¼ ^1 orders
and it does not oscillate at vrec: Therefore the classical
oscillation regime does not extend below Nmax . 1
where it is terminated on Figure 13.

Classical oscillation would result in atoms with
momentum from zero up to the maximum allowed by
energy conservation. Therefore, the classical focusing
of atoms must be manifest as an atomic population
distribution over many of the quantized momentum
states (separated by 2"k) allowed by energy con-
servation (eqn [61]). However, as the interaction time
lengthens and extends into the Bragg regime, the

populated momentum states become restricted by
energy conservation until only the oscillatory Pendel-
lösung into and back from only one final state
remains. Therefore, we have ended the classical
oscillation regime where the Bragg condition
(eqn [44]) is satisfied. The Bragg regime presupposes
a smooth light pulse shape. For a pulse with sharp
edges, classically oscillatory behavior can still be
observed at longer times than included in the shaded
region of Figure 13, which is why we show the large t
boundary of the classical oscillation regime as
dashed.

In the Bragg regime, transfer of population is
restricted to (and back from) only one final momen-
tum state. The allowable final states are restricted by
limiting the frequency bandwidth (i.e., energy uncer-
tainty) of the light fields in the atomic rest frame. This
is accomplished by lengthening the interaction time
and smoothing the rise and fall of the electromagnetic
fields. The parameters for a first-order Bragg tran-
sition (Table 1) are typically d=G . 50; Gt . 1, and
vR

�
G . 10 giving Ns . 1022 and v

ð2Þ
R t . 1: Obtain-

ing significant population transfer with higher-order
Bragg processes requires larger intensities. Various
orders (1, 2, 3, 10, and 20) of Bragg diffraction are
shown as lines on Figure 13 corresponding to
v
ð2NBÞ
R t ¼ p; where v

ð2NBÞ
R is given in eqn [40]. The

lines are terminated at the appropriate interaction
time determined from the final momentum state
resolution condition (eqn [44]). The Bragg regime
extends indefinitely to larger interaction times, which
might be termed the region of Bragg spectroscopy.
In experiments in this regime with 23Na, atomic
velocity resolution below 1 mm s21 was obtained at
t ¼ 80v21

rec . The study of adiabatically expanded
BECs would require larger interaction times to
resolve their smaller velocity spread and weaker
mean field shifts.

The Kaptiza–Dirac and Bragg regimes assume a
different initial atomic momentum (in the rest
frame of the standing wave) parallel to the standing

Table 1 Natural parameters and typical experimental par-

ameters involved in standing wave diffraction. The relevant

frequencies together with the corresponding times (1=v) are

tabulated. The parameters for 23Na have been used for system

dependent quantities

v v=2p 1=v

v0 500 THz 0.3 fs

d (Bragg) 500 MHz 0.3 ns

vR (Bragg) 100 MHz 1.6 ns

vR (K–D) 100 MHz 1.6 ns

G 10 MHz 16 ns

vrec 25 kHz 6.4 ms

vosc 1 MHz 160 ns
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wave axis. Kapitza–Dirac scattering assumes no
component of the initial atomic momentum along
this axis. The efficiency of Kapitza–Dirac diffraction
falls rapidly as the initial momentum in units of the
photon momentum approaches 1=vrect: To observe
Nth

B -order Bragg scattering, the initial atomic momen-
tum along the standing wave axis must have
(nonzero) magnitude NB"k: Without adhering to
this constraint, no final momentum state will be
energetically degenerate with the initial state and the
atomic sample will not respond to the presence of the
standing wave, even if the interaction parameters
are appropriate ðv

ð2NBÞ
R t . 1Þ for Nth

B -order Bragg
scattering.

The condition Ns ¼ 0:1 (eqn [46]), where Ns is
the expected number of spontaneous emission
events per atom during the light–atom interaction,
is drawn on Figure 13 for two ratios (30 and 1000)
of standing wave detuning, d; to the atomic excited
state natural lifetime, G: For fixed d=G; we see that
Ns / u; thus conditions with an increased pulse
area (above and to the right of the Ns ¼ 0:1 lines)
result in a proportionally increased Ns: These Ns ¼

0:1 lines are extended across all regimes of
Figure 13 because restricting spontaneous emission
is required for both Kapitza–Dirac and Bragg
scattering. As Ns approaches unity, the correct
optical potential describing the light–atom inter-
action no longer is eqn [51], and scattering of
atoms becomes an incoherent process which can
lead to new possibilities such as a complex valued
optical potential. Thus, while the standing wave
fields in pure Bragg or Kapitza–Dirac scattering
behaved as phase gratings for atoms, light gratings
on resonance can effectively become amplitude
diffraction gratings.

Atom Interferometry

In the 19th century, Fizeau (1853), Michelson (1881),
Rayleigh (1881), and Fabry and Perot (Fabry 1899)
exploited the interference properties of light waves to
create the light interferometer which has since
resulted in many beautiful experiments and precise
measurements. Using technologies invented since the
Second World War, the initial ideas of de Broglie and
Schrödinger have evolved into construction of inter-
ferometers for neutrons, electrons, and atoms. These
new interferometers are proving to be valuable tools
for probing fundamental physics, for studying quan-
tum mechanical phenomena, and for making inertial
measurements.

The scientific value of interferometry with atoms
and molecules has long been recognized. In fact, the
concept of an atom interferometer was patented in

1973 and it has been extensively discussed since.
Atom interferometry offers great richness stemming
from the varied internal structure of atoms, the wide
range of properties possessed by different atoms (e.g.,
mass, magnetic moment, absorption frequencies, and
polarizability), and the great variety of interactions
between atoms and their environment (e.g., static
E–M fields, radiation, and other atoms).

Light interferometers are generally based either on
achromatic beamsplitters such as half-silvered mir-
rors or on other semi-transparent membranes whose
structure is small compared to the wavelength of the
wave they are splitting. Lacking material structures
that are either transparent to atoms or smaller than
their de Broglie wavelength, diffraction gratings have
been pressed into service both as beamsplitters and
mirrors for atom waves. This means that atom
interferometers are constrained to designs which
somehow compensate for the dependence of diffrac-
tion angle on the wavelength of the individual atoms.
In spite of this challenge, a surprising variety of atom
and molecule interferometers have been built since
1991. A majority have used the three-grating
configuration in which the first grating splits the
incident beam, the second reverses the differential
momenta given by the first, and the third recombines
the two beams at the location where they overlap.
Both material gratings and standing waves of light
have been used in the Raman–Nath, Bragg, and
adiabatic regimes to obtain interference fringes. Some
designs render the interference fringes in position
space, others in internal state space.

Figure 14 shows the MIT setup for a three-grating
atom interferometer which features sufficient separ-
ation between interfering paths to accommodate an
interposed metal foil. This allows different fields or
media to act on atom waves only in one of the two

Figure 14 An interferometer for atoms built with three

nanofabricated gratings. Each atom propagates in a superposition

of two paths, shown in bold. The beam of atoms is well enough

collimated, and the diffraction angle is large enough, that a metal

barrier can be inserted between the two paths inside the

interferometer. The interference fringes are observed by translat-

ing one grating transverse to the atom beam. See for example:

Berman PR (ed.) (1997) Atom Interferometry. San Diego, CA:

Academic Press.
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arms of the interferometer. Such an interaction
region has been used to measure phase shifts due to
an electric field applied to only one of the inter-
fering paths. The phase difference between the two
paths is then given by the Feynman path integral:

f ¼
2i

"

ð
VðxÞdt ½63�

where

V ¼ 2
1

2
aE2 ½64�

is the potential energy due to the electric filed E;
and a is the electric polarizability of the atoms. The
resulting phase shift of the interference fringes
(Figure 15) has been used to measure the polariz-
ability of sodium atoms to unprecedented accuracy.

Phase shifts have also been measured due a dilute
target gas in one arm of the interferometer. In this
case there is a complex index of refraction for the
forward scattered atoms (some attenuation, and some
phase shift) which depends on matter wave wave-
length. Recent measurements reveal glory oscillations
in the matter wave index of refraction due to passing
through a dilute gas, and are a sensitive probe of
interatomic potentials.

In the domain of inertial sensing, atom interferom-
eters have been used to the local gravitational
acceleration, ~g; Newton’s constant, G; gravity gra-
dients, 7~g; and rotations V; each with sensitivity
rivaling if not exceeding any other method. The
Sagnac phase shift, due to rotations, for a two-path
interferometer is

fS ¼
4p

ldBv
~V · ~A ½65�

where v is the velocity of atoms, ~A is the enclosed
area of the interferometer, and ~V is the rotation rate.
The two factors in the denominator, ldB and v; are

both ,105 times larger for light than for atoms,
which is why atom interferometers have the potential
to be 1011 times more accurate than optical interfero-
meters. In practice, atom interferometers only
outperform laser gyros by a small amount because
they have dramatically smaller enclosed areas and
particle flux than optical interferometers.

Since the first atom interferometers for Na and Hep

began working in 1991, others have been made for Li,
Arp, Ca, Cs, K, Mg, Nep, Rb, and Li2, Na2, I2, C60

and C70 molecules, interferometers starting with
trapped atoms have been made for Cs, Ca, Hep,
Mg, and Rb. Interferometers using Bose–Einstein
condensates have been demonstrated with Na and
Rb. These lists are still growing. Diffraction from a
single grating has been observed for molecules as
large as C70 buckyballs, which may someday be used
in a three-grating interferometer.

Conclusion

The manipulation of atoms using light forces from
standing light waves is a rich subject. The seminal
suggestion of Kapitza and Dirac laid dormant for 50
years due to lack of experimental technology.
However, in the 1980s this suggestion was realized
with atomic sources and considerably extended both
experimentally and theoretically. In the early 1990s,
coherent standing wave manipulation and nonofab-
ricated atom optics became the two major routes to
making atom interferometers. As the new century
begins, these techniques are being refined further with
improved sources, new detection schemes, and better
atom optics. Replacing thermal atomic beams by
Bose–Einstein condensates (BECs), as sources of
atoms, will revolutionize the field of atom optics
just as lasers did in light optics.

Conversely, stimulated light scattering and nano-
structures provide new ways to study atomic and
molecular properties, such as Bragg spectroscopy for
BEC characterization. As progress continues, exciting
developments should be forthcoming, such as defini-
tive measurements of the fine structure constant, a;
atom gyroscopes that are far superior to the best laser
gyroscope technology, and improved studies of BECs.
Another area that is on the brink of spectacular
development is the confinement of coherent matter
waves in atom waveguides and the development of
the scientific and technological opportunities that
these represent, in analogy to fiber optic waveguides
for light.

While we have described the application of
nanofabrication techniques to atom optics, it is
possible to imagine technology transfer in the other
direction. The fundamental problem of fabricating
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Figure 15 Interference fringes from atoms. 2p of grating phase

corresponds to translating the grating one grating period, or

100 nm. These data were obtained at MIT.

246 QUANTUM OPTICS / Atom Optics



ever smaller structures might be tremendously
advanced by atom optics because the de Broglie
wavelength of atoms is so much smaller than that of
light, permitting them to be focused to directly
deposit much smaller features than possible with
photolithography.

See also

Interferometry: Overview. Scattering: Scattering Theory.
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History and Perspective

Quantum optics and laser physics have entered a new
era. This started with the invention of the laser and
the associated theoretical developments such as the
theory of photon correlations and statistics, and the
quantum theory of the laser. Later, new and novel
lasers such as the free electron laser and tunable dye
laser fueled many new research directions. With the
development of the micromaser, quantum optics
became a beautiful new test bed for the study of
nonequilibrium statistical physics of photons inter-
acting with matter in a controlled environment.
The realization that a deeper understanding was
needed to understand the measurement process led to
the utilization of the laser as a probe of gravity, and to
insight into nonclassical processes such as quantum
nondemolition measurements and the production of
squeezed states of light.

Effects of atomic coherence in quantum electronics
have a long history. One of the first examples was
the Hanle effect: excitation by polarized light
creates atomic coherence that can evolve in a
magnetic field, causing the change of polarization of
the resulting fluorescence. Another important
example is the interference of decay processes, first
suggested by Fano. Modern schemes utilizing
quantum coherence in atomic vapors or solid media
usually involve strong coupling laser fields (laser

drives). In each case, the effect of quantum coherence
can be understood as interference of multiple
(usually two) transition paths between quantum
states of a system.

In the past decade, the concepts of atomic
coherence and interference have led to many new
and surprising innovations in laser physics such as
electromagnetically induced transparency (EIT),
refractive index enhancement, lasers without popu-
lation inversion, ultra-slow light group velocity,
storage of the quantum states of light, teleporta-
tion of quantum states, and nonlinear optics at an
ultra-low intensity level.

Electromagnetically Induced
Transparency

One of the most vivid manifestations of quantum
coherence effects is the reduction of absorption in a
three-level system that is driven by a coherent laser
field. This effect is known as electromagnetically
induced transparency, or EIT. We consider in more
detail the case when the probe and drive fields are in a
so-called L-configuration (Figure 1a) named after the
appearance of the level scheme. In the conventional
usage, the two lower levels are coupled to the upper
level with two lasers. One of the lasers may be strong
and is called the driving or coupling laser, and the
other is weak and is called the probe laser.

Consider a quasi-monochromatic laser field Ed

(called the ‘driving’ field, or ‘coupling’ field) and
probe field Ep interacting with a three-level medium
of Figure 1a. This interaction is described by a density
matrix rij, where i; j take the values a;b; c. Within the
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density matrix approach, quantum coherence in the
system has the precise meaning of an off-diagonal
element of the density matrix at the two-photon
transition c–b. To have strong quantum coherence in
a L-system, one must excite a large value of rcb.

It is convenient to simplify the equations from the
very beginning by using the rotating-wave approxi-
mation. We introduce slowly varying complex
amplitudes of fields and polarizations and neglect
their second derivatives. For example, for the probe
field applied at the a ! b transition we write

Epðz; tÞ ¼
1

2
1pðz; tÞ expð2ivpt þ ikpzÞ þ c:c: ½1�

After introducing the complex Rabi frequency
Vpðz; tÞ ¼ dp1pðz; tÞ=2", the wave equation for waves
propagating in the z-direction can be written as

›Vp

›z
þ

np

c

›Vp

›t
þ kpVp ¼

2p inpd2
pN

"cn2
p

sab ½2�

Here dp is the dipole moment of the probe transition
a–b, N the total volume density of atoms in the active
region, kp represents cavity losses, and np ¼ kpc

�
vp is

the refraction index. The variable sab is the slowly
varying amplitude of the corresponding off-diagonal
element rab ¼ sab expð2inptÞ of the density matrix.
The same representation is assumed for the drive field
Ed, with parameters n, d, n;k having index ‘d’.

The functions sab, sac, and scb, which determine
the polarization response of the medium at the
frequency of the external field, should be found

from the density matrix equations

dscb

dt
þ Gcbscb ¼ 2iVps

p
ac þ iVp

dsab ½3�

dsab

dt
þ Gabsab ¼ iVpnba þ iVdscb ½4�

dsac

dt
þ Gacsac ¼ iVdnca þ iVps

p
cb ½5�

where

Gcb ¼ gcb þ iðncb 2 np þ ndÞ;

Gab ¼ gab þ iðnab 2 npÞ;

Gac ¼ gac þ iðnac 2 ndÞ

½6�

Here the g’s are relaxation rates of the polarizations
at the corresponding transitions (the so-called homo-
geneous broadening). The population differences
nik ¼ rii 2 rkk are defined from eqns [2]–[6] together
with the three equations for rii; i ¼ a;b; c, with
phenomenological rates of population relaxation
and pumping:

drbb

dt
¼ 22Im½Vp

psab� þ rcbrcc þ rabraa 2 rbarbb

drcc

dt
¼ 22Im½Vp

dsac� þ racraa 2 rcbrcc ½7�

draa

dt
¼ 2Im½Vp

psab� þ 2Im½Vp
dsac� þ rbarbb

2 ðrab þ racÞraa

Here we have included only the pumping term
rba between levels b and a for simplicity. Later, we
will consider the effect of incoherent pumping on
gain, but in this section we put rba ¼ 0. The sum
of populations is evidently conserved in this model.
Analysis of open systems with, e.g., flow of atoms
through a cavity, leads to qualitatively similar
conclusions.

Suppose that the probe field is weak,
lVpl

2
p gcbgac, and the drive-field intensity is con-

stant in a sample. The complex susceptibility at the
probe-field frequency, which is proportional to
sab=1p, is given by

x¼
id2

pN

"c

8<
: 1

Gabþ lVdl
2�
Gcb

 
nba2

lVdl
2nca

GcbG
p
ac

!9=
;

½8�

This expression can be further simplified if there is
no pumping to the states lcl and lal, so that we can

Figure 1 Real and imaginary parts of the susceptibility as

functions of the frequency of the probe laser for (a) three-level

L–type atoms, and (b) two-level atoms.
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assume that nca ¼0 and drop the second term in the
brackets. The behavior of x as a function of
detuning from resonance np ¼ nab is shown in
Figure 1a. In the absence of the drive field Vd, we
retrieve the usual two-level susceptibility, shown in
Figure 1b.

There are two remarkable features in the suscep-
tibility of Figure 1a. The first one is the transparency
window at the point of two-photon resonance.
The absorption coefficient at resonance is

K00 ¼
2pnpd2

pN

"cðgab þ lVdl
2�
gcbÞ

½9�

Clearly, absorption can be arbitrarily small when
gcb p gab and lVdl

2
q gcbgab, since it is proportional

to gcb

�
lVdl

2. For any value of lVdl
2, the absorption is

much smaller than that resulting from simple Stark
splitting of two Lorentzians. Moreover, in the most
interesting case

gcbgab p lVdl
2
p g 2

ab

the Stark splitting is negligible while the deep and
narrow EIT feature remains, with width
gcb þ lVdl

2�
gab.

Note that the intensity of the drive field required
for the coherent bleaching of the medium is a factor
rab

�
gcb q 1 smaller than the intensity needed for

usual saturation bleaching.
EIT is closely related to the phenomenon of

coherent population trapping (CPT). This can be
illustrated by transforming from states lal, lbl, lcl to a
new set of states lal, lBl, lDl, where

lDl ¼ ðVdlbl2VplclÞ
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lVdl
2
þ lVpl

2
q

lBl ¼ ðVdlblþVplclÞ
� ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

lVdl
2
þ lVpl

2
q

It can be easily found that under the condition of
two-photon resonance np 2 nd ¼ ncb the dipole
matrix element from lDl to lal goes to zero. This
means that the population in state lDl does not
interact with the coherent radiation field and does not
contribute to absorption. That is why this state is
called a non-absorbing or dark state. Under the
condition lVdl

2�
gcbgab q 1 practically all the popu-

lation of states lbl and lcl is optically pumped into the
dark state, and only a small fraction /gcb remains in
the absorbing state lAl and contributes to absorption.

The second remarkable feature of a driven
L-system is sharp variation of the real part of x

near the resonance, which can be used for manipu-
lation of the group velocity of light, as discussed in
the next section.

Slow, Ultra-Slow, Stored, and Frozen
Light

Introduction

There are five useful definitions for the velocity of a
traveling wave:

. the phase velocity, which is the speed at which the
zero crossings of the carrier wave move;

. the group velocity, at which the peak of a wave
packet moves;

. the energy velocity, at which energy is transported
by the wave;

. the signal velocity, at which the half-maximum
wave amplitude moves;

. the front velocity, at which the first appearance of a
discontinuity moves.

Although these can all be different, in most cases
(linear, passive, dispersive media) the last four
coincide, and are usually less than the phase velocity.
By using the very steep frequency dispersion in the
vicinity of the narrow resonance associated with
electromagnetically induced transparency (EIT), it
has been shown that the group velocity of light can be
reduced by approximately 100 million compared
with its velocity in vacuum.

In order to understand the concept of group
velocity, it is useful to consider the superposition
of two waves of the same amplitude E1 and E2 where
Ei ¼ E0 cosðkiz 2 nitÞ with i ¼ 1; 2. Addition of these
waves gives rise to the modulation shown in Figure 2:

E ¼ E0ðcosðk1z 2 n1tÞ þ cosðk2z 2 n2tÞÞ

¼ 2E0 cosðDkz 2 DntÞ cosðkz 2 ntÞ

where Dk ¼ ðk1 2 k2Þ
�
2, Dn ¼ ðn1 2 n2Þ

�
2, k ¼

ðk1 þ k2Þ
�
2, and n ¼ ðn1 þ n2Þ

�
2. This superposition

Figure 2 Interference of two monochromatic waves with

different frequencies results in a wave modulated in time and

space.
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displays an interference pattern consisting of a rapid
oscillation propagating with the so-called phase
velocity,

vphase ¼
n

k
½10�

and a slowly varying envelope propagating at the
group velocity,

vg ¼
Dn

Dk
½11�

Usually, the group velocity of wave packets consisting
of more than two harmonics is given by transforming
the ratio Dn

�
Dk into dn

�
dk.

Slow and Ultra-Slow Light

In ordinary absorption and refraction of light, it is
sufficient to consider only two atomic energy levels
interacting with the light. However, in multilevel
systems, coherent excitation of more than one
transition can dramatically alter the dispersion and
hence the group velocity. The first experiments of this
effect demonstrated a group velocity of c/13. How-
ever, this was progressively lowered in later experi-
ments as the steepness of the dispersion was
increased, culminating in a group velocity as low as
c/300 000 000 (1 m/s) in a Bose–Einstein condensate
of ultra-cold sodium atoms. Slow light has been
observed in a wide range of systems, from the
Bose–Einstein condensates just mentioned, to hot
optically dense gases of atoms and molecules, and in
solids ranging from rare-earth doped crystals to solid
hydrogen.

Most of these experiments occurred in a L system.
The susceptibility of this medium has very steep
dispersion without absorption, as shown in Figure 1.

The minimum possible group velocity slowed by
the steep dispersion in EIT is given by

vg ¼
8pV2

3l2Ng
. 0 ½12�

where g ¼ gab ¼ gac. The driving field V should
be strong enough to meet the condition V2 q ggbc

for coherent effects. It can be shown that the
group velocity approaches its minimum vg min ¼

8pgbc

�
ð3l2NÞ when V2 < ggbc.

Bringing Light to a Halt: Frozen Light

Consider a laser pulse propagating through a medium
with ultra-slow group velocity while the medium
itself is moving with some velocity v in the opposite
direction to the direction of laser pulse propagation.
Let us denote the group velocity of the light in the

frame co-moving with the atoms as ~vg. In this frame,
atoms are at rest, and hence, there is no spatial
dispersion. The Galilean transformation to the
laboratory frame, k ¼ ~k, n ¼ ~n2 ~kv, where v is
the atomic velocity, yields the group velocity
vg ¼ Reðdn

�
dkÞ ¼ ~vg 2 v. This simple transformation

shows that the light pulse is ‘dragged’ by the moving
atoms. If the velocity of the atoms with respect to the
laboratory frame is exactly equal and opposite to
the group velocity of light in the frame where atoms
are at rest, then we find that the group velocity in the
laboratory frame is zero. We refer to this as ‘freezing’
of light. We may even make the group velocity
negative so that the propagation direction is opposite
to the wavevector (that is, that vg , 0). The simplest
example of spatial dispersion is the so-called drift
dispersion corresponding to a mono-velocity atomic
beam or moving sample with velocity v.

Slow light experiments in Doppler broadened
systems such as warm gases allow group velocities
that are much lower than the mean thermal speed ðnTÞ

of the atoms in the thermal sample (Figure 3). This
means that freezing of light can occur without
actually moving the atomic sample. When the
experimentally obtained group velocity is less than
or about equal to the mean thermal speed of the
atoms, a pulse of light can be stopped in a stationary
cell. In this case the delay time for a pulse passing
through the medium would tend to infinity (contrary
to the case of a finite atomic beam) in the sense that
this pulse would never leave the cell.

This is accomplished by using a single velocity
group from the Maxwellian thermal distribution of
atomic velocities, and adjusting the frequency of the
driving field to be resonant with that velocity group
(see Figure 4). In this case it is mainly the atoms in this
single velocity group that support the ultra-slow
group velocity as a slow EIT polariton, and the atoms

Figure 3 Ultra-slow and negative group velocity of EIT polariton

versus detuning of drive laser; V ¼0:25g, kdn T ¼ 100g,

gcb ¼ 0:001g, (a) N ¼ 0:6 Ncr; (b) N ¼ Ncr; (c) N ¼ 1:5 Ncr.
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then act as an effective atomic beam. If the driving
field is on resonance with the velocity group of atoms
moving into the light with speed equal to ~v, we will
have vg ¼ ~v 0

g 2 vd, where ~v 0
g is the group velocity of

the light defined by the effective atom beam if those
atoms were at rest. This requires that the intensity of
the drive is strong enough to provide EIT for the
resonant velocity group of atoms, i.e., V2 . gbcg

(see Figure 4) but at the same time weak enough to
avoid interaction with off-resonant atoms moving
with the ‘wrong’ velocities (i.e. V , kvT

ffiffiffiffiffiffiffiffi
gbc/g

p
).

Storing and Retrieving Quantum Information

Photons are potentially the best particles for use
in quantum computing and quantum information
processing. They are the fastest, and perhaps the
simplest and most robust carriers of quantum
information, but their storage and manipulation is
difficult without destroying their quantum state.
However, for application to quantum cryptography,
quantum teleportation, and quantum computation it
is necessary to achieve a strong coupling between
electromagnetic waves and a large nonlinear suscep-
tibility with small losses. For this task, it may be
resonant coherent media that offer the promise of
success.

Recently, new coherent and reversible methods
based on EIT have been found for the transfer and
manipulation of photons and their quantum infor-
mation. Quantum states of photons are trapped in
coherently driven atomic media in which the group
velocity is reduced adiabatically toward zero. The
methods allow for an ideal transfer of quantum
correlations between light fields and metastable states
of matter. Currently, interesting applications such as
quantum state memories and quantum information
processing including transporting and time reversing
the state of light are being investigated.

Although experiments have not yet been conducted
with single quanta, proof-of-principle experiments
using classical laser fields have demonstrated the
technique. In these experiments control and signal
light pulses propagate in a gas of three-level L-type
atoms and excite a spatial profile of a long-lived
coherence of ground spin states. This spin coherence
profile contains quantum information about the
‘writing’ pulses. When the control field is switched
back on, the signal pulse is restored via Raman
scattering on the atomic coherence. Ideally, the
scattered pulse is in the same quantum state as the
input signal pulse, preserving entanglement, quantum
statistics, etc.

Similar experiments have also shown that different
reading pulses (rather than switching back on the
same control pulse) can be used to obtain new tools
for quantum information storage and processing.
Time reversing, teleportation, color switch and
multiplexing of the signal pulse of light have all
been demonstrated. These new operational possibi-
lities arise as a result of the reading of the stored
information with a light pulse that is spatially
separated from, has different frequency from, and
propagates in the opposite direction to the signal
beam.

To demonstrate these effects, one pair of control
and signal pulses (the ‘writing’ fields) prepares a spin
coherence of the lower level (Figure 5). A second
control pulse (which can be thought of as a ‘reading’
field) scatters from this coherence resulting in
the generation of a new, or ‘recovered’, field.
This recovered field acquires some properties of the
reading field because it is a Raman scattered
component of the reading pulse. If the reading field
pulse is centered about a frequency other than that of
the writing fields, and propagates in the opposite
direction to the writing fields, then the recovered field
propagates in the same direction as the reading field
and has a different frequency from the incident
writing fields. Even if the writing and reading pulses
are separated in space as well as time the scattering
effect will persist. This allows the transportation of
the coherence grating to another point in the atomic
cell via the atomic center-of-mass motion.

In the ideal case the signal pulse profile and
quantum statistics are exactly stored by the atomic
coherence grating. Thus, reading by a backward
propagating pulse results in a generated pulse that is
also backward propagating. That is it represents an
exactly time-reversed copy of the signal pulse.
Similarly, atomic motion in the direction transverse
to the light propagation moves the coherence grating
to another spatial position. Reading the light by a
spatially shifted laser results in the equivalent of

Figure 4 The velocity distribution of atoms in a cell (solid line).

Effective drifting beam (dotted) selected by drive laser.
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‘teleportation’ of light by atoms in the same spirit as
the teleportation of the quantum state of light by
atoms that has been discussed recently. It is also
possible for the frequency of the ‘restored’ pulse to be
easily shifted by switching the frequency of the
reading pulse. This means that the use of a frequency
comb of reading pulses propagating in different
spatial modes should result in multiplexing of the
signal light.

Novel Laser Sources Based on
Quantum Coherence

Introduction

In the previous sections we have seen how quantum
coherence can be used to overcome resonant absorp-
tion on a transition of interest, leading to EIT.
A natural question arises whether it is possible
to achieve gain without population inversion at
this transition, i.e. lasing without inversion (LWI).
This subject has been intensively investigated since

the early 1990s, and the first proof-of-principle
experiments have been successful.

Besides the fundamental physical beauty of this
phenomenon, the research effort has been motivated
by potentially important applications. It is clear that
LWI could be particularly useful in situations where a
population inversion is difficult to maintain due to,
e.g., very fast relaxation or inefficient pumping. The
obvious examples are high-frequency UV, X-ray and
gamma-ray lasers, or semiconductor mid/far-infrared
lasers based on intersub-band transitions. Another
promising application of LWI is efficient frequency
up- or down-conversion. Furthermore, if resonant
absorption can be eliminated, resonant nonlinear
optical interactions become a reality. Since all non-
linear coefficients are maximized at resonance, highly
efficient nonlinear optical generators of light can
be created.

In this section we discuss the simplest possible
schemes of inversionless lasing which allow one to
clarify the physical origin of LWI and to see the
shortcomings which have so far prevented LWI-based
schemes from reaching the level of practical laser
devices.

Consider a three-level system, coherently driven by
a strong quasi-monochromatic field nearly resonant
with one transition, and probed by a field that is
nearly resonant with an adjacent transition. Some
possible configurations are shown in Figure 6. We
consider in detail the case when the two fields are
in a L-configuration (Figure 6a). This is probably the
most popular and well-studied scheme since it can
provide probe-field gain for a very low pumping
rate, when most of the population is at the lowest
energy level. However, we will see that the gain

Figure 5 (a) Energy level scheme used in experiments for

multiplexing, transporting, and time-reversing stored light.

(b) ‘Storage of light’: intensity of the signal field versus time

for different switching times (T ) of the reading and writing fields.

Figure 6 LWI schemes in a three-level system coherently

driven by a laser field.
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condition for the L-scheme is actually rather restric-
tive and does not allow one to realize large frequency
up-conversion. For the latter purpose, ladder-type
schemes (Figure 6c,d) turn out to be more favorable.

Weak-field gain in the L-scheme
From the general formalism presented earlier, it is
straightforward to get the amplification condition

K00 ¼Re

8<
:hp

1

Gab þ lVdl
2�
Gcb

 
nba2

lVdl
2nca

GcbG
p
ac

!9=
;þkp

, 0

½13�

where

hp ¼
2pvpd2

pN

"cn2
p

The physical meaning of the two terms in
brackets in eqn [13], which originate from the
two terms on the right-hand side of eqn [4] for
sab , can be easily understood. The first term is just
the resonant one-photon absorption proportional
to the population difference nba. It can be strongly
reduced in the presence of a drive field Vd, as
explained earlier. However, it can change sign and
give rise to the field amplification only if nba , 0,
meaning there is a population inversion!

The second term, originating from the product
Vdscb in eqn [4], is due to the mixing of the
drive field Vd and polarization scb where the
latter is parametrically excited by a two-photon
process: scb / eps

p
ac / epV

p
dnca. It is this term that

can overcome one-photon absorption to provide
amplification without inversion in the L-scheme. As
we see, the possibility of LWI depends crucially on
our ability to excite a sufficiently large polarization
scb at the transition resonant with the beat frequency
of the probe and drive fields. This conclusion is
universal for all LWI schemes with a coherent drive.
We see that the sometimes loosely defined term
‘quantum coherence’ has a precise meaning here as
the polarization scb at a two-photon transition c–b.
It is clear that the effects of quantum coherence are
maximized when gcb is small, i.e., the transition c–b
is long-lived.

We are of course interested in the case of weak
incoherent pumping. The typical dependence of
gain on detuning from two-photon resonance is
shown in Figure 7. At resonance, where the gain is
maximized, the amplification condition K00 , 0 yields
(in the absence of nonresonant losses):

rac . 2gcbðrab

�
rba 2 1Þ $ rab 2 rba . rab ½14�

because gcb $ rba

�
2. Here we assumed that the

incoherent pumping is weak, rba p rab, so that it
does not produce population inversion at the probe
transition.

Equation [14] is a simple and very important result,
which is valid for all three-level laser schemes in the
absence of inversion at both probe and drive
transitions: the relaxation rate at the drive transition
should exceed that at the probe transition. This
result is an immediate consequence of the fact that the
long-lived coherence scb is inevitably destroyed by
incoherent pumping, and gcb is now bounded from
below. One can follow how the EIT regime is
transformed into lasing as follows. With increasing
incoherent pumping rate rba, EIT is actually destroyed
due to the growth of gcb . rba=2. In terms of CPT
states, this means increase of population of the
absorbing state lBl. At the same time, the resonant
Raman term in [13] also grows since nac is
proportional to rba. With increase in the incoherent
pumping rate, the contribution to gain overcomes the
contribution to absorption if rac . rab.

Propagation effects
Inequality [14] has important implications for the
problem of co-propagation of probe and drive fields.
Indeed, to provide a significant amplification of the
probe field, the absorption length Ld ¼ gac=ðhdncaÞ

of the drive field should be larger than the ampli-
fication length Lp . gac

�
ðhpncaÞ of the probe.

This requirement gives simply

hp=hd . 1 ½15�

which in the absence of nonradiative relaxation can
be rewritten as

rab

rac

n 2
d

n 2
p

. 1

Figure 7 Gain without inversion in L-scheme.
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In view of the gain condition given in eqn [14], the
above requirement can be satisfied only if nd . np,
i.e., up-conversion is impossible.

An interesting solution to this problem is to
realize population inversion at the driving transition.
Then up-conversion can be realized with a lower
relaxation rate at the drive transition as compared
with probe transition. In this case in the L and
V-schemes the two-photon term contributes to
absorption at resonance, and gain is only possible
far off-resonance. At the same time, in the ladder
schemes shown in Figure 6c and d the gain is achieved
at resonance, as discussed below in more detail.

It should also be noted that to excite laser
oscillations in a high-Q cavity, large one-pass gain is
not required at all, so that a L-scheme could still be
employed for up-conversion.

Now, consider a probe field of arbitrary intensity.
An important question is where the energy for
amplification of the probe field comes from. It is
known that for parametric processes in a transparent
medium the Manley–Rowe relations are satisfied.
Therefore, it might seem that the drive field is also the
ultimate energy source for LWI. However, this is the
case only for very large detunings of the drive
and probe fields from the corresponding transition
frequencies. In that case, we can neglect one-photon
absorption, and the wave equations take the form
typical for stimulated Raman scattering. They possess
the first integral

l1dl
2

nd

þ
l1pl

2

np

¼ const ½16�

which expresses the conservation of the total number
of quanta in both waves (Manley–Rowe conditions).

However, in the case of exact resonance, one can
show that one-photon absorption of the drive field is
always important, and the Manley–Rowe-type con-
servation law does not exist at all. The optimal
condition for the probe field amplification is
hp

�
hd q 1. In this case the stage of exponential

amplification of the probe is maintained over a long
distance, and the probe field intensity can grow to
much larger values than the sum of initial intensities
of the drive and probe fields. Apparently, the energy
for the probe field amplification comes mainly from
the medium, namely from the upper-level population
raa supported by incoherent pumping.

V-Scheme

The V-scheme, shown in Figure 6b, is qualitatively
similar to the L-scheme. An important difference is
that there is now no long-lived coherence at the

mixing transition c–a. Indeed, even if the transition
a ! c is strongly forbidden, the coherence gac is
destroyed by fast relaxations at the c–b and a–b
transitions. We can immediately suggest that for the
V-scheme inversionless lasing takes place at large
driving field intensities exceeding the saturation
value. However, one must be careful: although it
appears that the reduction of absorption in the
absence of pumping cannot be greater than a factor
of 2, this turns out to be incorrect. Rather, almost
complete transparency can be achieved, as confirmed
by calculations and recent experiments. Analysis of
the laser gain condition shows that the V-scheme
shares with L-scheme the same negative feature:
relaxation at the driving transition should be much
faster than at the probe transition.

Schemes with Population Inversion at the Driving
Transition

The above analysis illustrates the common problem of
LWI schemes: the requirement of rapid relaxation at
the driving transition and the resulting strong absorp-
tion of the drive field. This difficulty can be overcome
in schemes with population inversion at the driving
transition. Then, of course, all this makes practical
sense only if the relaxation at the drive transition is
much slower than that on the probe transition, so that
it is easy to provide population inversion for the drive
transition as compared with the probe transition.
Luckily, such schemes do exist in principle, and seem
to have many potential applications. The simplest
possibility is the so-called ladder (or cascade) schemes
shown in Figure 6c,d. LWI in ladder schemes is usually
studied in the regime when there is no inversion at both
probe and drive transitions. In this case gain is
achieved at large detunings from two-photon reson-
ance and under the same unfortunate condition of fast
relaxation at the drive transition as compared with the
probe transition. In the opposite case, population
inversion at the driving transition is required for LWI
at the probe transition. In ladder schemes the
maximum gain of the probe field is achieved when
both fields are at resonance with atomic transitions,
while in V and L-schemes the resonance point
corresponds to maximum absorption, and the gain is
achieved in sidebands.

Note that population inversion at the driving
transition means that the drive field can be amplified.
This immediately puts forward the possibility to use a
drive field which is self-generated in the same active
medium. In other words, the system supports lasing
with inversion at the drive frequency and LWI at the
probe frequency. This situation is especially beneficial
for dense gases or solids where the problems of
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external drive absorption, reflection, and inhomogen-
eity may become otherwise insurmountable. One
specific example considered in the literature is LWI
on rapidly decaying UV and soft X-ray transitions in
gas lasers in the presence of lasing with inversion on
long-lived adjacent transitions in the visible range
(as in Figure 6c). Another example is LWI on
rapidly decaying mid/far-infrared intersub-band
transitions in semiconductor quantum wells in the
presence of lasing with inversion on the interband
transition, as in Figure 6d. These interband tran-
sitions have 104 times longer lifetime than the
intersub-band transitions.

Experiments

Experimentally, amplification without inversion has
been observed in rarefied atomic vapors in the early
and mid-1990s. In particular, amplification of a probe
beam in the L-configuration was realized in atomic
samarium, sodium, and cadmium, while the V-
scheme was successfully implemented in atomic
rubidium. Inversionless laser oscillation was observed
in a V-scheme in rubidium vapor and a L-scheme in a
sodium atomic beam. In all of these proof-of-
principle experiments, the frequencies of the probe
and drive fields were very close to each other, and the
coherence was excited between two hyperfine states
or Zeeman sublevels. One-pass gain of a few per cent
was observed.

Nonlinear Optical Sources Based on Quantum
Coherence

Excitation of a strong coherence has a profound
impact on nonlinear optical interactions. Strong
scattering on the polarization wave excited at the
beat frequency of two or more laser fields allows one
to achieve huge nonlinear coefficients and conversion
efficiencies. A particularly impressive example is
ultra-broadband collinear Raman generation in a
resonant L-scheme, that has been observed experi-
mentally. A pair of strong laser pulses propagating in
molecular deuterium excites a strong polarization
wave at a beat frequency close to a vibronic transition
in deuterium. As a result, a comb of Raman sidebands
from the infrared to the deep-UV region of the
spectrum has been observed.

Another example is an extremely efficient simul-
taneous blue light and mid-infrared generation in a
four-wave mixing experiment in rubidium vapor.
Here, all four fields are resonant with corresponding
transitions.

A final example illustrates the use of self-generated
drive fields for nonlinear generation. It has been

suggested that one can use two intracavity generated
laser modes in a semiconductor quantum-well
laser for the difference frequency, sum frequency,
and second-harmonic generation in fully resonant
three-wave mixing processes. This idea has already
been successfully realized in two-wavelength quan-
tum-cascade lasers, and experiments with other types
of semiconductor lasers are under way.

The whole field of resonant nonlinear optics,
stemming from original ideas of LWI in systems
with quantum coherence, is now in explosive
development.

Summary

Atomic coherence effects have already found many
important applications in metrology and low-
intensity nonlinear optics. Novel applications in
quantum nonlinear optics, laser physics, and quantum
information processing seem to be feasible. The
coherence allows the storage of information about
the probe light, its transportion in space, time
reversing, and multiplexing the light. Moreover, the
coherence allows an increase of the coupling between
light fields such that it becomes possible to study the
interaction between single photons. New coherent
radiation sources based on the ideas of LWI and
coherent nonlinear optics are at the stage of active
research. There are surely many other applications
ahead.

See also

Electromagnetically Induced Transparency. Non-
Classical Light. Nonlinear Optics, Applications:
Raman Lasers. Nonlinear Optics, Basics: Cascading;
Four-Wave Mixing. Quantum Optics: Entanglement and
Quantum Information.
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Quantum information is an emerging field of tech-
nology that encompasses the application of funda-
mental quantum mechanical phenomena, such as
entanglement, to tasks in information processing and
communications. The importance of optical technol-
ogy in quantum information is not surprising, given
the success of quantum optics in the investigation of
these fundamental phenomena and the pre-eminent
role of optics in modern communications. This article
describes some of the important advances in photonic
quantum information and discusses the prospects for
the future.

Basic Notions: Qubits and
Entanglement

Qubits

Quantum information is usually confined to two-level
quantum systems, which are referred to as quantum
bits, or qubits. The qubits form the register of a
quantum computer or carry the information in a
quantum communications channel. Physical
examples of qubits under active study include the
spin degrees of freedom of an electron or spin-1/2
nucleus, two well-isolated energy levels of an atom
or trapped ion, and the polarization degrees of
freedom of a photon; here we concentrate on the
latter.1 The two states of each qubit are generically
denoted by l0l and l1l (although, because of our
concentration on optical polarization, we shall use
the horizontal and vertical states lHl and lVl
interchangeably with l0l and l1l when describing
experiments). An arbitrary state of a single qubit,
lcl ¼ al0lþ bl1l, is specified by the complex
probability amplitudes a and b associated with the
two possible states, constrained by lal2 þ lbl2 ¼ 1:
States for which a and b are deterministic quantities
are referred to as pure states; when they are

stochastic, the state is mixed, and must be described
by a density matrix, e.g., r ¼

P
i pilcilkcil, where pi is

the probability of the pure state lcil: Pure states are a
useful but unattainable ideal, just like a perfectly
coherent laser beam; in reality even the best-
prepared quantum states have some level of mixed-
ness, which can be quantified by the entropy:
S ; 2Trðr lnrÞ ¼ 2

P
i li lnli, where li are the

eigenvalues of the matrix r.

Multiqubit States and Entanglement

For two qubits, the possible pure states of the
system are specified by four probability ampli-
tudes:2 lc2l ¼ al00lþ bl01lþ gl10lþ dl11l, with
lal2 þ lbl2 þ lgl2 þ ldl2 ¼ 1, and, e.g., l00l ; l0l
^ l0l denoting the state in which the first and the
second qubits are both in state l0l: In general, 2n

amplitudes are needed to characterize a pure state
of n qubits. Immediately we can see one advantage
of quantum systems for information storage: if
each distinct probability amplitude is regarded as a
data register, the size of the memory grows
exponentially with the number of qubits. Further, if
one were to flip just one qubit, for example the
second, the state would be transformed into
lc 0

2l ¼ bl00lþ al01lþ dl10lþ gl11l, where all of
the amplitudes have been affected. This simple
example demonstrates the notion of quantum
parallelism, one of the most powerful properties of
quantum information processors.

If the two-particle state can be written as a product
of two single-particle states, i.e., if al00lþ bl01lþ
gl10lþ dl11l ¼ ðAl0lþ Bl1lÞ^ ðCl0lþ Dl1lÞ; then
these two particles can be considered as separate,
unconnected entities: the state is said to be separable.3

When the state cannot be written in this form, it is
called an entangled state. Entanglement is one of the
most fascinating fundamental properties of quantum
systems: Erwin Schrödinger described it as ‘the
characteristic trait of quantum mechanics … that
enforces its entire departure from classical lines
of thought.’ Consider performing a measurement on
the second of the two qubits, to establish which of its
two states the particle was in, leaving the first qubit

1 Recently some attention has been devoted to quantum
information based on continuous variables, such as those arising

in connection with ‘squeezed light’. However, here we will focus on

discrete systems, i.e., qubits.

2 Qubits are assumed to be distinguishable particles, and so the

wavefunctions describing their states need not be symmetrized

under exchange of particles.
3 When mixture is also present, the state is separable if it can be

written as r ¼
P

i
pir

A
i ^ rB

i , i.e., as a sum of product states for

systems A and B.
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untouched. The result would collapse the state of
the first qubit into one of two possibilities: either
lf0l ¼ ðal0lþ gl1lÞ

� ffiffiffiffi
P0

p
if the outcome of the

measurement were 0 (which occurs with probability
P0 ¼ lal2 þ lgl2) or lf1l ¼ ðbl0lþ dl1lÞ

� ffiffiffiffi
P1

p
if it

were 1 (with probability P1 ¼ lbl2 þ ldl2). Thus the
state of the first qubit is instantaneously projected
into a specific state by performing a measurement on
the second qubit, which can be in a completely
different location. This example demonstrates the
nonlocality of quantum mechanics, which has been
confirmed experimentally in some depth by a number
of elegant quantum optics experiments over the last
30 years.

The fidelity F ¼ lkFlCll2 characterizes the overlap
of two states.4 The fidelity of lf0l and lf1l is a way to
quantify the amount of entanglement in the initial
two-qubit state. If the final two states are identical,
the fidelity will be unity, and the initial state is
separable; conversely if the two final states are
orthogonal and occur with equal probability, then
in a sense the initial state is maximally entangled,
since the largest possible nonlocal influence would
occur due to the measurement. Mathematically,
the fidelity of the two final states is lkf0lf1ll

2
¼

1 2 C2=4P0P1; where C ¼ 2lad2 bgl is called the
concurrence of the state. If C ¼ 0, the state is
separable; if C ¼ 1, the state is maximally entangled.5

As discussed below, entanglement forms the heart
of a number of quantum information protocols, such
as dense coding, teleportation, and one type of
quantum key distribution (also known as quantum
cryptography), and large-scale entangled states of
many qubits seem to be a requirement for the more
ambitious goal of practical quantum computing.

Creating Entangled States Experimentally

Entangled states can currently be created in a
controlled manner using technologies such as ion
traps, cavity quantum electrodynamics, and optical
spontaneous parametric down-conversion (SPDC).
Down-conversion is a nonlinear optical process by
which an incident ‘pump’ photon can be split (or
down-converted) into a pair of longer-wavelength
daughter photons (historically called ‘signal’ and
‘idler’) in a crystal possessing a x (2) nonlinearity,
such as beta-barium borate (BBO). Mathematically,
the process is described using the creation

and annihilation operators of the field modes ðâ
†

l; âlÞ,
thus:

lFoutl ¼ exp

"
2i
X
p;s;i

cp;s;iðâ
†

pâsâi þ â
†

i â
†

s âpÞ

#
lFinl

where the triple sum is over all field modes (subscripts
p, s, and i refer to pump, signal, and idler modes,
respectively) and cp,s,i is a coefficient linearly depen-
dent on the second-order nonlinear susceptibility x

ð2Þ
ijk

and also on the birefringent properties of the crystal.
Further, cp,s,i will be negligibly small unless both
total photon energy and momentum are conserved
(i.e., vp ¼ vs þ vi and ~kp ¼ ~ks þ ~ki, where ~k is the
intracrystal momentum).

One particularly efficient method for using this
phenomenon to create entangled states is as follows.
For a specific geometry (type-I phase matching), the
daughter photons emerge from the crystal with
identical polarizations (perpendicular to the parent
polarization and the crystal optic axis) on opposite
sides of a cone that is centered about the pump beam
(Figure 1a). Because each photon is in a definite state of
polarization, the two photons are not in an entangled
state. Two crystals, aligned with their axes of
symmetry oriented at 908 to each other, as shown in
Figure 1b, can then be used to create an entangled
state.6 With crossed crystals, two processes are
possible: the parent photon can down-convert in
the first crystal to yield two vertically polarized
photons, or it can down-convert in the second
crystal to yield two horizontally polarized photons.
Because it is impossible to distinguish which of
these processes has occurred, the state of the
daughter photons is a coherent quantum-mechanical
superposition of the states that would arise from each
crystal alone; the output of the crossed crystals is
photons in the maximally entangled state
lFþl ; 1ffiffi

2
p ðlHHlþ lVVlÞ:7

Figure 2 shows how this basic source can be
adapted to produce any pure quantum state of two
photons by placing rotatable half- and quarter-
wave plates (which can be used to transform the

4 The generalized fidelity between mixed states rA and rB is

F ¼ lTr
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
rA

p
rB

ffiffiffiffi
rA

pp
l2:

5 The concurrence can also be generalized to mixed states,
although it has a much more complicated expression. The

quantification of entanglement for mixed states with more than

two subsystems is presently an active area of research.

6 Another widely used method employs type-II phase matching
in a single crystal. The down-conversion photons are emitted with

perpendicular polarizations along a pair of cones. Pairs emitted

along particular directions are in the maximally polarization-

entangled state lc2l ¼ 1ffiffi
2

p ðlHVl2 lHVlÞ: Such a source was used
in the first demonstrations of superdense coding and quantum

teleportation.
7 Note that in an arbitrary basis lul ; cosulHlþ sinulVl and

lu’l ; 2sinulHlþ cosulVl; this maximally entangled state has the
form lFþl ¼ 1ffiffi

2
p ðluulþ lu’u’lÞ; demonstrating that the nonlocal

correlations are present regardless of the bases used to represent

the state.
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polarization state of a single photon) before the crystal
pair and in the paths of the two daughter photons.
To create mixed states, a long birefringent crystal can
be used to delay one polarization component with
respect to the other. If the delay is longer than the
coherence time of the photons, the horizontal and
vertical components are effectively decohered; that is,
the phase relationship between the different states is
destroyed.

The figure also shows schematically the apparatus
required for measuring the quantum state. In classical

optics, four Stokes parameters are required to specify
the polarization of a single beam (i.e., an ensemble
of uncorrelated photons); for a pair of photons, 16
projective measurements, each with different wave
plate settings, is required. From these 16 measure-
ments, all of the elements of the 4 £ 4 density
matrix describing the (in general, mixed) state of
the photon pairs can be deduced. This is an example
of quantum state tomography, a technique that has
found application to a number of quantum optical
systems.

Figure 1 An entangled-photon source. (a) For a given orientation of the nonlinear crystal, a horizontally polarized parent photon

produces a pair of vertically polarized daughters. The daughters emerge on opposite sides of an imaginary cone. The cone’s axis is

parallel to the original direction taken by the parent photon. The two daughter photons are not in an entangled state. Reorienting the BBO

crystal by 908 will produce a pair of horizontally polarized daughters if a vertically polarized pump beam is used. (b) Passing a photon

polarized at 458 through two crossed BBO crystals can produce two photons in an entangled state. Because of the Heisenberg

uncertainty principle, there is no way to tell in which crystal the parent photon ‘gave birth,’ and so a coherent superposition of two

possible outcomes results: a pair of vertically polarized photons or a pair of horizontally polarized photons. (Adapted with permission

from James DFV and Kwiat PG (2002) Quantum state entanglement: creation, characterization, and application. Los Alamos Science

27: 52–67.)

Figure 2 Creating and measuring two-photon entangled states. The ‘pump’ photons are created, for example, in an argon ion laser

and are linearly polarized with a polarizing beamsplitter (PBS). The half-wave plate (HWP) rotates the polarization state before the

photon enters the pair of nonlinear crystals that constitute the entangled-photon source; the initial angle of pump polarization controls the

entanglement of the pair produced. Each photon’s polarization state can be altered at will by the subsequent HWP and quarter-wave

plate (QWP). The decoherers following the state selection allow the production of mixed photon states. The optical elements (QWP,

HWP, and PBS) in the tomographic analyzer allow the measurement of each photon in an arbitrary basis. Coincidence measurements of

photons allow the quantum state to be determined. (Adapted with permission from James DFV and Kwiat PG (2002) Quantum state

entanglement: creation, characterization, and application. Los Alamos Science 27: 52–67.)
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Quantum Key Distribution

Two parties, historically known as Alice and Bob,
want to have a secret conversation. A generic, classical
encryption protocol would begin when Alice and Bob
convert their messages to separate binary streams of
0’s and 1’s, which are then encrypted and decrypted
with a set of secret ‘keys’ known only to the two. Each
key is a random string of 0’s and 1’s that is as long as the
binary string comprising each message. To encrypt,
Alice (the sender) sequentially adds each bit of the key
to each bit of her message, using addition modulo 2.
She then sends the encrypted message over a public
channel to Bob, who decrypts it by simply repeating
the addition modulo 2 of the key to the message. This
type of encryption, known as a one-time pad, is
currently the only provably secure encryption proto-
col. But the one-time pad is effective only if Alice and
Bob never reuse the key, and more obviously, if the key
remains secret. A potential eavesdropper, Eve, cannot
be allowed to glean any part of the bit stream that
makes up the key. Therein lies a central problem of
cryptography – how can secret keys be created and
then securely distributed?

Quantum key distribution (QKD) exploits the
fundamentally indivisible nature of photons to

perform this task. There are a variety of QKD
protocols; here we describe one that employs
entangled photon pairs (see Figure 3). Alice and Bob
use a source such as the one described above to
produce maximally entangled photons in the state
lFþl; 1ffiffi

2
p ðlHHlþlVVlÞ¼ 1ffiffi

2
p ðl458;458lþl2458;2458lÞ:

One photon goes to Alice and the other to Bob. For
each pair, Alice and Bob randomly and independently
analyze their respective photons (using a polarizing
beamsplitter) in the H/V or the 458/2458 basis. They
record a bit value of 0 for all H or 458 results, and a 1
for all V or 2458 results. After a sufficient number of
measurements (dictated by the length of the key),
Alice and Bob have a public discussion, e.g., over the
internet. For each detected photon, they announce
which basis they used for the measurement, but not
the actual measurement result. Whenever they made
the same basis choice (50% of the time), the
correlations of the entangled state ensure their
measured bit values agree. By contrast, they discard
the results when they used different bases, because
their measurements are completely uncorrelated
(see Table 1).

An eavesdropper (Eve) cannot tap the line, as she
might with conventional communications, because of
the indivisibility of individual photons and the fact

Figure 3 Quantum cryptography using entangled photons. Entangled photons can be used to create a pair of identical cryptographic

keys. One member of an entangled pair (1) is sent to Alice, and the other to Bob. Alice and Bob each randomly and independently

analyze their respective photon in one of two linear polarization bases with a polarizing beamsplitter (PBS); the basis can be actively

chosen using a Pockels cell before the PBS, as shown, to rotate the polarization (alternatively, the ‘choice’ could be made by directing

the photon onto a nonpolarizing 50/50 beamsplitter; in the transmitted path, one analysis basis is used, in the reflected path, the other is

used). In the example shown, Alice used the 458/2458 basis (2), and measured 458 polarization (3), thus projecting Bob’s photon into the

identical state (4). Since he chose the H/V analysis basis (20), he is equally likely to detect a 0 or a 1. By subsequent public discussions

Alice and Bob determine the events for which they used the same analysis basis (and discard the other events). For these events Alice

and Bob will have obtained identical measurement results, which they may interpret as raw key material. After classical error correction

and privacy amplification techniques are applied, the remaining string is the sought-after shared secret key. (Adapted with permission

from James DFV and Kwiat PG (2002) Quantum state entanglement: creation, characterization, and application. Los Alamos Science

27: 52–67.)

QUANTUM OPTICS / Entanglement and Quantum Information 259



that arbitrary quantum systems cannot be accurately
cloned.8 If Eve steals Bob’s photon (a ‘denial-of-
service’ attack), the photon’s information never
becomes part of the key. Thus, although a wiretap
would reduce the rate of the transmission, it would
not jeopardize the security of the key. Eve can try to
intercept the photon, measure it, and send another
one to Bob. But any measurement Eve would make to
determine the photon’s polarization state would
perturb the photon and collapse the entangled state.
The photon she sends to Bob would therefore only be
‘classically’ correlated with Alice’s photon. Conse-
quently, Eve’s intervention necessarily induces
additional errors into Bob’s key, which Alice and
Bob can detect by publicly revealing a small subset of
their actual key. Unfortunately, even with no
eavesdropper, the encryption keys created by any
real-world quantum cryptography system typically
possess a few-percent errors. To make sure their key is
secure, Alice and Bob ascribe all errors to Eve and
then estimate the maximum amount of information
available to the eavesdropper. They then use a
classical privacy amplification protocol to reduce
Eve’s knowledge of the secret key to less than one bit
by reducing the length of the key. It has been proven
that if the initial error probability per bit is greater
than ,15%, no secret bits will remain after error
detection and privacy amplification.

Researchers are working to make entanglement-
based quantum cryptography more practical. Also, a
number of longer distance quantum cryptography
demonstrations using weak pulses have been carried
out, over tens of kilometers in fibers and in free space.
In fact, the first commercially available systems
have recently been announced (in Europe and the
United States).

Quantum Superdense Coding

It is possible for Alice to send Bob two bits of classical
information using a single qubit in the quantum
superdense coding protocol. Suppose that Alice and
Bob share one qubit each of an entangled pair in the
maximally entangled state lFþl ¼ 1ffiffi

2
p ðl00lþ l11lÞ;

where we have returned to the generic labeling
scheme for the qubit states. Alice has two classical
bits of information, which is equivalent to one of four
choices. She can encode this information by applying
one of four possible transformations on her qubit; a
suitable set of transformations are the three Pauli
matrices and the identity (i.e., do nothing). This set of
operations can be performed experimentally on
photon qubits quite easily, e.g., using waveplates, as
indicated in Table 2. The four resultant two-qubit
states are all maximally entangled and are ortho-
normal. They form a special basis for the two-qubit
states, the Bell basis, which is of particular use in
analyzing entanglement.

Alice now sends her qubit to Bob, e.g., through an
optical fiber. Bob can then perform a Bell state
analysis9 on his qubit pair, i.e., a projective measure-
ment of the two-qubit state in the Bell basis. The result

Table 1 Polarization entanglement-based quantum cryptography protocol

Alice’s analysis basis H/V H/V 458/2458 H/V 458/2458 458/2458 H/V 458/2458

Alice’s measurement resulta H – 245 8 V 45 8 45 8 V 245 8

Alice’s bit value 0 – 1 1 0 0 1 1

Bob’s analysis basis H/V 458/2458 458/2458 458/2458 H/V 458/2458 H/V HV

Bob’s measurement result H 245 8 245 8 45 8 H – V H

Bob’s bit value 0 1 1 0 0 – 1 0

Public discussion: Both photons

detected and same basis used?

yes no yes no no no yes no

Remaining secret key 0 1 1

aIn some cases Alice or Bob may not detect a photon due to loss or detector inefficiency. These events simply do not contribute to the

key data.

Table 2 Method to convert the initial state lFþl¼ 1ffiffi
2

p (l00lþ l11l)
into any of the four Bell states

Alice’s

operation

Polarization

transformation

Resultant two-qubit

state

Î ; the identity H ! H; V ! V lFþl ¼ 1ffiffi
2

p (l00lþ l11l)

ŝx H ! V; V ! H lCþl ¼ 1ffiffi
2

p (l01lþ l10l)

i ŝy H ! V; V !2H lC2l ¼ 1ffiffi
2

p (l01l2 l10l)

ŝz H ! H; V !2V lF2l ¼ 1ffiffi
2

p (l00l2 l11l)

8 The no-cloning proof is very simple. If we have a copying

operation such that l0llcl! l0ll0l and l1llcl! l1ll1l ðlcl is
the initial state of the copier), then by linearity, a

superposition becomes an entangled state, instead of two copies:

ðl0lþ l1lÞffiffi
2

p lcl!
ðl0ll0lþ l1ll1lÞffiffi

2
p –

ðl0lþ l1lÞffiffi
2

p
ðl0lþ l1lÞffiffi

2
p :

9 Complete discrimination of all four Bell states is presently an

unsolved technical problem: for photons one needs either a
nonlinear interaction (which is typically very weak) or to exploit

so-called ‘hyper-entanglement’ involving other entangled degrees of

freedom of the photons.
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immediately reveals the choice of operation Alice
made, and in effect, two bits of classical information
have been encoded on a single qubit.

Quantum Teleportation

Another application of entanglement is quantum state
teleportation (Figure 4), in which the infinite amount
of information contained in an arbitrary qubit state
lcl ¼ al0lþ bl1l is transferred by communication of
two bits of classical information between Alice and
Bob, if they also share two qubits in the maximally
entangled state lC2l: The three-photon initial
state (i.e., the input photon plus the two entangled

photons) is

lc0l ¼ ðalHlþ blVlÞ^ 1ffiffi
2

p ðlHVl2 lVHlÞ;

which can be rewritten with the first two photons (the
input plus the first half of the entangled pair)
represented by the Bell state basis:

lc0l ¼ 1
2

�
lFþl^ ð2blHlþ alVlÞ
þ lF2l^ ðblHlþ alVlÞ
þ lCþl^ ð2alHlþ blVlÞ
þ lC2l^ ð2alHl2 blVlÞ

	
:

Now suppose that a Bell state measurement is
performed on the first two photons. The third photon

Figure 4 Quantum state teleportation. (a) Teleportation requires an entangled photon source, a Bell state analyzer and a classical

communications channel. One entangled photon goes to Bob and the other to Alice, who also receives a photon of unknown polarization

state. (b) Alice performs a joint polarization measurement of the two photons and relays the result to Bob using two classical bits of

information. The photon going to Bob is projected into a pure state as a result of Alice’s measurement. (c) Upon receiving Alice’s

classical information, Bob performs a simple transformation on his photon (which he has been storing), such as a rotation of

the polarization vector. The resulting state of his photon is then identical to the unknown state Alice wished to teleport. (Adapted

with permission from James DFV and Kwiat PG (2002) Quantum state entanglement: creation, characterization, and application.

Los Alamos Science 27: 52–67.)
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is immediately projected into one of four possible
states, which can be transformed back into the state of
the original input photon by a simple operation, e.g.,
with a waveplate. For example, if the Bell state
measurement produced the result lCþl; the third
photon is immediately ‘collapsed’ into the pure state
lc3l ¼ 2alHlþ blVl: By applying a p-phase shift to
the horizontal polarization (relative to the vertical),
lc3l can be transformed into the original input state:
lc 0

3l ¼ alHlþ blVl: Alice (who does the Bell state
measurement) need only communicate to Bob (who
wants to receive the teleported photon) which of the
four Bell states she measured. Note that during the
entire teleportation procedure, neither Alice nor Bob
can obtain any idea of the values of the parameters a
and b, which specify the state. Also, because Alice’s
measurement collapses the unknown state, there is
only a single copy at the end of the protocol.

Quantum state teleportation was first demon-
strated experimentally by Zeilinger and coworkers
(University of Innsbruck, Austria). The group was
able to determine two of the four Bell states
unambiguously (the other two states gave the same
experimental signature) and proved for those cases
that the state of the input photon could indeed be
transferred to Bob. Other experiments have realized
modified forms of quantum teleportation in different
systems. For example, Kimble’s group (California
Institute of Technology) teleported the coherent state
of an optical mode using squeezed (rather than
polarization-entangled) light. Researchers have
recently suggested how teleportation might form the
basis of a distributed network of quantum communi-
cation channels, and how it might enable quantum
computing in all-optical systems.

Other Application of Optical
Entanglement

Quantum Computing

The most challenging and powerful application of
quantum information is large-scale quantum comput-
ing. Two features that make quantum information
processing potentially powerful are the exponentially
large Hilbert space, which gives quantum registers
very large capacities, and quantum parallelism, which
means that data processing tasks can be performed
very efficiently. One fundamental drawback, which
severely constrains useful applications of quantum
computers, is that the final measurement can only
produce a number of classical bits equal to the
number of qubits. Thus, quantum computers are
limited to performing tasks in which a small amount
of information is meant to be gleaned from

processing a large amount of data; examples include
searching an unstructured database for a specific
entry (Grover’s algorithm) or finding the periodicity
of a function (the quantum Fourier transform).
This second task is central to Shor’s factor-finding
algorithm, the most famous quantum computing
algorithm to date.

A practicable quantum computer technology must
have at least the following features, first identified by
DiVincenzo:

. A set of well-characterized, distinguishable qubits
to form a quantum data storage register.

. The ability to initialize the qubits of the register in a
simple fiducial state.

. Decoherence times that are much longer than the
time needed to perform logical operations.

. The ability to perform any single qubit operation on
any qubit in the register, and the ability to perform
two-qubit conditional logic gates (such as the
CNOT gate:al00 l þ bl01l þ gl10l þ dl11l !
al00l þ bl01l þ gl11l þ dl10l).Together, these
operations constitute a universal set of quan-
tum gates, from which all other gates can be
synthesized.

. The ability to measure each qubit.

All-optical schemes have been used to implement
small quantum algorithms. However, most of the
approaches are not scalable, due to the limitations
of non-linear optics to perform a CNOT gate at
the single-photon level. Recent proposals have
suggested that very high efficiency single-photon
detectors, along with sources of single photons
‘on-demand,’ allow scalable quantum computing
with only linear optics; preliminary two-qubit gates
have been experimentally demonstrated. A number of
other promising candidate technologies that meet
DiVincenzo’s five requirements are being pursued
vigorously. For example, the ability to create multi-
qubit entanglement and perform reliable measure-
ments on trapped ions cooled and manipulated by
lasers has recently been demonstrated. Solid state
systems offer the possibility of scalability, and a
number of schemes, such as quantum dots, isolated
impurities with nuclear spins, and superconducting
quantum interference devices (SQUIDs), are being
investigated. It is possible that the final quantum
computing technology may take the form of a hybrid
between various present approaches.

Lithography

Lithography, in which a pattern is optically imaged
onto some photoresistive material, is the primary
method of manufacturing microscale or nanoscale
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electronic devices. An inherent limitation of this
process is that details smaller than a wavelength of
light cannot be written reliably. However, quantum
state entanglement might circumvent this limitation.
Under the right circumstances, the interference
pattern formed by beams of entangled photons can
have half the classical fringe spacing. Quantum
lithography requires two beams of photons, a
coherent superposition consisting of the state in
which two photons are in beam A while none are in
B, and the state in which no photon is in beam Awhile
two photons are in B. Such number-entangled states
can be made in the laboratory, and the predictions
about fringe spacings have been verified. However,
other obstacles must be overcome to surpass current
classical-lithography techniques.

Two-Photon Imaging and Microscopy

At present, two-photon microscopy is widely used to
produce high-resolution images, often of biological
systems. However, the classical light sources (lasers)
used for the imaging have random spreads in the
temporal and spatial distributions of the photons, and
the light intensity must be very high if two photons
are to intersect within a small enough volume to cause
a detectable excitation. Such high intensity can
damage the system under investigation. Because the
temporal and spatial correlations may be much
stronger between members of an entangled photon
pair, much weaker light sources could be used, which
would be much less damaging to the systems being
observed. The development of such systems is
currently an active area of research.

List of Units and Nomenclature

Entanglement: a property of quantum systems con-
sisting of two or more distinct subsystems, often
separate particles. When transformations on one
system do not affect the other, the state is said to be
separable; when this is not the case, and the
quantum state of the overall system cannot be
resolved into separate states of the individual
pieces, the system is entangled.

Pure and mixed states: when the probability ampli-
tudes specifying a quantum state are deterministic,
the state is said to be pure; when the amplitudes
are random quantities, the state is mixed.
The distinction is similar to that of coherent and
partially coherent optical fields.

Quantum computer: an information processing
device that exploits quantum mechanical phenom-
ena to greatly enhance computational power for

certain problems. Some mathematical problems
thought to be intractable on conventional compu-
ters can, in theory, be performed efficiently on a
quantum computer.

Quantum crytography (also known as quantum key
distribution): a quantum information protocol
by which two parties acquire a shared series
of random numbers (a cryptographic key) by
exploiting the quantum nature of light.
Absolute security can be proven by virtue of
the indivisibility and uncopy-ability of
individual quanta.

Quantum state tomography: a means by which
quantum states can be determined experimentally
by performing a series of appropriate measure-
ments on multiple identically prepared systems.
From such measurements, the elements of the
density matrix, which fully specifies the state, may
be inferred.

Quantum superdense coding: A quantum infor-
mation protocol by which two bits of classical
information may be communicated by a single
quantum bit, initially part of an appropriate
entangled quantum state.

Quantum teleportation: a quantum information pro-
tocol by which the unknown quantum state of one
particle can be transferred to another distant
particle, using a pair of entangled particles, a
projective measurement, and exchange of two bits
of classical information.

Qubit (quantum bit): a two-level quantum mechan-
ical system, which constitutes the building blocks
of quantum information processing devices.
Examples include a spin-1/2 particle, an atom
with two well-isolated levels, or the polarization
of a photon.

See also

Nonlinear Optics, Applications: Three-Dimensional
Microfabrication. Quantum Optics: Quantum Computing
with Atoms.
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Introduction

The fact that light can exert a mechanical force on
atoms by the transfer of linear momentum was
recognized as long ago as the 1930s, when Frisch
demonstrated the deflection of an atomic beam using
resonant light. With the advent of tunable laser light
in the early 1970s, a much larger excitation rate for
atoms was achieved, leading to a much stronger
deflection. A little earlier it was also observed that in
addition to the force resulting from photon recoil, a
dipole force is also produced in a focused light beam
so that even small solid particles can be trapped and
manipulated. The original proposal for laser cooling
of atomic gases was put forward in 1975 and later
laser cooling of trapped ions was proposed. The
principle of laser cooling is very simple. The ion is
excited by laser light below a resonance frequency; in
order that a transition can be made, the residual
energy has to be taken from the kinetic energy of the
particle, leading to cooling of the particle. In this
article, we will discuss this cooling process in more
detail.

Laser Cooling of Ions in a
Radiofrequency Trap

Of the various proposed and realized methods for
laser cooling of atoms or trapped ions, sideband
cooling is conceptually the simplest and most
efficient. It allows a trapped particle to be cooled to
the quantum-mechanical ground state of a harmonic

trap potential. The process can be regarded as anti-
Stokes Raman scattering of the pseudomolecule
formed by the ion and the trap. If the linewidth of
an optical transition in this atom is smaller than the
vibrational frequency of the trapped ion, both
electronic levels of the transition split into a ladder
of resolved vibrational levels. The absorption spec-
trum consists of a carrier at the resonance of the free
atom and sidebands at multiples of the vibrational
frequency. With a laser tuned to the m-th lower
frequency sideband, each absorption of a photon will
reduce the vibrational energy of the atom by m quanta.
Since the subsequent spontaneous re-emission will, on
average, not change the vibrational excitation,
repeated photon scattering processes lead to efficient
cooling of the atom. This cooling will continue until
the absorption probability for the low-frequency
sidebands decreases when approaching the vibrational
ground state of the ion in the trap. The final
temperature is limited by the heating process caused
by photon recoil. However, after the ion is cooled to
the vibrational ground state this heating process
disappears, when the vibrational energy of the ion is
larger than the recoil energy of a photon. In this case,
the recoil is taken up by the entire trap setup, as it is the
case in the Mössbauer effect.

Despite these obvious advantages of sideband
cooling, relatively few experiments have been made
using this method. This is because the regime, where
the oscillation frequency v is larger than the natural
linewidth G of an optical transition (the so-called
‘strong binding regime’), is not easily accessible.
Vibrational frequencies of ions in standard electro-
magnetic traps are of the order of 1 MHz, whereas
linewidths of electric dipole transitions in positive
ions are in the range 20–50 MHz. In this ‘weak
binding regime’ with G . v; laser cooling of trapped

264 QUANTUM OPTICS / Laser Cooling of Ions



ions is essentially analogous to Doppler cooling of
free atoms. The minimum temperature is given by the
Doppler limit kBT ¼ "G=2; and the mean vibrational
quantum number is knl ¼ G=2v . 1: The first experi-
ments with cooling on resolved sidebands, therefore,
used a strongly forbidden optical transition or
stimulated Raman transitions. In these cases, how-
ever, sideband cooling is inevitably slow and it was
used only to extract a few vibrational quanta from
Doppler-precooled ions. In both experiments the
vibrational ground state was reached to a very good
approximation (mean quantum number knl < 0:05).
Raman sideband cooling has also recently been
applied to neutral atoms in optical traps.

Laser cooling of trapped ions was motivated by
their possible use for optical frequency standards
where the relativistic Doppler shift, as well as the
Stark shift due to the trap potential, are eliminated at
low temperatures. Cooling to the ground state also
opens up the possibility of studying a well-controlled
mechanical quantum oscillator experimentally. This
led to the realization of nonclassical states of motion,
investigation of quantum decoherence phenomena,
and the demonstration of a quantum logic gate for
quantum computing.

Sideband Cooling

Most theoretical treatments of sideband cooling
consider a static harmonic trap, whereby the time
dependence of the potential of the radio-frequency
(rf) ion trap is neglected. In such a model a running
laser wave /expðikrÞ of wave number k induces
transitions between the eigenstates lnl and ln0l of a
harmonic oscillator. The relevant transition matrix
elements are

Un0n ¼ kn0lexpðikrÞlnl ½1�

Un0n ¼ expð2h2
=2Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n,!

ðn, þ DnÞ!

s
ðihÞDnLDn

n,
ðh2Þ ½2�

Here h ¼ kx0 ¼ k
ffiffiffiffiffiffiffiffiffi
"=2mv

p
is the Lamb–Dicke para-

meter for the spatial extension x0 of the ground
state, n< the smaller of the two numbers n and n0;

Dn ¼ ln 2 n0l; and Lm
n denotes the generalized

Laguerre polynomial. In the case of high vibrational
excitation n;n0 q 1; Un0;n can be approximated as

UnþDn;n < iDnJDnð2h
ffiffi
n

p
Þ ½3�

with the Bessel function of n-th order Jn:The argument
of the Bessel function is the product of the wave
number and the classical vibration amplitude of the

highly excited state. This is the result one would expect
for the frequency-modulated spectrum of a classical
oscillator. For argumentsb among the Bessel functions
JnðbÞ, those of order n < b have the largest modulus.
Consequently, during the initial stages of cooling it is
most efficient to tune the laser so that it induces
transitions with Dn < 2h

ffiffi
n

p
q 1:

For the final stages of cooling one can usually
assume that the ion is in the Lamb–Dicke regime,
i.e., that it is localized within dimensions of the
optical wavelength. A detailed study of the limits of
sideband cooling in a static trap was carried out in
1984. The final distribution of population over the
vibrational states is thermal and can be characterized
by a mean occupation number knl or a temperature
T ¼ "v=kB lnð1 þ 1

�
knlÞ: The number knl is a rational

function of the four frequencies involved, i.e., the
natural linewidth G, the oscillation frequency in the
trap v; the laser detuning d; and the Rabi frequency
vR: For certain limiting cases, simple expressions
for the mean vibrational excitation knl can be
derived from the general result. The lowest
vibrational excitation is achieved in the case of
well-resolved sidebands ðvq GÞ and under weak
laser excitation ðvR p GÞ; tuned to the first
sideband ðd ¼ 2vÞ :

knl ¼
�
aþ

1

4

�
G2

4v2
½4�

The constant a depends on the geometry of excitation
and photon re-emission and is of the order of 1. In the
case of strong saturation ðvR q GÞ of the first
sideband ðd ¼ 2vÞ; the mean vibrational quantum
number is proportional to the laser intensity:

knl ¼
v2

R

8v2
½5�

This case is of practical relevance if one wants to
detect a fluorescence signal on the cooling transition,
for example, to measure the internal state of the ion in
a double-resonance experiment, while keeping the ion
cooled. For the choice of parameters vR ¼ v ¼ 2d;

the ion is still predominantly in the vibrational
ground state ðknl < 1=8Þ; but photons are scattered
from the wing of the saturation-broadened carrier at
a rate P ¼ Gv2

R

��
G2 þ 2v2

R þ 4d2
�
< G=6; which is

already one-third of the maximum scattering rate.
Finally, in the case of large laser detuning ðdq G;

v;vRÞ; the energy is proportional to the detuning
because the lower vibrational levels are no longer
depleted by the laser:

hni <
aþ 1

4

d

v
½6�
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If the Lamb–Dicke parameter satisfies hp 1; the
strength of the sidebands can be calculated from a
power series expansion of the matrix elements of
eqn [2] and the thermal distribution of population
over the oscillator levels. The Un0;n are evaluated to
first-order in h only. In this approximation, the height
of the first lower-frequency sideband in the absorption
spectrum relative to the carrier is h2knl and that of the
first higher-frequency sideband h2ðknlþ 1Þ: This
information can be used to determine experimentally
the vibrational quantum number from the absorption
spectrum. The strengths of the higher-order sidebands
contain higher powers of h2 and therefore decrease
rapidly.

Let us now briefly review some facts about the
motional spectrum of an ion in a Paul trap, which is
not just a static system but possesses an explicitly
time-dependent potential. The equation of motion
for a classical particle of charge e and mass m
in the quadrupole potential of the trap fðr; zÞ ¼
ðV0 2 U0 cos VtÞðr2 2 2z2Þ=2r2

0 is given by the
Mathieu differential equation:

d2r

dt 2
þ ðar 2 2qr cos 2tÞr ¼ 0 ½7�

with dimensionless parameters:

t ¼
V

2
t; ar ¼

4eV0

mV2r2
0

; qr ¼
2eU0

mV2r2
0

½8�

Here a static voltage V0 and an alternating voltage
with amplitude U0 and frequency V are applied to
a Paul trap with the radius of the ring electrode r0:

The equation of motion for the z coordinate is
obtained by multiplying the parameters a and q by
the factor 22. The general solution of the Mathieu
equation in the first stability region of the ða; qÞ
parameter space can be written by using the
Floquet ansatz:

rðtÞ ¼ A
X1

j¼21

cj cos ð2jþbrÞt þ B
X1

j¼21

cj sin ð2jþbrÞt ½9�

where A and B are constants determined by the
initial conditions, and the cj and br depend on a
and q: In the first stability region, where most of
the experiments are carried out, the value of br is
between 0 and 1. According to eqn [9] the
motional spectrum of the ion has resonances at

vr; j ¼

�
j ^

br

2

�
V; j ¼ 0;1; 2… ½10�

In the adiabatic approximation, which is valid for
a;q2 p 1; the motion of the ion can be separated

into an oscillation at the driving frequency V, the
so-called micromotion, and a slower oscillation,
called the secular motion, describing the oscillation
in the time-averaged pseudopotential. This pseudo-
potential describes the effect of the ponderomotive
force of the oscillating trapping field that drives the
ion to the field minimum at the center of the trap.
Since, in the quadrupole trap the pseudopotential is
harmonic, the solution to the equation of motion
can be approximated as

rðtÞ ¼ r0 cosbrt

�
1 þ

qr

2
cos2t

�
½11�

The approximate expression for br is br ¼

ffiffiffiffiffiffiffiffiffiffiffiffi
q2

r =2 þ ar

q
and the secular frequencies are given by

vr ¼
Vffiffi
8

p

ffiffiffiffiffiffiffiffiffiffiffi
q2

r þ 2ar

q
; vz ¼

Vffiffi
2

p

ffiffiffiffiffiffiffiffiffiffiffi
q2

r 2 2ar

q
½12�

which are the lowest-order resonances vr;z ¼ br;zV=2
in the Floquet ansatz, eqn [9]. From eqn [11] it is
seen that the amplitude of motion at the resonances
V ^ v is a factor qr=4 smaller than those at the
resonance v: It is noteworthy that the frequency V of
the driving field does not appear directly in the
motional spectrum, but only in combination with the
secular frequency v: This changes, however, if there is
an additional static force acting on the ion, displacing
it from the center of the quadrupole. The approxi-
mate solution to the equation of motion then
becomes:

rðtÞ ¼ r1 þ r0 cosbt

�
1 þ

qr

2
cos2t

�
½13�

and a resonance at V appears. The force that
displaces the ion by r1 may be due to static electric
stray fields or the presence of a second ion in the
trap. These effects can have a strong influence on
sideband laser cooling of the trapped ions. A number
of theoretical studies have been published on the
quantum-mechanical treatment of the Paul trap. The
explicitly time-dependent potential does not allow
stationary states with time-independent energy
eigenvalues. One can, however, as in the case of
the pseudopotential model, distinguish between two
time-scales and construct wave functions of the
harmonic secular oscillator that show some
additional breathing motion at the trap frequency.
A quantum-mechanical theory of sideband cooling in
the time-dependent potential of the Paul trap thus far
exists only for special cases; in 1994 there was a case
where the ion was localized in the Lamb–Dicke
regime at the node of a standing laser wave and time
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averaged kinetic energies were calculated. Minima of
the energy that agree with the results of the theory
for the static harmonic trap to within a factor of 2
were found. The strongest modifications to the
predictions of the cooling theory for the static trap
arise in the dependence of the energy on the laser
detuning. The influence of the micromotion gives rise
to heating for certain regions of negative laser
detuning (on the high-frequency side of a low-
frequency micromotion sideband) and to cooling
for some positive detunings (on the low-frequency
side of a high-frequency micromotion sideband).

Trapped LASER-cooled ions have a variety of
applications in spectroscopy and other fields.

In the following, a phenomenon will be discussed
where observations during the cooling process of ions
in traps is interpreted as phase transitions between
chaotic and ordered ion structures during the cooling
process.

Generation of Chaos During the
Cooling Process and Phase
Transitions to Ordered Configurations

Using a Paul trap, it is possible to study the physics of
a few-body phase transition of ions. The ordered state
of the trapped ions can be observed directly
by monitoring their resonantly scattered light.
The transition to an ordered or ‘crystalline’ configura-
tion is expected when the Coulomb coupling constant
which corresponds to the ratio of Coulomb energy
to the kinetic energy of a particle, is larger than 1.
The ordered structures represent configurations of
maximum density for the ions, they are determined by
the trap potential pushing the ions towards the trap
center, and by the Coulomb repulsion between the ions
acting in the opposite direction, so that minimum
energy configurations are finally adopted. The system
corresponds to an ordered one-component plasma or a
strongly coupled plasma.

In the following, computer simulations of the phase
transition in the Paul trap will be reviewed. In the trap
the ions are subjected to five different forces. These
are the force F (trap), arising from the dynamical rf
trapping field, the Coulomb interaction between the
ions F (Coul), the laser cooling force F (laser), a random
force F (rand) arising from the recoil of the sponta-
neously emitted photons, and a parasitary force
F (cont), arising from a contact potential, which may
be generated unintentionally by locally coating the
electrodes with the trapped atoms.

The potential generated by the rf voltage
applied to the hyperbolic electrodes of the trap is

given by

fðr; tÞ ¼ wðtÞ½x2 þ y2 2 2z2�

wðtÞ ¼
U0 þ V0 cosðVtÞ

r2
0 þ 2z2

0

½14�

where U0 and V0 are the dc and ac components of the
voltages applied to the trap. From eqn [1] we obtain
the trapping force and the resulting equation of
motion of a single ion in the trap:

FðtrapÞ ¼ m€r ¼ e7fðr; tÞ ¼ 22ewðtÞ½r 2 3zez� ½15�

where m; r, and zez denote the mass of the ion, the
position, and the zez-component of the position
vector, respectively.

The Coulomb interaction between the particles
results in the force:

FðCoulÞ
i ¼

e2

4p10

;
X

m–1

ri 2 rm

½ri 2 rm�
3

½16�

In the process of laser cooling, every scattered photon
changes the momentum of an ion on the average by
an amount "k:

The ensemble average of the resulting laser cooling
force acting on the i-th ion is thus:

FðlaserÞ
i ¼ "kR½riðtÞ; _riðtÞ� ½17�

The number NiðlÞ of spontaneously emitted
photons from the i-th ion during the l-th cycle of
period T ¼ 2p=V is

NiðlÞ
ðlT

ðl21ÞT
R½riðtÞ; _riðtÞ�dt ½18�

In the simulations, it is assumed that these Ni

spontaneous photons are emitted one by one, at
the end of each rf cycle, rather than emitting them
one by one, according to the appropriate photon-
statistics during the cycle. The orientation of the
unit vector ûj; which points in the direction of the
j-th emitted photon, is chosen at random, but
weighted with a cos2 distribution (dipole charac-
teristic) with respect to the laser polarization axis.
This way, only the linearly polarized spontaneously
emitted photons have been simulated in the
calculations. The circularly polarized ones, which
occur with a sin2 distribution, have been neglected.
The random force FðrandÞ

i ; is thus:

FðrandÞ
i ðtÞ ¼ "k

X1
l¼21

dðt 2 lTÞ
XNi

j¼1

ûj ½19�
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In some of the calculations, a contact potential has
been taken into account which is generated
experimentally by a coating of the quadrupole
electrodes by the trapped particles. Close to the
center of the trap, the contact potential gives rise
to an approximately homogeneous electric field.
Altogether, the motion of the i-th particle is
governed by the sum of the above forces, that is:

m€ri¼F
ðtrapÞ
i þFðCoulÞ

i þFðlaserÞ
i þFðrandÞ

i þFðcontÞ
i ½20�

Given appropriate initial conditions, the eqns of
motion [20] are integrated forward in time to obtain
the trajectories of the n-ion system. These trajectories
provide all the information necessary to find the
quantities of interest, such as the occupation
probability density of the i-th ion in phase space
(i.e., the probability density of finding the i-th ion at a
given position, and with a given velocity), the (total)
kinetic energy, and the fluorescence intensity.

Some of the results of the described simulations will
be summarized below. Figure 1 shows the excitation

spectrum of the ions as a function of laser detuning.
The experiment confirms the results of the
simulations.

Owing to the Coulomb interaction of the ions at
particular phases of the cooling process, chaos in the
ion cloud is observed leading to a heating process of
the ions by the applied field of the trap. This heating
mechanism was investigated in the simulations in
detail and the summary of the results is given in
Figure 2.

For zero laser power and large r; there is no net
heating of the ions. This is confirmed by the
experiments, in which, even in the absence of a
cooling laser, large clouds of ions can be stored in a
Paul trap over several hours without being heated out
of the trap. The ions are far apart, the Coulomb force
is small, and on short time-scales the ions behave
essentially like independent singly stored ions. For
this reason, this part of the heating diagram is called
the ‘Mathieu regime’ as it is well described by the
Mathieu equation [7]. Turning on a small laser power,
the rms radius r reduces drastically due to laser

Figure 1 Excitation spectrum of five ions as a function of laser detuning. When the laser detuning is changed the cooling rate of the ion

is varying. Two phase transition points (and bistability) are apparent. Insets show the results of the molecular dynamics calculations

shortly before and after the jump, which demonstrates directly the existence of a transition from a cloud phase to a crystalline state. The

units given at the insets are mm.
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cooling, but comes to a halt at about 14 mm where
chaotic rf heating sets in and balances the cooling
power of the laser. Increasing the laser power results
in an even smaller cloud. The smaller cloud produces
more chaotic rf heating, as seen clearly by the
negative slope of the heating curve (Figure 2) in the
range 8 , r , 14 mm.

In the range 4 mm , r , 8 mm, there is still chaotic
heating, but the slope of the heating curve is positive.
As a consequence of the resulting triangular shape of
the heating curve, at about 8 mm, the chaotic heating
power can no longer balance the cooling power of the
laser, and the cloud collapses into the ‘crystalline’ state
located at r < 3:8 mm; a ‘phase transition’ has
occurred. Due to this collapse, the behavior of the
heating rate in the range 3.8 mm , r , 8 mm cannot
be studied by equilibrating laser cooling and rf
heating. In this case, we start out from the crystal
state and slightly displace the ions to explore the
‘vicinity’ of the crystal. We observe no heating for
3.8 mm , r , 4 mm, but quasiperiodic motion, and

thus name this regime the ‘quasi-periodic’ regime. We
call the upper edge of the quasiperiodic regime
(r < 4 mm) the ‘chaos threshold’. An initial condition
beyond the chaos threshold, i.e., satisfying r . 4 mm,
leads to heating and expansion of the ion configura-
tion and numerical data relevant for the shape
of the heating curve can be taken during this
‘explosion phase’. The laser power P is set to zero
for this type of experiment. We conjecture that,
apart from the trivial case of a single stored ion, the
heating curve is ‘universal’, i.e., its qualitative
shape, including the existence of the chaotic regime,
does not depend on the number of simultaneously
trapped ions.

For the quasiperiodic, the chaotic and the
Mathieu-regime, respectively, the corresponding
type of power spectrum are shown in the insets
above the abscissa of Figure 2. The data were
actually taken from the case of two ions, but would
look similar in the five-ion case. A discrete spectrum
in the quasi-periodic regime and a complicated

Figure 2 Average heating rate of five ions in a Paul trap versus the rms radius of the ion configuration. The insets show the power

spectrum and the corresponding stroboscopic Poincaré sections in the x–z plane of relative separation for two ions in three

characteristic domains: the quasiperiodic regime, the chaotic regime and the Mathieu regime. All length scales are in units of

micrometers. Units gives at the x–z axis of the insets are in mm.
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noisy spectrum in the chaotic regime is obtained.
The spectrum in the Mathieu regime is again quite
simple and dominated by the secular motion
frequency. Stroboscopic pictures of the locations of
two ions in the x–y plane of the trap characterizing
the three regions, are shown on the insets below the
abscissa of Figure 2.

Some of the ordered ion structures observed
experimentally are shown on Figures 3 and 4. The
structures in Figure 3 were obtained in a Paul trap; the
others are measured in a storage ring leading to quasi-
linear structures of the ion configurations, depending
on the symmetry of the trap. Ordered ion structures

have also been observed in Penning traps. Due to the
symmetry of this trap rotationally symmetric struc-
tures are observed.

Conclusion

Laser cooling of ions in traps provides an excellent
tool for numerous experiments, varying from tests
of basic physics to important and new applications
in quantum information processing. The linear ion
structure shown on Figure 4 is presently investigated
in many laboratories in order to realize gates for

Figure 3 Ordered ion configuration of two, three, four, and seven laser-cooled Mgþ ions confined in a Paul trap and observed using

resonantly scattered light. The average ion separation is 20 mm. The structures of four and seven ions are slightly deformed owing to

contact potentials in the trap.
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quantum computing. Single trapped ions in
cavities may be used as deterministic light sources
for secure single photon communication links.
Furthermore, in many laboratories single laser-
cooled ions are investigated as the basis for new
time and frequency standards, being several orders of
magnitude more accurate than our present
atomic clock.

See also

Chaos in Nonlinear Optics. Quantum Optics: Entan-
glement and Quantum Information; Quantum Computing
with Atoms.
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Figure 4 Crystalline structures of laser-cooled 24Mgþ ions in

the quadrupole storage ring. At a low ion density the ions form a

string along the field axis (upper). Increasing the ion density

transforms the configuration to a zigzag (middle). At still higher

ion densities, the ions form ordered helical structures on the

surface of a cylinder, e.g., three interwoven helices (lower). As

the fluorescent light is projected onto the plane of observation in

this case the inner spots are each created by two ions seated on

opposite sides of the cylindrical surface, resulting in a single,

bright area. (Reproduced by permission of Nature from Birkl G,

Kassner S and Walther H (1992) Multiple shell structures of laser

cooled 24Mg+ ions in a quadrupole storage ring. Nature 357:

310–313.)
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Introduction

It is a well-known fact that the speed of commercial
microprocessors is doubling, roughly, every 18
months (Moore’s law). This speedup is achieved
mainly at the expense of reducing the size of the
microchip. If this tendency is to continue, it seems
unavoidable that quantum mechanical effects will
eventually become important.

Remarkably, far from being a technological
nuisance, the fact that information carriers are
truly quantum mechanical systems offers an
entirely new paradigm for computation. As opposed
to classical bits, with logical values 0 and 1,
quantum bits (qubits) can be prepared in arbitrary,
normalized superpositions of the logic values. In
addition, quantum states of multiqubit systems can
be entangled, i.e., cannot be written as tensor
products of states of the individual components.
The theoretical description of entanglement
requires a huge number of parameters which, in
fact, grows exponentially with the number of
particles that are involved. This exponential number
of new degrees of freedom is responsible for the
computational potential that quantum systems
offer. Recently it has been demonstrated theoreti-
cally how we can harness this potential in the
form of quantum algorithms, including Shor’s
factorization algorithm and Grover’s protocol for
data base search.

From a theoretical point of view, the implemen-
tation of quantum computation is greatly simplified
by the fact that any unitary transformation involving
an arbitrarily large number of qubits can be decom-
posed into two building blocks: single qubit
operations and two-qubit controlled-NOT gates
(CNOT-gates). We only need to identify two-level
systems whose interaction can be mediated in a way
that allows for conditional dynamics, that is, the
second system undergoes certain operation (a NOT
operation in our case), conditional on the state of the
first qubit. However, it is easy to convince ourselves
that from the experimental point of view, the
challenge is going to be formidable. The following
(DiVincenzo)-checklist summarizes the necessary
requirements for the potential physical realization
of a quantum computer:

. The system needs to provide a well-defined
qubit, with two robust levels to represent the logical
values 0 and 1. Moreover, the system should be
scalable.

. Both the initial preparation and the final readout of
the system has to be done with sufficient accuracy.

. The system has to allow the implementation of a
universal set of gates (single-qubit rotations and
CNOTs gates) with sufficient high fidelity. Implicit
in this requirement is the ability to address
individual qubits.

From the above list it is clear that the practical
realization of a quantum computer relies on the
ability to achieve a delicate equilibrium: the system
needs to interact strongly with selected external
agents, typically laser light, both during the gate
operations and the preparation and readout steps, but
should be shielded from any unwanted interaction if
the desired dynamics is to be preserved. Perfect,
selective, shielding from the environment is not
possible in practice and unwanted interactions with
the surroundings will unavoidably result in some
form of decoherence. In this article we will review the
fundamentals of the implementation of a universal set
of quantum gates using (i) atomic system coupled to a
resonant field sustained in a microwave cavity and
(ii) trapped ions confined in an electromagnetic trap.
Atomic and ionic systems provide a good means for
storing quantum information in long-lived electronic
states. In addition, both neutral atoms and ions can be
selectively detected with high efficiency. While none
of the presented schemes is expected to be scalable to
a very large number of qubits, they constitute the first
prototypes for quantum registers and are expected to
play an important role in applications where only a
moderate number of qubits are required. These
applications range from the development of new
frequency standards to quantum communication
protocols. We will discuss in the following sections
how a set of universal gates can build within these
systems and will present the state of the art of the
experiments performed to date.

Quantum Computation: Basic
Definitions

As stated before, the basic unit of quantum infor-
mation is a qubit, an arbitrary quantum mechanical
two-level system. We will associate logical values
0 and 1 with quantum states l0l and l1l; the
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eigenvectors of an observable such as the energy, and
refer to such states as the computational basis. Any
unitary operation on a qubit will be called a single
qubit gate. Joint operations on more than one qubit
will be denoted as multi-qubit gates. Using the fact
that any two-level system is isomorphic to a spin-1/2
particle (e.g., an electron), we can always think of a
qubit in terms of a certain pseudo-spin whose
dynamics can be represented as rotation of the
associated Bloch vector within the Bloch sphere.

For instance, as depicted in Figure 1, a qubit
initially prepared in state l1l; after experiencing
a single qubit gate will be represented by certain
Bloch vector ~S; whose location on the Bloch sphere is
a function of the gate parameters. Note that a
classical system can only assume two positions
(upwards and downwards), while a quantum system
can explore the whole surface of the sphere.

It is also quite standard in quantum computation to
use a diagramatic representation in terms of quantum
circuits. Quantum circuits are built up of wires to
denote the quantum bits and boxes to represent the
gates, or quantum operations. Figure 2 shows two
basics elements of a quantum circuit. The element on
the left is the so-called Hadamard transformation, a
particular example of single-qubit gate which trans-
form each element of the computational basis as
follows:

l0l!
1ffiffi
2

p
�
l0lþ l1l

�
½1�

l1l!
1ffiffi
2

p
�
l0l2 l1l

�

Part (b) of Figure 2 depicts a CNOT-gate. This is now
an operation involving two qubits. The first one, the
control qubit, remains unaltered after the gate
operation while the second qubit, referred to as the
target, undergoes a spin flip (logical NOT operation)
only when the control is in the state l1l: Specifically,
the action of a CNOT-gate is defined by the following
transformation rule:

CNOT

l00l! l00l

l01l! l01l

l10l! l11l

l11l! l10l

½2�

We have already mentioned that single qubit
rotations and CNOT gates provide a universal set
of gates. Our aim now is to show how such
operations can be built when the so far generic
qubit are realized in terms of real atomic systems. In
the two experimental scenarios we are going to
analyze here, the CNOT operation will be achieved
by means of a different type of gate, a controlled-
phase gate supplemented by two one-qubit
Hadamard gates on the target qubit. The arrange-
ment is showed in Figure 3. The controlled-phase gate
is again a two-qubit operation defined by the
following transformation rule:

CNOT

l00l! l00l

l01l! l01l

l10l! l10l

l11l!2l11l;

½3�

i.e., a global phase equal to p is acquired if, and only
if, the two basis states are in the logical state 1. It is
easy to check that when the target bit is rotated by a
Hadamard gate prior and subsequently to the action

Figure 1 Geometrical representation of qubit systems using the

Bloch sphere formalism. See the text for details.

Figure 2 Examples of single qubit gates (a) Hadamard

transformation and two qubit gates (b) CNOT gate as customarily

represented in quantum circuits diagrams.

Figure 3 Controlled-phase gate with both inputs, control, and

target qubits, in state l1l: The first Hadamard gate rotates the

target to state (l0l2 l1l)
� ffiffi

2
p

: The action of the controlled-phase

gate with f ¼ p yields the joint state l1l þ (l0l2 l1l)
� ffiffi

2
p

and a

final Hadamard rotation on the target leaves the system in the

product state l1ll0l:
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of the joint phase gate, the resulting state is
tantamount to the action of a single CNOT gate.
Therefore, to prove that our atomic system allows for
the implementation of a universal set of gates, it
suffices to show that both single qubit rotations and
controlled phase gates can be implemented with
sufficient accuracy.

The next section analyzes a typical cavity QED
setup and presents the basic physical ideas to under-
stand how single and two-qubit gates can be
implemented within atomic systems interacting with
radiation fields. Subsequent sections will rely heavily
in this analysis.

Quantum Computing with Atoms I:
Cavity QED

A simplified cavity-QED arrangement for perform-
ing both single- and two-qubit gate operations is
depicted in Figure 4. This configuration is well-
known to quantum opticians and it is often referred
to as a Ramsey interferometric setup. For concrete-
ness, we will focus here in the experimental set up
currently in operation at the ENS in Paris. There,
the atomic system is a highly excited Rydberg
atom initially prepared in a long-lived circular
state. The relevant atomic states are represented in
Figure 5, with the qubit being stored in levels lil and

lgl which will play the role of the general basis
states l0l and l1l:

Regions denoted by R represent the interaction
of the atomic system with classical microwave
radiation. As detailed below, this interaction will
allow arbitrary rotations of the atomic pseudo spin.
Region C represents the interaction of the atomic
system with a single mode cavity field resonant the
atomic transition g 2 e: The highest Q value reported
to date is of the order of 108; which corresponds to a
photon storage time of a few milliseconds. Therefore,
the relaxation time of the cavity field is much longer
than the atom-cavity interaction time, which defines
the two-qubit gate operation time and is of the order
of a few tens of ms: The cavity field can be prepared in
either of the Fock states l0lg or l1lg and will play
the role of the control qubit for the realization of
a phase gate, as detailed below. This set up is
completed with a detection scheme (SD in the figure)
that allows the selective detection of the atomic
electronic state.

We will start our discussion showing how to
perform an arbitrary single-qubit gate by means of
irradiating the atomic system with classical radiation.
We will keep the analysis in very general terms
with the aim of using it later in the description
of the implementation of quantum logic with
trapped ions.

Single-Qubit Rotations

Let our qubit be a two-level atomic system with
frequency separation v0: We will show that an
arbitrary rotation can be achieved by means of
irradiating the system with classical light, e.g.,
microwave radiation or a laser field, with tunable
frequency vL: The radiation field will be specified by
two controllable parameters, its Rabi frequency V

and its phase f: The atom-field Hamiltonian can be
written as

H ¼
"v0

2

�
l1lk1l2 l0lk0l

�
þ "

�
geivLtl0lk1lþ gpe2ivLtl1lk0l

�
½4�

where the first term corresponds to the atomic
internal energy and the second describes the coupling
with the external field. The coupling constant g can be
written in terms of the field parameters as

g ¼
iV

2
e2if ½5�

In order to write down a time-independent Hamil-
tonian, we will move to an interaction picture with

Figure 4 Cavity QED setup for single-qubit and two-qubit

operations. Rotations of the atomic pseudo spin are performed via

interation with classical radiation (Zone R), while the interaction

with a resonant cavity field sustained in C allows the realization of

a phase gate where the cavity photon acts as the control qubit.

Figure 5 Circular Rydberg levels involved in the ENS

experimental setup. The qubit is stored in levels lil (logical value

0) and lgl (logical value 1). The radiative lifetime of these levels

lies in the millisecond range. Dissipation can then be neglected

along the 20 cm path inside the apparatus.
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respect to H0 ¼ "vL

�
2ðl1lk1l2 l0lk0lÞ: In this frame,

Hint ¼
"d

2

�
l1lk1l2 l0lk0l

�
þ"

�
gl0lk1lþgpl1lk0l

�
½6�

The interaction Hamiltonian can be readily expressed
in terms of the Pauli spin operators

sx ¼

0
@0 1

1 0

1
A sy ¼

0
@ 0 i

2i 0

1
A sz ¼

0
@1 0

0 21

1
A ½7�

as

Hint ¼
"d

2
sz þ

"V

2
ðsinfsx 2 cosfsyÞ ½8�

where d¼vL 2v0 denotes the detuning from the
atomic transition and we have taken into account
the explicit form of g as given by eqn [5]. We can
now easily derive the time evolution operator by
noting that Hint can be written in a compact form
as Hint ¼ ~s · ~n; where the vector ~n has cartesian
coordinates ~n¼ ðV=2 sinf;2V=2 cosf;d=2Þ: Note that
l~nl;Vg ¼ 1=2

ffiffiffiffiffiffiffiffiffiffi
V2 þd2

p
: The time evolution operator

can then be written as follows:

U¼ e2iHintt ¼ cosðl~nltÞ112 i sinðl~nltÞ ~s · ~n=l~nl ½9�

In matrix form:

U¼0
BBBBBB@

cos

�
Vgt

2

�
2i

d

Vg

sin

�
Vgt

2

�
V

Vg

sin

�
Vgt

2

�
e2if

2
V

Vg

sin

�
Vgt

2

�
eif cos

�
Vgt

2

�
þi

d

Vg

sin

�
Vgt

2

�
1
CCCCCCA

½10�

In the limit of large Rabi frequency, where Vqd;

we can write the following approximate expressions
for the time evolution of the computational basis
states

Ul0l¼cos

�
Vgt

2

�
l0l2sin

�
Vgt

2

�
eifl1l

Ul1l¼sin

�
Vgt

2

�
e2ifl0lþcos

�
Vgt

2

�
l1l

½11�

The transformed states by U are eigenstates of the
spin operator along the direction ~n which is a
function of the external field parameters. Therefore,
by adjusting the Rabi frequency and the field’s phase,

it is possible to transform the basis states into spin
eigenstates along any arbitrary direction, and to
perform an arbitrary rotation of our qubit, we
simply have to tailor appropriately the parameters
of the driving field. For example, when the Rabi
frequency and the interaction time are chosen such
that Vt=2¼p=4; and the field’s phase is taken equal to
p; we get

Ul0l¼
1

2

�
l0lþ l1l

�

Ul1l¼
1

2

�
l0l2 l1l

� ½12�

This relationship defines the Hadamard transform-
ation H introduced before. Alternatively, using
quantum optics jargon, we have performed a p=2-
pulse. Note that using the Bloch sphere represen-
tation, we can visualize the action of a Hadamard
gate on the computational basis states as a rotations
that brings them to the equatorial plane of the Bloch
sphere, the transformed states by H now lying in
opposite directions along the x-axis.

The next step is to show that our system also allows
the implementation of conditional dynamics and, in
particular, allows to build a controlled-phase gate.

Conditional Dynamics: Controlled-Phase Gate

The interaction of the atomic system with the cavity
field sustained by the microwave cavity is described
by the Jaynes–Cummings (JC) Hamiltonian. We can
see this Hamilton operator as a generalization of the
operator defined by eqn [4], where the radiation field
is now quantized and the terms e^ivLt are replaced by
the operators a and a

†

corresponding to the annihila-
tion and creation of a cavity photon of frequency v:

The interaction with the quantized cavity field
couples levels lel and lgl; while the far detuned level
lil will now play the role of a passive spectator.
Remember that our atomic qubit is stored in levels lil
and lgl: To avoid confusion with the notation, we will
write the Hamilton operator in terms of the atomic
states e and g: Explicitly:

HJC ¼
"v0

2

�
lelkel2 lglkgl

�
þ "va

†

a

2 i
"V

2

�
alglkel2 a

†

lglkel
�

½13�

where the coupling constant g has been taken to be
g ¼ 2i

�
"V

�
2
�
; proportional to the Rabi frequency

averaged over the mode structure, V. Using the same
techniques employed in the previous section, we can
derive the corresponding JC time evolution operator,
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which yields, for exact resonance, the following
transformation rules:

lgll0lg ! lgll0lg

lgll1lg ! cos
Vt

2
lgll1lg 2 sin

Vt

2
lell0lg

lell0lg ! cos
Vt

2
lell0lg þ sin

Vt

2
lgll1lg

½14�

where states llg refer to the cavity field. Note that:

. The cavity field will play the role of our control
qubit in the performance of a phase gate, the target
qubit being the atomic system with computational
states defined as before. The computational basis
for the photonic qubit is provided by the Fock
states l0lg and l1lg:

. Strictly speaking, the time t entering in the
equations above corresponds to an effective inter-
action time which accounts for the spatial variation
of the coupling along the field mode.

. When the atom enters the cavity in state lil; it will
acquire a global phase proportional to the ratio
V2=di; where di denotes the detuning between the
atomic transition e $ i and the mode frequency v:

In conditions of resonance, or quasi-resonance, this
factor can be safely neglected, which justifies the
term passive spectator used before.

We now have all the ingredients to understand how
we can perform a controlled phase gate. Consider the
situation where Vt ¼ 2p; so the system experiences a
full Rabi oscillation. According to the previous
discussion, the basis states of two-qubit system
atom-cavity field will transform as follows:

lill0lg ! lill0lg
lill1lg ! lgll0lg
lgll0lg ! lgll0lg
lgll1lg !2lgll1lg

½15�

That is, whenever the atomic system enters the cavity
in state lil; it will be left unaffected, irrespective of the
photon state. However, if the atom enters the cavity in
state lgl; the system will undergo a phase shift equal
to p conditional to the photon number. And that is
precisely the dynamics required for a controlled phase
gate as defined earlier.

A detailed account of the experiments in cavity
QED, showing coherent gate operation, can be found
in Further Reading. These experiments prove the
working principle of a universal set of quantum logic
gates with neutral atoms and provide the basic

elements for the development of a cavity QED
quantum register in the near future.

Quantum Computing with Atoms II:
Ion Traps

Charged atomic particles, ions, provided the first
atomic system where conditional dynamics was
demonstrated experimentally. The theoretical propo-
sal in 1995, by Cirac and Zoller, for performing a
two-qubit controlled NOT gate between trapped ions
cooled to their motional ground state, was followed a
few months later by a pioneering experiment at NIST,
in Colorado. While the physics involved in the
description of laser cooled and trapped ions is
conceptually more involved than the dynamics ruled
by a purely JC Hamiltonian, we can review the
rudiments of the Cirac–Zoller scheme on the basis of
the techniques developed in the previous sections.
Nevertheless, as discussed briefly at the end of this
section, we should point out that the exact procedure
followed in the actual experiments departs from the
analysis presented here.

Figure 6 depicts a linear ion trap where a string of
ions is confined in an essentially 1-D structure.
Quantum bits are stored in two long-lived hyperfine
states which can be driven with laser light of
controllable Rabi frequency V and phase f: Ideally,
the separation d between ions exceeds the wave-
length of the external field so that ions can be
addressed individually. Detection of the atomic state
relies on the well mastered quantum jump technique
which provides an efficiency close to 100%. From
our previous discussion, it is clear that we already
have all the ingredients for performing arbitrary
single qubits gates, but we still need to provide a
procedure to achieve two-qubit gate operations. As
detailed in the next section, this will be achieved
using the motional degrees of freedom of the ions as a
bus for information transfer between an arbitrary
pair of ions.

Figure 6 Schematic representation of a linear ion trap. Ions are

individually addressed by external laser fields to perform single

qubit operations, while two-qubit gates are mediated by the

coupling to the motional degrees of freedom, depicted here as

mechanical strings linking the chain of ions in the trap. The exact

duration of a two-qubit gate operation and the characteristic deco-

herence time depend very much on the trap design, but orientative

values are in the range of 50 ms and 100 2 1000 ms respectively.
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The Cirac and Zoller Quantum Computer

At sufficiently low temperatures, the process of
absorption and emission of photons produces a
non-negligible recoil of the atomic system and the
ion’s motion can no longer be treated classically. In
this regime, we can think of the string of ions as a
system of coupled quantum harmonic oscillators
whose normal mode configurations correspond to
the collective motional states of the ions. The lowest
energy solution corresponds to an oscillation where
all ions are in phase (center of mass (CM) mode) and
will be the one considered in our description. Figure 7
depicts the level scheme for ions initially cooled down
to the motional ground state, illustrating both
internal levels, lel and lgl; and motional (vibrational)
states, denoted by 0;1;… Laser radiation can be
tuned to be resonant with the lgll0lcm $ lell0lcm

transition (carrier transition), but may also be tuned
to drive transitions with different vibrational states
(sideband transition), as represented by the external
arrows in the figure. The realization of single qubit
gates simply involves tuning the laser towards the
carrier transition. The interaction is ruled by essen-
tially the same Hamiltonian discussed above. There-
fore, choosing appropriately the laser parameters, it is
possible to induce an arbitrary rotation of the ion
pseudo-spin.

To prove that the system allows the implemen-
tation of a universal set of gates, we will now show
that it is possible to operate a controlled phase gate
between two arbitrary ions. For that we need to
couple internal and motional degrees of freedom
which will be done by means of tuning the laser
light to a sideband transition. The corresponding
Hamiltonian will not be derived here in detail but it
can be understood as describing a Jaynes–Cummings

form of dynamics where the quantized electro-
magnetic field within a cavity is replaced by the
quantum mechanical oscillator describing the
vibrational states of the ion. Explicitly:

H ¼
hV

2

�
clelkglþ c

†

lglkel
�

½16�

where c and c
†

denote the annihilation and creation
operators of vibrational quanta and h is the so-called
Lamb–Dicke parameter, a measure of the recoil
energy. The gate operation involves the following
sequence:

. Mapping the internal state of the control ion into
the collective motional state of the chain,

. performing an operation on the target ion con-
ditional to the excitation number of the vibrational
state and

. reverse the initial operation restoring the
vibrational state to its ground state.

Imagine ion i; which will play the role of the
control, and j; the target, initially prepared in
arbitrary superpositions of the corresponding
internal states, with the whole system cooled down
to their motional ground state l0lcm: The joint state
of the two particles can be written as a product state
of the form:

�
ailgli þ bileli

�
^ l0lcm ^

�
ajlglj þ bjlelj

�
½17�

When ion i is irradiated by a laser tuned to the first
motional side band lgll1lcm $ lell0lcm; and the
timing is such that the system undergoes a p-Rabi
rotation, the internal state of the ion i is mapped
onto the vibrational state (Note the transformation
rules given in eqn [14]. As a result, the joint state of
the system is still factorizable as

�
lgli ^ail0lcm þ bil1lcm

�
^
�
ajlglj þ bjlelj

�
½18�

The second step of the protocol consists of
applying an operation on ion j conditional on the
vibrational state of the joint system. For that we
apply a laser pulse resonant with the transition
leljl1lcm $ laljl0lcm with an auxiliary level lalj so
that ion j undergoes a full Rabi oscillation. This
results in acquiring a phase shift equal to p only
if the system is state leljl1lcm (see eqn [15]). This
step entangles the internal and vibrational degrees
of freedom of ion j; leading to a joint state of

Figure 7 Relevant internal and motional atomic levels for the

realization of a controlled NOT gate between two arbitrary ions

within a chain. See the text for details.
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the form:

lgli ^
�
ail0lcm

�
ajlglj þ bjlelj

�
þ bil1lcm

�
ajlglj 2 bjlelj

��
½19�

Applying a final laser pulse on ion i identical to
the initial one, the state of the vibrational mode is
transferred back to ion i and the atomic systems are
left in the, generally, entangled state

aiajlglilglj þ aibjlglileli þ biajlelilglj 2 bibjlelilelj;
½20�

which completes the controlled-phase gate
operation.

A simplified version of this scheme shortly followed
the theoretical proposal by Cirac and Zoller, proving
the working principle of the ions trap quantum
processor. Since then, both theoretical and experi-
mental progress have allowed the development of
schemes for implementing faster gates as well as
protocols which do not require cooling to the
motional ground state. We will briefly revise the
current state of the art and future prospects of this
technology in the last section of this article.

Frequency Estimations as a Quantum
Computation: Building Frequency
Standards with Entangled States

Recently, it has been proposed to make use of
entangled states of trapped ions for performing
high-resolution spectroscopy beyond the shot noise
limit. This boundary is the ultimate limit achievable
when performing a frequency measurement using
uncorrelated particles. Consider n atomic two-level
systems with frequency separation v0 initially pre-
pared in their ground state l0l: The aim is to lock a
certain oscillator of frequency vL to the atomic
frequency. To do that, the currently employed
protocols use the so-called Ramsey method of
separate oscillating fields, where each atomic
system undergoes two p=2-pulses (or Hadamard
transformations) separated by a free time evolution
of duration t; much larger than the duration of
the pulse. Looking at the Hamiltonian describing the
interaction between the ion and the field, eqn [1],
one can easily see that the free time evolution can
be understood as a controlled phase gate in the
following sense. If we set g ¼ 0 in eqn [1] and for
simplicity re-scale the ion internal energies so that
H ¼ "dl1lk1l; the free evolution operator can be
written as U ¼ 2"dl1lk1l; so that the atomic basis

states evolve as:

Ul0l ¼ l0l

Ul1l ¼ e2idtl1l
½21�

In other words, the ground state remains invariant,
whereas the upper levels pick up a phase which is
proportional to the detuning from the atomic
transition. The state of each particle after the time
evolution can then be written as

1ffiffi
2

p
�
l0lþ e2idtl1l

�
½22�

After the second pulse, which again mixes popu-
lations of levels l0l and l1l; one measures the
population of, say, level l1l: The signal is therefore a
sinusoidal function of the form

P1 ¼
1

2

�
1 þ cosðdtÞ

�
½23�

which is symmetrical with respect to d ¼ 0:
This procedure is repeated a number of times to
accumulate a sufficient data. Let us call T the total
duration of the procedure, so that we accumulate
N ¼ nT=t experimental data. Finally, whenever stat-
istics in the populations are different from 50:50 at
half maximum are detected, the oscillator frequency
is steered to achieve exact resonance. The ultimate
resolution Dv0 achievable with this technique is
limited simply by projection noise and can be
written as

Dv0 ¼
1ffiffiffiffiffi
nTt

p ½24�

After time T; the oscillator’s frequency is steered
towards the resonance and new sequence starts. We
will now illustrate how the use of entanglement can
yield an uncertainty in the measurement beyond the
shot noise limit eqn [24]. Consider the quantum
network depicted in Figure 8. The n particles are
now initially prepared in a maximally entangled state.
This is achieved by means of subjecting the first ion to

Figure 8 Quantum circuit representation for an experimental

setup for a frequency estimation using maximally entangled

states.
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a Hadamard transformation followed by a cascade of
CNOTs between the first ion, which acts as a control,
and each of the remaining ðn 2 1Þ particles.

The resulting state is of the form

1ffiffi
2

p
�
l0…0lþ l1…1l

�
½25�

The systems now evolve freely for a time t and, in
light of the discussion above, we can represent this
evolution in terms of a quantum gate which will leave
state l0l invariant while introducing a phase factor
proportional to the detuning if the system is in state
l1l: As a result, the joint state of the n particle after the
free time evolution is given by

1ffiffi
2

p
�
l0…0lþ e2indtl1…1l

�
½26�

with a phase factor amplified by a factor n
as compared with the single particle state given by
eqn [22]. The second part of the network disentangles
the n particles, leaving the first ion in the state
ð1=

ffiffi
2

p
Þðl0lþ e2indtl1lÞ: If we now subject it to an

additional Hadamard gate, the probability for the
ion to be excited is

P1;ent ¼
1

2

�
1 þ cosðndtÞ

�
½27�

which oscillates n times faster than the signal eqn [23].
The corresponding uncertainty for the estimation of
the atomic frequency is now

Dv0; ent ¼
1

n
ffiffiffiffi
Tt

p ½28�

This corresponds to an increase in the resolution offfiffi
n

p
beyond the shot noise bound. In practice, the

achievable resolution using entangles states is limited
by the decoherence time of the system tdec; which sets
the condition T , tdec=2 for the procedure to be valid.
Remarkably, entanglement is still advantageous in a
situation where T is chosen such that it exceeds the
decoherence time. However, maximally entangled
states should now be replaced by certain partially
entangled ones to overcome the precision achievable
with uncorrelated particles.

The application of entangled states in precision
spectroscopy is a nice illustration of the potential of
the ideas developed in quantum information beyond
the ultimate task of building a large-scale quantum
computer. The first experimental results showing the
enhanced performance of entangled states have been
reported by the NIST group in Boulder.

Conclusion and Perspectives

We have revised the fundamental concepts for the
practical realization of quantum computation using
atomic systems. We have showed how single qubit and
two-qubit controlled-phase gates can be implemented
using atoms interacting with the cavity field sustained
by a microwave resonator and ion traps. We have
illustrated how a very simple quantum computation
can be used for the development of more
precise frequency standards, emphasizing the poten-
tial of the ideas developed in quantum information
beyond the implementation of large scale quantum
computation.

Cavity QED technology has so far allowed the
generation of entangled states of two and three
particles and has demonstrated coherent gate opera-
tion. Ion trap technology has pushed controllable
multi-particle entanglement to four particles and has
showed the possibility of implementing forms of error
correction. The combination of these two techno-
logies offers interesting prospects for the near future.
Surrounding traps by optical cavities and networking
these devices via optical fibers is expected to allow
the construction of the first prototypes for a quantum
communication network.

See also

Quantum Optics: Entanglement and Quantum Infor-
mation.
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Introduction

The reduction of noise is crucial for measurements
requiring high accuracy and, often, for the obser-
vation of new phenomena. Among noise sources,
noise inherently related to the quantum nature of an
object persists even after all the classical sources of
noise are removed. Quantum noise is a fundamental
limitation, loosely related to the Heisenberg uncer-
tainty principle, which imposes a lower limit to the
fluctuations of any pair of conjugated variables, like
position and momentum. For conjugated variables A1

and A2 we have

DA1DA2 $
"

2
½1�

where

DAi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
kA2

i l2 kAil
2

q
i ¼ 1; 2 ½2�

While quantum mechanics does not forbid reducing
the noise in one of the conjugated observables down
to zero, the noise for the other variable will increase
according to eqn [1]. Squeezing refers to the reduction
of noise of a quantum variable at the expenses of its
conjugated variable. The term originates from quan-
tum optics. Nonlinear interactions of the electromag-
netic field with passive and active atomic media have
been successfully used to generate squeezed photons,
opening new possibilities for essentially noiseless
optical communications and precision measurements.
The electromagnetic field is not the only quantum
object that can be squeezed. By performing appro-
priate manipulations of the internal quantum state of
a system, it is, in principle, possible to squeeze an
arbitrary variable. In the past few years, vibrational

states have also been experimentally squeezed in
molecules and solids, by exciting the system with
ultrafast optical pulses. The concept of squeezing
can also be extended to an ensemble of classical
objects for which the fluctuations are of thermal
origin.

Squeezing applies in particular to situations where
the relevant variables are the position Q and
momentum P of a harmonic oscillator. Consider the
Hamiltonian of a particle of mass m in a harmonic
potential of frequency V

H0 ¼
P2

2m
þ

m

2
V2Q2 ½3�

The ground state wavefunction is

w0 ¼
1h

2kQ2
0lp

i1=4
exp

 
2

Q2

4kQ2
0l

!
½4�

where kQ2
0l ¼ "=2mV: The stationary probability,

lw0l
2
; is represented in Figure 1a. This state is also

a minimal uncertainty state in that DQDP ; "=2:
kQ2

0l gives a measure of the quantum noise and it is
known as the vacuum noise level.

Let us now discuss the behavior of a harmonic
oscillator that interacts with an external source.
There are two types of quantum states for which
the Gaussian shape of the wavefunction is preserved
after interacting with an external driving force. These
are the coherent state and the squeezed state. If the
interaction places the system in a state of the same
form as eqn [4] but displaced with respect to the
center, the wavepacket will oscillate periodically, with
period t ¼ 2p=V; without changing its shape as
shown in Figure 1b. This quantum state is known
as the coherent state. It has the same uncertainty as
the ground state but the expectation value kQðtÞl
depends on the time following the classical trajectory
in the harmonic potential. If, instead, we introduce a
sudden change in the spring constant at t ¼ 0; the
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wavepacket will begin to ‘breathe’ for t . 0; so
that its width will vary periodically with a period
given by t=2: This is the squeezed state. Here the
noise of one of the variables is periodically reduced
below the level of the vacuum noise (Figure 1c). A
state that is a combination of a coherent and a
squeezed state is shown in Figure 1d. The wavepacket
follows the classical trajectory and breathes at the
same time.

The results in Figure 1 apply only to harmonic
oscillators. While the concept of squeezing can be
extended to anharmonic potentials, there are addi-
tional features to consider such as, for example,
wavepacket revivals.

Dynamics of a Parametrically
Excited Crystal

Harmonic oscillators describe a wide range of
physical systems. In particular, the dynamics of a
crystal lattice can be described in terms of a set of
independent harmonic oscillators, the quantum
nature of which is described in terms of phonons. In
this section we discuss interactions of a harmonic
oscillator with external sources that produce
squeezing.

The normal modes in a crystal obey equations of
the form:

€Qq þV2
q Qq ¼ 0 ½5�

where Qq and Vq are the phonon coordinate and
frequency, and q is the wavevector.

As briefly mentioned in the previous section, a
sudden change in the spring constant produces a
squeeze state. To do this, we need what is known as
time-dependent parametric coupling. As in the
experiments on phonon squeezing, using ultrashort
optical pulses, we consider an impulsive driving force
proportional to Q: The relevant equation is:

€Qq þV2
q Qq ¼ l q QqdðtÞ ½6�

where dðtÞ is the Dirac delta function, and l

accounts for the strength of the external impulsive
force. This impulsive excitation induces a sudden
change in momentum, proportional to the normal
coordinate Q at t ¼ 0; as can be shown by
integrating eqn [6]. Explicitly, D _Qq ¼ DPq ¼

lqQqð0Þ. DPq ¼ Pqð0
þÞ2 Pqð0

2Þ; where 02(0þ) is
the time immediately before (after) the excitation.
This result is illustrated in Figure 2. The main effect
of the interaction is to change the width of the
Gaussian packet or variance of the distribution.
This leads to a time-dependence of the noise

defined in eqn [2], DQ2ðtÞ ¼ kQ2ðtÞl reflecting the
‘breathing’ of the wavepacket. Since Pq is the
conjugated variable of Qq; kP2

qðtÞl shows the same
time-dependent behavior as kQ2

qðtÞl but in quad-
rature with it, so as to fulfill eqn [2] at all time.
Assuming an oscillator initially in its ground state,
the solution of eqn [6] is

kQ2
qðtÞl ¼

"

2mVq

2
41 þ

 
lq

Vq

!
sinð2VqtÞ

þ

 
lq

Vq

!2

sin2ðVqtÞ

3
5 ½7�

It is then clear that the fluctuations of Qq

periodically fall below the vacuum quantum noise
level, determined by kQ2

0l; and that the oscillations
have a frequency that is twice the frequency of the
oscillator.

The considerations above apply to a quantum
harmonic oscillator at temperature T ¼ 0: In the
classical case, we need to consider an ensemble of
oscillators in equilibrium with a thermal bath at
temperature T: It can be shown that eqn [7] also
applies to the classical case, provided "=2mV is
replaced by kBT=V2m; where kB is the Boltzman
constant. In classical squeezing, the external pertur-
bation is applied simultaneously to the ensemble,
leading to a sudden change of the momentum of
all the oscillators. The jump in momentum is
proportional to the position of the particle at
t ¼ 0: After the interaction, the noise of the ensemble
will fall periodically below the thermal noise at
temperature T given by kBT=V2m: A pictorial
representation of classical squeezing is shown in
Figure 3.

To describe a more realistic situation, it is necessary
to take into account effects due to dissipation.
Theoretically, this is usually accomplished by con-
sidering the coupling with a continuum of external
modes simulating a thermal bath. The solution to this
type of problem is nontrivial even for the simplest
case of linear coupling to the bath.

The impulsive excitation of eqn [6] is a parametric
excitation containing all the frequencies. A more
common way to parametrically excite an oscillator is
to use a monochromatic source, as described by the
equation

€Q þ ½V2 þ 1 cosðV0tÞ�Q ¼ 0 ½8�

where the parametric excitation is characterized by
the amplitude 1 and the modulation frequency V0.
Notice that the excitation induces a time-dependent
frequency v2ðtÞ ¼ V2 þ 1 cosðV0tÞ; and, hence, it
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Figure 1 (a) Ground state probability density lw0l
2 for a quantum harmonic oscillator of frequency V. Q is the position, P is the

momentum and s is the standard deviation of the Gaussian wavepacket, or the square root of kQ2
0 l: The phase-space diagram on the left

shows the uncertainty region for the ground state. (b) Coherent state. The uncertainty kQ2l does not change in time and it is always

equal to kQ2
0 l; but the wavepacket oscillates with the period t of the harmonic oscillator. The phase diagram shows the evolution of the

uncertainty region, starting from the ground state (dashed line). A sudden constant change in momentum at time t ¼ 0 produces a

change in the equilibrium position and the wavepacket begins to oscillate. (c) Squeezed state. The wavepacket evolves by changing its

width periodically with period t=2: The uncertainty, kQ2ðtÞl; takes values smaller than kQ2
0 l for a fraction of the cycle. Due to the

sudden change on momentum, proportional to Q; at t ¼ 0; the distribution becomes ellipsoidal and rotates with frequency 2V.

(d) Coherent-squeezed state. It is a combination of both (b) and (c). The wavepacket oscillates and breathes at the same time.
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shows squeezing effects. The complete set of solutions
with and without dissipation has been obtained by
Zerbe and Hanggi for the quantum and classical
cases.

Physical Interactions Giving Phonon
Squeezing

The considerations above are rather general and
specific to any physical system that behaves like a set
of harmonic oscillators. Here, we consider proposals
for phonon squeezing.

Equations [6] and [8] show that we need a driving
force proportional to the phonon coordinate Q to
achieve squeezing. One way to do this is for the
external interaction to produce time-dependent
correlations between two modes. Prior to the

experimental achievement of phonon squeezing in
1997, using stimulated second-order Raman scatter-
ing, models based on (a) three-phonon parametric
amplification and (b) polaritons had been proposed.

Figure 1 Continued.

Figure 2 Schematic representation of the effect of an impulsive

excitation on the ground state of the harmonic oscillator. At t ¼ 0;

the pulse induces a change in momentum P ; proportional to the

position Q: As a result, the wavepacket width in momentum space

changes suddenly and starts to oscillate.

Figure 3 (a) Classical representation of a coherent phonon. An

impulsive horizontal force acts on all members of a thermal

distribution of pendula, displacing the group in phase space

along the momentum axis. The ensemble precesses with an

average position kx l , sin(Vt). (b) Classical representation of a

squeezed phonon. An impulsive vertical force produces an

impulse proportional to the pendulum’s displacement from

equilibrium. Those pendula farthest from equilibrium receive

the largest kick. The phase space distribution becomes

elliptical and precesses with an ensemble averaged variance

kx2l , sin(2Vt).
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These proposals have not yet been implemented
experimentally.

The scheme proposed in (a) is based on
three-phonon parametric amplification, similar to
photon squeezed states that are generated by optical
parametric amplification. Specifically, the proposal
relies on a two-step process. First the generation by
external excitation with two lasers of a ‘pump’
longitudinal optical phonon (LO) and, second, the
decay of the optical phonon into two longitudinal
acoustic phonons (LA), which will be squeezed. This
is the kind of parametric oscillator described by
eqn [8], for which the parametric control is driven by
the coherent optical phonon field.

In case (b) it has been shown that mixed
polarization modes known as phonon polaritons are
intrinsically squeezed. These hybrid objects, some-
times referred to as dressed photons, are a mixture
between phonons and photons that cannot be
separated once they are formed.

Squeezing of vibrational states in molecules
was confirmed experimentally earlier than in solids.
Here, a molecule initially in the ground electronic and
vibrational state is excited by an ultrafast optical
pulse tuned with an electronic resonance. After the
pulse arrives, the molecule is placed in a excited
electronic state and the nuclei in a new (excited)
potential with a new set of discrete vibrational
modes. In Figure 4 we show, as an example of a
diatomic molecule, the potential of a sodium dimer.
For the sake of simplicity, we consider a single
vibrational mode in the excited state and we disregard
effects due to anharmonicity. If the optical pulsewidth
is much shorter than any vibrational frequency, and
the frequencies are different in the ground and excited
state, the sudden change in frequency produces a
vibrational squeezed state. On the other hand, even if
the frequencies in the ground and excited state are
equal, but the laser pulse is finite or chirped
(frequency sweep on time), the final vibrational
state may be squeezed. The formal demonstration of
this is not trivial. Analytic solutions for the
vibrational wavefunction for an arbitrary external
field excitation are known for a very limited number
of cases.

Squeezing of a wavepacket in an excited
sodium diatomic molecule was achieved by Dunn
and coworkers, measuring the time and frequency-
resolved spectrum of the spontaneous emission. In
this experiment, the molecule can return at any time
to its electronic ground state by emitting light, the
wavelength of which depends on the internuclear
separation at that time. As shown in Figure 4, this is
because the equilibrium position for the potential
surfaces in the ground and excited states are different.

Thus, the time-dependent average wavelength of the
emitted light oscillates as the atom vibrates, giving
a signature of the dynamics of the wavepacket.
Dunn observed oscillations in the signal strength
that are consistent with a wavepacket expanding
and contracting.

Experimental Generation and
Detection of Squeezed Phonons by
Second Order Raman Scattering

The first experimental demonstration of phonon
squeezing was performed in 1997 by exciting a
KTaO3 (potassium tantalate) crystal with an ultra-
fast pulsed laser and coupling the light to the
phonons through second order Raman Scattering.
The squeezed phonon field produced by an intense
optical pulse, referred to as the ‘pump’, is detected
by a second low intensity pulse, known as the
‘probe’. Phonon squeezing was also reported for
SrTiO3 (strontium titanate). In addition, corre-
lations between pairs of phonons of different
frequencies was reported in a closely related
experiment on KTaO3.

Figure 4 Potential curves for a Na2 molecule, showing the

ground and first excited states. The dashed line represents

the ground state wave function. The equilibrium position of

both potentials are shifted and the vibrational frequencies are

different.
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The simplest Hamiltonian describing this experi-
ment contains the harmonic contribution from the
lattice and a Raman-type interaction term. Raman
scattering (RS) refers to light-crystal interaction in
which the initial quantum of radiation energy, "vi, is
divided into a vibrational excitation of the crystal
with energy "V and a scattered photon with energy
"vf : Here, the total energy and momentum are
conserved. The interaction energy is proportional to
the second-order electronic susceptibility which can
be expanded in terms of the atomic displacement Q:

The nth term of the Taylor expansion is associated
with RS of order n: Two phonons participate in the
second order RS process. Although the absence of
first-order RS is not required for achieving squeezing,
KTaO3 and SrTiO3 (above ,100 K) show no first-
order Raman active modes. As a result, the leading
contribution is

Hint ¼ 2
1

4
lEðtÞl2

X
q

x2ðqÞ ½9�

with x2ðqÞ ¼ ð›2x=›Q2
qÞQ

2
q; where ›2x=›Q2

q is the
second order Raman tensor, EðtÞ is the magnitude of
the light electric field, and x is the linear electronic
susceptibility. The Hamiltonian eqn [9], reflecting
contributions from pairs of modes at ^q; represents a
change in the phonon frequency DVqðtÞ < 2ð1=4VqÞ

ð›2x=›Q2
0ÞlEðtÞl

2 that results in a time-dependent
variance kQ2

qðtÞl and thus, squeezing. We note that,
while individual scattering events produce a two-
phonon state, the coherent ensemble of these corre-
lated two-phonon states modulates the variance of Q:

Notice that second-order RS excites phonons
throughout the whole Brillouin zone instead of just
the zone center at q < 0; as in first-order RS. This
means that the light couples to a continuum of modes.
The strength of the scattering at any particular
frequency is proportional to the number of modes,
i.e., the density of states, which is inversely pro-
portional to the gradient 7qVq and thus, exhibits
singularities at points where the gradient vanishes.
These so-called critical points lead to associated
singularities in the density of states referred to as
van Hove singularities. KTaO3 and SrTiO3 show a
sharp peak in the density of states at frequencies
associated with certain van Hove singularities and,
therefore, the continuum of modes becomes
quasimonochromatic.

In the experiments, the period of the relevant
phonons, 2p=Vq; is large compared with both the
pulsewidth and the time the pulse takes for traversing
the sample. Then, the time-dependent electric field
can be approximated by the delta function lEðtÞl2 ø
ð4pI0=ncÞdðtÞ; where I0 is the pulse energy density, n
the refractive index and c the speed of the light.

Within this approximation, the dynamics of the
system at T ¼ 0 is described by eqn [6]. To lowest
order in I0; we have

DQq ¼ kQ2
qðtÞl

1
2

< kQ2
qð0Þl

1
2

"
1 þ

 
l

Vq

!
sinð2VqtÞ

#
½10�

with l ¼ 2p ðI0=ncÞð›2x=›Q2
q).

As before, the variance drops below the
quantum limit kQ2

qð0Þl for some fraction of the cycle.
This zero-temperature description is only accurate for
temperatures such that kBT is very small compared
with the phonon energies. For T – 0; the conditions
overcoming the thermal contribution and produce
quantum squeezing at low intensities are

nq p 1 and

 
l

Vq

!
. 2nq ½11�

where nq ¼ 1=
�
expð"Vq=kBTÞ2 1

�
is the Bose factor.

Next we discuss the detection of the squeezed field.
As mentioned earlier, the pump pulse creates the
squeezed phonon state and the probe is affected by
the changes in the material produced by the pump.
The scattering of the probe by the squeezed phonon is
also described by the nonlinear polarization of the
material PNL ¼ ð2VÞ21E0ðtÞ

P
qx2ðqÞ; where E0ðtÞ is

the probe field, and V is the scattering volume. If the
probe pulse is Gaussian-shaped of width t0 and
centered at v ¼ v0; the total normalized change in the
probe transmission DT is

DT

T
ðvÞ <2

lpt 2
0vðv2 v0Þ

ncV

X
q

›2x

›Q2
q

E0ðtÞ
�� ��2

£ lkQ2
qð0Þl cosð2VqDtÞ expð22V2

qt
2
0Þ

½12�

where l is the length of the sample. Equation [12]
can be obtained from well-known results in
coherent phonon detection. Comparing eqn [12]
with eqn [10] it follows that the change in
probe transmission is proportional to the derivative
of the total time-dependent variance kQ2ðtÞl ¼P

q kQ2
qðtÞl: Accordingly, the integral of DT=T

probes kQ2ðtÞl:

KTaO3

The perovskite KTaO3 was the first material for
which phonon squeezing was achieved. This com-
pound has no first-order Raman active modes. The
time-domain data in Figure 5a shows behavior
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consistent with eqn [12]. The Fourier transform FFT

in Figure 5b, is dominated by a narrow peak, strongly
dependent on temperature, that appears very close to
twice the frequency of the TA (transverse acoustic)
mode at the X point of the Brillouin zone.
The comparison with the spontaneous Raman scat-
tering data, Figure 5c, indicates that the FFT peak is
due to the 2TA overtone. The squeezing factor

defined as S ¼ 1 2
�
kQ2ðtÞl=kQ2ð0Þl

�1=2
; is depicted

in Figure 6. Notice that, whereas the squeezing factor
in a quantum optics experiment can reach values as
large as 70%, phonons in a solid can be squeezed by
no more than, say, 0.01%. This is because larger
values may lead to collapse of the solid since,
according to the Lindemann criterion, solids melt
when the root-mean-square displacement of an atom
is a fraction of 0.2–0.25 of the lattice parameter.

In KTaO3 it was also possible to induce a time-
dependent covariance between two different
independent modes by using second order RS
to couple the two oscillators. In Figure 7 we show

Figure 5 (a) The normalized transmitted probe intensity as a

function of the probe delay for KTaO3 at T ¼ 10 K: Reprinted

with permission from Garrett GA, Rojo AG, Sood AK, Whitaker

JF and Merlin R (1997) Vacuum squeezing of solids:

Macroscopic quantum states driven by light pulses. Science,

275(5306): 1638–1640. Copyright 1997 American Association

for Advancement of Science. (b) Fourier transform of the

time domain data in (a). The narrow peak appears very close

to twice the frequency of the TA (transverse acoustic) mode at the

X point of the Brillouin zone. (c) Second order Raman cross

section.

Figure 6 Experimental time dependence of the squeezing

factor S ¼ 12[kQ2(t)l=kQ2(0)l]1=2. I0 is the pulse intensity. Inset:

the amplitude of S as a function of the integrated intensity of the

pulse, showing the linear behavior predicted by eqn [12].

Reprinted with permission from Garrett GA, Rojo AG, Sood AK,

Whitaker JF and Merlin R (1997) Vacuum squeezing of solids:

Macroscopic quantum states driven by light pulses. Science

275(5306): 1638–1640. Copyright 1997 American Association for

the Advancement of Science.

Figure 7 Fourier transform of the time domain data (inset) of the

probe differential transmitivity of KTaO3 at room temperature. The

excited phonon combinations are indicated in the figure.

Reproduced with permission from Bartels A, Dekorsy T and

Kurz H (2000) Impulsive excitation of phonon-pair combination

states by second-order Raman scattering. Physical Review

Letters 84(13): 2981–2984. Copyright 2000 by the American

Physical Society.
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data revealing correlations between transverse optical
(TO) and transverse acoustical (TA) modes.

SrTiO3

This material undergoes a structural phase transition,
called antiferro-distortive, at TC < 110 K: Second-
order RS is allowed at all temperatures, but
first-order RS is only allowed for temperatures
below TC: Figure 8 shows data at low temperatures,
revealing both first and second order features. From
the comparison with spontaneous RS, the peak

appearing in the FFT at ,1.3 THz is due to first-
order RS, while the peak at ,6.9 THz is due to
second order RS (2TA overtone). The quantum state
created by the utrafast pulse is then a mixture of a
coherent and a squeezed state. Hence the phonon
wavefunction will evolve qualitatively as in the
picture shown in Figure 1d.

List of Units and Nomenclature

S0035Gaussian units
I0 energy density [ Jcm22]
E electric field [statvolt cm21]

See also

Scattering: Stimulated Scattering; Raman Scattering.
Semiconductor Physics: Light Scattering. Ultrafast
Laser Techniques: Generation of Femtosecond Pulses.
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Figure 8 (a) The normalized transmitted probe intensity as a

function of the probe delay for SrTiO3 at T ¼ 7 K: (b) Fourier

transform of the time domain data. The 1.3 THz peak is the soft

A1g-phonon (coherent), and the 6.9 THz is the 2 TA overtone

(squeezed). The second order feature is dominated by a sharp

peak very close to twice the frequency of TA modes at X and M

points of the Brillouin zone.
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Introduction

Immediately after the invention of the laser in 1960,
light could be focused to sufficient intensity to cause
nonlinear optical effects in atomic media. In conven-
tional nonlinear optics, where the electric field of a
light wave E is much smaller than an atomic field,
Eat ¼ 3 £ 109 V/cm, various nonlinear phenomena,
such as self-focusing, harmonic generation, and
Raman scattering, arise due to the anharmonic
motion of electrons in the combined fields of atom
and laser. Approximate analytical solutions can be
obtained by means of perturbation expansion
methods, using E=Eat as the expansion parameter.
At higher light fields, when E approaches Eat; this
method breaks down and the medium becomes
photo-ionized, creating a plasma, as illustrated by
Figure 1. Further increases in light intensity enabled
nonlinear optical effects of even these free plasma
electrons (see Figure 2). The nonlinearity arises, in
this case, because the electrons oscillate at relativistic
velocities in laser fields that exceed 1011 V/cm,
resulting in relativistic mass changes exceeding the
electron rest mass and the light’s magnetic field
becomes important. The work done by the electro-
magnetic field ðEÞ on an electron ðeElÞ over the
distance of a laser wavelength ðlÞ; then approaches
the electron rest mass energy ðmec

2Þ; where e is the
elementary charge of an electron, me is the electron
rest mass, and c is the speed of light. Effects
analogous to those studied with conventional non-
linear optics – self-focusing, self-modulation, har-
monic generation, and so on – are all found, but
based on this entirely different physical mechanism.
Thus, a new field of nonlinear optics, that of
relativistic electrons, has been launched, as illustrated
by Figure 1.

One outcome of accessing this new optical regime
is the generation of frequency-shifted light in a
spectral region where there are no other compact
sources. Another is the acceleration of other types of
particles, such as positrons, ions, and neutrons. These
novel radiation sources have properties (femtosecond
duration, micron source size, MeV energy) that make
them suitable for numerous applications in imaging
and spectroscopy in basic research, as well as medical
diagnostics, cancer therapy, energy production, and
space propulsion. Rapid advancement is underway
and new research tools, subfields, and commercial
products are on the horizon, e.g., compact and ultra-
short pulse duration laser-based electron accelerators
and X-ray sources.

Another physical regime will be encountered at
even higher intensities (Il2 . 1024 W/cm2), when
even protons will quiver relativistically, i.e., the
work done on a proton over the distance of a laser
wavelength approaches its rest mass energy. This
might be called the nuclear regime of laser–plasma
interactions, because of the fusion and fission reac-
tions and the generation of pions, muons, and
neutrinos that should occur as nuclei collide in such
energetic plasmas.

The recent dramatic increase in light intensity was
partly made possible by the development, in the last
decade, of compact lasers that have the ability to
amplify shorter light pulses. For instance, solid-state
lasers use the technique of chirped-pulse amplifica-
tion to generate femtosecond duration pulses. To
accomplish this, an ultrashort, low-energy laser pulse
is first stretched in time before it is amplified and then
recompressed. Gas or dye lasers, using solid-state
switches, have produced picosecond duration pulses.
Present day advanced laser systems now have multi-
terawatt peak powers and, when focused to micron
spotsizes with adaptive optics, can produce electro-
magnetic intensities Il2 . 1021 W/cm2, as illustrated
by Figure 3. An example of a modern ultra-high-
power (0.9 PW) solid-state (Ti:Sapphire) laser



system, located at the Advanced Photon Research
Center, Kansai Research Establishment, Japan
Atomic Energy Research Institute (JAERI), can be
seen in the photograph shown in Figure 4.

This paper will discuss the fundamental concepts
underlying what might be referred to more broadly as
the field of high-field science. For more detailed
descriptions of recent progress in experiment or
theory, several review papers have been published
on related topics: (i) relativistic nonlinear optics;
(ii) high-intensity laser development; (iii) laser
accelerators; (iv) intense laser–plasma interactions;
and (v) relativistic scattering.

Definitions

For an infinite plane wave for the light wave
propagating in the ẑ direction (shown in Figure 5),

the fields may be described by

E ¼ êxE0 exp½iðkz 2 vtÞ� ¼ êxE0 eic ½1�

and

B ¼ êyB0 exp½iðkz 2 vtÞ� ¼ êyB0 eic ½2�

where v and k are the frequency and wavenumber of
the laser light, respectively. For the ultrashort pulse
durations of the lasers typically used to produce
high fields, it is assumed that the ions do not have
time to move because of their greater inertia. In this
case, mðdv=dtÞ < 2eE and the term v=c can be used as
an expansion parameter. At even higher fields,
electrons can be accelerated to nearly the speed of
light as they quiver in the oscillating fields of the light
wave. In this case, the force due to the magnetic field
can no longer be ignored and the mass of the electron

Figure 1 The various regimes of laser–matter interactions, represented by the ideal laser pulse. As the intensity of laser light

increases, so does the energy of electrons accelerated in the light field and the regime of conventional nonlinear optics with electrons

bound to atoms is replaced by the regime of relativistic nonlinear optics with free electrons in relativistic plasmas. At the highest

intensities, even protons become relativistic, giving rise to what might be called the regime of nuclear optics, in which various nuclear

processes, such as fusion, can take place. (Reproduced from Umstadter D (2003) Relativistic laser–plasma interactions. Journal

Physics D: Applied Physics 36: R151–R165, with permission from IOP Publishing Ltd.)

290 RELATIVISTIC NONLINEAR OPTICS



can increase as m ¼ g m0, where m0 is the electron
rest mass and the relativistic gamma factor is given by

g ¼
1ffiffiffiffiffiffiffiffiffiffiffiffiffi

1 2
� v

c

�2
r ½3�

The threshold for the relativistic regime of optics is
crossed when the electron momentum p exceeds the
product of the electron rest mass m0 and c:

For problems involving charged particle motion in
intense electromagnetic fields, it is often convenient to
introduce the vector potential: Aðr; tÞ ¼ Re{A0 eic}:
From Maxwell’s equation 7 · B ¼ 0; it can be seen
that without loss of generality, the magnetic field can
be written as the curl of a potential B ¼ 7 £ A:

Further, from Faraday’s law in vacuum:

7 £ E ¼ 2
1

c

›B

›t
¼ 2

1

c

›ð7 £ AÞ

›t
½4�

it is clear that E ¼ 2ð1=cÞ›A=›t: To include the space–
charge field of the plasma, as we will do in the section
on collective plasma response below, we introduce
the potential F; and the definition:

E ¼ 27F2
1

c

›

›t
A ½5�

Assuming the Coulomb gauge:

7 · A ¼ 0 ½6�

or Az ¼ 0 in 1D, then A’ represents the laser field.
If we neglect F for now, then, by Fourier analysis:

E ¼ Re

�
iv

c
A0 eic

�
½7�

B ¼ Re{ikẑ £ A0 eic} ½8�

The light intensity is given by the time-averaged
Poynting’s vector, which can be written for linear
(LP), A0 ¼ A0êy and circular polarizations (CP),
A0 ¼ A0ðêx ^ êy) as:

I ¼ klSll ¼
����� cE £ B

8p

����
	
¼

vk

16p
A2

0 ½9�

It is often the combination Il3 that matters, which
has units of power and for linear polarization can be

Figure 3 Laser light has become concentrated to ever-smaller

regions of space (r ) and time (t), dramatically increasing the peak

electric field (E ) at the laser focus. Prior to the development of

chirped-pulse amplification (CPA), the energy of light was

produced in long-duration pulses, as shown in the pulse of the

bottom figure. After CPA, the pulse duration decreased dramati-

cally as shown in the pulse in the middle. The latest improvement in

laser technology has been the use of deformable mirrors, which

has allowed lasers to be focused to a spatial dimension that is as

small as the temporal dimension, a few laser wavelengths, as

shown in the pulse on top. (Reproduced from Umstadter D (2003)

Relativistic laser–plasma interactions. Journal Physics D:

Applied Physics 36: R151–R165, with permission from IOP

Publishing Ltd.)

Figure 2 History of light sources over the last century. Each

advance in laser power enables a new regime of optics.

(Reproduced from Umstadter D (2003) Relativistic laser–plasma

interactions. Journal Physics D: Applied Physics 36: R151–R165,

with permission from IOP Publishing Ltd.)
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written as

Il2 ¼
vkl2

16p
A2

0 ¼
p

2
cA2

0

¼



1:37 £ 1018 W

cm2
mm2

�
a2

0 ½10�

where the normalized vector potential is defined as

a0 ¼
eA0

mc2
½11�

Relativistic effects become significant when a0

approaches unity, which, as can be seen from
eqn [10] occurs for 1 mm wavelength light at a laser
intensity of ,1:37 £ 1018 W/cm2, corresponding to a
electric field strength of 6 £ 109 V/cm, which is four
orders of magnitude greater than Eat:

Single-Particle Motion

The electron orbit, subject to a linearly polarized elec-
tromagnetic wave propagating in the þz direction, is

governed by the Lorentz equation:

m
dv

dt
¼ 2e

�
E þ

v

c
£ B



½12�

where v is the electron velocity, and E and B are the
light’s electric and magnetic field.

A zeroth order solution to eqn [12] is found by
setting v=c p 1; which allows the term ðv=cÞ £ B to be
neglected and g from eqn [8] is set to unity.
Integrating eqn [12] in this limit once over time ðtÞ
yields for the velocity:

v ¼ Re

�
eE

imv

�

¼
a0

c

8<
: êy cos c; LP

ðêx cos w7 êy sin cÞ; CP
½13�

An electron in low-intensity light oscillates with this
velocity in a straight line along the polarization vector
ðêyÞ; which when normalized to c; is the normalized
vector potential a0: Integrating again yields for the

Figure 4 Photograph of the 33-fs duration 0.9-PW-peak power laser system at JAERI. (Reproduced with permission from

Yamakawa K (2004) Table-top lasers create ultrahigh peak powers. OYOBUTURI 73: 186–193.)
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transverse displacement:

x ¼ Re

�
eE

mv2

�

¼
a0

vc

8<
: êy sin c; LP

ðêy sin w7 êz cos cÞ; CP
½14�

Thus, for the a0 , 1; the electron excursion during its
oscillation is approximately l:

A first-order approximation for the electron
motion can be found by substituting the zeroth
order velocity eqn [13] into the v=c £ B term of
eqn [12]. The latter then becomes proportional to

E £ B /
a2

0

2
½1 þ cosð2v0Þ�êz ½15�

In the frame in which the electron is on the average at
rest, the relativistic motion of an electron is thus
described by a figure eight, oscillating twice in the êz or
k̂ direction for every once in the polarization direction
ðêxÞ; i.e., a figure of eight motion. This originates from
the fact that v £ B / E £ B / E2k̂; which is a product
of two functions that vary sinusoidally at frequency v

and thus varies itself at frequency 2v: In the lab frame,

this transverse motion is superimposed upon a steady
drift in the ðêzÞ direction (shown in Figure 5),
originating from the DC term in eqn [15]. The next
order approximation would include the mass shift
m ¼ gm0: As the field strength increases ða2

0 q 1Þ; the
longitudinal motion ð/a2

0Þ begins to dominate the
transverse motion ð/a0Þ; as shown in Figure 5. This is
described more formally below.

In the regime a0 & 1; electrons radiate photons at
harmonics of a modified laser frequency v0; with each
harmonic order having its own unique angular
distribution, as shown in Figure 6. The radiation at
the fundamental is the usual donut pattern, with a
maximum in the direction perpendicular, and a
minimum along, the polarization vector ðêxÞ: The
second harmonic has two emission lobes with
maxima pointing at an angle between êz and êx: An
additional lobe is added for each additional harmonic
order. This is referred to as nonlinear or relativistic
Thomson scattering. The unique angular distri-
butions of the second and third harmonics emitted
from nonlinear relativistic Thomson scattering were
observed experimentally and are shown in Figure 7.
As will be shown in detail in the section on radiation
from relativistic electrons, below, the situation is
more complex for a0 * 1; and the scattered light is no
longer simply harmonic.

Constants of the Motion

Several constants of the motion can be found from an
exact treatment for the motion. The starting point is
the relativistically correct Lagrangian, which is
written as

Lðr; v; tÞ ¼ 2mc2

ffiffiffiffiffiffiffiffiffiffi
1 2

v2

c2

s
þ

q

c
v · A þ qf ½16�

Figure 5 Classical optics versus relativistic optics. (a) In

classical optics, the amplitude of the light wave is small, electrons

oscillate in the direction of the electric field at the light’s frequency,

and there is no displacement along the light’s propagation

direction. Note that only the E field acts on the electron and the

electron-oscillation velocity is very small compared with the speed

of light. (b) In relativistic optics, the amplitude of the light wave is

very large, the light’s magnetic field becomes important and the

combined action of the electric and magnetic fields push the

electron forward. In this case, the electron velocity becomes close

to the speed of light and its motion is a figure-eight superimposed

upon a steady drift. (Reproduced from Umstadter D (2003)

Relativistic laser–plasma interactions. Journal Physics D:

Applied Physics 36: R151–R165, with permission from IOP

Publishing Ltd.)

Figure 6 Harmonics driven by relativistic Thomson scattering as

the electrons in high-intensity laser fields (a2
0) undergo figure-

eight motion display unique angular distributions. (Reproduced

from Umstadter D (2003) Relativistic laser–plasma interactions.

Journal Physics D: Applied Physics 36: R151–R165, with

permission from IOP Publishing Ltd.)
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where f is the scalar potential associated with
electrostatic fields. The Lorentz equation, eqn [12],
is derived from the Euler–Lagrange equation:

d

dt

›L

›v
2

›L

›r
¼ 0 ½17�

For an infinite plane wave, in which the Lagrangian
is independent of space in the transverse direction,
eqn [17] yields the conservation of transverse
canonical momentum:

›L

›v’
¼ p’ þ

q

c
A’ ¼ constant ½18�

The sum of the transverse momentum and field
strength remain constant. The next constant follows
from dH=dt ¼ 2›L=›t; yielding the relation:

dE

dt
¼ 2

›L

›t
¼ c

›L

›z
¼ c

d

dt

›L

›vz

¼ c
dpz

dt
½19�

where E is the time-dependent energy of the particle,
which yields our second constant of the motion:

E 2 cpz ¼ constant ½20�

For a particle initially at rest, the kinetic energy Ekin

becomes

Ekin ¼ E 2 mc2 ¼ pzc ½21�

which yields

Ekin ¼
p2
’

2m
¼ pxc ¼ mc2ðg2 1Þ ½22�

Thus, the electron scattering angle u is related to the
transverse and longitudinal momenta or the kinetic
energy by

tan2 u ¼

�
p’

pz


2

¼
2mEkin

ðEkin=cÞ
2
¼

2

g2 1
½23�

The angle of electrons produced by photo-ionization
with intense lasers has been shown experimentally to
obey the conservation of canonical momentum, as
demonstrated in experiments that studied the angular
distribution of relativistic electrons emitted from
barrier-suppression ionization of atoms in intense
laser fields (shown in Figure 8). The transverse
normalized vector potential, a ¼ eA’=mc2, is thus
equal to the transverse normalized momentum:

p̂’ ¼
p’

mc
¼ a ¼ ð0; ay; axÞ ½24�

The normalized kinetic energy can also be written in
terms of a:

Êkin ¼
Ekin

mc2
¼ g2 1 ¼ p̂z ¼

p̂2
’

2
¼

a2

2
½25�

This can be rewritten as

g ¼ 1 þ
a2

2
½26�

From eqn [25], the normalized momenta in each
direction can be found:

p̂z ¼ gbz ¼
g

c

dz

dt
¼

a2

2
½27�

p̂y ¼ gby ¼
g

c

dy

dt
¼ ay ½28�

p̂x ¼ gbx ¼
g

c

dx

dt
¼ ax ½29�

Note that the momentum in the longitudinal ðêzÞ

direction is proportional to a2 while in the two

Figure 7 Angular pattern of higher-order harmonic light. Shown

are polar plots of the intensity of the second-harmonic light (top)

and third harmonic (bottom) as a function of azimuthal angle.

Filled circles, experimental data; solid and dashed lines,

theoretical results. (Reproduced with permission from Chen S-Y,

Maksimchuk A and Umstadter D (1998) Experimental observation

of relativistic nonlinear Thomson scattering. Nature 396: 653.)
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transverse directions it is proportional to a: Equations
[26]–[29] indicate that in the limit of large a; the
normalized velocities are given by

bz ¼
a2=2

1 þ a2=2
! 1; by ¼

ay

1 þ a2=2
! 0;

bx ¼
ax

1 þ a2=2
! 0

½30�

This indicates that in the deeply relativistic regime,
the electron is accelerated to near c in the longitudinal
direction, while in the transverse directions its
velocity goes to zero. It follows that, as a increases
and the electron moves in phase with the light wave,
relativistic Thomson scattering will be significantly
reduced. Integrating eqn [29] in the variable

t ¼ t 2 xðtÞ=c gives

g
d

dt
¼ g

dt

dt

d

dt
¼ g

�
1 2

1

c

dz

dt



d

dt

¼

 
1 þ

a2

2
2

a2

2

!
d

dt
¼

d

dt
½31�

which allows the equations for the displacement to be
written simply as

dz

dt
¼ c

a2

2
½32�

dy

dt
¼ cay ½33�

dx

dt
¼ cax ½34�

For a box-shaped pulse, ax ¼ a0 cosðvtÞ for 0 , t ,

Nð2p=vÞ; az ¼ 0; a2 ¼ a2
x cos2ðvtÞ; the trajectory

for an electron initially at rest at x ¼ y ¼ z ¼ 0 at
t ¼ 0 is then

xðtÞ ¼
ca2

0

2

ðt

0
cos2ðvt̂Þdt̂

¼
ca2

0

4



tþ

1

2v
sinð2vtÞ

�
½35�

yðtÞ ¼ ca0

ðt

0
cosðvt̂Þdt̂ ¼

ca0

4
sinðvtÞ ½36�

Thus, as we saw from the first-order appoxima-
tion above, eqn [15], the motion consists of a drift
along x̂:

xdðtÞ ¼
a2

0

a2
0 þ 4

ct ½37�

and a figure-eight motion in the drift frame of
reference:

ky ¼ a0 sinðvtÞ;

kðz 2 zdÞ ¼
a0

8
sinð2vtÞ

½38�

In the strongly relativistic regime, because the
electron is strongly accelerated in the direction of
the light wave, the harmonic emission from relati-
vistic Thomson scattering loses its dependence on the
laser frequency, v; but instead depends only on
the direction of observation, the amplitude a0 and
the initial phase of the electron, relative to the light
wave. Electrons that do not begin their trajectories at
zero or p phase with respect to the light wave can

Figure 8 Top: Experiment to measure the angle of electron

ejection during photo-ionization. Bottom: Kinetic energy versus

angle during the production of 3þ through 8þ of neon.

(Reproduced with permission from Moore CI, Knauer JP and

Meyerhofer DD (1995) Observation of the transition from

Thomson to Compton scattering in multiphoton interactions

with low-energy electrons. Physics Review Letters 74: 2439.

Copyright (1995) by the American Physical Society.)
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drift in the transverse direction. For pulses with finite
spatial width, such as a Gaussian pulse with field
strength peaked on axis, the ponderomotive force of
the light can also act to expel the electrons
transversely from the axis.

For circular polarization:

aðr; tÞ ¼ Re{a0ðêy ^ iêxÞe
2 ivt} ½39�

the electron drifts as it did in the case of linear
polarization and described in eqn [37] but orbits in a
helical trajectory:

yðtÞ ¼
ca0ffiffi
2

p
v

sinðvt=gÞ ½40�

xðtÞ ¼ 7
ca0ffiffi
2

p
v

cosðvt=gÞ ½41�

Rather than oscillate in amplitude, the relativistic
factor remains constant:

g ¼ 1 þ
a2

0

4
½42�

In either polarization case, the light pulse eventually
overtakes the electron, leaving the latter at rest.
However, net acceleration in vacuum can be obtained
only under special circumstances, described by the
Lawson–Woodward criterion, such as in the near
field of metallic surfaces; with high-order focusing
modes instead of infinite plane waves; or with mixed
frequencies, or with optics to terminate the light but
not the electrons. Regions of a tightly focused
Gaussian pulse, where the accelerating field propa-
gates at sub-luminal velocities also exist, but they are
effective for only extremely large values of a and thus
only very short acceleration lengths.

Role of Initial Phase

If we wish to understand the role of the electron’s
initial phase, the relativistic Lorentz equation
(eqn [12]) may also be written, for an x̂-polarized
wave traveling in the ẑ direction, as

d

dt
ðgbÞ ¼ ðx̂ 2 ẑ £ bÞa cosðt 2 zÞ ½43�

where we normalize time by 1=v0; velocity by c; and
distance by c=v0: In eqn [43], a ¼ eE0=mv0c is the
dimensionless parameter measuring the electric field
strength, g ¼ ð1 2 b2

x 2 b2
y 2 b2

z Þ
21=2 is the relativistic

mass factor, and b ¼ ðbx;by;bzÞ is the electron
velocity (in units of c). The electron orbit, subject to
the following general initial conditions at time t ¼ 0:

x ¼ 0; y ¼ 0; z ¼ zin ½44�

bx ¼ bx0; by ¼ by0; bx ¼ bz0 ½45�

bx0 ¼ by0 ¼ 0 ½46�

has a closed form solution when it is expressed
parametrically: t ¼ tðuÞ; r ¼ rðuÞ; b ¼ bðuÞ; where u

is the phase of the wave, defined by

u ¼ t 2 z ½47�

Note that b0 ¼ ðbx0;by0;bz0Þ is the unperturbed
velocity of the electron (a ¼ 0 limit) and that the
initial phase that the electron sees is uin ¼ 2zin

according to eqns [44] and [47]. This phase can be
important in the ionization of the gas by an intense
laser.

For the special case bx0 ¼ 0; by0 ¼ 0; one finds
by ¼ 0; and the orbital equation yields the following
closed form solution:

g ¼ g0 þ
a2ðsin u2 sin uinÞ

2

2g0ð1 2 bz0Þ
½48�

gbz ¼ g2 g0ð1 2 bz0Þ ½49�

gbx ¼
1

g0ð1 2 bz0Þ
aðsin u2 sin uinÞ ½50�

x ¼
a½ðcos uin 2 cos uÞ2 ðu2 uinÞsin uin�

g0ð1 2 bz0Þ
½51�

t ¼
ðu2 uinÞ

1 2 bz0

"
1 þ

a2

2

�
1

2
þ sin2 uin


#

þ
a2ð1 þ bz0Þ

2ð1 2 bz0Þ



2

sin 2u

4
þ 2 cos u sin uin

2
3 sin 2uin

4

�
½52�

In eqns [48]–[52], g0 ¼ ð1 2 b2
z0Þ

21=2 and bz0 may
either be negative (counter-propagating against the
laser), or zero (Thomson scattering), or positive (co-
propagating with the laser). Note that the velocity
components bx and bz are given as explicit functions
of u according to eqns [49] and [50], upon using
eqn [48]. They are periodic functions of u of period
2p: The period, T; of this periodic (Figure 8) motion
is thus equal to the increase in t as u increases by 2p:
Thus, we obtain from eqn [53]:

T ¼
2p

1 2 bz0

"
1 þ

a2

2

�
1

2
þ sin2 uin


#
½53�
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The parametric solution for the z-coordinate of the
electron orbit is given by z ¼ t 2 u; in which t is given
by eqn [52]. Over one orbital period, T; the electron
undergoes a net displacement r0 ¼ ðx0;0; z0Þ where x0

is given by the increase in eqn [51] as u increases by
2p; and z0 is simply T 2 2p :

z0 ¼ T 2 2p

¼
2p

1 2 bz0

"
bz0 þ

a3

2

�
1

2
þ sin2 uin


#
½54�

x0 ¼
22pa sin uin

g0ð1 2 bz0Þ
½55�

Note that the electron trajectory depends on a; bz0;

and uin in a rather complicated manner. Accordingly,
the fundamental frequency v1 of the radiation
spectrum depends on these three quantities. For
backscattered radiation ðn̂ ¼ 2ẑÞ; the dependence
on electron beam and on the laser becomes
decoupled.

Following is a useful formula relating the change of
t with respect to u :

du

dt
¼ 1 2 bz ¼

g0ð1 2 bz0Þ

g
½56�

which may be verified from eqns [47] and [49].
Equation [56] is also valid for arbitrary values of bx0;

by0; bz0; and uin; in which case g0 is the electron’s
relativistic mass factor in the absence of the laser.

Radiation from Relativistic Electrons

An electron with displacement rðtÞ and velocity vðtÞ
carries a current density Jðr; tÞ ¼ evðtÞdr 2 rðtÞ�;
whose Fourier transform JFðk;vÞ may easily be
obtained. The total work done, W; in ergs, performed
by the current Jðr; tÞ on the electric field Eðr; tÞ is
given by

W ;
ð

dv dV
d2W

dv dV

¼
ð

dv dV
v2

c2

h
lJFðk;vÞl

2
2 ln · JFðk;vÞl

2
i

½57�

where the k-space differential volume d3k ¼ k2 dk dV
is expressed in terms of the solid angle ðVÞ in the
direction of the unit vector n ¼ ck=v: We immediately
obtain from eqn [56], under the far-field approxi-
mation:

d2W

dV dv
¼

e2v2

4p 2c
ln £ ½n £ FðvÞ�l2 ½58�

FðvÞ ¼
ð1

21
dt bðtÞeiv½t2n·rðtÞ=c� ½59�

Equation [58] gives the energy radiated by the electron
in the direction of the unit vector, per unit solid angle,
per unit frequency v: Radiation damping is ignored
throughout.

Let us consider the simplest case where the electron
orbit is strictly a periodic function of time with period
T and a net displacement r0 per period. Thus, we have
for all integers m (positive, negative, or zero):

bðt þ mTÞ ¼ bðtÞ; rðt þ mTÞ ¼ mr0 þ rðtÞ ½60�

Equation [59] may then be written as, because of
Thomson scattering the energy of the scattered
photon is much less than the electron rest mass in
the average rest frame of the electron, i.e.:

"vL

mc3
p 1 ½61�

FðvÞ ¼
X1

m¼21

ððmþ1ÞT

mT
dt bðtÞeiv½t2n·rðtÞ=c�

¼
X1

m¼21

f ðvÞeimv½T2n·r0=c� ½62�

where

f ðvÞ ¼
ðT

0
dt bðtÞeiv½t2n·rðtÞ=c� ½63�

and we have used eqn [60]. Upon using
P

m eimx ¼P
m 2pdðx 2 2mpÞ in the last infinite sum in eqn [64]

and the property of the Dirac delta function, dðaxÞ ¼
ð1=aÞdðxÞ; we obtain from eqns [62] and [63], the
following expression for the spectrum:

FðvÞ ¼
X1

m¼21

Fmdðv2 mv1Þ ½64�

v1 ¼
2p

T 2 n · r0=c
; ½65�

Fm ¼
v1

2p

ðT

0
dt �bðtÞeimv1½t2n·rðtÞ=c� ½66�

Note from eqn [64] that the radiation spectrum is
discrete, for strictly periodic motion of the electron.
The base frequency of this spectrum, v1; depends on
the periodicity ðTÞ of the electron, on the electron’s
net displacement ðr0Þ in one such period, and on
the direction ðn̂Þ in which the radiation is observed.
Thus, the radiation spectrum is, in general, not at the
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harmonic frequency of the laser (nor at the harmonics
of the electron orbital frequency, 2p=TÞ: It would thus
be wrong to simply insert v ¼ nv0 in eqn [63] and to
replace the electron’s orbital period T there by the
laser’s optical period 2p=v0 and consider the resultant
value of that integral to give the spectral amplitude of
the radiation at the nth harmonic of the laser
frequency. Erroneous conclusions regarding genera-
tion of high laser harmonics have appeared in the
literature based on such an intuitive (but incorrect)
substitution.

The power, pm (in erg/s), radiated at the harmonic
frequency v ¼ mv1 per unit solid angle in the
direction of the unit vector n̂ is then given by (from
eqns [58] and [64]):

pm ¼
e2m2v2

1

4p 2c
ln £ Fml

2
½67�

where the dimensionless spectral amplitude Fm is
given in eqn [66]. It is easy to show from eqns [60]
and [65] that the integrand in eqn [66] is a periodic
function of t of period T: Integrals of this type are
readily evaluated by the Romberg method. The
radiation spectrum observed exactly in the forward
direction of the laser ðn̂ ¼ ẑÞ always has only one
discrete frequency, v ¼ v1 ¼ v0; which is easily
shown from eqn [65] upon using the first equality of
eqn [53]. This statement is true regardless of the
velocity of the electron or the laser intensity, and may
easily be deduced from eqn [66] for this case.
However, for an energetic electron beam that is
almost co-propagating with the laser, such as that
produced by the laser itself, high harmonics at the
laser frequency may be observed in the direction just
slightly off the laser direction.

In the backscattering direction of the laser ðn ¼

2zÞ; if we set uin ¼ 0; one obtains the following
expressions for v1 and pm; the backscatter power at
v ¼ mv1 (from eqn [67]):

v1

v0

¼

�
2

2 þ a2


 
1 2 bz0

1 þ bz0

!

¼

�
2

2 þ a2



g2

0ð1 2 bz0Þ
2 ½68�

pm ¼
A

g 2
0ð1 2 bz0Þ

2

�
v1

v0


4

sm ½69�

where A ¼ e2v2
0=4p

2c ¼ 0:69½lð1 mmÞ�22 erg/s, sm ¼

0 for m ¼ 0;^2;^4;…; and for m ¼ ^1;^3;^5;…;

sm ¼ ðapÞ2m2hJ ðm21Þ
2

ðmkÞ2 J ðmþ1Þ
2

ðmkÞ
i2 ½70�

k ¼
a2

2ða2 þ 2Þ
½71�

The JnðxÞ above are Bessel functions of the first kind
of order n: They also appear in the quantity ‘½ JJ�’ or
‘FmðKÞ’ in the FEL/synchrotron literature, where K is
the undulator/wiggler parameter K: Setting K ¼ a;
one finds sm ¼ p 2ð1 þ K2=2Þ2FmðKÞ: It is easy to show
that sm ¼ s2m for all odd integers m: Note that the
relative spectral shape of sm depends only on a; and is
independent of the electron beam energy. The discrete
spectrum for small a approaches a continuum for
a2 q 1:

The maximum values of sm; occurring at m ¼ M
with a value sM; are shown in Figure 9. Note that the
frequency component v ¼ Mv1 contains the highest
backscattered power. In terms of the laser frequency,
the frequency component v ¼ Nv0 would contain
the highest backscatter power, where N ¼ Mv1=v0:

The total backscatter power, PT (in ergs/s), per unit
solid angle in the n ¼ 2z direction is then given by
PT ¼ Spm; where the sum is taken over all odd values
of m:

PT <
g6

0ð1 2 bz0Þ
6

ðl=1 mmÞ3
£

8<
: 13:7a3

; ða , 0:3Þ

11:1=a; ða q 1Þ
½72�

To summarize, due to the rapid acceleration of
electrons in the direction of the light wave and
decrease of the oscillation frequency in the deeply
relativistic regime, the photon energy from relativistic
nonlinear scattering scales only linearly with laser
field strength, ,a: However, the relativistic motion of
the electron results in a reduction in the angle of the
scattered light, such that the harmonics are generated
in a low-divergence-angle forward-propagating
beam. There is also a relativistic Doppler shift
ð,g 2Þ: For instance, this mechanism will be used in
high-energy physics experiments to cleanly make
constituent particles in the gamma–gamma ðggÞ

collider, in which gamma rays with energy 200 GeV
will be generated by Compton scattering 1 eV
photons from 250 GeV energy conventionally
accelerated electron beams ðg ¼ 5 £ 1011Þ:

Using a much smaller, laser-based accelerator
(discussed in the following section), a 1 eV photon
can be upshifted by this Doppler shift to an energy of
50 keV, corresponding to subatomic spatial resolu-
tion and of interest in medical diagnostics, by an
electron beam with only g ¼ 200 (100 MeV). In this
case, the maximum efficiency is obtained for laser
fields a of order unity. When compared with
conventional light sources based on cm-wavelength
magnetostatic wigglers, the electromagnetic wigglers
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of such all-optical-laser-based EUV sources have ten-
thousand times shorter wavelength (micron-scale).
Thus, the total length of the wiggler region is
correspondingly smaller (only mm in length).
Another consequence of this is that the frequency
upshift required to reach a given output wavelength is
also ten thousand times smaller. Also, given that the
required electron energy scales as the square root of
the upshift, the required electron energy can be one-
hundred-times lower (10–100 MeV). It follows from
this, and the fact that the field gradients of these
accelerators can be ten thousand times higher
(1 GeV/cm) than convention RF-based accelerators,
that the size of the accelerating region can, in
principle, be a million times smaller (only mm in
length). Besides its small size, this EUV source can
produce femtosecond duration pulse and be synchro-
nized with a relatively low jitter with another
femtosecond light pulse having a different wavelength
(by virtue of the possibility of deriving the two pulses
from the same laser pulse); this is advantageous for
the study of ultrafast pump-and-probe photo-
initiated processes. The exceptionally low transverse
emittance of laser-accelerated electron beams may
even make it possible to generate coherent XUV
radiation by means of the self-amplified sponta-
neous emission (SASE) free-electron lasing (FEL)
mechanism.

Collective Plasma Response

The above equations apply to electron motion in
vacuum. In the case of electrons in plasmas, the
collective plasma electron response needs to be
considered. A theory for the 1D nonlinear interaction
of intense laser fields with electrons has been
developed.

The variables are normalized such that

a ¼ eA=mc2
; f ¼ eF=mc2 ½73�

u ¼ p=mc; b ¼ v=c; u ¼ gb ½74�

g ¼ ð1 þ u2Þ1=2 ¼ ð1 2 b2Þ21=2 ½75�

The relativistic force equation (Lorentz equation) is
given by

d

dt
u ¼ 7fþ

›

›t
a 2 �b £ ð7 £ aÞ ½76�

The energy equation (u · force equation) is given by

d

dt
g ¼ b ·

�
›

›z
fþ

›

›t
a



½77�

Figure 9 Normalized spectral distribution of sm ; at frequency

v ¼ mv1: Here, sm is normalized with respect to the maximum

value sM ; occurring at m ¼ M : (Reproduced from Lau Y, He F and

Umstadter D (2003) Nonlinear Thomson scattering: A tutorial.

Physics Plasmas 10: 2155, with permission from the American

Institute of Physics.)
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The transverse force equation (1D) is

d

dt
u’ ¼

�
›

›t
þ bz

›

›z



a’ ½78�

Since a ¼ aðz; tÞ:

d

dt
a’ ¼

�
›

›t
þ bz

›

›z



a’ ½79�

hence:

d

dt
ðu’ 2 a’Þ ¼ 0 ½80�

This is just conservation of transverse canonical
momentum. Assuming u’ ¼ 0 prior to the laser
interaction gives

u’ ¼ a’ ½81�

which is the same as eqn [24].
The electron response to the normalized scaler and

vector potentials of the form f ¼ fðz 2 ctÞ and a ¼

aðz 2 ctÞ; which are a function of only j ¼ z 2 ct; is
completely described by the following constants of
the motion:

b’ 2 a’
�
g ¼ 0; ½82�

gð1 2 bzÞ2 f ¼ 1; ½83�

nð1 2 bzÞ ¼ n0; ½84�

where g ¼ ð1 2 b2Þ21=2 is the relativistic factor and n
is the electron density. This allows the various
electron quantities to be specified solely in terms of
the potentials:

b’ ¼
2ð1 þ fÞa’

ð1 þ a2
’Þ þ ð1 þ fÞ2

; ½85�

bz ¼
ð1 þ a2

’Þ2 ð1 þ fÞ2

ð1 þ a2
’Þ þ ð1 þ fÞ2

; ½86�

g ¼
ð1 þ a2

’Þ þ ð1 þ fÞ2

2ð1 þ fÞ
; ½87�

n

n0

¼
ð1 þ a2

’Þ þ ð1 þ fÞ2

2ð1 þ fÞ2
½88�

In the single particle limit, f ; 0; eqns [26] and [30]
are retrieved. For a long pulse interacting with a dense
plasma, tL q v21

p (i.e., neglecting wakefield effects) it
can be shown that ð1 þ fÞ . ð1 þ a2

0Þ
1=2 for circular

polarization and ð1 þ fÞ . ð1 þ a2
0=2Þ

1=2 for linear
polarization.

Propagation

To understand the propagation of high-intensity light
in plasma, we need to understand how the dielectric
properties of a plasma medium are affected by the
relativistic electron mass change. A wave equation is
found by taking the curl of Faraday’s law:

7 £ E ¼ 2
1

c

›B

›t
½89�

and using Ampere’s law:

7 £ B ¼ 4p J
�
c þ

1

c

›E

›t
½90�

gives

7 £ 7 £ E ¼ 272E þ 7ð7 · EÞ

¼
1

c2

"
4p

›J

›t
2

›2E

›t2

#
½91�

where J ¼
P

niqivi and the summation over the index
i is done over all charged species of electrons and ions.
Using Coulomb’s law:

7 · E ¼ 4pr ½92�

where r ¼
P

niqi; and assuming a uniform plasma,
the second term on the left vanishes. Substituting
eqn [13] for the velocity, we find 

2
›2

›t2
þ c272 2 v2

p

!
E ¼ 0 ½93�

where

vp ¼ ð4pniq
2
i =miÞ

1=2 ½94�

is the plasma frequency. Assuming again plane
waves and Fourier analyzing, yields the well-known
dispersion relation for electromagnetic waves in
plasma:

v2 ¼ v2
p þ c2k2 ½95�

The index of refraction can be written fully
relativistically as

h2 ¼
c2k2

v2
¼

c2

v2
f

¼ 1 2
v2

p

v2
½96�

where vf is the phase velocity of the light wave.
Assuming infinitely massive ions, the plasma
frequency can be written as

vp ¼
vp0

g1=2
¼

 
4p nee

2

gm0

!1=2

½97�
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where vp0 is the plasma frequency in a quiescent
plasma, e is the electron charge, m0 is the electron rest
mass, and ne is the plasma electron density. A change
in mass changes the plasma frequency, which in turn
modifies the index of refraction and the velocity of the
light wave. The light’s phase velocity then depends on
the laser intensity. This can be seen clearly if we
expand the phase velocity for small field strength
ða0 p 1Þ:

vf ¼
c

h
, c

"
1 þ

v2
p0

2v2

 
1 2

ka2
0l

2

!#
½98�

An on-axis minimum of the phase velocity [i.e.,
vfðrÞ . vfð0Þ� can be created by a laser beam with
an intensity profile peaked on axis, such as with a
Gaussian beam, causing the wavefronts to curve
inward and the laser beam to focus, as shown in
Figure 10. When this focusing effect just balances the
defocusing caused by diffraction, the laser pulse can
propagate over a longer distance than it could in
vacuum, while maintaining a small cross-section. This
mechanism is referred to as relativistic self-guiding.

Relativistic Self-Focusing

The threshold for relativistic self-focusing can be
obtained using the fully relativistic formalism with
the vector potential, as in our previous discussion of
electron motion in vacuum. In this case, we can
rewrite eqn [91] as

72a 2
1

c2

›2a

›t2
¼

v2
p

c2

nea

n0g
½99�

where n0 ¼ ni is the uniform background density.
For a Gaussian beam focused in vacuum, where

aðr; tÞ ¼ Re {a0ðr; tÞexp½iðk·r 2 vtÞ�} ½100�

and the amplitude aðr; tÞ varies much less less in r and
t than does the phase:

l›a0=›tlp lva0l; l›a0=›zlp lka0l ½101�

then

a0ðr; zÞ ¼
e2r2=ðr2

0ð1þz2=L2
r ÞÞffiffiffiffiffiffiffiffiffiffiffiffiffi

1 þ z2=L2
R

q exp

(
2 i arctan

�
z

LR




þ i
�

r

r0


2 z=LR

1 þ z2=L2
R

)
½102�

satisfies the envelope equation (assuming second
deriviatives are small compared to first derivatives),
where LR is the Rayleigh range and r0 is the focal
radius. In plasma, eqn [99] can then be written in this
envelope approximation as



72
’ þ 2ik

›

›z

�
a ¼ 2

v2
p

c2

lal2

4
a ½103�

The power at which the first and last terms of
eqn [103] are in balance is

P ¼
pR2I0

2
½104�

An equation for the beam radius R can thus be found:

d2RðzÞ

dz2
¼

4

k2r2
0

"
1 2

1

22

v2
p

c2
la0l

2r2
0

#
½105�

Self-focusing occurs when the two terms in the
brackets in eqn [105] are equal, which gives for the
critical power:

Pcrit . 17:4 · ðv
�
vpÞ

2 GW ½106�

This corresponds to 1 TW for 1 mm light focused into
a gas with electron density of 1019=cm3: Note that this
is a power threshold, not an intensity threshold,
because the tighter the focusing, the greater the
diffraction (the first term in eqn [103]). Numerous
recent experiments have confirmed this focusing
mechanism when P . Pcrit:

Any spatial variation of the laser intensity will act
to push an electron to regions of lower intensity
through the so-called ponderomotive force:

F ¼ 7g ¼ 7
ffiffiffiffiffiffiffiffiffi
1 þ a2

p
¼ ð2gÞ217a2 ½107�

Figure 10 Relativistic self-focusing occurs when an on-axis

peak in light intensity (left) produces an on-axis dip in the phase

velocity (middle), which acts like a positive lens to cause the

phase fronts to curve inward (right). (Reproduced from Umstadter

D (2003) Relativistic laser–plasma interactions. Journal Physics

D: Applied Physics 36: R151–R165, with permission from IOP

Publishing Ltd.)
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Fpond ¼ 2
m0c2

8p

7a2
0ffiffiffiffiffiffiffiffiffiffi

1 þ
a2

0

2

s ·

" 
2

a2
0

þ 1

!
Eð2p;kÞ

2
2

a2
0

Fð2p; kÞ

#
½108�

where

k ¼
a2

0=2

1 þ a2
0=2

½109�

and F and E are the elliptic integrals of the first and
second kind, respectively. In the low intensity limit,
i.e., when a2

0 p 1;

Fpond ¼ 2
m0c2

4
7a2

0 ½110�

That is, the laser ponderomotive force is roughly
proportional to the gradient of laser intensity.

A Gaussian-shaped laser’s ponderomotive force
will tend to expel electrons radially from the region of
the axis, so called ‘electron cavitation.’ If the
ponderomotive force is high enough for long enough,
the charge displacement due to expelled electrons
(in either the lateral or longitudinal direction) will
eventually cause the ions to move as well through the
Coulomb electrostatic force, forming a density
channel. Because neð0Þ , neðrÞ; and thus vfð0Þ ,
vfðrÞ; this enhances the previously-discussed relati-
vistic self-guiding and can itself guide a laser pulse.

For plasmas created by photo-ionization of a gas by
a Gaussian laser pulse, the density will be higher on
the axis than off the axis. If we instead expand the
phase velocity in terms of changes in density:

vf
c

, 1 þ
v2

p0

v2

Dne

ne

½111�

The phase velocity will thus be higher on axis,
which will tend to defocus the light and increase
the self-guiding threshold. In order to avoid this,
gases with low atomic number and thus fewer
available electrons, such as H3, are commonly used
as targets.

Raman Scattering, Plasma Wave Excitation and
Electron Acceleration

The local phase velocity, described in eqns [98] and
[111], can also vary longitudinally if the intensity
and/or electron density does. Local variation in the
index of refraction can ‘accelerate’ photons, i.e., shift
their frequency, resulting in photon bunching, which
in turn bunches the electron density through the

ponderomotive force ðFÞ; and so on. When the laser
pulse duration is longer than an electron plasma
period, tq tp ¼ 2p=vp; this photon and electron
bunching grows exponentially, leading to the stimu-
lated Raman scattering instability. Energy and
momentum must be conserved when the electro-
magnetic wave ðv0;k0Þ decays into a plasma wave
ðvp; kpÞ and another light wave ðv0 2 vp;k0 2 kpÞ:

From an equivalent viewpoint, the process begins
with a small density perturbation, Dne; which, when
coupled with the quiver motion, eqn [13], drives a
current J ¼ Dneeve: This current then becomes the
source term for the wave equation (eqn [91]), driving
the scattered light wave. The ponderomotive force,
due to the beating of the incident and scattered light
wave, enhances the density perturbation, creating a
plasma wave and the process begins anew. In three
dimensions, a plasma wave can be driven when
transverse self-focusing and stimulated Raman
scattering occur together, a process called the
self-modulated wakefield instability.

Two conditions must be satisfied for self-modu-
lation to occur in the plasma. First, the laser pulse
must be long compared to the plasma wave, L q lp:

This allows the Raman instability time to grow, and it
allows for feedback from the plasma to the laser pulse
to occur. Second, the laser must be intense enough for
relativistic self-focusing to occur, P . Pc; so that the
laser can be locally modified by the plasma. Under
these conditions, the laser can form a large plasma
wave useful for accelerating electrons.

As the long laser pulse enters the plasma, it will
begin to drive a small plasma wave due to either
forward Raman scattering or the laser wakefield
effect from the front of the laser pulse. This small
plasma wave will have regions of higher and lower
density with both longitudinal and radial depen-
dence. That is, the plasma wave will be three-
dimensional in nature with a modulation along the
propagation direction of the laser and a decay in the
radial direction to the ambient density (see Figure 11).
The importance of this lies with how it affects the
index of refraction in the plasma. In the regions of
the plasma wave where the plasma density is lower,
the radial change in the index of refraction is
negative, ›nðrÞ=›r , 0: This means that this part of
the plasma acts like a positive lens and focuses the
laser. Whereas regions of the plasma wave where the
density is higher, ›nðrÞ=›r . 0; the opposite occurs
and the laser defocuses. This has the effect of breaking
up the laser pulse into a series of shorter pulses of
length lp=2 which will be separated by the plasma
period. The instability occurs because of how the
plasma responds to this. Where the laser is more
tightly focused, the ponderomotive force will be
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greater and will tend to expel more electrons. This
decreases the density in these regions even further,
resulting in more focusing of the laser. This feedback
rapidly grows, hence the instability.

The phase velocity of the plasma wave in the case
of forward scattering is equal to the group velocity of
the beat wave, which for low-density plasma is close
to the speed of light, as can be seen from the relation:

vf ¼ vp=kp ¼ Dv=Dk ¼ vg ¼ ch , c ½112�

where eqn [94] and v2
p p v2 were used to show that h

is close to unity. Such relativistic plasma waves can
also be driven by short pulses ðt , tpÞ: In this case,
the process is referred to as laser–wakefield genera-
tion, referring to the analogy with the wake driven by
the bow of a boat moving through water, but the
mechanism is similar (except it has the advantage that
the plasma wave is driven linearly instead of as an
instability).

In either case, the resulting electrostatic plasma
wave can continuously accelerate relativistic elec-
trons with enormous acceleration gradients. The
gradient can be estimated from eqn [92] and the
fact that because

7 · E , Evp=c / E
ffiffiffi
ne

p
½113�

then

E ,
ffiffiffi
ne

p
eV=cm ½114�

corresponding to 1 GeV/cm for ne ¼ 1018 cm23.
Because this gradient is four orders of magnitude
greater than achieved by conventional accelerators
(based on fields driven by radio-frequency waves
pumped into metal cavities), laser-driven plasma

accelerators have received considerable recent atten-
tion. They have been shown to accelerate an amount
of electron charge (100 nC) comparable to that from
conventional accelerators and to have superior
transverse geometrical emittance (product of diver-
gence angle and spotsize, similar to the f =# in light
optics). However, their longitudinal emittance is
currently much inferior, energy spreads of 100%.
They have been shown to be useful for much of the
same applications: radio-isotope production, radi-
ation chemistry, as well as X-ray, proton, and neutron
generation. Once the longitudinal emittance can be
reduced, they may be advantageous for, among other
applications, injectors (especially of short-lived
unstable particles) into larger conventional accelera-
tors for high-energy physics research and light
sources, and, as discussed in the section on radiation
from relativistic electrons about, as stand-alone
all-optically driven ultrashort-pulse duration X-ray
sources.

The SIMLAC code has been used to study
wakefield generation and laser propagation in the
limit a2 p 1: It draws from nonlinear optics models
and treats propagation in the group velocity frame. In
this idealized model (which assumes perfect Gaussian
beams), the pulse and wake are maintained over long
enough propagation distances to accelerate an
electron to GeV energy, as shown in Figure 12. A
three-dimensional envelope equation for the laser
field was derived that includes nonparaxial effects,
wakefields, and relativistic nonlinearities.

The resonant wakefield has been characterized
experimentally by temporal interferometry, as shown
in Figure 13. However, this was done only for the
tight-focusing case in which the laser spotsize is much

Figure 11 The plasma wave generated by a SMLWFA is three-dimensional in nature. Note that the darker regions correspond to

areas of higher plasma density. The graphs to the right represent lineouts of the plasma density longitudinally and radially at the

indicated points. (Reproduced with permission from Wagner R (1998) Laser–plasma electron accelerators and nonlinear relativistic

optics. PhD thesis, University of Michigan.)
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smaller than the plasma wave wavelength ðrl p lpÞ

and thus the transverse wakefield was much greater
than the longitudinal wakefield.

A typical experimental setup, used to study
electron acceleration, is shown in Figure 14.

Dramatic reduction of the angular divergence of
a laser accelerated electron beam was observed
with increasing laser power above the relativistic
self-focusing threshold, as shown in Figure 15.

Interactions with Solid-Density Targets

The generation of electrons by high-intensity laser
light interacting with solid targets can generate
energetic X-rays, accelerate other types of particles
and induce nuclear reactions, as illustrated in

Figure 16. For instance, high-order harmonics have
been generated by the oscillation of the critical
density surface, in the so-called moving mirror
model. Bright X-rays, originating from Bremstrah-
lung caused by electron collisions with high-Z atoms
in solid targets, have created isotopes by means of
photofission. Laser-accelerated electron energies and

Figure 13 Typical result of a phase shift measurement to study

a resonantly excited laser wakefield plasma wave by means of

time-domain interferometry. Parts (A) and (B) have different color

scales. The bottom graph is a line out of part (B) along the laser

axis. (Reproduced with permission from Marquès JR, Dorchies F,

Audebert P, Ceindre JP, Amiranoff F, Gauthier JC, Hammoniaux

G, Antonetti A, Chessa P, Mora PTM and Antonson J (1997)

Frequency increase and damping of nonlinear electron plasma

oscillations in cylindrical symmetry. Physics Review Letters 78:

3463. Copyright (1995) by the American Physical Society.) Figure 14 Artistically enhanced photograph of the acceleration

of an electron beam by a laser interacting with a gas jet inside a

vacuum chamber. The laser crosses the picture from left to right

and is focused by a parabolic mirror (right side of the picture). The

supersonic nozzle (shown in the middle of the picture) is

positioned with micron accuracy with a 3-axis micropositioner.

The e-beam makes a small spot on a white flourescent (LANEX)

screen, shown in the upper left-hand corner of the picture.

(Reproduced with permission from Umstadter D (2001) Review

of physics and applications of relativistic plasmas driver by

ultra-intense lasers. Physics Plasmas 8: 1774, with permission

from the American Institute of Physics.)

Figure 12 The ‘standard’ resonant wakefield simulated with SIMLAC, a code that moves at the light pulse’s group velocity.

(Reproduced with permission from Umstadter D (2001) Review of physics and applications of relativistic plasmas driver by ultra-intense

lasers. Physics Plasmas 8: 1774.)
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angular distributions have been inferred from analyz-
ing ðg; nÞ and ðg; 2nÞ reactions in composite Pb/Cu
targets and in Ta/Cu targets. Positrons were created
by colliding laser-accelerated electrons with a
tungsten target.

When electrons are heated to high temperatures or
accelerated to high energies, they can separate from
plasma ions. Such charge displacement creates an
electrostatic sheath, which eventually accelerates the
ions. The ions are pulled by the charge of the electrons
and pushed by the other ions’ unshielded charges
(similar to the ‘Coulomb explosion’ that can occur
during the ionization of atoms). When the charge
displacement is driven by thermal expansion, as in
long-pulse (low-power) laser–plasma experiments,
the maximum ion energies are limited to less than
100 keV. However, when the charge displacement
is driven by direct laser heating, as in short-pulse

high-power laser–plasma experiments, multi-MeV
ion energies are possible. This was first shown with
gas jet targets, in which case the ions were accelerated
radially into 2p; and then later with thin solid-density-
films, in which case the ions were accelerated into
collimated beams. In the latter case, hydrocarbons and
water on the surface of the film can become ionized
and provide a source of protons to be accelerated.

An intense laser can ponderomotively heat elec-
trons. If the laser contrast is high, vacuum heating can
occur in the following manner. When light encounters
a sharp interface between vacuum and solid density,
the electromagnetic field becomes evanescent in the
region above the critical density. The instantaneous
‘v £ B’ force can push electrons in the direction of the
light’s propagation vector; it also has a frequency
twice that of the pump and a magnitude proportional
to the square of the normalized vector potential, a3

0:

Thus, electrons can only complete half of their
figure-eight orbits, on the vacuum side, gaining
relativistic energies; they move through the overdense
region without the electromagnetic field to pull them
back. An electrostatic sheath can thus form, which
will accelerate the ions left behind. Another import-
ant heating mechanism is stochastic heating, which
occurs when the light that is reflected from the critical
surface beats with the incoming wave to create a
standing wave. The motion of electrons in such a
wave can become chaotic, resulting in a large increase
in electron temperature (.100 keV).

As the heated electrons propagate through a solid,
they can instantaneously field-ionize the neutral
atoms of the solid. This will both modify the solid’s

Figure 15 Images of the spatial profiles of the electron beam

measured by a ccd camera imaging a LANEX screen at a distance

of 15 cm from the gas jet for various laser powers. The divergence

angle of the beam decreases to a value of Du ¼ 18 at a power of

2.9 TW, corresponding to a transverse geomtrical emittance of

just 1’& 0:06p mm-mrad. (Reproduced with permission from

Umstadter D (2001) Review of physics and applications of

relativistic plasmas driver by ultra-intense lasers. Physics

Plasmas 8: 1774, with permission from the American Institute

of Physics.)

Figure 16 Illustration of the various mechanisms of particle acceleration and X-ray generation in high-intensity laser interactions with

solid-density targets. (Courtesy of R. Sauerbrey.)
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conductivity and provide a source of protons on the
rear-side of the target. If the film is thin enough,
the electrons can pass through, and create a sheath
on the rear-side of the target. This latter mechanism
has been dubbed the target normal sheath accelera-
tion mechanism. The ions from thin foils have been
claimed to originate from both the front and rear-side
of the foil.

Several groups have reported the observation of
ions originating from thin-film solid-density targets.
Unlike previous long-pulse experiments, the ions
were accelerated along the direction normal to the
side of the target, that is opposite to that upon which
the laser was incident. The ions generally originate
from water or hydrocarbons on the surface of the
material. The acceleration results from several
different mechanisms, which may be occurring
simultaneously. Charge-displacement is again
common to all, with the electrons being heated

ponderomotively, such as by Brunel, J £ B or stochas-
tic heating. In one case, the electrostatic sheath is
formed at the backside of the ionization layer formed
on the side of the target upon which the laser is
incident (front side). In another case, the electrostatic
sheath is formed by field ionization of the ion layer on
the opposite side of the thin film target (back-side),
the target normal sheath acceleration (TNSA) hypo-
thesis. Numerical simulations show evidence for both
front- and back-side acceleration.

The results of these experiments indicate that a
large number of protons (1013 p) can be accelerated,
corresponding to source current densities (108 A/cm2)
that are nine orders of magnitude higher than pro-
duced by cyclotrons, but with comparable, or even
lower, transverse emittances (1’# 1:0p mm-mrad).
Proton energies up to 60 MeV have been observed in
experiments at intensities exceeding 1020 W/cm2

(using a petawatt power laser). The high end of the
proton spectrum typically has a sharp cut-off, but is a
continuum. In one experiment, protons were
observed to be emitted in ring patterns, the radii of
which depend on the proton energy, which was
explained by self-generated magnetic fields.

A typical experimental setup used to observe
the acceleration of ions is shown in Figure 17.
The production of radionuclides have been used as
an ion energy diagnostic. In another example of a
nuclear reaction initiated by an intense laser, neutrons

Figure 17 Artistically enhanced photograph of the typical setup

used to observe the acceleration of ions. The laser (shown in the

foreground) is focused with an off-axis parabola onto a thin-foil,

held by a mesh that is positioned by a 3-axis micropositioner. CR-

39, a nuclear track detector (shown in the background) is used to

detect the ions. An actual proton-produced pattern is shown in red.

(Reproduced from Umstadter D (2001) Review of physics and

applications of relativistic plasmas driver by ultra-intense lasers.

Physics Plasmas 8: 1774, with permission from the American

Institute of Physics).

Figure 18 Photograph of a laser interacting with a deuterium

cluster jet emanating from cooled gas nozzle. Fusion neutrons

are produced with relatively low laser intensities. (Reproduced

with permission from Ditmire T (2002) Laser fusion on a tabletop.

Optics and Photonics News 13: 28, with permission from IEEE.)
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have been produced by the He fusion reaction in the
focus of 200 mJ, 160 fs Ti:sapphire laser pulses on a
deuterated polyethylene target. Optimizing the fast
electron and ion generation by applying a well-
defined prepulse led to an average rate of 140
neutrons per shot. Neutrons have also been generated
from cluster plasmas, which were produced by the
cooled-nozzle depicted in Figure 18, but with
significantly lower laser intensities than required
with planar solid targets.

Concluding Remarks

The field of nonlinear optics, with electrons bound to
atoms, has over the last forty years given rise to many
scientific discoveries and technologies that are now
commonplace. The relatively young field of relativis-
tic nonlinear optics has already begun to do the same.
Some of the exciting phenomena and applications
that have already been identified have been discussed
in this article. Others await discovery as ever higher
laser intensities are reached, with no foreseeable limit.

See also

Fiber and Guided Wave Optics: Nonlinear Optics.
Scattering: Raman Scattering.
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When an electromagnetic wave passes over a small
elastically bound charged particle, the particle will be
set into motion by the electric field. Scattering takes
place for frequencies not corresponding to the natural
frequencies of the particles. If the particle is bound by a
force obeying Hooke’s law, this vibration will have the
same frequency and spatial direction as that of the
electric force in the electromagnetic wave. The phase,
on the other hand, of the forced vibration will differ
from that of the incident wave, which causes the basis
of dispersion. If the charged oscillation is bound by a
force which does not obey Hooke’s law, but some more
complicated law, it will reradiate not only the
impressed frequency, but also various combinations
of this frequency with the fundamental and overtone
frequencies of the oscillator.

The Raman effect was discovered by C.V. Raman
(1888–1971). Ordinary Raman spectroscopy is used
as a tool for studying the vibrational energy levels of
molecules and of lattice optical branch vibration in
crystals. A spectroscopic measurement of the scattered
light reveals the existence of frequencies shifted down

by increments corresponding to vibrational frequen-
cies of the material. This down-shifted scattering is
referred to as Stokes scattering. Frequencies shifted up
by the vibrational frequencies are also present in the
scattered radiation, which are the so-called anti-
Stokes scattering.

Stimulated amplification of scattered Stokes radi-
ation occurs through a third-order nonlinear process.
To introduce stimulated Raman scattering (SRS), first
we describe the steady-state stimulated scattering
theory.

In general, nonlinear optical processes are
described by the classical Maxwell equation with
the nonlinear polarization of a material PNL:

7 £ 7 £ E þ 1m0

›2E

›t2
¼ 2m0

›2PNL

›t2
½1�

where 1 and m0 are the linear dielectric constant
of the material and the magnetic permeability of
the vacuum. We consider a relatively intense exci-
tation radiation EL (frequency vL) and a weak
signal radiation ES; having the carrier frequency
vs corresponding to the scattered light frequency
ðvs ¼ vL 2 nv0Þ;

EL ¼
1

2
{ �ELðr; tÞ exp iðkL £ r 2 vLtÞ þ c:c:} ½2�

ES ¼
1

2
{ �ESðr; tÞ exp iðkS £ r 2 vStÞ þ c:c:} ½3�



where �ELðr; tÞ; �ESðr; tÞ are a slowly varying envelope of
the complex electric fields. Assuming that the
variation of the electric field during the time-scale
shorter than the decay time of the induced oscillation
in the material is negligible, nonlinear polarization
induced by the excitation radiation is described as
follows:

PNL
S ¼

1

2
{ �PNL

S ðr; tÞ exp iðkS £ r 2 vStÞ þ c:c:} ½4�

�PNL
S ¼ 10x

NLð2vS;2vL;vL;vSÞ �E
p
L
�EL

�ES ½5�

where 10 is the vacuum dielectric constant and
xNLð2vS;2vL;vL;vSÞ is the third-order nonlinear
susceptibility, of which the real part corresponds to
the variation of the dielectric constant depending on
the optical radiation, whereas the imaginary part
describes the stimulated scattering. In steady-state
approximation, substituting eqns [3]–[5] into [1],
we obtain

d �ES

dz
¼

1

2

�
2 a þ i

vS

cnS

xNLl �ELl
2
�
�ES ½6�

where we ignore the higher-order differential of
amplitude. nS is the refractive index at vS; and a is
the linear absorption coefficient of the signal radi-
ation. When ignoring the decay of the excitation
radiation along the z direction in the material, for
making the right-hand term of eqn [6] positive, the
next condition must be satisfied:

IL ¼
1

2
c10nLl �ELl

2
$ Ith

L ¼
c210nSnL

2vS

a

2 ImxNL
½7�

The signal radiation is then amplified along the z
direction at an amplification constant of g,

G ¼ gðIL 2 Ith
L Þ ½8�

g ¼
vS

c210nSnL

ð2Im xNLÞ ½9�

Stimulated Raman Scattering

In SRS, the frequency difference vL 2 vS corresponds
to the resonance frequency of vibrational oscillation
vV: Therefore, the vibrational oscillation mode is
excited in the material as well as the generation of
scattered radiation. In the following section, we
consider the SRS by optical phonon. In general,
nonlinear polarization under the optical excitation is
described as follows:

PNL ¼ N0a
0qE; ½10�

€q ¼ GV _q þ v2
Vq ¼

1

2
a0E2 ½11�

where q is the basic coordinate of molecular
vibration, GV is the decay rate of the vibrational
oscillation, a0 ¼ ð›a=›qÞ0 is the Raman polarizability
of a molecule, and N0 is the molecule density. We can
obtain the steady-state nonlinear polarization from
eqns [4], [5], [10], and [11] as

xNL ¼ ð2vS;2vL;vL;vSÞ

¼
N0ða

0Þ2

410

1

v2
V 2 v2 þ ivGV

½12�

where v ¼ vL 2 vS: Thus, the gain coefficient can be
obtained from eqns [9] and [12] under the assumption
of vV q GV; as follows:

gRðvSÞ ¼ ^
N0ða

0Þ2vS

2c210nSnLvVGV

�
ðGV=2Þ

2

ðvL 2 vS 7 vVÞ
2 þ ðGV=2Þ

2
½13�

In general, Raman scattering is characterized by the
scattering cross-section ds=dV; which is defined for
one of the optical polarization directions in terms of
the optical power density:

gRðvL 2 vVÞ

¼
16p2c2N0

"n2
Sv

3
SGV

ds

dV

(
1 2 exp

 
2

"vV

kBT

!)
½14�

The value of ðds=dVÞG21
V can be characterized as a

peak intensity in the measured spontaneous Raman
scattering spectrum.

When the conversion to the first Stokes wave is
large, we must consider both pump depletion and
conversion to higher-order Stokes waves (Figure 1a).
Pump depletion in first Stokes generation can be
accounted for by solving the following coupling

|i 〈

|i 〈

|i 〈

wL

wS1

wR

wS1
wS2

wR

wL

wL

wS1

wR

wAS

|n 〈

|g 〈

|n 〈

|g 〈

|n 〈

|g 〈

(a) (b) (c)

Figure 1 Energy diagrams of stimulated Raman scattering: (a)

first Stokes scattering; (b) cascaded second Stokes scattering;

and (c) first anti-Stokes scattering.
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equations between pump power and Stokes power:

›IL

›z
þ

nL

c

›IL

›t
¼ 2gLILIS ½15�

›IS

›z
þ

nS

c

›IS

›t
¼ gRILIS ½16�

where

gL ¼
vL

vS

gR

In SRS the power generated in the first Stokes
serves as a pump for a second Stokes wave (Figure 1b).
Cascade shifts of this type, in which the Stokes wave
of order n serves as a pump for the generation of the
Stokes wave order n þ 1; can result in the generation
of radiation at several frequencies, each one shifted
from the original pump frequency by a multiple of the
vibrational mode frequency. In addition to the
cascade higher-order Stokes generation, multiple
Stokes orders can also be generated by four-wave
mixing interactions (Figure 2), of the form:

vS;nþ1 ¼ 2vS;n 2 vS;n21 ½17�

These interactions are important when the wavevector
mismatch among the various waves is small. In most
media exhibiting positive dispersion, the phase match-
ing of the various interactions involves off-axis
components of the generated waves. Thus, these
four-wave mixing interactions are stronger for tightly
focused beams than for collimated pump beams.

SRS can be realized in a variety of configurations,
including single pass Raman generation, or using a
variety of extra-cavity or intra-cavity Raman resona-
tor. Variation of the Raman cross-section for the
wavelength is shown in Figure 3 for various gaseous
Raman media. The Raman gain coefficient simply
increases with decreasing wavelength, as indicted by
eqn [13]. Therefore, higher conversion efficiencies
are obtainable with UV lasers such as rare-gas
halide excimer lasers in a single pass configuration.
Note that in some gases, such as H2, the Raman
gain becomes independent of pressure at
higher pressures since the increase in linewidth, due
to pressure broadening, cancels the increase in gain
originated from number density. Typical SRS gains for
some gas, liquid, and solid media are listed in Table 1.

Although SRS in high-pressure gases has been
widely employed for frequency conversion, SRS in
crystals is currently a growing area of research activity.
Table 2 lists SRS frequency shifts of various crystals.
Since a very high pump laser power ,1 GW/cm2,
which is already close to the laser damage threshold
of many crystals, solid-state Raman lasers are

kS2 kL

kS1kS1

qI qII

Figure 2 Vector diagram of multiple Stokes generation through

four-wave mixing in positively dispersive media.
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designed with an intra-cavity, coupled cavities, or an
extra-cavity. Efficient Raman lasers have been demon-
strated using external resonator configuration when
the pumping pulse is intense enough. For example,
,40% conversion efficiency to S1 was reported with a
Q-switched frequency doubled Nd:YAG laser in a
Ba(NO3)2 crystal using a pump fluence of 1.4 J cm21

and a pulse repetition rate of 30 Hz. The resonator
mirror characteristics can be designed to enhance the
desired Stokes-order radiation by completely confin-
ing the lower-order Stokes radiation inside the cavity.
For a lower power pump source, such as cw-pumped
Q-switch lasers, a Raman crystal is placed inside a
pump laser resonator to reduce the effective threshold
for SRS. The resonator configuration has a significant
influence on the Stokes output performance. The
optimum spot size in the resonator and power density
in the Raman crystal is a compromise between
maximizing the conversion efficiency and avoiding
optical damage. It is noteworthy that the thermal lens
in the Raman crystal is caused by the energy
dissipation of the phonon and thus depends on the
power density of the Stokes field.

A fiber Raman laser is an optical fiber with pump
light focused into one end and SRS light appearing at
the output. By injecting a weak frequency-shifted
signal light together with the pump light, the signal
light experienced substantial amplification along the
length of the fiber. This fiber Raman amplifier has been
actively developed to extend the wavelength band for

optical fiber communication. The fiber Raman lasers
have utilized fused silica (SiO2), germanosilicate, or
phosphosilicate optical fibers for which the Raman
frequency shifts are ,440–490 cm21. In contrast to
Erbium-doped fiber amplifier (EDFA), since the single
mode fiber itself can act as an amplifier, the Raman
amplifier can be distributed over optical transmission
lines in lengths of .20 km, which can keep the
transmission power always nearly constant and
consequently reduce the signal noise. Moreover, by
preparing multipumping wavelengths, the number of
signal wavelengths can increase without the limitation
of an amplification gain bandwidth. High-power light
sources around 1480 nm developed for EDFA can be
utilized by the fiber Raman amplifier. By tailoring the
power levels among multiwavelength pump lights, a
flat amplification gain spectral width of ,100 nm is
obtainable.

Transient Effects

In the steady-state SRS analysis, we assume that the
pump pulse duration is much longer than the
vibrational mode dephasing time ðDnp p GVÞ. In a
transient regime, when the pump pulse duration is
shorter than the dephasing time ðDnp q GVÞ, the effect
of the transient response of the medium reduces
the gain and delays the Stokes pulse relative to the
pump pulse. With no pump depletion, the analy-
tical expression for the Stokes intensity for large

Table 1 Typical Raman media and their parameters

Materials Stokes shift (cm21) Raman linewidth (cm21) N
ds

dV
(1026 m21 str21) Raman gain (1025 m/MW)

H2 (100 atm) 4155 0.20 3.0 £ 103 1.5

H2O 3420 176 0.51 0.07

Acetone CH3COCH3 2921 18 5.4 1.2

Cyclohexane C6H12 2852 11 3.7 1.2

Liquid N2 2326.5 0.067 0.29 ^ 0.09 17.5 ^ 5

Liquid O2 1552 0.117 0.48 ^ 0.14 14.5 ^ 4

Nitrobenzene C6H5NO2 1345 6.6 6.4 2.1

Toluene C7H8 1003 1.94 1.1 1.2

C6H5Cl 1002 1.6 1.5 1.9

C6H5Br 1000 1.9 1.5 1.5

C6H6 992 2.15 3.06 2.8

CS2 655.6 0.5 7.55 23.8

CCl4 459 5 2.3 0.85

Diamond 1332 2.04 17 6.9

Calcite 1086 1.1 2.9 4.4

Si 521 0.8 305 190

Quartz 467 6.7 3.1 0.8

Li7TaO3 201 22 238 4.4

215 12 167 10

Li7NbO3 256 23 381 8.9

258 7 262 28.7

637 20 231 9.4

643 16 231 12.6

InSb (ne , 2 £ 1022 m23) 100 2 30 16.7
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amplification gain is given as

ISð‘Þ / ISð0Þ exp
�
2

tp

TV

�

� exp

8<
:2

"
ILtp‘

16p2c2N0

"n2
Sv

3
S

�
ds

dV

�#1=2
9=
; ½18�

Here, TV is the dephasing time ðTV ¼ pG21
V Þ; and tp is

the pump pulse width. One can see that the Raman
gain is proportional to the square root of the
multiplication of the pump pulse energy IL £ tp, the
crystal length ‘; and the total integral Raman
scattering cross-section ðds=dVÞ, but does not depend
on the Raman linewidth GV.

Anti-Stokes Raman Scattering

From eqn [13] the gain coefficient is negative at
v ¼ vL þ vS. However, anti-Stokes scattering

(Figure 1c) is stimulated through a four-wave mixing
interaction of the form:

vA ¼ 2vL 2 vS ½19�

The equations describing anti-Stokes Raman
scattering in the absence of pump depletion are:
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Here, Dk is the wavevector mismatch, given by

Dk ¼ kS þ kA 2 2kL ½24�

Then, power gain per unit length is obtained to give

G ø 2a ^ 2 Im

(�
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2

�2

2
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2cnS

xNLl �ELl
2
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)1=2

½25�

The interaction of the anti-Stokes wave with the other
waves is stronger when the wavevector mismatch is
small. The exact value of the phase-matching angle
depends on the dispersion of the medium. At the
tightly focused pumping condition, strong anti-
Stokes radiation is generated so that the wave-
vector mismatch is minimum. Just as in Stokes
scattering, multiple anti-Stokes orders can be gener-
ated (Figure 4).

So far, Stokes and anti-Stokes Raman scattering
have been used to generate radiation over much of
the UV and VUV, ranging from 138 to 400 nm. The
shortest wavelength achieved in this manner is at
138 nm, generated by a seventh-order anti-Stokes
shift in H2 using 139 nm radiation of an ArF
laser. In general, the pump intensity used in
experiments with rare-gas halide excimer lasers was
in the range of 100 MW/cm2 to 5 GW/cm2. The
conversion efficiency and the distribution of
power among the various Stokes and anti-Stokes

Table 2 Typical solid-state Raman materials and parameters

Materials Stokes

shift (cm21)

Raman

linewidth (cm21)

ds
dV
(arb.u.)

Diamond 1332.9 2.7 100

SO2 464.5 7.0 2.2

Nitrates and calcite

Ba(NO3)2 1048.6 0.4 21

NaNO3 1069.2 1.0 23

CaCO3 1086.4 1.2 6.0

Tungstates

CaWO4 910.7 4.8 47

SrWO4 921.5 3 –

BaWO4 926.5 2.2 –

NaY(WO4)2 918 15 –

KGd(WO4)2 901 5.4 54

KGd(WO4)2 901 5.4 43

KGd(WO4)2 768 6.4 19

KGd(WO4)2 768 6.4 65

KY(WO4)2 905.6 7 50

KY(WO4)2 905.6 7 45

KY(WO4)2 767.4 8.4 20

KY(WO4)2 767.4 8.4 64

KYb(WO4)2 908 7.4 48

KYb(WO4)2 908 7.4 48

KYb(WO4)2 757 15 25

KYb(WO4)2 757 15 70

Molybdates

CaMoO4 879.3 5.0 64

SrMoO4 887.7 2.8 55

BaMoO4 892.4 2.1 52

Iodate and niobates

LiIO3 821.6 5.0 54

LiNO3 872 21.4 44

LiNbO3 632 27 166

LiNbO3 250 28 –

LaNbO4 805 9 22

Phosphates

Ca2(PO4)3F 964.7 2.8 3.4

Sr5(PO4)3F 950.3 2.8 3.4

kS kAS

kLkL

qS qAS

Figure 4 Vector diagram of anti-Stokes Raman scattering in

positively dispersive media.
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components depend on the focal geometry, and the
extent of the spectrum could be varied by changing
the gas pressure.

See also

Magneto-Optics: Cyclotron Resonance, Interband Mag-
netoabsorption, Spin Flip Raman Scattering. Nonlinear
Optics, Applications: Raman Lasers.
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Introduction

The quality of optical components can be critically
limited by light scattering. The majority of these
components, such as lenses, mirrors, beamsplitters,
and polarizers are covered with thin film optical
coatings. To reduce scattering losses, their main
sources and mechanisms must be known and,
whenever possible, be controlled. Moreover, light
scattering techniques have been widely recognized as
a powerful tool for roughness and defect analysis as
well as for general quality assessment.

Scattering can be divided into surface/interface
scattering (SIS) and volume scattering (VS), attributed
to the following scatter sources:

. roughness and surface defects of the substrate: SIS,

. surface/interface roughness and defects of the thin
film coating: SIS,

. imperfections in the bulk substrate material: VS,

. intrinsic thin film morphology and defect struc-
tures: VS,

. surface contaminations: SIS.

Even though in particular cases and applications,
VS can constitute the main scattering source, SIS
largely dominates both substrate and thin film
scattering losses. Studies into light scattering have
widely focused on SIS effects from surface and
interface micro-roughness. The theoretical outline
given in the next section will also follow this concept
in describing scattering from surface and interface
roughness. It is emphasized, however, that volume
scattering theories are accessible in the literature.

Light Scattering Models

Scattering from Rough Surfaces

A randomly rough surface can be considered as a
Fourier series of sinusoidal waves with different
amplitudes, periods, and phases. Following the
grating equation, a single grating with spacing D
causes scatter into the angle Q according to

sin Q ¼ l=D ½1�

where l is the wavelength of light. D represents one
spatial wavelength in the Fourier series. Accordingly,
f ¼ 1=D represents one single spatial frequency.
A randomly rough surface contains many different
spatial frequencies. This is quantitatively expressed
by the power spectral density (PSD), giving the
relative strength of each roughness component of a
surface microstructure as a function of spatial
frequency:

PSDðfÞ ¼ lim
A!1

1

A

�����
ð

A
zðrÞ expð22pif·rÞdr

�����
2

½2�

where zðrÞ represents the height of the surface
roughness profile, r is the position vector, and f is
the spatial frequency vector in the x–y plane. A is the
area of the measured region A. We confine our
discussion to isotropic surfaces, which represent the
majority of cases in optical surface and thin film
scattering studies. Thus, a PSD( f ) independent of
the surface direction F of vector f is obtained by
averaging the two-dimensional function PSD(f) over
all surface directions after transformation into
polar coordinates:

PSDðf Þ ¼
1

2p

ð2p

0
PSDðf ;FÞdF ½3�
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Well-established vector scattering theories devel-
oped, for instance, by Bousquet et al. or Elson provide
the link between the PSD and the scattering intensity
per solid angle of a surface:

dP

P0 dV
¼ Fðl;n;Q;FÞPSDðf Þ ½4�

This theory is valid for surfaces whose rms
roughness is small compared to the wavelength.
dP/(P0 dV) denotes the differential power scattered
into the direction (Q, F) per unit solid angle
dV ¼ sin Q dQ dF divided by the incident power
P0. Q and F are the polar and azimuthal angles of
scattering, respectively. The optical factor F contains
all information on the corresponding perfect surface
(without the roughness properties), i.e., the refrac-
tive index n, wavelength, and the conditions of
illumination and observation. Both backscattering
and forward scattering can be expressed by eqn [4],
according to the illumination and observation
conditions chosen. Without loss of generality, all
formulas have been written here for normal
incidence. The formalism, however, allows consider-
ation of all possible cases, including oblique angles
of incidence and arbitrary polarization properties.
dP/(P0 dV) is called angle resolved scattering (ARS)
which is related to the well-established term BRDF/
BTDF (bidirectional reflectance/transmittance distri-
bution function) by multiplication with cos Q:

dP

P0 dV
¼ ARS ¼ BRDF ðor BTDFÞ·cos Q ½5�

Total scattering (TS), which is defined as the
power P scattered into the backward or forward
hemisphere divided by the incident power P0 (see
also section on scattering measurement below), is
obtained by integrating eqn [4] over the forward or
backward hemisphere:

TS ¼ 2p
ð p

2

0

 
dP

P0 dV

!
sin Q dQ ½6�

If the correlation length of surface roughness is
much larger than the wavelength, scalar scattering
theories like the one from Carniglia can also be
employed. Moreover, in this case, the well-known
simple approximate formula for total backscattering
can be derived from both vector and scalar theories:

TSback ¼ R0

�
4ps

l

�2

½7�

where s is the rms roughness and R0 the specular
reflectance.

It must be emphasized that this formula is only
valid if the above-mentioned condition is met and as

long as only single surfaces without coatings are
considered.

Scattering from Dielectric Thin Films

For surfaces coated with a dielectric single layer or
multilayer, ARS for a system of N layers is given by

dP

P0 dV
¼
XN
i¼0

XN
j¼0

FiF
p
j PSDijðf Þ ½8�

where Fi is the optical factor at the i-th interface and
Fp

j is the conjugate complex number of the optical
factor at the j-th interface. The optical factors include
both the conditions of illumination and observation
and the characteristics of the ideal multilayer (refrac-
tive indices, film thickness). PSDij are the power
spectral densities of the corresponding interfaces. For
i – j; they describe the roughness cross-correlation
between two interfaces.

From eqn [8] it becomes obvious that the scattering
mechanism of coated surfaces is considerably more
complex as compared to single surfaces.

The amplitudes of the scattered fields from all
individual interfaces add up to the total scatter.
In particular, the cross-correlation properties
between the interface roughness profiles significantly
determine the overall total scatter. So even for
coatings having the same statistical roughness, the
scatter losses can differ drastically when the cross-
correlation between the interfaces is different. An
example is demonstrated in a model calculation of
total backscattering for l ¼ 632:8 nm in Figure 1.

0

5

10

15

20

25

1 7
nd /QWOT

T
S

/T
S

0

1

2 3 4 5 6

Figure 1 Calculated ratio of the total backscattering of a single

high index layer ðn ¼ 2:4Þ on BK7 substrate ðn ¼ 1:52Þ to the

scattering of the bare substrate as a function of optical thickness

nd. (QWOT: quarter wave optical thickness). rms roughness was

1 nm, correlation length 1 mm for both the substrate–film and

film–air interfaces. Full line: full interface cross-correlation.

Dashed line: zero interface cross-correlation. Lower dashed line:

bare substrate.
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A thin film with refractive index n ¼ 2:4 (typical for
Titania films), and continuously increasing thickness,
was modeled onto a BK 7 substrate ðn ¼ 1:52Þ:
Gaussian autocovariance functions with an rms
roughness s ¼ 1 nm and a correlation length
t ¼ 1 mm were chosen for both the substrate–film
and film–air interfaces. Only the cross-correlation
function was varied. The two extreme cases of
fully uncorrelated and fully correlated interfaces are
depicted in the figure and related to the scattering of
the bare substrate (TS0). As a result of scattering
interference effects, in both cases the scattering
varies periodically with optical film thickness. The
appearance of maxima and minima as well as the
total amount of scattering crucially depends on
the type of cross-correlation.

These effects have to be taken into careful deli-
beration whenever scattering in dielectric thin film
coatings is considered. Otherwise, misinterpretation
of the scatter loss origin is possible and may result
in unsuitable technological attempts to minimize
scatter losses.

Instrumentation for Light Scattering
Measurement

Types of Measurements

Light scattering experiments on optical surfaces
and thin films are, in most cases, either performed
as ARS measurements using goniophotometers,
or the scattering is collected over the backward
and forward hemispheres yielding total integrated
scattering (TIS) or TS. The latter can be measured
either by using a Coblentz sphere or an
integrating sphere (see schematic picture in
Figure 2).

As Coblentz spheres image the scattered radiation
directly onto the detector, they are much less sensitive
to scattering by air particles than integrating spheres.
So if super-smooth samples with scattering levels in
the visible range of 1 ppm and lower shall be
measured, integrating spheres require operation in
vacuum or He-gas atmosphere whereas Coblentz
spheres can still be used under usual clean room
conditions.

Angle Resolved Scattering (ARS)

Sophisticated instruments for ARS measurements
have been established in a number of laboratories.
Most frequently the systems are operated at the
He–Ne laser wavelength 632.8 nm, but also at
10.6 mm (CO2 laser), 325 nm (He–Cd laser), and
yet other wavelengths. These techniques are versatile
and powerful, but rather unsuitable for routine
measurements. For single surfaces, PSD can be
calculated from such measurements. A standard
procedure for ARS measurements is defined in ASTM
standard E 1392 and was successfully verified in
various round-robin experiments at different wave-
lengths. Figure 3 shows the photograph of a typical
instrumentation.

The main parts of this setup are the illumination
system and a double goniometer. The sample holder
and the detector are each mounted on a precision
goniometer. The detector head is located on the outer
goniometer and can be revolved 360 degrees around
the sample with an angular resolution of 0.018. The
performance of a scatterometer depends also con-
siderably on the quality of the illumination system.
Laser radiation passes several optical elements, such
as a spatial filter, diaphragms, polarizers, and mirrors
providing the high beam quality necessary for
precision measurement.

 Sample Detector

ARS TIS,TS

Integrating sphereCoblentz sphere

Figure 2 Schematic picture of types of scattering measurement. ARS: angle resolved scattering, TIS, TS: total integrated scattering,

total scattering.
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Total Scattering (TS)

TIS measurements collect the light scattered into the
backward hemisphere and are defined as the back-
scattered radiation divided by the total reflectance.
The TIS measurement procedure is prescribed in
ASTM standard F 1048 which applies to opaque
reflective surfaces. Transparent or semi-transparent
samples such as substrates, AR coatings, and
beamsplitters cannot be measured without
ambiguous additional assumption. The new inter-
national standard ISO 13696 defines TS as the
backscattered and forward scattered radiation P
divided by the incident radiation P0. TS is hence
equivalent to the scattering loss of the component.
Opaque as well as transparent surfaces and coatings
can be measured both in the backward and forward
directions. TS and TIS can, however, be converted
into one another, if the reflectance of the sample
is known. This standard procedure was proved in an
international round-robin experiment at 632.8 nm.

An example of a facility for TS measurements, in a
wide range of wavelengths, is given in Figure 4.

The apparatus for total backscattering and forward
scattering measurements is operated from 193 nm to
10.6 mm by using several lasers. The setup is based on
a Coblentz sphere imaging the light scattered into the
backward or forward hemisphere within an angular
range from 28 to 858 onto the detector unit. This
angular range complies with the specification given in
ISO 13696.

A special arrangement allows easy change from the
backscatter to forward scatter operation modus. The
detector unit consists of the detector (photomultiplier
in the UV, VIS, NIR, and HgCdTe-element in the IR)
and a small integrating sphere. The latter is used for
homogeneously illuminating the detector. At all
wavelengths, the light beam is modulated by a
chopper and passes a beam-cleaning element. The
incident radiation hits the sample surface at
nearly zero degrees and the specular beam is
guided back through the entrance/exit aperture of
the Coblentz sphere. While performing the measure-
ment, the sample is scanned across its surface by a
positioning system, yielding one- or two-dimensional
scattering diagrams. Calibration is performed with a
commercial diffusing (Lambertian) standard. Filters
are used for attenuating the beam during measure-
ment of high-scatter samples and diffuse reflectance
standards. Background levels smaller than 0.1 ppm at
632.8 nm were achieved without the necessity of
He-gas flow or operation in vacuum.

Whereas in the past the majority of such facilities
were designed for the visible, infrared, and near-
ultraviolet spectral regions, the increasing demands
for low-scatter optical components in the vacuum
ultraviolet (VUV) region for application in photo-
lithography has driven the development of scattering
facilities for wavelengths as short as 157 nm. Because
of the enhanced technical effort needed for the
development of VUV scattering measurement instru-
mentation, only few setups exist that can be operated
at 157 nm.

Applications

Fields of Applications

There exists a diversity of purposes for light-scatter-
ing investigations of surfaces and thin films, which
requires proper selection of the particular method.
For a number of purposes, routine measurements
without detailed understanding of the scatter sources
can be sufficient, while other problems need deeper
insight into the scatter mechanisms and hence,
require the combination of measurement with theo-
retical modeling. It is up to the engineer or scientist
to decide in each particular case, to which level the

Figure 3 Instrumentation for angle resolved scattering meas-

urement (courtesy of Fraunhofer Institute for Applied Optics and

Precision Engineering, Jena, Germany).
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light-scattering study has to be extended. Examples
for typical application tasks arising in industry and
institutes are:

. determination of total scattering as an optical
loss limiting the performance of a thin film
component;

. surface finish assessment (roughness, defects) of
optical substrates;

. study into the relation between scattering and the
morphology and roughness of optical thin films as
a precondition for optimizing deposition processes;

. assessment of cleanliness of coated components;

. detection of degradation effects in coatings and
substrate materials;

. separation of interface scattering from the film and
substrate;

. distinction of volume scattering from interface
scattering in substrates and films.

Scattering measurements are noncontact, do not
require sample preparation, enable rapid mapping of
large sample areas, and are highly sensitive. This
makes them usable for a large variety of applications
extending from super-smooth substrates with surface
roughness below 0.01 nm, thin film structures in the
nanometer range, and small and large defect features
up to rough engineering surfaces with micron
roughness.

Examples of Measurements

Surface finish assessment
The result of a scattering measurement (TS, back-
scattering) at the He–Ne laser wavelength
(632.8 nm), on conventionally polished fused silica,
is shown in Figure 5. Symmetric defects, as well as

Figure 4 Schematic picture of an instrument for total scattering measurement (courtesy of Fraunhofer Institute for Applied Optics

and Precision Engineering, Jena, Germany).
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Figure 5 TS measurement (backscattering) on conventionally

polished fused silica at 632.8 nm (2D-mapping) for surface quality

assessment. Measurement performed with the TS instrument

shown in Figure 4.
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scratch-like features, can be recognized in this
diagram. The minimum and averaged rms-roughness
determined from the minimum (defect-free) and
averaged (including defects) scattering levels are
0.51 and 0.72 nm, respectively.

Scattering from thin film components
Figure 6 shows a TS measurement (backscattering)
performed on a polished CaF2 sample. Half of the area
of one surface of this sample was coated with a
fluoride multilayer mirror system designed for

248 nm. The area mapping of the TS measurement
at 248 nm delivers information of both the bare
substrate quality and the increase in scattering after
coating. According to the explanations in the first
section, this increase has to be interpreted as a result of
two influences: the increased reflectance (i.e., changed
optical factors) and the roughness growth during
deposition of the multilayer (i.e., changed PSD).

On the basis of such measurements, detailed
interpretation can be accomplished by additional
roughness analysis using scanning force microscopy,
subsequent scattering modeling employing the for-
mulas given above, and comparison of the modeled
and measured results.

ARS techniques can, for example, be employed to
compare the angular distribution of the scattering of
a coating to that of the bare substrate. Figure 7
displays ARS measurements in the backward hemi-
sphere at 325 nm (He–Cd laser) on a fused silica
substrate before and after deposition (magnetron
sputtering) of a Ta2O5/SiO2 quarterwave multilayer
mirror (325 nm design wavelength). As with the
example discussed above, the higher scatter of the
multilayer is caused by both the optical factors and
increased roughness. The slight bump at large
scatter angles in particular reveals high spatial
frequency roughness attributed to the film
morphology.

Figure 8 displays TS measurements at 157 nm. The
diagram contains one-dimensional scans of forward
scattering from an uncoated CaF2 substrate and an
antireflective (AR) coating on CaF2. The background
signal level is also included.
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Figure 6 TS measurement (backscattering) at 248 nm on a

CaF2 substrate half of which was coated with a fluoride multilayer

mirror system designed for 248 nm. Measurement performed with

the TS instrument shown in Figure 4.
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List of Units and Nomenclature

Angle resolved
scattering

[nondimensional] ARS

Azimuthal
scattering angle

[degree] F

Correlation length [nm] t

Differential
scattered power

[nondimensional] dP/(P0 dV)

Grating spacing [mm] D
Height of surface

roughness profile
[nm] z

Incident power [W] P0

Optical factor [nm24] F
Polar scattering

angle
[degree] Q

Power spectral
density

[nm4] PSD

Refractive index [nondimensional] n
Rms roughness [nm] s

Spatial frequency [mm21] f
Specular reflectance [nondimensional] R0

Total integrated
scattering

[nondimensional] TIS

Total scattering [nondimensional] TS
Wavelength [nm] l

See also

Optical Coatings: Thin-Film Optical Coatings. Semicon-
ductor Physics: Light Scattering.
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Baeumer S, Duparré A, Herrmann T, et al. (1999)
SLIOS – a contribution to standard procedures in
stray light measurement. Proceedings SPIE 3739:
414–421.

Bennett JM and Mattsson L (1999) Introduction to
Surface Roughness and Scattering, 2nd edn., pp. 28–
35, 62–70. Washington, DC: Optical Society of
America.

Bousquet P, Flory F and Roche P (1981) Scattering from
multilayer thin films: theory and experiment. Journal of
Optical Society of America 71: 1115–1123.

Carniglia CK (1979) Scalar scattering theory for
multilayer optical coatings. Optical Engineering 18:
104–115.

Church L, Jenkinson HA and Zavada JM (1979) Relation-
ship between surface scattering and microtopographic
features. Optical Engineering 18: 125–136.
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Introduction

Nonlinear phenomena that result from interaction
of intense light beams with dielectric media can be
broadly divided into two main categories: namely,
parametric effects and scattering phenomena. Para-
metric effects arise whenever the state of the matter
is left unchanged by the interaction, whereas
scattering phenomena imply transitions between
vibrational or rotational energy levels in the
medium. The two dominant scattering phenomena
in optical fibers are stimulated Raman scattering
(SRS) and stimulated Brillouin scattering (SBS),
which are nonlinear processes in which a part of
the energy propagating at a given frequency is
converted into one or several down-shifted Stokes
beams, through interaction with the vibrational
modes of the materials. Although SBS and SRS
phenomena are beneficial for developing all-optical
fiber lasers and amplifiers for long-haul fiber
transmissions, they are detrimental to transmission
of ultrashort light pulses in silica fibers. In this
article we describe the fundamental aspects of SBS
and SRS.

General Features

Three well-known kinds of scattering phenomena
in optical fibers are Rayleigh, Raman and Brillouin
scattering. Although these three phenomena mani-
fest themselves in qualitatively different ways, all of
them originate fundamentally from the effects of a
light wave on the atomic and molecular charges of
the dielectric medium. The Raman and Brillouin

scattering phenomena involve the vibrational
modes of the material that are associated with
the optical and acoustic branches of the dispersion
curve of the material, respectively. Such vibrational
modes, called phonons, are schematically rep-
resented in Figure 1 with the help of typical
dispersion curves of a one-dimensional atomic
lattice.

In standard silica fibers (SiO2), the phonons
associated with the optical branch correspond to
intramolecular vibrations, which give rise to the
Raman scattering phenomenon, whereas those
associated with the acoustic branch correspond to
intermolecular vibrations, which are responsible for
Brillouin scattering. In either of these two scattering
processes, part of the energy of the incoming light,
which propagates at a given frequency v , is
converted into downshifted (Stokes) or upshifted
(anti-Stokes) light waves, at frequencies v2V

and vþV, respectively. The frequency shift V is
determined by the vibrational modes involved in the
scattering process. Figure 2 represents schematically

Figure 1 Schematic representation of the dispersion curves for

material waves.
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these energy conversion processes with the help of
only two vibrational states, to simplify matters.

As Figure 2a shows, the material, which is
initially in the ground state, absorbs a fraction "V

of the energy "v of incoming photons, to move up
to the excited state. As a result, the frequency of the
photons involved in this process is downshifted to
vs ¼ v2V. Those photons that are generated at
frequency vs are commonly called ‘Stokes radi-
ation’. On the other hand, when a sufficiently large
number of molecules is excited, they can interact
with the incoming photons and return back to
the ground state. As Figure 2b shows, in this
process the energy is transferred from the material
to the incoming photons, which thereby generates
an upshifted anti-Stokes radiation at frequency
vas ¼ vþV. The Raman (Brillouin) frequency
shift V is of the order of VR < 13 THz
ðVB < 10 GHz).

In fact, the Raman and Brillouin effects may
lead to so-called spontaneous processes, which
occur in the limit of low-amplitude for all waves
other than the incoming wave. For example,
when a laser beam is injected in the fiber with a
sufficiently low intensity, one can observe a
spontaneous scattering process as schematically
represented in Figure 3a.

One can clearly identify in Figure 3a the Raman
and Brillouin radiation, as well as radiation
scattered at the same frequency as the incoming
wave, that is, Rayleigh radiation. Now, when the
incoming wave propagates together with light waves
whose intensity is no longer negligible with respect
to that of the incoming wave, the Raman and
Brillouin effects can lead to stimulated processes, in
which energy is continually converted from higher
to lower frequency photons. As a result, the number
of Stokes photons is continually amplified at the
expense of anti-Stokes photons, as schematically

represented in Figure 3b. The stimulated process can
be obtained by either launching the incoming wave
v together with a probe wave at frequency v2V

(which corresponds to the situation represented in
Figure 3b), or by using a sufficiently intense
incoming light beam. Indeed, above a certain
power threshold (which depends strongly on the
fiber length and the amount of dopants in the fiber),
for which the gain corresponding to the Stokes
amplification compensates for the linear fiber losses,
the energy conversion from the incoming wave to
the scattered waves can become sufficiently import-
ant for the scattering process to become stimulated.
This process is commonly referred to as a self-
stimulated process, as it does not require the use of
a probe wave. Although the SRS and SBS exhibit
some common general features as those mentioned
above, there exist however some major differences
between these two phenomena, from a fundamental
point of view as well as for their practical
applications to optical communication systems.
We discuss separately these specific features for
SRS and SBS.

Stimulated Raman Scattering

Under adiabatic following by the electrons of the
optical-field-induced nuclear motions, the third-order
nonlinear polarization in optical fibers may be

Figure 2 Schematic representation of the diagrams of energy

transfer between incoming photons with frequency v and the

material, leading to (a) generation of the Stokes radiation vs, and

(b) generation of the anti-Stokes radiation vas.

Figure 3 (a) Schematic representation of the frequency spectra

for spontaneous and stimulated Raman and Brillouin scattering

processes. (a) Fluorescence spectrum; (b) gain spectrum for

stimulated Raman and Brillouin scattering processes. A pump and

a probe waves are injected together in the fiber. d is the frequency

spacing between the pump and the probe wave.
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written as

PðtÞ ¼ slEðtÞl2EðtÞ þ EðtÞ
ðt

21
dssRðt 2 sÞlEðsÞl2 ½1�

where s and sR represent the instantaneous (Kerr)
and noninstantaneous (Raman) parts of the fiber
response, respectively. Here, we consider linearly
polarized waves, for simplicity. Figure 4 shows
schematically the Raman susceptibility of the fused
silica, xRðVÞ ¼ sRðVÞ=2, which is quite close to that of
standard silica fibers.

In Figure 4, the real and imaginary parts of xR are
represented in solid and dashed curves, respectively.
The imaginary part of the Raman susceptibility,
which corresponds to the Raman gain GR ¼ ImðxRÞ,
is an experimentally measurable quantity. For
example, at a pump wavelength l ¼ 1mm, the
maximum value of the Raman gain in standard
silica fibers is <10213 mW21. In fact the Raman
gain GRðVÞ depends on the type and amount of
dopants used in the fabrication of the fiber. In
contrast to crystalline silica where the Raman gain
occurs at a well-defined frequency of 13.2 THz, the
Raman gain of silica fibers extends over a large
frequency range, as can be seen in Figure 4, with a
broad prominent peak around 13.2 THz. In the
absence of an input signal the broadband noise is
amplified within the Raman Stokes components,
which are centered about the frequency detuning of
13.2 THz.

If the power of the Stokes wave becomes large
enough, the Stokes wave serves as a pump to

generate a second-order Stokes wave. This process
of cascade SRS can generate multiple Stokes waves
whose number depends on the input pump power
and fiber length. Figure 5 displays a typical
experimental Raman spectrum generated from a
Q-switched, frequency-doubled Nd:YAG laser, emit-
ting 5 ns duration (30 GHz spectral width) pulses at
563.63 THz (532.26 nm). The laser output was
injected along one birefringence axis of a 14 m
length of polarization-maintaining single-mode
fiber. At an estimated injected peak power of
200 W, several higher-order Raman Stokes orders
Sj ð j ¼ 1;4Þ (separated by 13.2 THz) are generated
between 510 and 550 THz (588 and 545 nm). The
spectral profile of each resulting Stokes line is near-
Lorentzian with a full width at half maximum
ranging from about 2 THz for the first Stokes to
about 3.5 THz for the fourth Stokes. The broad-
ening of the Raman Stokes wave, as the Stokes
order increases, is due to several competing non-
linear processes.

This broadband gain is due to the amorphous
nature of fused silica, in which the molecular
vibrational frequencies spread out into bands
which overlap and create a continuum. This out-
standing feature has been fully exploited to develop
wide-band amplifiers for multichannel optical com-
munications. Recent work demonstrated the
achievement of a Raman amplifier with a bandwidth
of 100 nm, by use of a set of height pumps and an
appropriate choice of the frequency separations
between the pumps. Another important application
of the Raman gain in optical fibers lies in the
development of fiber-Raman lasers, which can be

Figure 4 Schematic representation of the Raman susceptibility

in an optical fiber. The solid curve represents the imaginary part of

the susceptibility, that is, the Raman gain. The dashed curve

represents the real part of the susceptibility.

Figure 5 Self-stimulated Raman spectrum (i.e., amplified

spontaneous noise), as recorded for a peak pump power P0 ¼

150 W and a fiber length L ¼ 10 m.
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tuned over a wide frequency range (<10THz). Such
lasers can be obtained by inserting a piece of single-
mode fiber inside a Fabry–Perot cavity formed by
two partially reflecting mirrors. A rotating output
mirror and an intracavity prism allow one to select
the Stokes light that provides the laser wavelength.
Another example is that the Raman gain can be
used to assist non-phase-matched parametric
interactions.

A large power-gain enhancement was recently
demonstrated for nonphase-matched waves in a
three-wave mixing interaction. The Raman-assisted
three-wave mixing can be used to achieve wide-
bandwidth frequency conversion processes without
having to satisfy the strict conditions imposed by
phase-matching conditions. The above discussion
clearly illustrates some useful effects of the SRS in
optical fibers. On the other hand, the SRS may
represent a drawback for some optical communi-
cation systems, as we discuss below.

Let us consider a pump wave injected in the fiber at
frequency v0. The total electric field in the fiber may
be written as follows:

E ¼
1

2
Aðz; tÞ exp½iðk0z 2 v0tÞ� ½2�

where A is a slowly varying field envelope. By
expanding the wavevector k0 of the electric field in
a Taylor series around v0, the amplitude A of the
electric field is found to satisfy the generalized
nonlinear Schrödinger equation (NLSE):

›A
›z

þ
i

2
b
›2A
›t2

¼ igð12rÞlAl2Aþ igrA
ð1

0
xRðsÞlAl2ðt2 sÞds

¼ iglAl2Aþ igrC1A
›lAl2

›t
þ

i

2
grC2A

›2lAl2

›t2

þ
i

6
grC3A

›3lAl2

›t3
þ��� ½3�

In eqn [3], C1 <27:9£1023 ps, C2 <21:28£
1024 ps2, C3 <9£1026 ps3, and the parameter r,
which measures the fractional contribution of Raman
effects to the total nonlinearity, is <0:18 for standard
silica fibers.

When the wave propagation involves only a
relatively small frequency range around the pump
frequency (less that 1 THz) then only the term
proportional to C1 in eqn [3], i.e., the leading term
of the Raman contribution, plays a significant role.
Most high-capacity transmission systems using a
single channel fall into this situation, as long as

picosecond pulses are used. The term proportional to
C1 induces a continuous frequency shift of the pulse
frequency, as a result of a small transfer of energy
from higher- to lower-frequency waves. This pheno-
menon, known as the soliton self-frequency shift,
constitutes one of the undesirable effects of SRS in
optical communications.

On the other hand, when the wave propagation
involves a relatively large frequency region (of the
order of a few THz), then higher-order terms that are
proportional to C2 and C3 begin to play a significant
role. In particular, the term proportional to C3

indicates a strong transfer of energy from higher- to
lower-frequency waves. In optical communications,
this effect causes higher-wavelength channels of
wavelength-division multiplexing systems to be
amplified while depleting the lower-wavelength
channels. This effect can be reduced by using filters
and more amplification to compensate for the
depletion at lower wavelengths (but this is achieved
at the expense of a degradation of the signal-to-noise
ratio).

Stimulated Brillouin Scattering

In optical fibers, the SBS occurs at input power levels
that are much lower that those needed for SRS, and
manifests itself through the generation of a back-
ward-propagating Stokes wave. Although SBS is not
(strictly speaking) a parametric process, the gener-
ation of the Brillouin Stokes radiation is commonly
described as a parametric interaction between the
pump wave, the Stokes wave and an acoustic wave
(material wave). Indeed, one assumes that the
annihilation of a pump photon creates simul-
taneously a Stokes photon and an acoustic phonon,
with the following conservation laws for the energy
and the momentum:

VB ¼ v0 2 vs ½4�

KB ¼ k0 2 ks ½5�

where v0 and vs are the frequencies, and k0 and ks are
the wavevectors of the incoming and Stokes waves,
respectively. Then, assuming lksl < lk0l, the acoustic
wave is found to satisfy the following dispersion
relation

VB ¼ KBv ¼ 2vlk0lsinðu=2Þ ½6�

where v is the phase velocity of the acoustic wave, and
u is the angle between the pump and Stokes
wavevectors. As eqn [6] shows, the frequency shift

324 SCATTERING / Scattering Phenomena in Optical Fibers



VB depends on the scattering angle. VB is a maximum
for u ¼ p (i.e., in the backward direction) and
vanishes for u ¼ 0 (forward direction). Thus,
although eqn [6] predicts that Brillouin scattering
should not occur in the forward direction, spon-
taneous Brillouin scattering can occur in the forward
direction in optical fibers. But this phenomenon is
quite negligible. In optical fibers, SBS occurs
mainly in the backward direction with a frequency
shift given by

nB ¼ VB=ð2pÞ ¼ 2vlk0l ¼ 2n0v=l0 ½7�

where n0 is the refractive index and l0 is the
pump wavelength (incoming wave). In silica fibers,
v < 6 km s21 and n0 < 1:45; which leads to nB <
10 GHz at l0 ¼ 1:55 mm. Thus, the Brillouin
frequency shift is smaller by three orders of magni-
tude compared with the Raman frequency shift
(<13 THz). The amorphous nature of fused silica
leads to a Brillouin-gain coefficient GBðnÞ which
extends over a frequency range of < 10 MHz, with
a peak value at n ¼ nB. The Brillouin gain can be
approximated by a Lorentzian profile given by

GBðnÞ ¼
ðDnB=2Þ

2

ðn2 nBÞ
2 þ ðDnB=2Þ

2
GBðnBÞ;

GBðnBÞ ¼
2pn7

0p2
12

cd0l
2
0vDnB

½8�

where DnB is the full width at half maximum, p12 is
the elasto-optic coefficient and d0 is the material
density.

The Brillouin gain has been exploited to develop
fiber-Brillouin lasers. Such lasers are obtained by
inserting a piece of fiber inside a (ring or Fabry–
Perot) cavity. Another useful application of the
Brillouin gain of an optical fiber lies in the
amplification of a weak signal. Fiber-Brillouin
amplifiers allow one to amplify signals with a
frequency shift that corresponds to the Brillouin
frequency shift nB. Fiber-Brillouin amplifiers can
provide up to 40 dB gain at pump powers of a few
milliwatts. But the bandwidth of such amplifiers is
relatively narrow.

Conclusion

In fact scattering phenomena can be beneficial as
well as detrimental for optical communication
systems. If signals are transmitted in a communi-
cation channel with a power above the threshold of
a given scattering phenomenon, this phenomenon

will induce a transfer of energy from the signal to
the Stokes radiation. The resulting signal depletion
would then require more amplification. In multi-
channel communications, the SBS (SRS) can induce
cross-talk between two bidirectional channels if
their frequency separation happens to be close to
the Brillouin (Raman) shift, <10 GHz (<13 THz).
However, those undesirable effects can be avoided
by in-line control techniques for pulse transmission
in fiber-optics communication systems. On the other
hand, the Raman and Brillouin effects are useful for
generating light at new frequencies as well as for
amplifying weak light signals. In particular Raman
amplifiers are one of the key devices for high-speed
telecommunication systems.

List of Units and Nomenclature

Group velocity dispersion coefficient b2 [ps2 km21 ¼

10227s2 m21]
Nonlinear parameter g [W21 m21]
NLS (E): nonlinear Schrödinger (equation)
Optical intensity I [GW cm22 ¼ 109 W cm22]
SBS: stimulated Brillouin scattering
SRS: stimulated Raman scattering
WDM: wavelength division multiplexing

See also

Fiber and Guided Wave Optics: Light Propagation;
Nonlinear Effects (Basics). Optical Amplifiers: Raman,
Brillouin and Parametric Amplifiers. Solitons: Soliton
Communication Systems.
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Lord Rayleigh (John William Strutt)
(1842–1916)

In the nineteenth century, Lord Rayleigh offered the
first explanation for the sky’s blue color (on a clear
day!). From Rayleigh’s initial theory, representing a
simplification of Maxwell’s electromagnetic theory
for the case of particles very small compared to the
wavelength of the incident light, the theory was
extended to describe the scattering of light by larger
macromolecules in solution.

Scattering theory has played a central role in
twentieth-century mathematical physics. From
Rayleigh’s explanation of why the sky is blue to
modern medical application of computerized
tomography, has attracted both scientists and
mathematicians for over a hundred years. Scattering
theory is concerned with the effect an inhomo-
geneous medium has on an incident wave.
In particular, if the total field is viewed as sum of
an incident field and a scattered field, then the direct
scattering problem is to determine the scattered field
from a knowledge of the incident one, obstacle
properties, and the equations governing the wave
motion. In contrast, the inverse scattering problem
consists of reconstruction of the inhomogeneity from
the knowledge of asymptotic behavior of the
scattered field. An everyday example is human
vision: from the measurements of scattered light
that reaches our retinas, our brain reconstructs a
detailed three-dimensional map of the world around
us. In summary, the task of direct scattering theory is
to determine the relation between the incident and
scattered waves. The task of inverse scattering theory
is to determine properties of the obstacle.

Light propagating can be described in terms of an
electromagnetic field, which is composed of two
related vector fields, the electric and the magnetic
fields. This means that the vectors of electric (E) and
magnetic (H) field have values defined at each point in
space and time. The vector fields E and H interact
through the material parameters: electric permittivity
1 and magnetic permeability m: The behavior of
electromagnetic fields can be described by Maxwell’s
equations.

Maxwell Equations. James Clerk
Maxwell (1831–1879)

Consider the electromagnetic wave (light) propa-
gation in a homogeneous, isotropic medium with
electric permittivity 1 . 0; electric conductivity s $

0; and magnetic permeabilitym . 0; containing a local
obstacle. We assume that s ¼ 0 outside an obstacle. If
J is a current density, the electric field ~Eðx; tÞ and
magnetic field ~Hðx; tÞ satisfy the Maxwell equations:

7 £ ~Eðx; tÞ þ m
› ~H

›t
ðx; tÞ ¼ 0

7 £ ~Hðx; tÞ2 1
›~E

›t
ðx; tÞ ¼ ~Jðx; tÞ

½1�

Also, in an isotropic conductor, the electric field
satisfies Ohm’s law:

s~Eðx; tÞ ¼ ~Jðx; tÞ ½2�

The speed of wave propagation for the electric and
magnetic fields is c ¼ 1=

ffiffiffiffi
1m

p
and in free space c ¼

1=
ffiffiffiffiffiffiffi
10m0

p
¼ 2:99792458 £ 108 m s21: Assume that the

electromagnetic field is time-harmonic, i.e., of the
form:

~Eðx; tÞ ¼
1ffiffiffi
10

p EðxÞe2 jvt

~Hðx; tÞ ¼
1ffiffiffiffi
m0

p HðxÞe2 jvt

½3�

where v . 0 is the frequency. Many phenomenon of
light scattering can be described based on monochro-
matic wave propagation. Let us consider a local
obstacle occupying a bounded domain D: Inside the
obstacle we introduce relative complex permittivity:

1 ¼
1

10

�
1þ j

s

v

�
½4�

Then EðxÞ and HðxÞ obey the time-harmonic
Maxwell equations:

7 £ EðxÞ ¼ jkHðxÞ; 7 £ HðxÞ ¼ 2jk1EðxÞ ½5�

where k2 ¼ 10m0v
2:

Helmholtz Equation. Herman Ludwig
von Helmholtz (1821–1894)

A wave equation for vector E can be readily derived
from the Maxwell equations. We obtain:

ð72 þ k2ÞEðxÞ ¼ 0 ½6�
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This is known as the homogeneous Helmholtz
equation. A general planewave solution of the
equation can be written as

EðxÞ ¼ E0 ej~k·~x ½7�

here E0 is a constant vector independent of spatial
coordinates and ~k·~x is a scalar product of the vectors
~x ¼ {x1;x2; x3} and ~k ¼ {k1;k2;k3}; the so called
wavevector. Equations [6] and [7] yield the dispersion
relation:

k2 ¼ 10m0v
2 ¼ k2

1 þ k2
2 þ k2

3 ½8�

For a given ~k vector, a constant phase front is
determined by ~k·~x ¼ const; which indicates that the
front is perpendicular to the wavevector. So, the phase
front is a plane and the amplitude of the electric field
on the plane is a constant.

The Maxwell equations for the plane wave solution
become:

~k £ EðxÞ ¼ kHðxÞ; ~k £ HðxÞ ¼ 2kEðxÞ

) ~k·E ¼ 0; ~k·H ¼ 0

½9�

Therefore, vectors E and H belong to the constant
phase plane perpendicular to vector ~k and are
orthogonal each other.

Poynting’s Vector. John Henry
Poynting (1852–1914)

For time-dependent fields, the Poynting vector is
introduced as

~Sðx; tÞ ¼ ~Eðx; tÞ £ ~Hðx; tÞ ½10�

It is interpreted as the power flow density with the
dimension of watts/m2. The time-average Poynting’s
vector power density is given by

kSl ¼
1

T

ðT

0

~Sðx; tÞdt ½11�

For the time-dependent planewave fields:

~Eðx; tÞ ¼ E0 cosð~k·~x 2 vtÞ

~Hðx; tÞ ¼ H0 cosð~k·~x 2 vtÞ

½12�

The vector Poynting’s power density shown in eqn
[10], accepts the form:

~Sðx; tÞ ¼ lE0l
2 cos2ð~k·~x 2 vtÞ ½13�

The time-average vector power density gives

k~Sðx; tÞl ¼
1

2
lE0l

2
½14�

which shows that Poynting’s power density is also
propagating in the direction of the wave vector ~k:

Boundary Conditions

Let us consider a bound obstacle Di with a
smooth closed surface S: The Maxwell eqn [5]
has been written in differential form. It must be
supplemented with boundary conditions enforced
at the obstacle surface. The boundary conditions
can be derived from the integral form of
Maxwell equations. The field vectors E; H are
assumed to be finite but may be discontinuous
across the obstacle surface S: In cases where there
is no surface current density (which is so for a
perfect conductor) the boundary conditions accept
the following form:

~n £ ðEi 2 EeÞ ¼ 0; ~n £ ðHi 2 HeÞ ¼ 0 ½15�

where subscripts i and e correspond to the total
fields inside and outside the obstacle, respectively,
and ~n is unit outward normal to S: Essentially the
boundary conditions state that tangential com-
ponents for electromagnetic fields are continuous
across the boundary.

Silver–Müller Radiation Conditions

Analysis of a direct scattering problem on a local
obstacle involves Maxwell eqn [10] and boundary
conditions as in eqn [15] and some infinity con-
ditions, which provide the uniqueness of the scatter-
ing problem solutions. Let us assume that a local
obstacle is excited by an incident electromagnetic
field {E0;H0}; given as entire solution to the Maxwell
equations. Total field outside the obstacle can be
represented as

Ee ¼ E0 þ Es; He ¼ H0 þ Hs ½16�

where scattered field {Es;Hs} in the exterior domain
De ¼ R3= �Di satisfies the Silver–Müller radiation
conditions:

x

lxl
£ Hs þ Es ¼ o

�
1

lxl

�

x

lxl
£ Es 2 Hs ¼ o

�
1

lxl

� lxl!1 ½17�

uniformly for all directions x=lxl:
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Scattering Amplitude

The following result is valid: every radiating solution
{Es;Hs} to the Maxwell equations has the following
asymptotic form:

EsðxÞ ¼
eiklxl

lxl

(
E1ð4Þ þ O

 
1

lxl2

!)

HsðxÞ ¼
eiklxl

lxl

(
H1ð4Þ þ O

 
1

lxl2

!)lxl!1 ½18�

where the vector functions E1 and H1 defined on the
unit sphere 4 [ V ¼ {0 # q # p; 0 # w # 2p} are
known as the electric far field pattern (scattering
amplitude) and magnetic far field pattern, respect-
ively. They satisfy:

H1 ¼ ~n £ E1; ~n ·E1 ¼ ~n ·H1 ¼ 0 ½19�

with the unit outward normal ~n on V. The latter
means that E1 and H1 have only tangential
components at the unit sphere.

Far field pattern represents real value analytic
functions on a unit sphere. Reillich’s lemma
establishes one-to-one correspondence between
radiating electromagnetic field and their far field
pattern. It means that there exists only one
scattered field {Es;Hs} corresponding to a given far
field pattern E1:

Reciprocity Relations

Examine the set of far field pattern corresponding to
the scattering problem including: Maxwell eqn [5],
boundary conditions in eqn [15], and radiation
conditions in eqn [17] at the infinity for the scattered
fields. Let the incident electromagnetic field is given
by the planewave:

E0ðxÞ ¼ ~e0 ejk~x· ~k
; H0ðxÞ ¼ ~k £ ~e0 ejk~x· ~k ½20�

where ~k [ V is a unit vector giving the propagation
direction and ~e0 [ R3 is a constant vector responsible
for the polarization. From the previous consideration
one can see that:

Esðx; ~k;~e0Þ¼
eiklxl

lxl

(
E1ð4 ~k;~e0ÞþO

 
1

lxl2

!)
;

lxl!1 ½21�

Furthermore, the following reciprocity relation for
the scattering amplitude holds:

~h0·E1ð4; ~k;~e0Þ¼~e0·E1ð2 ~k;24; ~h0Þ

for all vectors 4; ~k[V and ;~e0;
~h0[R3:

Optical Theorem

Far field pattern enables us to evaluate scattering
cross section, which is defined as

ss ¼
ð
V
lE1ð4Þl2d4 ½22�

For the planewave given by eqn [20] and excitation of
nonabsorbing obstacle ðs ¼ 0Þ; the following relation
holds:

ss ¼
4p

k
Im{E1ð ~k Þ·~e0} ½23�

This is so-called optical theorem.

Huygen’s Principle (Green’s Theorem).
Christian Huygens (1629–1695)

The Huygens’ principle shows that a wavefield on the
surface determines the wavefield off the surface. Let
us introduce the scalar Green’s function which
satisfies the Helmholtz equation:

ð72 þ k2Þgðx; yÞ ¼ 2dðx 2 yÞ ½24�

where dðx 2 yÞ is the Dirac delta function. For three-
dimensional problems, the scalar Green’s function
gðx; yÞ for isotropic media accepts the form:

gðx; yÞ ¼
ejklx2yl

4plx 2 yl
½25�

Let electromagnetic fields {Es;Hs} be a radiating
solution to the Maxwell eqn [5] in De: Then for any
x [ De we have the Stratton–Chu formulas:

EsðxÞ ¼7£
ð

S
gðx;yÞ ~ny £EsðyÞdsy

þ
j

k
7£7£

ð
S
gðx;yÞ ~ny £HsðyÞdsy

HsðxÞ ¼7£
ð

S
gðx;yÞ ~ny £HsðyÞdsy

2
j

k
7£7£

ð
S
gðx;yÞ ~ny £EsðyÞdsy

½26�

here S is a smooth closed surface, and ~n is the
unit normal vector to S directed into De: Similar
relations are valid for an electromagnetic field
inside a bounded domain Di: The Stratton–Chu
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formulas are extensively employed to construct
boundary integral equations for scattering problems
investigating.

Homogeneous Obstacle

Consider a mathematical statement of the scattering
problem by a bound homogeneous obstacle. Let
external excitation be a planewave {E0;H0}: (eqn
[20]). In this case the boundary-value scattering
problem can be formulated in the form:

7 £ EtðxÞ ¼ jkHtðxÞ; 7 £ HtðxÞ ¼ 2jk1tEtðxÞ;

x [ Dt; t ¼ i; e

~n £ ðEi þ EeÞ ¼ ~n £ E0;

~n £ ðHi þ HeÞ ¼ ~n £ H0 on S
½27�

x

lxl
£ He þ Ee ¼ o

	 1

lxl



; lxl!1

where 1e ¼ 1; 1i ¼ 1 and {Ee;He} corresponds to
scattered field. For a smooth surface and the case
Im 1 $ 0; the problem has a unique solution.

Lippman–Swinger Integral Equation

Assume we deal with the local inhomogeneous
obstacle that can be described by dielectric permit-
tivity 1ðxÞ; which is a continuous complex-valued
ðIm 1ðxÞ $ 0Þ function in Di: The correspondent
scattering problem can be formulated as below in
eqn [29]. In this case, the boundary-value scattering
problem can be reduced to the solution of the
Lippman–Swinger integral equation

EiðxÞ ¼ E0ðxÞ þ 7 £ 7 £
ð

Di

gðx; yÞk2ð1ðyÞ2 1Þ

£ EiðyÞdny; x [ Di ½28�

Volume integral eqn [28] is equivalent to the
corresponding scattering problem. Once the solution
is found, the associated scattered field outside the
inhomogeneous obstacle can be represented as

EsðxÞ ¼ 7 £ 7 £
ð

Di

gðx; yÞk2ð1ðyÞ2 1Þ

£ EiðyÞdny; x [ De ½29�

The Lippman–Swinger integral equation plays an
important role under analysis of a wave scattering by
local inhomogeneous obstacle.

Born Approximation

In the case where k2l1ðxÞ2 1lmesDi p 1; or where
the second term on the right-hand part of the

Lippman–Swinger integral eqn [28] is small com-
pared to the first term, one can write EiðxÞ . E0ðxÞ:
Then the scattered field can be approximately
evaluated as

EsðxÞ ¼ 7 £ 7 £
ð

Di

gðx; yÞk2ð1ðyÞ2 1Þ

£ E0ðyÞdny; x [ De ½30�

The above representation for the scattered field is
known as the first-order Born approximation. It is
also the first-order approximation in the Neumann
series for the integral eqn [28]. The Born approxi-
mation plays an important role in diffraction
tomography.

Rayleigh Scattering

Rayleigh scattering characterizes the scattering of
electromagnetic waves by particles much smaller then
an exciting wavelength. Consider a spherical particle
with constant permittivity 1 and radius a deposited
at the origin of a coordinate system. Let linear
polarized planewave be incident upon the particle
E0ðxÞ ¼ ~ex ejkz; and ~ex be unit vector Cartesian
coordinate system. It is polarized in x-direction and
propagates along z-axis. In this case, for the scattered
intensity, we get:

Is ¼

�
12 1

1þ 2

�2 k4a6

r2
sin2q ½31�

where r is distance from the origin and q [ ½0;p�:
Corresponding scattering cross-section is calcu-

lated as

ss ¼
8p

3

�
12 1

1þ 2

�2

k4a6 ½32�

Thus the total scattered power is proportional to the
fourth power of the wave number (minus fourth
power of the wavelength – Rayleigh’s Law). The
scattered power is also proportional to the sixth
power of the radius.

Mie Scattering

The Mie theory is a complete mathematical–
physical theory of the scattering of electromagnetic
wave by homogeneous spherical particles, developed
by Gustav Mie in 1908. In contrast to Rayleigh
scattering, the Mie theory embraces all possible
ratios of the particle radius to wavelength. It relays
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upon the exact solution to Maxwell equation for
spherical homogeneous obstacle with planewave
excitation. In the frame of Mie theory, the scattered
field is represented as an infinite series of fields of
spherical multipoles, which are orthogonal at a
sphere surface. Mie solution plays an important
role in light scattering by clouds of particles.

See also

Scattering: Raman Scattering; Scattering from
Surfaces and Thin Films; Scattering Phenomena in
Optical Fibers; Stimulated Scattering.
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Scattering of light involves conversion of an incoming
light wave in one mode to an outgoing wave in a
different mode. Scattering can involve changes of
wavelength, direction, and polarization, and can
occur in all types of materials. Without scattering we
would not be able to see objects in the world around
us. Scattering processes involving particular physical
interactions are often given distinctive names. Fam-
iliar examples include Rayleigh scattering from the
random distribution of air molecules, which makes
the sky blue, and Tyndall scattering from small
suspended particles, which makes the sunset red.
Other types of scattering, e.g., Raman, Brillouin and
Rayleigh-wing scattering, are important spectroscopic
tools that provide insight into atomic and molecular
properties. In their most commonly encountered
form, where the intensity of the scattered light is
proportional to the intensity of the incident light, the
scattering processes are termed spontaneous. With
the intense radiation provided by lasers, however, the
intensity of the scattered light can grow exponentially,
and the processes are termed stimulated scattering.

Stimulated scattering is a subset of the larger
discipline of nonlinear optics. The term was first
used to describe nonlinear optical interactions (e.g.,
Raman, Brillouin, Rayleigh) in which the intensity of
the scattered light grows exponentially, in a manner
similar to the exponential growth of light intensity
associated with lasers. These interactions involve
exchange of energy with a second mode that is an

internal mode of the scattering medium, and the
scattered light wave is at a different wavelength from
the incoming light. The use of the term stimulated has
subsequently been expanded to include a wider class of
nonlinear optical interactions, such as parametric
fluorescence or certain aspects of self-focusing, in
which the second mode is itself a light wave, with
eitheradifferent frequencyordirectionofpropagation.

In the wider sense, scattering of light occurs
through interaction of the incoming light wave with
an ‘idler’ mode in a material. Stimulated scattering
occurs when the idler mode is itself driven by
interference of the incoming and scattered light
waves. Under these circumstances, exponential
growth of the scattered wave results. Depending on
the interaction, the idler mode may be an internal
mode of the material or another light wave. Most
linear scattering processes have stimulated counter-
parts. However, there are stimulated scattering
interactions that have no spontaneous analogs.

The elements of stimulated light scattering can be
summarized mathematically as follows. The scatter-
ing process is modeled as an incoming laser or pump,
an outgoing scattered wave and an idler mode. The
interaction of the laser with the idler mode to produce
the scattered light wave is described by the equation

›

›z
ASðz; tÞ þ

n

c

›

›t
ASðz; tÞ ¼ kALbp ½1�

where AS and AL are the slowly varying amplitudes of
the scattered and laser light waves whose electric
fields are defined as

ESðLÞ ¼
1

2

n
ASðLÞe

i½vSðLÞt2kSðLÞz� þ cc
o

½2�
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vS(L) is the frequency of the scattered (laser) light,
kS(L) is the corresponding wavevector, k is a coupling
coefficient, cc denotes complex conjugate, and b is the
amplitude of the idler mode given by

B ¼
1

2

n
bei½vbt2kbz� þ cc

o
½3�

The interaction of the laser and scattered wave to
drive the idler mode is described by the equation

LðbpÞ ¼ k0Ap
LAS ½4�

where L is a differential operator that describes the
dynamics of the idler mode, e.g., a damped oscillator
or a propagating wave, and k 0 is a second coupling
coefficient. For the class of stimulated processes that
involve excitation of an internal mode of the medium,
L has the form

L ¼
›

›t
þ

1

T2

2 v
›

›z
½5�

where T2 is the damping time of the coherence of the
internal mode. When interaction times are long
compared to internal response and decay times,

bp , k0Ap
LAS

and the scattered wave obeys an equation of the form

›

›z
ASðz; tÞ ¼

g

2
lALl

2ASðz; tÞ

which has an exponential-gain solution for the
scattered wave intensity:

ISðz; tÞ ¼ ISð0; tÞe
ILgz

When the idler mode is a light wave, as in stimulated
parametric fluorescence, [4] has the same form as [1]
and they can be solved as a coupled pair, leading to
transcendental or hyperbolic solutions. Within the
framework of nonlinear optics, interactions of these
types can be expressed as arising from a nonlinear
optical polarization, which forms the right-hand side
of [1]. The dynamics of the nonlinear polarization are
then described by [4].

Stimulated processes are often associated with
pumping thresholds. When these processes are con-
figured with cavity resonators, they possess a
threshold in pumping intensity just as with lasers or
other oscillators. When they are operated in single or
multipass scattering cells, they have no true threshold.
However, they still have a practical useful threshold
when the growth from quantum noise raises the
scattered signal to a level comparable to the pump. By
convention, this is taken to be the incident light
intensity at which the scattered intensity reaches
approximately 1% of the pump intensity, typically

involving gains of the order of e23–e30. At this level, a
small increase in pump intensity raises the scattered
intensity to levels at which the pump starts to be
depleted.

Attenuation of the scattered light can be accounted
for by replacing ILg in the above expression by
ILg 2 a, where a is the attenuation coefficient.
Exponential gain is now experienced when the
pump intensity exceeds the level given by

IL .
a

g

This value can serve as an estimate of threshold
pumping in cavity configurations, although in free
propagation situations, net gain must still approach
e23 to exhibit threshold behavior.

A list of stimulated scattering interactions is given
in Table 1.

Stimulated Raman Scattering

Stimulated Raman scattering (SRS) involves conver-
sion of an incoming light wave at one frequency,
termed the laser or pump wave, into a scattered
wave of different frequency, along with excitation or
de-excitation of an internal mode of the medium.
The frequency difference between the pump and
scattered waves is equal to the frequency of the
material mode and is characteristic of the material.
When the frequency of the scattered wave is lower
than that of the incident wave, the scattered wave is
termed a Stokes wave, and the internal mode of the
medium is excited in the scattering process. When
the frequency of the scattered wave is higher than
that of the incident wave, the scattered wave is
termed an anti-Stokes wave, and the internal mode
of the medium is de-excited in the scattering
process.

The internal mode of the medium that is involved
in Raman scattering is a nonpropagating collective
mode. Many different types of internal modes in all
types of materials can be involved in Raman
scattering. Examples include molecular vibrations
and rotations in gases, liquids, or solids, electronic
states that are of the same parity as the ground
state in gases or solids, optical phonons or
polaritons in solids, and Langmuir waves in
plasmas. Raman frequency shifts can range from
tens of wavenumbers for lattice vibrations to tens
of thousands of wavenumbers for electronic
transitions.

Spontaneous Raman scattering was first described
theoretically by Smekal in 1923 from a quantum
mechanical study of light scattering, and was
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demonstrated experimentally by Raman, and
shortly after by Landsberg and Mandelstamm in
1928. Stimulated Raman scattering was first
observed in 1962 by Woodbury and Ng, and
Eckhardt et al. soon after the development of
pulsed lasers.

Stimulated Raman scattering can be observed in
many different configurations including cavity reso-
nators, single or multiple-pass generator cells or
amplifiers. It can be observed as forward scattering,
with the scattered light propagating in the same
direction as the pump light, or backward scattering,
with the scattered light propagating in the opposite
direction to the pump light. Its most widespread use is
for generation of coherent light at frequencies
different from the pump light. Other applications
include phase conjugation, optical gating, beam
cleanup, and pulse compression.

The equations describing SRS when depletion of
the pump light and diffraction of the optical beams
are neglected are:

2ikS

 
›AS

›z
^

1

vgS

›AS

›t

!
¼2

N

2

v2
S

c2

 
›a

›Q

!
S

QpAL ½6�

›Qp

›t
þGQp¼2

i

4vom

 
›a

›Q

!
S

Ap
LAS ½7�

Here AS and AL are the slowly varying optical field
amplitudes of the Stokes and laser waves as given in
[2], vS(L) are the optical frequencies, kS(L) are the
corresponding k vectors, vS(L) are the group velocities,
and Q is the amplitude of the idler mode, in this

case the normal mode coordinate of the material
excitation, defined by:

Qðx;y;z;tÞ¼
1

2
ðQðx;y;z;tÞe2iðvot2kozÞþccÞ ½8�

ð›a=›QÞS is the Stokes hyperpolarizability, v0¼

vL2vS is the Raman transition frequency, and k0

is the k vector of the material excitation. The
phase matching relation kS¼kL2k0 is automatically
satisfied for SRS because the material mode that
is involved is nonpropagating. G is the half
width at half maximum of the Raman linewidth
given by G ¼ 1/T2, where T2 is the dephasing time.
N is the number of molecules in the ground state
and m is the effective reduced mass of the material
oscillation.

When the fields are constant or vary slowly
compared to the response time of the material, the
Stokes intensity is given by

ISðzÞ ¼ ISð0Þe
ILgssZ ½9�

where the intensity I is given by

ISðLÞ ¼
1

2
ðcnSðLÞ10ÞlASðLÞl

2

and

gss ¼
Nvs

4GnSnLmv0c210

 
›a

›Q

!2

½10�

Table 1 List of stimulated scattering interactions

Stimulated scattering process Internal material mode Light mode change

Stimulated Raman scattering Nonpropagating internal energy mode:

molecular vibrations and rotations,

same parity electronic states,

optical phonons and Langmuir

waves

Change in wavelength, polarization,

direction

Stimulated Brillouin scattering Propagating sound waves Change in wavelength, polarization,

and direction

Stimulated Rayleigh scattering Temperature and density fluctuations

due to light absorption

Change in direction

Stimulated Rayleigh wing scattering Molecular distribution and orientation

fluctuations

Change in wavelength and

direction

Stimulated concentration scattering Fluctuations of concentration in

gas mixtures

Change in direction

Photorefractive stimulated scattering Diffusion of photo-excited carriers Change in direction

Stimulated Thomson/Compton scattering Momentum changes in bunched

free electrons

Change in wavelength and

direction

Stimulated parametric fluorescence Nonresonant nonlinear polarization Change in wavelength and

direction

Self-focusing Nonresonant nonlinear polarization Change in direction
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where nS(L) is the index of refraction of the Stokes
(laser) in the material and 10 is the dielectric
permittivity of the vacuum.

The Stokes wave grows exponentially with z at a
rate that depends on the pump intensity. If the Stokes
wave becomes intense enough, its power can become
comparable to that of the original pump wave. In that
case depletion of the pump wave must be taken into
account with an equation for the pump wave
amplitude similar to [6]. The Stokes intensity is now
given by

ISðzÞ ¼
ISð0Þe

ILð0Þgz

1 þ
vL

vS

ISð0Þ

ILð0Þ
eILð0Þgz

½11�

which is valid when ISð0Þ ,, ILð0Þ:
In the limit of strong interactions all of the laser

energy can be depleted. The maximum Stokes energy
is given by IS ¼ ILðvS=vLÞ, where vS/vL is termed the
Manly–Rowe ratio. The energy that is removed from
the laser but not converted to Stokes radiation is
transferred to the material.

For each photon produced in the scattered wave, a
corresponding quantum of energy is given to the
material mode and a photon is removed from the
laser. In principle, 100% of the laser photons can be
converted to Stokes photons, but complete conver-
sion is not achieved in practice. Photon conversion
efficiencies greater than 90% have been reported in
some pulsed laser experiments.

SRS frequency shifts and gains of some materials
are shown in Table 2.

When pulses are used with durations comparable
to or shorter than the response time of the material,
ranging from picoseconds to femtoseconds

depending on the material, the interaction is
transient and the effects of the time derivatives in
[6] and [7] must be accounted for. Under these
conditions the Stokes intensity is given as a
temporal integral with Bessel function dependence
on the laser intensity. When the pulse duration is
much shorter than the material dephasing time
and the incident Stokes functional form is the
same as the pump, the amplified Stokes intensity is
given by the expression

ISðz; tÞ ¼ ISð0; tÞI
2
0

0
@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2gssGz
ðt

21
ILðt

0Þdt 0

s 1
A ½12�

where I0 is a modified Bessel function. In this
regime, the Stokes intensity depends only on the
integrated pump energy. The Stokes gain is reduced
from its steady state value for pulses of constant
intensity, but for pulses of constant energy the
highest Raman gain is obtained in the limit of
transient interactions.

One of the most important applications of
Raman scattering is the generation of new coherent
waves at frequencies shifted from the pump. In this
case, an incident Stokes wave is not supplied as the
starting term in [9] or [12]. Rather, the process is
initiated by the vacuum fluctuations in the Stokes
and material oscillator fields. Quantum field crea-
tion and annihilation operators must replace the
classical field amplitudes of [6] and [7]. The
intensity of the generated Stokes wave is given by
the expectation value of the normally ordered
number operator and in the extreme transient
regime is given by:

ISðz; dtÞ ¼
1

2A
"vSGgssILðdtÞz

�

8<
:I2

0

0
@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Ggssz
ðt

21
ILðt

0Þt 0

s 1
A

2 I2
1

0
@ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2Ggssz
ðt

21
ILðt

0Þt 0

s 1
A
9=
; ½13�

where A is the cross-sectional area of the interaction
geometry. The Stokes light generated in this fashion
has all the characteristics of amplified spontaneous
emission of lasers operated below threshold until
the Stokes intensity becomes high enough to deplete
the laser.

The stochastic nature of the SRS quantum
mechanical source is manifest in the macroscopic
Stokes light when the Stokes generator is operated
well below pump depletion levels. For a single
spatial mode the probability density distribution of

Table 2 List of frequency shifts and gains of selected materials

for stimulated Raman scattering

Material, lL (nm) Shift (cm21) Gain (cm/GW)

H2 gas (20 atm), 532 4155 2.5

D2 gas (60 atm), 532 2987 0.45

CH4 (115 atm), 532 2913 1.26

H2O, 694 3290 0.14

CS2, 694 655.6 24

LiNbO3, 694 637 9.4

Ba(NO3)2, 532 1047 47

Table compiled in parts from: Kaiser W and Maier M (1972)

Stimulated Rayleigh, Brillouin and Raman Spectroscopy. In:

Arecchi FT and Schulz-DuBois EO (eds) Laser Handbook, vol. 2.

pp. 1077–1150. Amsterdam, The Netherlands: North Holland and

Reintjes J and Bashkansky M (2001) Stimulated Raman and

Brillouin Scattering. In: Bass M (ed.) Optical Society of

America Handbook of Optics, Ch. 18, 2nd ed., vol. IV, New York:

McGraw-Hill.
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the Stokes energy has the form of a negative
exponential:

PðWÞ ¼
1

kWl
exp

$
2

W

kWl

%

Statistical fluctuations in pulse energy, spatial
profile, pointing, and in the spectral and temporal
structure of the Stokes signal have all been observed.

If the intensity of the generated Stokes light
becomes comparable to the pump intensity, it can
serve as a pump wave for its own Raman interaction,
producing a wave termed the second Stokes wave,
shifted from the pump by frequency 2vo. If the
process is driven hard enough third- and higher-order
Stokes waves can be produced.

In addition to the interaction between the pump
and Stokes beams described above, stimulated
Raman scattering can also involve an anti-Stokes
wave whose frequency is given by vAS ¼ vL þ vo.
The relationship of various Stokes and anti-Stokes
waves is depicted in Figure 1. If a population
inversion exists between the energy levels of the
Raman process, then the anti-Stokes wave experi-
ences exponential gain in a manner similar to that
described above for the Stokes gain.

When all the population is in the ground state,
which is usually the case, the anti-Stokes wave has
exponential loss. The anti-Stokes wave can still grow
without population inversion if the phase-matching
condition

Dk ¼ kAS þ kS 2 2kL ¼ 0

is approximately satisfied. Because of normal dis-
persion in the material this condition is usually not
satisfied for collinear beams. However, if the Stokes

and anti-Stokes beams propagate at small angles as
shown in Figure 2, then the phase-matching condition
can be met. For angles near but not exactly at phase
matching the anti-Stokes wave grows exponentially
as part of a mixed Stokes/anti-Stokes mode with a
gain given by:

g ¼ Re

�
1
2ðK32K1ÞjALj

2

2 i
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Dk2þ2iDkðK3þK1ÞjALj

2
2ðK12K3Þ

2jALj
4

q �
½14�

At exact phase matching the interaction of Stokes and
anti-Stokes waves serves to suppress the exponential
gain of either wave.

As with Stokes waves, multiple-order anti-Stokes
waves can be generated. Stokes and anti-Stokes
orders up to at least 13 have been reported.

Stimulated Brillouin and Rayleigh
Scattering

Light scattering can also occur through interac-
tion with material density variations. Spontaneous

|2〉

|0〉
wo {  

wL
w1S  

w1S  w2S

w2S

w3S  

wL
w1AS

w1AS
w2AS  

w2AS w3AS

Figure 1 SRS level diagram showing generation of multiple Stokes and anti-Stokes frequencies.

kS kAS

kLkL

qS qAS

Figure 2 Phase matching diagram for Stokes–anti-Stokes

coupling in a medium with positive dispersion.
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scattering through interaction with this type of
internal mode produces a triplet of spectral lines.
The up- and down-shifted lines are known as
Brillouin anti-Stokes and Stokes lines, respectively,
and are due to interaction with acoustic waves. The
central peak is termed Rayleigh, or thermal Rayleigh
scattering and is due to stationary density fluctu-
ations arising from light absorption. A broad skirt
around the central peak, which can be observed in
anisotropic media, is due to the fluctuation of
molecular distribution and orientation and is termed
Rayleigh wing scattering. Each of these processes
can give rise to stimulated scattering in the presence
of intense radiation.

Density fluctuations are induced directly by light
intensity through electrostriction, and indirectly by
temperature fluctuations when optical absorption is
important. A general classical model of the inter-
action, including both electrostriction and absorptive
heating effects, is described by three equations:

The Navier-Stokes equation:

r0

›v

›t
þ

v2

d
7ðDrÞ þ

v2br0

d
7ðDTÞ2 h72v

¼ 2g107ðEL·Ep
R=BÞ2 210

�
›1

›T

�
r
ðEL·Ep

R=BÞ7ðDTÞ

½15�

The continuity equation:

›

›t
Drþ r07·v ¼ 0 ½16�

The energy transport equation:

�
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›t
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›t
Ep

R=B

�
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Here r¼r0þDr; T¼T0þDT; v is the volume
element, v is the acoustic wave velocity, d¼Cp=Cv is
the ratio of heat capacities at constant pressure and
at constant volume, h¼ð2hsþhdÞ where hs is the
shear viscosity and hd is the dilational viscosity, g¼

r0ð›1=›rÞT ; lT and b are the thermal conductivity
and thermal expansion coefficients, 1 is the dielectric
constant, and a is the linear absorption coefficient.
EL is the pump field and ER/B is either the Rayleigh or
Brillouin field.

Equations [15] and [16] can be combined to
eliminate the v dependence:$
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Together with the equations describing the effect of
the medium on the optical fields [19a,b], this coupled
set of equations describes simultaneously stimulated
Brillouin and Rayleigh scattering: 
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where the slowly varying envelope approximation [2]
is used for the waves described by AL, AR/B, Dr, and
DT. The nonlinear polarization term is related to
density and temperature wave amplitudes in the
following way:

PNL¼10E
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Without the driving terms involving the optical fields,
[17] and [18] describe broadband damped fluctu-
ations in the variables Dr and DT. When the optical
driving terms are included, resonant behavior
emerges. Steady state solutions can be obtained
assuming strongly damped material excitations,
allowing neglect of Dr and DT derivatives. Separate
contributions of the Rayleigh and Brillouin inter-
actions to Dr can be identified:

Rayleigh contribution:

DrR ¼

$
g ðVþ 1

2 idGRÞ2igaVB

Vþ 1
2 iGR

%
10

4v2
ALAp

R ½21�

where ga is the absorptive coupling constant given by

ga¼
2anv2b

CpVB
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The Brillouin contribution is:

DrB ¼

$
2ðg2igavq=VÞq210

4ðV2þiVGB2v2q2Þ

%
ALAp

B ½22�

In [21] and [22] the frequencies and wavevectors
satisfy the following relations:

vL¼vR=BþV ½23a�

kL¼kR=Bþq ½23b�

where vL is the incident laser frequency, vR/B is the
frequency of the scattered Rayleigh or Brillouin
wave, and kL, kR/B are the corresponding wavevec-
tors. V and q are the frequency and wavevector of
the density fluctuation. Equations [23a,b] can also
be described as energy and momentum conserva-
tion relations among incident and scattered pho-
tons and a phonon in the quantum mechanical
picture.

The Rayleigh and Brillouin contributions exhibit
resonant behavior at different frequency shifts. The
Rayleigh contribution has its resonant frequency at
VR ¼ 0; resulting in typical diffusion behavior. The
Rayleigh linewidth GR ¼ 2lTq2=r0Cp is the inverse of
the decay time of the isobaric density fluctuations.
The Brillouin contribution has its resonance at a
frequency shift given by

VB ¼ qv

where v is the sound velocity. Thus at resonance the
density fluctuations associated with the Brillouin
effect correspond to sound waves. The Brillouin
linewidth

GB ¼
q2

r0

$
hþ

k

Cp

 
Cp

Cv

2 1

!%

is the inverse of the phonon lifetime tB.
In general Brillouin and Rayleigh interactions

involve noncollinear scattering with the outgoing
wave propagating at an arbitrary angle to the incident
wave. In this case [23b] is a vector relation and the
interaction geometry can be represented as shown in
Figure 3.

The resulting relations among the k-vectors and
frequencies of the various waves can place restrictions
on the values of frequency shifts that are observed
under various circumstances.

The coupled equations for the optical intensities in
the steady state take the following form:

dIL

dz
¼ 2gR=BILIR=B 2 aIL ½24a�

dIR=B

dz
¼ gR=BILIR=B 2 aIR=B ½24b�

where z is the direction of propagation of the
incoming wave, z is the direction of propagation of
the scattered wave, and gR/B is the gain coefficient of
the Rayleigh or Brillouin effect. Equations [24a,b]
describe interactions that have exponential gain.
Stimulated Brillouin and Rayleigh scattering can be
used in both a self-generator and an amplifier mode,
but are used most often in a self-generator mode.
Because the frequency shifts are small in these
interactions, the starting signals for self-generators
are thermal excitations of the internal modes rather
than vacuum fluctuations.

Stimulated Brillouin Scattering

Stimulated Brillouin scattering (SBS) occurs through
interaction with acoustic waves in solids, liquids,
and gases and with ion-acoustic waves in plasmas.
The Stokes or anti-Stokes frequency shifts for SBS
are much smaller than for SRS, with typical values
on the order of 0.1–100 GHz, depending on the
excitation wavelength and interaction geometry as
well as on material properties. Because the internal
mode in SBS is a propagating wave, the phase
matching condition shown in Figure 3 places
restrictions on the frequency of the sound wave
that is involved at various scattering angles. SBS is
used most often for pulse compression and for
correction of phase distortion in propagating light
beams through phase conjugation. Although SBS is
normally associated with high-power lasers in
laboratory experiments, it is also a major factor in
limiting the intensity of low-power lasers that can
be used in optical fibers because of the long
interaction lengths. SBS is also a prominent source
of damage in solids and crystals caused by high-
power lasers. It can also be used for generation and
study of coherent hypersonic waves.

q

kL kL 

kAkS

qB qB 

q

Figure 3 SBS phase matching diagram depicting relations

between laser, kL, sound wave, qB, and Stokes and anti-Stokes,

kS, kA k-vectors.
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The SBS gain coefficient has both electrostrictive
and absorptive contributions, gB ¼ ge

B þ ga
B where

ge
B ¼

vBg
2VB

2nBnLc2v2r0GB

1

1 þ ð2ðV2VBÞ=GBÞ
2

½25�

and

ga
B ¼

vBggaVB

4nBnLr0v2c2GB

4ðV2VBÞ=GB

1 þ ð2ðV2VBÞ=GBÞ
2

½26�

The SBS gain from electrostriction has a maximum
value of

ge
B ¼

vBg
2VB

2nBnLc2v2r0GB

½27�

at the resonant frequency shift

V ¼ VB ¼ qv ½28�

For this condition the interaction is with a sound
wave in the material. The frequency of the sound
wave, and the gain, depend on the angle between
the incident and scattered light. Using the vector
relation

kB ¼ kL 2 q

depicted in Figure 3 and the approximations
VB ,, vB;vL; lkBl < lkLl we obtain

q ¼ 2lkLlsinðu=2Þ ½29�

The Brillouin frequency shift is then given by

VB ¼ 2nLvLðv=cÞsinðu=2Þ ½30�

and the Brillouin linewidth is given by
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¼ G00 sin2ðu=2Þ ½31�

The peak Brillouin electrostrictive gain is then given
by

ge
B ¼

vBg
2vL

nBc3vr0GB

sinðu=2Þ ½32a�

ge
B ¼

v2g2

nBc3vr0G
00 sinðu=2Þ

½32b�

where we have used the approximation vB < vL ¼ v:

The maximum electrostrictive SBS gain is indepen-
dent of the laser frequency because the Brillouin
linewidth is proportional to the square of the laser
frequency.

As a function of angle the maximum Brillouin
gain is usually observed in the backward direction.
This is consistent with the form of the gain
coefficient given in [32a], which indicates that the
gain is proportional to sinðu=2Þ: However, when the
angular variation of the Brillouin linewidth is also
accounted for, the gain coefficient is actually
minimum in the backward direction [32b]. Typical
laboratory experiments involve pencil-like geome-
tries in which the interaction length is significant
only in the backward or forward directions. In these
situations, the total gain is actually maximum in the
backward direction, where the interaction length is
longest. Although the formulas appear to indicate
that the gain goes to infinity in the forward
direction, the damping time, which is proportional
to G21

B , also goes to infinity and the interaction
becomes transient. Under these conditions the gain
parameter is proportional to sinðu=2Þ and the
Brillouin gain goes to zero in the forward direction.
Under some geometries Brillouin scattering at 908 to
the laser can also be significant. It can be a source
of damage to large glass components in high-power
lasers.

For thermal Brillouin scattering the gain has a
dispersive shape centered on the frequency shift
V ¼ VB; with loss occurring on the low-frequency
side and gain occurring on the high-frequency side,
peaking at a frequency V ¼ VB þ GB=2: The maxi-
mum absorptive SBS gain depends on the laser
frequency as v 21.

Table 3 shows representative values of the Brillouin
linewidth and gain coefficients for a selection of
substances.

Brillouin-enhanced four-wave mixing is a related
effect that involves both a downshifted wave and an
upshifted wave in which the coherent interaction is
enhanced by the resonance associated with the sound
wave. Gains of the order of 105 can be realized.
Systems based on this effect are often used for phase
conjugation.

Stimulated Rayleigh Scattering

Stimulated thermal Rayleigh scattering (R) can be
observed in liquids while Stimulated Rayleigh wing
scattering (SRWS) is observed in liquids with
anisotropic molecules. Additionally, stimulated Ray-
leigh scattering due to fluctuations of concentration
in gas mixtures can also occur. For R the internal
mode obeys a diffusion equation. The R gain is
given by

gR ¼ ge
R þ ga

R
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where g e
R and g a

R are the electrostrictive and
absorptive contributions given by

ge
R ¼

vg2ðd2 1Þ

4r0nLnRv2c2

4V=GR

1 þ ð2V=GRÞ
2

½33�

ga
R ¼

2vggaVB

2r0n2v2c2GR

4V=GR

1 þ ð2V=GRÞ
2

½34�

Both contributions to the STRS gain have dispersive
forms. The electrostrictive contribution is maximum
for a down-shifted wave with V ¼ 1

2 GR:

Its maximum value scales linearly with laser
frequency. For the absorptive process the gain
depends inversely on the laser frequency, and is
maximum for an upshifted wave with V ¼ 2 1

2 GR.
Table 4 shows representative values of the Rayleigh
linewidth and gain coefficients for a selection of
substances.

Parametric Fluorescence

Some types of stimulated interactions do not
involve exchange of energy with the material.
These include parametric down-conversion and
self-focusing. In parametric down-conversion an
incident wave at frequency vL scatters into two
longer-frequency light waves at signal and idler
frequencies vs and vi. They satisfy the frequency

and wavevector relations

vL ¼ vs þ vi

kL ¼ ks þ ki

The equations for the waves are:

›
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x ð2ÞALAp

s

where As and Ai are called the signal and idler
fields. The solution for the signal field takes the

Table 4 Properties of stimulated Rayleigh scattering for some

materials at a wavelength of 694 nm

Substance Calculated maximum steady state

gain factor

Linewidth

dnR (MHz)

gR
e (max) (cm/MW) gR(max)/a (cm2/MW)

CCl4 2.6 £ 1024 0.82 17

Methanol 8.4 £ 1024 0.32 20

CS2 6.0 £ 1024 0.62 36

Benzene 2.2 £ 1024 0.57 24

Aceton 2.0 £ 1024 0.47 21

H2O 0.02 £ 1024 0.019 27.5

Ethanol 0.38 18

Reproduced from Kaiser W and Maier M (1972) Stimulated

Rayleigh, Brillouin and Raman Spectroscopy. In: Arecchi FT and

Schulz-DuBois EO (eds) Laser Handbook, vol. 2, pp. 1077–1150.

Amsterdam, The Netherlands: North Holland.

Table 3 Properties of stimulated Brillouin scattering for selected materials

Substance Laser wavelength (nm) Frequency shift (Ghz) Dn (MHz) t B (ns) gB
e (cm/GW) gB

a/a (cm/GW)p

Liquid

Acetone 532 5.93 361 0.44 12.9 22

Benzene 532 8.33 515 0.31 12.3 24

CS2 532 7.7 120 1.9 130 20

CCl4 532 5.72 890 0.18 8.77 13

Chloroform 532 5.75 635 0.25 11.7

Ethanol 532 5.91 546 0.29 12p 10

Methanol 532 5.47 325 0.49 10.6 13

Water 532 7.4 607 0.26 2.94 0.8

Gas

Xenon (7599 torr) 532 0.654 ^ 0.024 98.1 ^ 8.9 0.65l2
PP 1.38 ^ 0.19

SF6(20 bar) 1320 0.2 35

N2(100 bar) 1320 0.5 30

Solid

BK 7 532 34.65 ^ 0.039 165.0 ^ 8.6 2.15 ^ 0.21

CaF2 532 37.164 ^ 1.185 45.6 ^ 8.8 4.11 ^ 0.65

Plexiglas 532 15.687 ^ 0.036 253.7 ^ 12.6

SiO2 488 35.6 156 4.482

pAbsorptive maximum gain SBS values at 694 nm, with permission from Boyd RW (1992) Nonlinear Optics. Academic Press: New York.

Reproduced from Reintjes J and Bashkansky M (2001) Stimulated Raman and Brillouin scattering. In: Bass M (ed.) Optical Society of

America Handbook of Optics, Ch. 18, 2nd ed., vol. IV. New York: McGraw-Hill.
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following form:

AsðzÞ ¼ Asð0Þ cosh
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where

lkl2 ¼ ðvsvi=4nsnic
2Þlxð2Þl2

The stimulated parametric interaction provides
gain for input signal and idler waves. For

large values of
ffiffiffiffiffiffiffiffiffiffiffi
lkl2ALl

2
q

z the gain becomes
exponential in character, similar to the gain in
SRS and SBS. When no incident signals are
supplied, the source terms in [35] are the vacuum
fluctuations at the signal and idler frequencies.
Stimulated parametric fluorescence is the basis for
parametric oscillators that provide tunable coherent
radiation over a wide wavelength range in the
visible and infrared.

Stimulated Photorefractive Scattering

Stimulated light scattering also takes place in
photorefractive materials. These materials include
crystals such as LiNbO3, BaTiO3, Bi12SiO20, and
others. They possess a unique property of photo-
induced index change with very low light inten-
sities. Some of the potential applications include
real-time holography, information recording, phase
conjugation, parallel signal processing, and ultra-
fast optical gating. The nonlinearities leading to
stimulated scattering are very large and can
produce a significant gain in millimeter thick
crystals. In order for amplification of scattered
light to take place the nonlinearities have to have a
nonlocal character due to diffusion or drift fields.
Figure 4 shows a two-beam interaction effect in a

photorefractive medium leading to stimulated
scattering. Solid lines represent intensity maxima
of interfering light beams while dashed lines
represent diffused index change maxima. The fact
that the two do not overlap allows amplification of
the signal beam, with the maximum gain occurring
at p/2 phase shift.

Stimulated Compton and Thomson
Scattering

Light scattering from free electrons is described by
Thomson scattering in the low-energy limit, with a
cross-section of ð8pÞ=ð3Þððe2Þ=ð4p10mc2Þ2Þ; and by
Compton scattering in the relativistic limit. Stimu-
lated Thomson or Compton scattering is the source
of light emitted from free electron lasers. In these
interactions, the electron scatters incoming radi-
ation in its rest frame to a backscattered wave. The
ponderomotive force resulting from the interaction
with the scattered waves increases the periodic
electron bunching, which in turn increases the
efficiency of scattering. In some cases, the incoming
electromagnetic wave is provided by a microwave
source, while in others it arises from a static
magnetic wiggler, which appears as an incident
electromagnetic wave in the electron rest frame
because of a relativistic Lorentz transformation.
Free electron lasers are a source of tunable coherent
radiation from the microwave region to the
ultraviolet.

Self-focusing

In the presence of a strong laser field with intensity I,
the refractive index of many materials changes
according to the relation

n ¼ n0 þ n2I

where n2 is termed the nonlinear index. This change
in refractive index gives rise to several effects,
depending on the temporal and spatial properties of
the light. In one type of interaction, a strong
forward beam couples to two weaker beams that
propagate at small forward angles, providing gain
for the weaker beams. One of the weak beams
interferes with the strong forward beam to form a
phase grating through the nonlinear index, provid-
ing gain for the second weak beam. The interference
of the second weak beam with the forward beam
forms a second phase grating, providing gain for the
first weak beam, thereby completing the coupling

Pump 

Signal

Photorefractive
crystal 

Figure 4 Stimulated photorefractive scattering diagram show-

ing incident pump and signal beams, amplified signal beam, and

an index grating formed in the photorefractive crystal.
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for the stimulated process. This effect is similar to
Stoke/anti-Stokes Raman scattering, except that the
coupling is between waves propagating in different
directions rather than between waves with different
frequencies.

For interactions with an instantaneous relaxation
time, the gain for waves propagating at a small angle
to the forward direction is given by

g ¼
K’

2k

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2

max 2 K2
’

q

where K’ ¼
ffiffiffiffiffiffiffiffiffiffi
k2

x þ k2
x

p
is the transverse wavevector,

corresponding to the angle

u ¼
K’

k

and

Kmax ¼ 4k2nLn2I

is the largest transverse k-vector for which gain is
observed. The maximum gain is given by

gmax ¼
K2

max

4k

and occurs for an angle corresponding to

K’ ¼
Kmaxffiffi

2
p

When the physical interaction that causes the
refractive index to change with light intensity has a
nonzero relaxation time, gain can be observed at
angles larger than that given by Kmax.

This stimulated four-photon effect can be inter-
preted as the initiating stage of self-focusing. In the
self-focusing effect, a laser beam with a normal
mode profile (more intense in the center than at the
edges) creates a positive lens in the material,
focusing the beam. As the beam intensifies, the
power of the lens increases, causing the beam to
focus more tightly and eventually coming to a
catastrophic focus if other nonlinear effects do not
limit the intensity. The four-photon stimulated effect
described above results in the spread of k-vectors of
the forward beam, corresponding to a reduction in
its diameter.

Self-focusing is responsible for breakdown and
damage in many solids. Self-focusing in high-power
lasers is commonly suppressed by restricting

transverse k-vectors to values well below those of
maximum gain.

See also

Nonlinear Optics, Applications: Self-Focusing and
Related Effects (Solitons and Multiphoton Absorption).
Nonlinear Optics, Basics: Photorefraction. Scattering:
Scattering Theory.
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Introduction

Amorphous semiconductors comprise several classes
of materials having a range of useful properties that
have made many of them commercially important.
Their special characteristics are derived from the
particular techniques used in their synthesis, and
include the ability of some to change their structure
under the influence of heat or illumination. Many
are photoconductive, making them valuable for
photodetectors when large area devices are required
(e.g., xerography), or photovoltaic, hydrogenated
amorphous silicon being widely used in thin-film
solar cells.

‘Amorphous’ means noncrystalline, thus encom-
passing glassy materials and disordered covalent-
bonded materials. Glasses, such as the amorphous
chalcogenides (glassy sulfides, selenides, and tell-
urides), melt to viscous liquids when heated,
whereas disordered semiconductors like amorphous
silicon are metastable thin films that vaporize or
crystallize when heated. Two other groups of
glassy semiconductors, the covalent-bonded
II– IV–V2 compounds and ionic-bonded oxides

(e.g., V2O5P2O5) will not be discussed here.
Amorphous organic semiconductors are receiving
much interest now, because of their potential use in
low-cost display devices, but are more logically
treated as polymer materials.

The following sections explain the main prep-
aration methods and the structures that result, the
importance of defects and the influence these have on
optical and electrical behavior, and some of the most
important applications.

Amorphous Structure

The common property that distinguishes all amor-
phous materials from crystalline ones is the absence
of long-range order in their atomic structure. These
disordered solids have no periodic or translational
symmetry. The term is sometimes loosely applied, and
it should be noted that elements and compounds that
are able to form several structures might contain
different phases. An example is ‘hard carbon’ which
in thin-film form may contain tetrahedral amorphous
carbon and hydrogenated amorphous carbon, as
well as microcrystallites of graphite and diamond.
Interestingly, the prediction in 1989 by A.Y. Liu
and M.L. Cohen, that crystalline cubic-C3N4 would
be even harder than diamond, has not been confirmed
by experiment. Only a hard amorphous CxNy has
been produced, even by nitrogen ion beam assisted
sputtering of graphite, which it was thought would
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have provided sufficient energy to form the close
C–N bonds.

When the common crystalline semiconductors, Si
and Ge, melt they become liquid metallic conduc-
tors. This is because the solid is formed by
directional covalent bonds that produce tetrahedral
packing of the atoms. In the liquid the bonds are
weakened and a closer packed structure found in
metals results. However a less ordered atomic
arrangement results from condensing vaporized Si
or Ge on to a cold substrate. In this case the atoms
cannot move into their preferred positions for either
tetrahedral or close packing arrays and instead are
frozen almost wherever they land. Nonetheless, the
arrangement of atoms is closer to that of the
tetrahedral crystalline semiconductor than that of
the metallic liquid. The radial distribution function
of an amorphous semiconductor provides the num-
bers of atoms versus distance from an arbitrary
atom. It shows that the nearest-neighbor distance is
the same as in the equivalent crystalline material,
although with some spread of values, but that the
separation of atoms further away has a less well-
defined value. Thus pure amorphous Si and Ge retain
the directional covalent bonds between nearest
neighbors but have distorted bond angles that
make next nearest neighbors lie in different positions
from the equivalent crystalline solid. Consequently
there is only short-range order and the atoms form
a continuous random network, a concept intro-
duced by W.H. Zachariasen in 1932 for glasses. The
deposition conditions generally lead to further
disruptive effects that will incorporate small voids
where the distortion is too large to allow a bond
between atoms. These voids together with broken
bonds give a defective network that is far from the
ideal random tetrahedral ‘lattice’.

Amorphous Semiconductor Energy
Bands

A frequently asked question is ‘Why can amorphous
materials show semiconducting behavior?’ since they
do not have the periodic structure that leads to the
allowed energy band scheme in crystalline semicon-
ductors. However, note that metals do not become
insulators when they melt, demonstrating that
electrical conductivity does not require a periodic
atomic structure. In fact, electron energy levels in
solids may also be derived by considering chemical
bonds when discrete atoms are brought closer
together. The valence band in a semiconductor arises
from the electron bonding orbitals and the conduc-
tion band from the antibonding electron orbitals.

The forbidden energy gap (bandgap) is the separation
between these two bands, which are only partially
filled in semiconductors at room temperature. Thus
amorphous semiconductors will have bonding and
antibonding energy bands, and a more or less
well-defined bandgap according to the defect content.

In fact, pure amorphous Si and Ge are extremely
poor semiconductors due to an ill-defined bandgap
and the large concentration of defects. Distorted
bonds produce allowed electron energy levels that lie
adjacent to the well-defined bands in crystals,
producing tails of energy levels extending into the
bandgap. Electrons that take up these ‘tail state’
energies are not entirely free to move through the
solid but can only hop from one defective site to
another. Additional defects arise from unsatisfied
covalent bonds that ‘dangle’ in the spaces between the
atoms. These produce electron energy levels within
the forbidden gap (Figure 1). Indeed, their concen-
tration is so high in amorphous silicon produced from
a condensed silicon vapor, that they fix the position of
the Fermi level at approximately the middle of the
bandgap and the semiconductor has a high resistivity.
The usual option of reducing a semiconductor’s
resistivity by adding small amounts of dopants from
adjacent columns of the periodic table has little
effect in this case. A donor atom from group V
(e.g., phosphorus) may have all five valence electrons
satisfied by a locally distorted arrangement of silicon
atoms, instead of having only four bonded electrons
and a loosely bound electron as in crystalline silicon.
A similar picture exists for an acceptor atom from
group III (e.g., boron).

Semiconductors containing group VI elements, S,
Se, or Te, have two-fold coordination instead of the
tetrahedral arrangement of the group IV elements, Si
and Ge. The bonding between atoms in the solid is
formed from four of the six p-electrons, which give

Figure 1 Schematic density of states for hydrogenated

amorphous silicon.
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rise to the bonding and antibonding energy bands of
the solid, and the two remaining p-electrons from
each atom form a non-bonding ‘lone pair’. The lone
pair energy band lies between the bonding and
antibonding bands, and is the highest filled band in
the solid, thus being the valence band.

Just as in amorphous Si or Ge, dangling bond
defects will have energies between the valence and
conduction bands, but in lone-pair semiconductors
such disturbed energy states will now produce energy
levels that fall within the lone pair band instead of
within the bandgap. This makes it difficult to dope
chalcogenide semiconductors, especially by donors,
since the additional energy levels often lie within an
existing energy band. Similar considerations apply to
ternary chalcogenide alloys: these will have lone-pair
bands arising from the group VI element, with
additional energy levels from the other components
(e.g., from group IV or V). However, amorphous
chalcogenides will also contain three-fold coordi-
nated chalcogenide atoms and these defects can
associate in pairs or may interact with an adjacent
two-fold coordinated atom. Defect centers with two
oppositely charged chalcogens may form a ‘valence
alternation pair’ (VAP).

So it may be seen that the semiconducting
behavior of solids arises from the nearest-neighbor
interactions of the atoms giving rise to allowed
electron energy bands, and that long-range order is
not necessary to produce the semiconductor’s
forbidden energy gap. Defects then produce loca-
lized energy levels that usually lie within the
forbidden gap.

Preparation of Amorphous Silicon

Despite the early use of selenium as a photoconduc-
tive semiconductor in xerography, most amorphous
semiconductors might have stayed as curious
but technologically impractical materials, if an
alternative preparation method to physical vapor
deposition had not been discovered.

In the 1950s the preparation of high-purity
single-crystal silicon was not yet established, and
work at Standard Telecommunication Laboratories,
UK, was attempting to use radio-frequency heating
to produce silicon from low-pressure silane gas
(SiH4). It was noticed that a side effect was a
deposit of resistive, noncrystalline material on cool
parts of the container, close to unwanted plasma
‘glow discharges’. In following up this observation,
the technique was developed to produce a variety
of other useful compounds from electrical dis-
charges in appropriate gas mixtures, particularly

silicon nitrides and oxides. With new scientific
interest in amorphous semiconductors, the silicon
coatings from silane were examined in more detail,
and were shown to be significantly different from
amorphous silicon produced by evaporating and
condensing silicon. This new form was very
photoconductive and could be doped n-type by
adding phosphine to the silane. A more detailed
study of doping led to the seminal papers by W.E.
Spear and P.G. LeComber of Dundee University,
UK, and to an explosive growth in the whole
subject, once the potential commercial applications
became apparent.

Despite many alternative synthesis methods,
plasma chemical vapor deposition (CVD) remains
the most widely used, and produces material that has
not been surpassed in quality. The key features are a
vacuum chamber into which a controlled flow of each
of the gaseous sources is fed, and a heated plate on
which the substrate is placed for coating. The
decomposition of the gases is driven by an electrical
discharge between two electrodes, which enables the
gas temperature to be much lower than in conven-
tional pyrolysis (thermal CVD). An important aspect
of the process is the incorporation of hydrogen into
the deposited material, which is thus more accurately
known as hydrogenated amorphous silicon, a-Si:H.
In the best material, hydrogen is mainly bonded singly
as Si–H, but if the preparative conditions are not
optimum then there may also be large amounts of
Si–H2 (as may be seen from the infrared absorption
spectra). Alternative source gases usually contain
hydrogen (e.g., Si2H6), and hydrogen may be added
as a diluting agent for the doping gases (e.g., B2H6 or
PH3). Other precursors include fluorinated gases, but
these have failed to give the predicted improvements
in performance of the semiconductor in such appli-
cations as solar cells, and have greater chemical
reactivity.

Since silane is spontaneously flammable in air,
and the dopant gases are not only flammable but
also very toxic, efforts have been made to produce
a-Si:H by other means. Sputtering from undoped or
doped silicon targets has been a popular choice, but
it is still necessary to incorporate hydrogen into the
deposited material, for instance by adding it to the
usual argon sputter gas. This is because hydrogen
serves to passivate unsatisfied ‘dangling’ Si bonds
and to reduce the stresses that would occur in a
pure silicon network. Photo-CVD, using ultraviolet
light to drive the reaction without raising the
temperature, can produce high-quality material
but has the problem of unwanted silicon deposits
on the illuminated reaction chamber window.
Although conventional silane pyrolysis is not
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suitable for producing a-Si:H, because the tempera-
tures needed for useful deposition rates also remove
much of the hydrogen if the substrate is too hot, it
is possible to heat the gas separately from the
substrate by means of a hot filament and so
produce good-quality films.

Other hydrogenated silicon alloy semiconductors
are synthesized by additions to silane of ammonia
(giving amorphous silicon nitride, a-Si:N:H), or a
hydrocarbon gas such as methane (giving a-Si:C:H),
or germane (giving a-Si:Ge:H).

Preparation of Amorphous
Chalcogenides

Unlike the tetrahedral group IV elements, useful
members of this class of amorphous semiconductors
may be produced by vacuum evaporation and
condensation on to a relatively cool substrate.
Compounds, such as As2Se3, do not evaporate
congruently and so the deposit will change compo-
sition as the evaporation proceeds. More uniform
compositions may be obtained by sputtering with
argon, and glassy oxides may also be obtained in this
way with oxygen added to the inert gas. Chalcogenide
glasses may also be prepared by rapid cooling from a
melt, or by chemical vapor deposition from heated
vapor precursors. Since glasses are thermodynami-
cally unstable, they will tend to transform to a more
stable, sometimes crystalline structure. The rate for
this process depends on the temperature and may be
effectively too slow to observe.

Optical Properties of Amorphous
Semiconductors

Optical absorption spectra of amorphous semi-
conductors clearly show a forbidden energy gap.
By plotting a suitable function of the absorption
coefficient, a, versus photon energy, hn, usually
that given by J. Tauc, ðahnÞ1=2; the ‘optical gap’
may be determined from the intercept of the
linear portion of the plot with the x-axis. Unlike
crystalline semiconductors, amorphous ones have
no k-selection rules to give indirect and direct
transitions across the bandgap, thus a-Si:H behaves
as a direct gap material. This ‘optical gap’ is
greater than the bandgap determined from electrical
conductivity measurements, since the latter will have
contributions from both localized bandtail states
(low electrical mobility) and extended states
(high electrical mobility) (Figure 2).

The absorption spectra also have a portion at lower
photon energies having an exponential dependence
on photon energy, known as the Urbach tail. This is
related to the structural disorder in the material and
the tail states. Transitions involving defect bandgap
states lie at even lower photon energy, and the density
of defects can be determined from the weak absorp-
tion in this region of the spectrum, perhaps by using
photothermal deflection spectroscopy to detect the
weak optical absorption.

Photoluminescence also provides a probe of the
defect content of many materials. Interpretation and
identification of the actual defect (e.g., chemical
impurity or structural imperfection) is aided by

Figure 2 Typical optical absorption spectra of hydrogenated amorphous silicon and arsenic sulfide.
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reference to the crystalline form. Both crystalline and
amorphous forms of chalcogenide have a wealth of
special effects, including reversible photoinduced
bleaching and darkening, and laser-induced crystal-
lization and amorphization. In addition the creation
and dispersal of defects by appropriate illumination
of some amorphous chalcogenides is accompanied by
changes in the electron spin resonance (ESR) signal.
Some of these effects have been the basis for
applications in optical memories. More prosaically,
chalcogenide glasses are important infrared
transparent materials and amorphous chalcogenide
thin films have had historical importance as the
photoconductive layer in xerography, although
here they are now being supplanted by less toxic
amorphous silicon alloys.

Electrical Properties of Amorphous
Semiconductors

The electrical conductivity of amorphous semicon-
ductors is often controlled by the defects that are
introduced by impurities or by structural flaws. For
a-Si:H this provides alternative conduction mechan-
isms, via extended state electron and hole conduc-
tion (as in crystalline silicon), and via hopping of
electrons or holes through localized energy levels
within the bandtails or within the bandgap. The
relative importance of each route depends on the
temperature and on the density of states (DOS) in
each energy range, as well as on the mobility of the
charge carriers.

These different conduction mechanisms are
clearly seen in the temperature dependence of the
conductivity of a-Si:H and of many amorphous
chalcogenides, since a semilog plot of conductivity
versus 1000/T K will have portions with different
slopes as each mechanism dominates a particular
temperature range. Near room temperature, good-
quality a-Si:H films in the dark exhibit a well-
defined Arrhenius relationship with an activation
energy that is the energy separation of the Fermi
level from the conduction band extended states,
electrons dominating the conductivity. The conduc-
tion band extended states do not have the high
electron mobility found in crystalline silicon, due to
the disruption of long-range order and the conse-
quent increased electron scattering. Typical electron
mobilities in a-Si:H are ,1 cm2 v21 s21, and hole
mobilities are even lower.

The band tail states have even worse carrier
mobilities, since movement is by hopping to vacant
sites that might lie at some distance, and hopping
is unlikely between sites that have a large energy

difference. (The process has an inverse exponential
dependence on the energy difference between the
initial and final states.) Hopping of carriers between
states that lie within the bandgap is a significant
contribution to the conductivity only at low tem-
peratures, unless the density of such defects is high.
In materials having weakly localized states, nearest-
neighbor hopping is supplanted by variable range
hopping, as carriers prefer to hop to a more distant
site if it has a smaller energy difference from the
starting site than do the neighboring sites. As the
temperature is lowered, this hopping distance
will increase and the conductivity has N.F. Mott’s
characteristic exp(2B/T 1/4) dependence on tempera-
ture, T. Lower-quality films deposited by plasma
CVD on to unheated substrates tend to be p-type due
to hopping conductivity through the high density of
defect states. The link between substrate deposition
temperature and material quality is caused by the
way in which hydrogen is incorporated into the
growing material: high temperatures allow only
singly bonded hydrogen, which passivates dangling
bonds thus removing bandgap defect energy levels.
Low temperatures also allow hydrogen to be
incorporated as Si–H2 and this disrupts the Si–Si
lattice bonding, producing more defect levels.
Confirmation of this effect is obtained from sput-
tered amorphous silicon, with and without hydrogen
added to the argon.

When a-Si:H is illuminated it may show strong
photoconductivity, depending on the preparative
conditions. Free carriers are generated by the
illumination but may fall into defect states (energies
within the band gap) where they can be released or
can recombine with the oppositely charged carriers.
The detailed response to light (wavelength, intensity,
duration) and temperature thus depends on the
distribution and concentration of defects. Lumi-
nescence effects are similarly influenced. Most
amorphous chalcogenides are only weakly photo-
conductive due to their high density of gap states,
those near the middle of the gap (e.g., VAPs) being
highly effective recombination centers.

The electrical properties of other hydrogenated
amorphous tetrahedral semiconductors based on
silicon are determined by their defect populations,
and in general they are less well behaved. a-Si:Ge:H
and a-Si:Sn:H have reduced bandgaps and
a-Si:C:H and a-Si:N:H have increased bandgaps,
which offer many possibilities for multilayer device
design, provided that their normally high defect
contents can be reduced or controlled.

The study of glassy semiconductors was stimu-
lated in the 1960s by the discovery of electrical
switching in sputtered multicomponent thin films.

SEMICONDUCTOR MATERIALS / Amorphous Semiconductors 345



These simple devices changed from a nonconducting
to a conducting state when the applied electric field
exceeded a certain threshold, and returned to their
initial state when the current fell below a certain
value. A variety of other switching types was
discovered, especially under pulsed operation,
including those having a memory effect based on
the reversible crystallization and vitrification of a
narrow filament between the contacts. A theoretical
model of these devices comprises both electronic and
thermal effects, which are responsible for initi-
ating the switching event and for memory effects.
A practical problem has been the variable jitter in the
switching time.

Applications

Amorphous silicon alloy films are valuable as the
active layers in thin-film photovoltaic cells, two-
dimensional optical position detectors, linear image
sensors (optical scanners), and thin-film transistors
used in liquid crystal display panels. They also have
uses as antireflection coatings and planar optical
waveguides. Amorphous chalcogenide films have
been used as electrical switches and memory devices,
for optical data storage, and as dry photoresists and
electron beam resists. Both types of amorphous
material have been used in xerography and medical
X-ray imaging detectors.

Amorphous silicon solar cells have power con-
version efficiencies of ,12% for the most compli-
cated structures. These are tandem cells that use
different alloys (including a-Si:C:H) for the various
layers, in order to enhance effective absorption of
the solar spectrum. A serious drawback of using
amorphous semiconductors in electronic devices is
their short carrier diffusion length. In solar cells this
is circumvented by ensuring that there is a built-in
field to separate photogenerated electron–hole pairs
before they can recombine. Because doped amor-
phous silicon alloys have high defect densities, it is
difficult to make the effective pn junctions that
provide such built-in fields in conventional crystal-
line silicon cells. Instead, amorphous silicon cells
use pin structures, where the i-layer is effectively
undoped and provides an extended electric field
between the p-i and i-n junctions. Long periods of
illumination increase the dark current in these
devices, as additional defects are generated. This
‘Staebler–Wronski effect’ is believed to be associated
with hydrogen movement at a passivated dangling
bond (Si –H) and a nearby weak Si–Si bond.

It is a cause of slow degradation in unstabilized
solar cells although the change may be reversed by
thermal annealing.

In contrast to ‘minority carrier’ photovoltaic
devices, thin-film transistors necessitate the control
of majority carriers alone. To address each pixel in a
liquid crystal display, a switching element is needed
and simple thin-film transistors fulfill this role.
Although low carrier mobilities in amorphous
semiconductors restrict the current passed and
switching speeds, the requirement for coating
large area glass panels at low temperatures make
a-Si:H with a-Si:N:H gate dielectric almost the only
options. Improved performance is possible by using
pulsed laser irradiation to change the amorphous
semiconductor to polycrystalline material.
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Introduction

Direct gap semiconductors have many unique proper-
ties which are advantageous for optical and electronic
applications, and in particular for detectors and
emitters of infrared radiation associated with inter-
band optical transitions. Gallium arsenide, GaAs,
based structures have principally been used in the
near-infrared, and so-called narrow gap semiconduc-
tors in the mid-infrared (MIR) spectral regions. More
recently systems based on intersub-band transitions
have shown great promise for MIR devices, with the
obvious advantage for some applications that they
can be constructed from large gap, better controlled
materials (mainly InP- and GaAs-based to date) and
have a peak operating frequency which is determined
simply by the design of the particular quantum
structure. Both approaches have been substantially
advanced by band structure engineering techniques,
reducing Auger losses and phonon losses, respect-
ively, which is the subject of the present work.

The classic examples of narrow gap materials
are the III–V semiconductors (InSb, InAs, and
their related alloys), II–VI semiconductors (mainly
Hg12xCdxTe), and the lead salt alloys. As a direct
result of the small energy gap, these materials have a
very low electron effective mass, very high electron
mobility, even at room temperature, and a high
saturation velocity. In addition they have a high ratio
of stimulated to spontaneous transition probabilities
and a large nonlinear susceptibility. However, they
have the disadvantage of a high intrinsic carrier
density at room temperature and thermal generation
rate, so that a fundamental limitation to the
performance of devices at elevated temperatures
(preferably room temperature) is nonradiative
losses resulting from Auger recombination processes.
One solution is to cool these systems to 80 K or below
which involves expensive and bulky cooling methods
such as Stirling-cycle coolers, negating their advan-
tages over other, otherwise inferior, devices. In the
past 10 years there has been an intensive effort to
circumvent this limitation by quantum structure and
so-called ‘band structure engineering’ techniques
made possible by epitaxial growth techniques,
whereby the Auger processes are suppressed. Since
the emphasis of the band structure engineering work

has been mainly towards the optimization of III–V
semiconductor lasers rather than detectors, we reflect
that emphasis here. Although developed more
recently than the bipolar diode lasers, the unipolar
quantum cascade (QC) lasers provide perhaps the
best example of systems that can be conveniently
optimized by band structure engineering techniques.
In this case, phonon processes dominate so that
the design is to do with phonon suppression. Thus,
we are concerned principally with suppression of
Auger processes for interband devices, and phonon
processes for intraband devices.

Nonradiative Processes and Band
Structure Engineering

Suppression of Auger Recombination

Electron recombination processes are dealt with in
detail elsewhere in the Encyclopedia (see Semiconduc-
tor Physics: Recombination Processes) but we briefly
summarize the main points here. It is well known that
there are three principal interband recombination
mechanisms by which thermodynamic equilibrium is
established in semiconductors: Shockley–Read
recombination, radiative recombination, and Auger
recombination. These are shown schematically in
Figure 1. The Shockley–Read recombination occurs
via extrinsic energy levels produced by lattice defects
and impurities, Figure 1a, and can in principle be
controlled by the procedure used to grow the material;
hence it does not provide a fundamental limit to the

Figure 1 Electronic processes in semiconductors: (a)

Shockley–Read recombination; (b) radiative recombination;

(c) Auger recombination; (d) impact ionization.
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carrier lifetime. The radiative and Auger mechanisms
(Figure 1b,c, respectively) are, however, fundamental
and are determined by the electronic structure of the
material. The former is central to the operation of
light-emitting diodes and is approximately inversely
proportional to the electron and hole concentration.
Optimum detector operation is achieved in materials
that are limited by the radiative lifetime mechanism.
Thus, in both cases it is desirable to minimize Auger
processes.

By contrast with the two-particle radiative recom-
bination process, Auger recombination is a three-
particle interaction. For example in one so-called
CHCC (or Auger-1) process an electron collides with
a second electron; the first electron recombines with a
hole in the valence band and the energy produced by
the electron–electron collision excites the second
electron higher up into the conduction band. This
second electron eventually de-excites by phonon
emission, and can cause observable heating of carriers
by an Auger type of up-conversion. However, for the
present article we are only interested in the first part of
the process, so we do not consider the heating further
here. The Auger process is the inverse of impact
ionization where an energetic conduction electron
collides with a valence electron, thereby creating an
electron–hole pair as shown in Figure 1d. The final
state consists of two low-energy electrons and one
hole. Analogously, in Auger recombination the initial
state has three particles (e.g., two electrons and one
hole) and the final state one (e.g., one electron). Due
to this three-body nature, the collision probability
(or transition rate) per unit volume, R, varies with the
cube of the carrier concentration and (if n ¼ pÞ may
be written R ¼ Cn3; where n is the electron density
and C is referred to as the Auger coefficient. Note
that the Auger rate is sometimes defined per carrier as
R0 ¼ Cn2 ¼ 1=tA; where tA is the Auger lifetime.

Narrow gap III –V semiconductors have the
familiar three-band (so-called Kane energy band
structure – (see Semiconductor Physics: Band
Structure and Optical Properties) consisting of an
s-like conduction band separated by a small energy
gap from a triply degenerate p-like valence band, part
of whose degeneracy is raised by spin–orbit splitting
as shown in Figure 2. Thus, a large number of
permutations of Auger processes become possible for
n- and p-type semiconductors. Those which are
initiated by a collision between two electrons are
referred to as conduction, or n-n, Auger processes
(e.g., the CHCC process), and those by a collision
between two holes as valence, or p-p, Auger
processes. It can be shown that the n-n process
(so-called CHCC or Auger-1) illustrated in Figure 3a
is dominant in bulk n-type and the p-p process

(so-called CHLH or Auger-7) shown in Figure 3c is
dominant in bulk p-type semiconductors, and so these
have received the most attention. For larger gap
(shorter wavelength) semiconductors there is some-
times a significant resonance between the bandgap
and the spin–orbit splitting and the p-p process
(CHSH) shown in Figure 3b becomes important.
Clearly these simple descriptions require extension
when the more complex band structure of strained
layer superlattice quantum systems is considered.

With certain approximations, some analytic solu-
tions for the Auger recombination rates are possible.
This model is, while not appropriate for higher levels
of band structure engineering, very important for
giving an insight into how Auger effects should be
studied, and how they themselves might be engineered.
The approximations generally used are parabolic
bands and Boltzmann statistics, but some further
analytic results may also be obtained when these
restrictions are relaxed. Bloch functions and Fermi’s
golden rule are utilized (see Semiconductor Physics:
Recombination Processes) to describe the particle
states, so obtaining the general expression for the
Auger rate per unit volume. Energy and momentum
conservation provide strong constraints on the result-
ing integral, and give rise to a considerable reduction in
the Auger transition rate. However if, for example, the
momentum conservation constraint is relaxed due to
occupied levels existing with a broad range of
momenta, such as at some band extremum with a

Figure 2 Schematic diagram of the conduction and valence

band structure of InSb showing the energy bands around the

G-point (k ¼ 0) that are involved in Auger transitions.
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large effective mass, then the Auger rate will be
strongly enhanced. Or to put it the other way round,
the Auger rate can be reduced by engineering the band
structures such that the heavy hole effective mass is
reduced (e.g., by stress – see below) to approach that of
the conduction band. Furthermore, since we are
concerned with nonradiative recombination across
the bandgap with energy Eg, any energy levels (again
band extrema in particular) separated from the
conduction or valence band edges by Eg are particu-
larly susceptible to the excitation part of the Auger
process. The Auger rate may therefore be reduced by
designing the structure so that there are no band
extrema at energies Eg from the conduction and
valence band edges.

Interband (Bipolar) Lasers

The technology of band structure engineering, which
includes superlattices, quantum confinement, and
intentional incorporation of strain, has now become
sufficiently advanced that it can be employed in a
routine manner. As originally proposed, the modified
band structure of strained III–V quantum-well
structures can lead to significant benefits for diode
laser performance, including reduced threshold
current density, improved efficiency, and enhanced
dynamic response and speed. Predicted advantages
have been demonstrated, although for near-infrared
devices these have not been quite as subs-
tantial as originally hoped because of the presence
of phonon-assisted Auger processes which are not so
susceptible to band structure engineering techniques.
Strained layer lasers are now commercially available
at a variety of MIR wavelengths, where the dominant

nonradiative loss is via the direct interband Auger
scattering routes.

From the point of view of the present article the
main contribution of ‘designed’ strain splittings and
quantum confinement is in the reduction of the Auger
coefficient itself, by removing states that easily satisfy
the momentum and energy conservation conditions
required for the process to take place. However, in
addition to this there can be a substantial reduction in
the threshold carrier injection level required for
population inversion in a laser. In real III–V semi-
conductors the heavy hole valence band mass, mh, is so
much greater than the electron mass, me, that the usual
laser picture of degenerate electron and hole distri-
butions does not apply. At normal carrier injection
levels the quasi-Fermi level of the holes is above the top
of the valence band resulting in a classical heavy hole
distribution. Thus, the lower laser levels are almost
completely filled with electrons, by contrast with the
ideal situation of two mirror bands. This leads to an
injection level for the laser threshold of greater than
2:1 required for the actual case compared to the ideal
case. Since the Auger recombination rate per unit
volume is approximately proportional to the cube of n,
this factor of ,2 reduction in injection level can
produce a factor of almost an order of magnitude
reduction in this loss mechanism. Large biaxial
strains, either compressive or tensile, can lead to a
considerable reduction in the hole mass and hence in
the density of states at the top of the valence band, so
that the laser characteristics may then approach those
of an ideal semiconductor, with me ¼ mh:

A further important loss mechanism is free hole
absorption of the heavy holes resulting from inter-
valence band transitions. This can be effectively

Figure 3 Important Auger recombination mechanisms for mid-infrared (MIR) semiconductor detectors and lasers: (a) CHCC or

Auger-1; (b) CHSH; (c) CHLH or Auger-7.
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eliminated, and other improvements made to laser
performance, by the introduction of a strained layer
structure which raises the degeneracy of the light and
heavy hole at k ¼ 0 and reduces the mass of the heavy
hole. One example of this comes just from the
symmetry of the problem, where clearly the cubic
symmetry of the p-like valence band is not matched to
the uniaxial symmetry of the laser beam. Application
of biaxial or uniaxial strain removes the cubic
symmetry, changing the relative energies of the px,
py, and pz valence states, and making it possible for
almost all of the injected holes to be in the states of
the correct symmetry to take part in the lasing action.
The one parasitic phenomenon in semiconductor
lasers which is hardly affected by band structure
engineering is spontaneous emission, which will
always make some contribution to the current density
required at threshold.

The band structure of a bulk unstrained direct gap
tetrahedral semiconductor is shown again for com-
parison in Figure 2. The effect of biaxial tension and
compression is shown respectively in Figure 4a,b. In
each case the lowest conduction band is approxi-
mately parabolic near the zone center, but becomes
anisotropic with the electron dispersion at small k.
The axial strain breaks the cubic symmetry of the
semiconductor, introducing a tetragonal distortion

which splits the degeneracy of the light and heavy
hole states at the valence maximum, G, typically by
about 60–80 meV for a 1% lattice mismatch. The
resulting valence band structure is highly anisotropic
(Figure 4a,b), with the band which is heavy along the
strain axis, wavevector k’, being comparatively light
in the plane, along kk, and vice versa. The in-plane
mass, mk, determines the density of states, and thus,
under compression (Figure 4b), can be reduced
according to the principles described above to
improve conditions towards those for ideal laser
operation: viz, (1) that there is only one band at the
valence band maximum; (2) that it has an effective
mass as close to that of the electron as possible; and
(3) that above the Bernard–Duraffourg transparency
condition, the polarization of the gain is anisotropic,
with spontaneous emission and gain being suppressed
along all directions except along the axis contributing
to the laser beam.

Since the Auger recombination involves three
carriers, the Auger current JNR in a device with an
undoped active region varies approximately as
JNRðTÞ / CðTÞn3

th, where C(T) is the temperature-
dependent Auger coefficient per unit volume and nth
is the threshold carrier density. The influence of
strain on Auger recombination has two aspects, as
discussed above. First, JNR is very sensitive to any
reduction in nth brought about by strain either
through a decrease in h (heavy hole) mass or an
increase in the optical transition strength. Secondly,
strain may change the magnitude of C(T) for the
interband Auger processes described earlier (Figure 3).
A simple calculation of Auger recombination in a
quantum well heterostructure, assuming parabolic
bands and Boltzmann statistics, shows that the
coefficient increases exponentially with temperature
as CðTÞ ¼ Coexpð2Ea=kTÞ; where the activation
energy, Ea, is approximately dependent on (mh)21.
Thus, both of these should be reduced by several
orders of magnitude due to a reduction in the heavy
hole mass, mh, resulting from the strain effects
discussed above.

Phonon Scattering: QWIPs and QC Lasers

Sub-band transitions are useful for MIR detectors and
emitters because they make it possible to cover a broad
range of MIR wavelengths using the same combi-
nation of large gap, InP-based and GaAs-based state
of the art semiconductor alloys that are used for
high-speed electronics and optical communications.
They are the most advanced of the low-dimensional
solids from the point of view of demonstrated
detector performance. This superior control of
materials results in high uniformity and has thus

Figure 4 Schematic representation of the band structure of a

direct gap tetrahedral semiconductor: (a) under biaxial tension the

hydrostatic component of the tension reduces the mean bandgap,

while the axial component splits the degeneracy of the valence

band maximum and introduces an anisotropic valence band

structure (the highest band being light along the strain axis, kz and

comparatively heavy perpendicular to that axis, k’); (b) under

biaxial compression the mean bandgap increases and the valence

splitting is reversed.
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allowed the demonstration of large 128 £ 128 arrays
with excellent imaging performance. Detectivities
Dp . 1010 cm Hz1=2 W21; low noise equivalent
temperature differences, and excellent infrared video
imaging can be achieved at 10 mm for temperatures
T ¼ 10–80 K:

Although the QWIP (quantum well infrared
photodetectors) detectors showed promise for many
years as alternatives to HgCdTe systems, the first
intersub-band laser was not realized until the
demonstration of the quantum cascade (QC) laser.
Intersub-band (QC) lasers differ fundamentally from
bipolar diode lasers in that they rely on only one type
of carrier and on electronic transitions between
conduction sub-band states arising from size quanti-
zation in semiconductor quantum heterostructures.
These in-plane sub-bands have the same curvature (by
contrast with the interband devices which have
conduction and valence bands of opposite curvature),
so that the joint density of states and corresponding
gain spectrum (collision limited) is much narrower
and approximately symmetric. Thus, the arguments
which show that the Kane-type band structure is
particularly disadvantageous for the overall Auger
loss mechanism in interband diode lasers do not
apply; the problems resulting from having me ,, mh

are removed and the inversion is much less sensitive
to thermal broadening of the electron distribution. In
addition, there is no free hole absorption, and, since
the component semiconductor materials are of
comparatively wide bandgap, there is negligible
intrinsic carrier concentration. However, the
threshold current density tends to be rather large
owing to the rapid nonradiative phonon relaxation of
the population inversion.

In the original QC laser structure the electrons
streamed down a potential staircase, sequentially
emitting photons at the steps, consisting of coupled
quantum wells in which the population inversion
between discrete conduction band excited states was
achieved by control of tunneling. The laser structure
was grown with the Al0.48In0.52As/Ga0.47In0.53As
heterojunction material system lattice matched to
InP. Electrical pumping was achieved by alter-
nating 25 undoped coupled-well active regions with
compositionally graded layers. The coupled-
well region was essentially a four-level laser system,
where a population inversion was achieved between
the two excited states, n ¼ 3 and n ¼ 2: While the
nonradiative phonon emission lifetime is short ðt32 ,
4:3 ps at the electric fields used in the
tunneling process), strong coupling to an adjacent
GaInAs well gives an even shorter lower state lifetime
ðt21 , 0:6 psÞ from optical phonons with nearly zero

momentum transfer between the strongly overlapped
and closely spaced n ¼ 2 and n ¼ 1 states. This enables
the achievement of a population inversion between
these states. (Note that the separation between the
n ¼ 2 and n ¼ 1 states, E21, is designed to be
approximately equal to the optical phonon energy.)

The radiative efficiency of these QC devices is
unavoidably low ð,1023Þ because most of the
electrons in the upper sub-band relax within ,1 ps
through nonradiative optical phonon emission before
radiative transitions with a lifetime in the nanosecond
range have a chance to occur. An alternative
configuration has been proposed, the type II inter-
band cascade laser (T2ICL), which retains the
advantages of cascaded tunneling injection and
wavelength tuneability but eliminates the nonradia-
tive phonon path between valence and conduction
bands of opposite curvature. In addition, band
structure engineering ideas discussed above are
incorporated to suppress the unwanted Auger pro-
cesses; the design results in a light in-plane hole mass
and the removal of resonances between the energy
gap and intervalence transitions.

See also

Semiconductor Materials: Group IV Semiconductors,
Si/SiGe; Type-II Quantum Wells and Superlattices.
Semiconductor Physics: Band Structure and Optical
Properties; Outline of Basic Electronic Properties;
Quantum Wells and GaAs-Based Structures; Recombina-
tion Processes.
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Dilute Magnetic Semiconductors
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Introduction, General Remarks

Semimagnetic semiconductors (SMSs) are a group of
solids at the interface between semiconductors and
magnetic materials. Semimagnetic semiconductors,
also referred to as dilute magnetic semiconductors,
are semiconductor-based solid solutions where some
of the cations are replaced by transition metals or
rare earth elements. The crystallographic structure
of the semiconductor is conserved; the lattice
constant is a function of composition. From a
magnetic point of view SMSs are disordered
magnetic materials, since magnetic atoms are
randomly distributed in the cation sublattice of the
semiconductor compound. Table 1 presents the
most complete list of bulk ternary SMSs. Quatern-
ary SMSs are also investigated (e.g., PbSnMnTe or
CdMnSeTe).

Generally speaking, in SMSs there coexist two
interrelated and interacting subsystems: mobile
delocalized charge carriers and localized magnetic
moments connected with paramagnetic ions. Elec-
tronic (mainly optical) properties of SMSs have been
the subject of intensive studies since early in 1970.
Due to the strong spin exchange interaction between
mobile carriers and localized magnetic moments (the
exchange constant of the sp-d interaction is of the
order of 1 eV for II–VI SMSs) significant changes of
the band structure and behavior of the carriers were
observed. A number of new physical phenomena
were discovered, such as giant Faraday rotation
(now important in magnetic field sensors and other
applications in, for example, the automobile indus-
try based on this strong magneto-optical effect), the
magnetic field induced metal–insulator transition,
the bound magnetic polaron and quantum thermo-
magnetic oscillations. Investigations of the influence
of the electron subsystem on the magnetic properties
of SMSs are connected with the observation of a
ferromagnetic phase in PbSnMnTe induced by
carrier concentration.

Molecular beam epitaxy (MBE) grown GaAs
with Mn opened a new chapter of III–V SMSs
showing ferromagnetic behavior with the highest
transition temperature Tc ¼ 110 K: In 1987 the
first paper devoted to layered structure and
magnetic properties of low-dimensional (LD)

SMSs was published starting intensive studies
of superlattices and other LD structures made
of SMSs.

Energy Band Structure, Optical and
Magneto-optical Properties of SMSs

Replacing cations such as Cd or Hg with a
paramagnetic ion such as Mn in the same crystal-
lographic structure does not markedly disturb the
semiconductor properties of the material. The
energy gap changes (increases) but the conduction
and valence bands conserve their symmetry and
character as in nonmagnetic semiconductor mixed
crystals. The spin momentum of paramagnetic ions
is connected with the 3d or 4f shell, for transition
metals or rare earth elements, respectively. The
energy level of 3d or 4f electrons lies below the top
of the valence band and thus has negligible
influence on its shape or that of the bottom of the
conduction band. Thus all basic semiconductor
optical properties connected with the band sym-
metry and topology are the same as for a typical
semiconductor. These are described, for example, in
articles on the lead salts (MS641) involving direct
optical transitions at the L-point of the Brillouin
zone, and on mercury cadmium telluride (MS639)
with direct optical transitions at the G-point. The
only influence of the magnetic subsystems on
electrons comes from the spin exchange interaction
between mobile carriers and localized magnetic
ions. This interaction can be represented by a
Heisenberg term

Hex ¼ �s
X

i

�SiJðr 2 RiÞ ½1�

where s and S are spin operators of the band
electron and magnetic ion, respectively, the sum-
mation is over all lattice sites occupied by the
magnetic ions, and J is the exchange constant.

Assuming mean field and virtual crystal approxi-
mations this term can be rewritten in the form which
is periodic with a lattice constant:

Hex ¼ xk�Slav �s
X
R

Jðr 2 RÞ ½2�

where x is the molar fraction of magnetic ions, k�Slav is
the average over all magnetic ions and is directly
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related to the magnetization of the sample:

M ¼ N0gmk�Slav ½3�

N0 is the number of unit cells per unit volume, g is the
Lande factor for magnetic ions, and m is the Bohr
magneton.

The Heisenberg term must be added to the
effective-mass Hamiltonian to solve the energy
eigenvalue problem for SMSs. Realizing this was
the turning point in understanding their properties
and provided a basis for this group of alloys to be
distinguished from other semiconductor mixed
crystals. Since that time SMSs have become the
subject of intensive studies in Europe and
elsewhere.

The exchange interaction depends on the ion spin
and the exchange constant. The spin of Mn is the
highest for transition metals and equals five Bohr
magnetons, and whilst a typical value for the
exchange coupling between magnetic ions Jd–d is
1023 eV, the exchange constant for electrons and
holes with magnetic ions Jsp–d is about 1 eV in SMSs.

The exchange interaction is also strongly tempera-
ture and magnetic field dependent. As the macro-
scopic magnetization of a sample is proportional to
the thermodynamic average value of the magnetic
ion spin, to a good approximation we can replace
the ion spin operators in the Hamiltonian by their
average value, calculated or taken from measure-
ments of the magnetization. From typical magnetic
functions we can thus obtain information on the
electron behavior.

In semiconductors, an external magnetic field acts
on both the orbital motion and the spin of electrons
producing Landau quantization and spin splitting, to
an extent dependent on the effective mass of the
carriers. The exchange interaction acts on their spin
only and is, in effect, mass independent. Because of
this, and also the large value of Jsp–d, the band
structure in turn changes drastically under the
influence of an external magnetic field and depends
strongly on temperature. From Figure 1 we can see
that the very typical structure of the degeneracy of
the light and heavy hole valence bands disappears in
SMS when a magnetic field is applied. The change
is accompanied by a drastic increase of hole mobility
like that observed in low-dimensional structures.
In SMS such as Hg12xMnxTe or Hg12xMnxSe
(for x # 0:07Þ (Figure 2), the magnetic field
produces an overlap of the valence and conduction
bands, an effect never observed in nonmagnetic
semiconductors.

Impurity levels are also influenced by exchange
interactions: the ionization energy of an acceptor

Table 1 Composition and crystal structure of ternary

bulk SMSs

Material Crystal structure Composition range

II–VI (Mn)

Zn12xMnxS ZB 0 , x # 0.10

W 0.10 , x # 0.45

Zn12xMnxSe ZB 0 , x # 0.30

W 0.30 , x # 0.57

Zn12x MnxTe ZB 0 , x # 0.86

Cd12x MnxS W 0 , x # 0.45

Cd12x MnxSe W 0 , x # 0.50

Cd12x MnxTe ZB 0 , x # 0.77

Hg12x MnxS ZB 0 , x # 0.37

Hg12x MnxSe ZB 0 , x # 0.38

Hg12x MnxTe ZB 0 , x # 0.35

II–V (Mn)

(Cd12x Mnx)3As2 tetr. 0 , x # 0.18

(Zn12x Mnx)3As2 tetr. 0 , x # 0.15

lV–VI (Mn, Eu, Gd)

Pb12x MnxS RS 0 , x # 0.05

Pb12x MnxSe RS 0 , x # 0.17

Pb12x MnxTe RS 0 , x # 0.12

Sn12x MnxTe RS 0 , x # 0.40

Ge12x MnxTe RH 0 , x # 0.18

RS 0.18 , x # 0.50

Pb12x EuxSe RS 0 , x # 0.04*

Pb12x EuxTe RS 0 , x # 0.32*

Sn12x EuxTe RS 0 , x # 0.013

Pb12x GdxTe RS 0 , x # 0.11*

Sn12x GdxTe RS 0 , x # 0.09*

II–VI (Fe, Co, Cr)

Zn12x FexS ZB 0 , x # 0.26*

Zn12x FexSe ZB 0 , x # 0.22*

Zn12x FexTe ZB 0 , x # 0.01*

Cd12x FexS W 0 , x , 0.09*

Cd12x FexSe ZB 0 , x , 0.20

Cd12x FexTe ZB 0 , x # 0.06*

Hg12x FexS ZB 0 , x # 0.037*

Hg12x FexSe ZB 0 , x # 0.20*

Hg12x FexTe ZB 0 , x # 0.02*

Zn12x CoxS ZB 0 , x # 0.15*

Zn12x CoxSe ZB 0 , x # 0.10*

Zn12x CoxTe ZB 0 , x , 0.06*

Cd12x CoxS W 0 , x # 0.064*

Cd12x CoxSe W 0 , x #0.082*

Cd12x CoxTe ZB 0 , x # 0.04

Hg12x CoxS ZB 0 , x # 0.02

Hg12x CoxSe ZB 0 , x # 0.047*

Zn12x CrxSe ZB 0 , x # 0.005*

Zn12x CrxTe ZB 0 , x # 0.003*

Cd12x CrxS W 0 , x # 0.002*

ZB – zinc blende, W – wurtzite, RS – rock salt, RH –

rombohedral. Asterisks denote SMSs with the highest

reported x value; tetr, tetragonal structure.

Reprinted in part from Ga l⁄ązka RR (1995) Influence of electron

subsystem on magnetic properties of semimagnetic semi-

conductors. In: Tróc R, Morkowski J and Szymczak M (eds)

Proceedings of the International Conference of Magnetism,

Warsaw 1994. Journal of Magnetism and Magnetic Materials,

113–116. Copyright Elsevier Science.
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decreases and its wavefunction becomes anisotropic
under the influence of a magnetic field. Both effects
produce a giant negative magnetoresistance and a
field-induced insulator–metal transition. Indeed all
(particularly optical) properties susceptible to being
changed by a magnetic field are very different in
SMSs from those of standard semiconductors: the
Faraday effect., Shubnikov–de Haas oscillations,
interband magnetoabsorption, luminescence and

spin flip Raman scattering (see below) become
strongly dependent on temperature and magnetic
field.

In the absence of a magnetic field, the average
value of the ion spins is zero, the magnetization
is zero too, and SMSs should behave as typical
non-magnetic semiconductors. Whereas this is true
for delocalized band electrons, when an electron is
localized around an impurity, a bound magnetic
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Figure 1 Conduction and valence band quantization in an external magnetic field for Cd0.95Mn0.05Te and CdTe. Spin splitting, which is

very weak in CdTe, is the main effect in CdMnTe. Notice the almost equal splitting of the heavy- and light-hole bands in CdMnTe. The
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polaron can be observed. This concept was first
introduced to explain the behavior of magnetic
semiconductors (Eu chalcogenides) and then later
was applied also to SMSs. A localized electron
can produce a spontaneous magnetization within
the range of its wavefunction via the exchange
interaction. Local ferromagnetic ordering in this
range produces a Stokes shift in spin-flip Raman
scattering even in the absence of an external
magnetic field and other related phenomena. Local
fluctuations of magnetization and a detailed knowl-
edge of electronic states are essential for a
theoretical description of this effect. The bound
magnetic polaron is a subtle example of the feed-
back between electronic and magnetic subsystems
present in SMS.

Magnetic Properties

Magnetic properties of SMS connected with the
exchange interaction between paramagnetic ions are
similar to those of other dilute magnetic materials.
The broad range of possible magnetic ion concen-
trations (up to x ¼ 0:80 in Zn12xMnxTe and
x ¼ 0:70 for Cd12xMnxTe) allows us to observe the
evolution of magnetic interactions in the same
crystallographic structure as a function of magnetic
ion concentration. A continuous transition from
diamagnetic behavior (for x # 0:005Þ of the host
semiconductor, to paramagnetism, spin-glass (for
x $ 0:02Þ and finally antiferromagnetic order has
been observed. Type III antiferromagnetic ordering is
observed for x . 0:6 indicating that the magnetic
elementary cell contains two elementary cells of the
cation sublattice. From a crystallographic point of
view the magnetic subsystem is disordered; the dis-
tribution of magnetic atoms on the cation sublattice
is random.

A spin-glass-like state is observed in SMSs in the
broadest range of paramagnetic ion concentrations
ð0:02 # x # 0:60Þ below and above the percolation
threshold (Figure 3). Indeed the temperature depen-
dence of the magnetic susceptibility below and above
the transition temperature and their dynamic proper-
ties at low and high magnetic fields suggest rather the
existence of two spin-glass phases arising from the
competition between spin-glass and clustering beha-
vior. Below the percolation threshold (x # 0:17 for
fcc lattice) the mechanism responsible for a spin-glass
phase is even less clear, although, for such a dilute
system it must be long-range to produce freezing of
the spins.

The antiferromagnetic order has been inferred
from specific heat and magnetic susceptibility

measurements, and additional information concern-
ing this phase has come from neutron diffraction
studies: only a certain fraction of the total number of
magnetic ions (e.g., about 50% for CdMnTe,
x ¼ 0:65) is well ordered; the rest remain in a
disordered spin-glass phase. Thus a mixed phase
(antiferromagnetic and spin-glass coexisting together)
rather than a truly antiferromagnetic phase is
observed.

The influence of carrier concentration on mag-
netic properties has been extensively investigated
in metallic alloys. Several IV–VI semiconductors
like SnTe can exhibit quite high metallic-like
carrier concentrations. In the quarternary alloy
PbSnMnTe, the concentration of holes can be
varied by annealing in the range 1020 to 5 £ 1021

cm23: In Pb0.25Sn0.72Mn0.03Te an abrupt transition
from the paramagnetic to ferromagnetic phase has
been found for p . 3 £ 1020 cm23: The Curie
temperature is a function of hole concentration,
but the Mn ions conserve their magnetic moment
of five Bohr magnetons. The magnetic phase
diagram for this first ferromagnetic SMS (Figure 4)
is thus three dimensional (T,x,n) in contrast to the
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Influence of electron subsystem on magnetic properties of
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two-dimensional diagram (T,x) usually presented
for magnetic alloys. Even a low concentration of
spin polarized carriers when optically pumped can
change the magnetization of HgMnTe owing to the
strong exchange interaction of carriers with mag-
netic ions.

Low-Dimensional (LD) SMSs:
Magneto-optical and Spintronic
Effects

Modern technology such as MBE makes it possible
to obtain quasi-3D SMSs in the whole range of x
from 0 to 1. It also gives broad possibilities to
create different combinations of semiconductor,
SMS, and magnetic materials. In addition the
dimensionality of LD structures influences the proper-
ties of both electronic and magnetic subsystems.
Further there is almost always some strain in the
system which also influences the properties of super-
lattices and other LD structures. Studies of LD SMSs
not only extend the material base but open a new area
of dimension-dependent phenomena and interactions
in SMS systems.

Among many effects observed in LD SMS structures
we will mention only a few phenomena, where
exchange interaction is essential and which cannot
be observed in nonmagnetic LD semiconductors.

In all cases the giant (magneto-optical) Zeeman
splitting caused by the exchange interaction plays a
key role.

In superlattices made of ZnSe/ZnMnSe with a
small amount of Mn, the band offset of conduction
and valence bands is negligible at zero external
magnetic field. In the presence of an external field
the conduction and valence bands of ZnMnSe split
creating a spin-superlattice because the spin-split
states allow only one spin configuration. The
possibility of the existence of such a spin super-
lattice was earlier suggested for SMSs and later
experimentally observed.

If the superlattice, quantum well or heterostructure
is made of SMS and non-SMS material (e.g. ZnTe/
CdMnSe or CdTe/CdMnTe) one can exploit the
drastic differences in the Zeeman splitting occurring
in different layers to pinpoint the localization in space
of specific electronic states. If one (hole or electron) or
both states involved in optical transitions originate
from the SMS layer, this state will show a very strong
Zeeman splitting in the external magnetic field.
Thus the SMS component can be used as a ‘marker’
in order to bring out the general properties of the
wavefunction distribution.

Excitonic Zeeman splitting in non-magnetic
quantum wells with SMS barriers can be applied to
studies of the shape of interface profile and the
influence of the growth conditions on the shape of
the interface. If the interface is not completely flat,
even a small fraction of magnetic atoms in the well
close to the interface can significantly enhance the
Zeeman exciton splitting in the quantum well.
The sensitivity of this method allows one to detect
the sharpness of an interface with one monolayer
accuracy.

The MBE technique opens up possibilities of
creating hybrid structures with SMSs, useful for
spintronic devices such as spin filters, spin transistors
and tunneling magnetoresistance sensors. Very
importantly, it has been realized that SMSs are highly
suitable to form the ferromagnetic spin injecting
electrodes in such systems where simple metallic
electrodes fail because of the large electrical resist-
ance mismatch between the electrode and the
semiconductor in which the spin is being processed.
A further possibility is to fabricate hybrid metallic
ferromagnetic–SMS structures. In such a case one can
make use of the magnetic field exerted by the metallic
ferromagnet positioned very close (on an atomic
scale) to the SMS layer or quantum structure, thus
affecting the spin splitting in the latter. One could use
such a fringe field to shape the band edges in such a
fashion that an additional localization of the carriers
in a two-dimensional quantum well is induced
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leading to formation of quantum wires or dots.
In other applications a spin-coherence storage
effect has been obtained for core electron polarization
in Mn-doped ZnSe quantum wells. The optically
pumped conduction electron spin polarization gen-
erates a nonequilibrium spin polarization of the
paramagnetic core electron spins(3d in the case of
Mn) through the core–conduction-electron coupling.
This core electron spin polarization persists long after
the conduction electron spin polarization has decayed
away and presents an interesting avenue towards
information storage.

The physics of SMSs is currently a well-established
part of solid state physics. In the investigations of bulk
crystals and LD structures many problems are solved
and new problems are waiting further research.
Particularly important seems to be investigation of
layers and LD structures because of the broad
technological possibilities and because of the new
important factor (i.e., dimensionality) whereby
spin-dependent phenomena can be intentionally
regulated.

List of Units and Nomenclature

g Lande factor for paramagnetic ion
Hex Heisenberg spin exchange Hamiltonian
Jd–d exchange constant for coupling between

paramagnetic ions (transition metals)
Jð�r 2 �RÞ exchange constant
Jsp–d exchange constant for electron or hole

coupling with paramagnetic ions
LD low dimensional
M magnetization
MBE molecular beam epitaxy
N0 number of unit cells per unit volume
SMS semimagnetic (diluted magnetic)

semiconductor
k�Slav average value of spin operator
Tc Curie temperature
Vh hybridization energy
x molar fraction of paramagnetic ions
m Bohr magneton
s; �S spin operators

See also

Magneto-Optics: Interband Magnetoabsorption, Cyclo-
tron Resonance, Spin Flip Raman Scattering. Semicon-
ductor Materials: Lead Salts; Mercury Cadmium
Telluride. Semiconductor Physics: Spin Transport and
Relaxation in Semiconductors; Spintronics.
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Background

Gallium Arsenide (GaAs) is an important semicon-
ductor that has come to dominate the field of
optoelectronics by virtue of its favorable electro-
optical properties and the ease by which it can be
controllably modified by extrinsic means; combining
it with its large family of related alloys (AlxGa12xAs,
InxGa12xAs, GaAsxP(12x), (InxGa(12x))yAsN12y) and
via the growth of hetero-structures with reduced
dimensionality (Quantum Wells-2D, Wires-1D, and
Dots-0D). In such low dimensional semiconductor
nanostructures, quantum mechanical effects are
directly exploited to customize and dramatically
enhance electro-optical properties. Such investi-
gations of the fundamental electro-optical properties
of GaAs-based compounds has resulted in the
emergence of several new device concepts such as
the Quantum Cascade laser, led to the discovery of
new physical phenomena like the fractional Quantum
Hall effect, and may pave the way for an entirely new
class of opto-electronic devices with true quantum
functionality.

In the following, we explore the fundamental
physical and electro-optical properties of GaAs and
its related alloys and illustrate the considerable
impact this remarkable family of materials has had
on modern semiconductor devices.

Fundamental Physical Properties

The crystal structure of GaAs (Figure 1 – inset)
consists of two interpenetrating face centred cubic
lattices that accommodate the group III and V atoms
respectively. The sub-lattices of Ga and As are shifted
from each other by a=4 along the [111] body diagonal,
where a is the lattice constant, forming the well-
known zincblende crystal structure. For stochio-
metric GaAs, the lattice constant is a ¼ 0:56536ð1Þ
nm at room temperature which translates to a Ga–As
nearest neighbor separation (bond length) of
0.2308 nm.

Figure 1 summarizes the variation of the lattice
constant for a number of GaAs related III–V
semiconductor alloys, plotted as a function of their
fundamental electronic bandgap. Particularly rele-
vant is AlAs, which also crystallizes in the zincblende

form and has a lattice constant ðaðAlAsÞ ¼ 0:5660ð2Þ
nmÞ almost identical to that of GaAs ðDa , 1%Þ: The
sole fact that the AlxGa(12x)As alloy can be almost
perfectly lattice matched to GaAs over its entire
compositional range, whilst exhibiting near continu-
ously variable electronic and optical properties, is the
principal reason for the key role GaAs-related
materials play in semiconductor opto-electronic
devices. We continue by investigating the electronic
and optical properties of the AlxGa(12x)As family of
materials and discover why they are particularly
suited to opto-electronic device applications.

Summary of Electronic Properties of
GaAs and AlxGa12xAs

The optical properties of semiconductors are deter-
mined principally by inter-band radiative transitions
involving electronic states in the vicinity of the
conduction (CB) and valence band (VB) extrema.
Consequently, in the following we focus on electronic
properties of GaAs close to these points and
substantiate our discussion using experimental data
obtained from optical spectroscopy.

GaAs Bandstructure

GaAs is a direct-gap semiconductor ðEg ¼ 1:42 eV at
300 K), both the conduction band minimum and

Figure 1 Fundamental bandgap of selected compounds within

the III–V semiconductor family plotted as a function of the cubic

lattice constant – a. The inset depicts the zincblende crystal

structure within the GaAs unit cell. Data obtained from various

sources, see for example Brozel MR and Stillman GE (eds) (1996)

Properties of Gallium Arsenide, INSPEC, emis Datareviews

Series No.16 and Loffe Institute, on NSM semiconductor data

repository at http://www.ioffe.rssi.ru
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valence band maximum occurring at the center of the
Brillouin zone (G-point). Figure 2 summarizes our
discussion of the electronic structure of GaAs,
depicting the bandstructure schematically within the
first Brillouin zone. The valence electron configur-
ations of Ga and As atoms result in the band edge CB
states being two-fold degenerate due to the electron
spin and characterized by an almost isotropic
effective mass of mp

G ¼ 0:068 mo: For GaAs hetero-
structures with reduced dimensionality, the very weak
anisotropy of the conduction band states can
generally be ignored when calculating the lowest
energy confined electron states but has a significant
impact on higher quantized levels and must, there-
fore, be included. In addition to the fundamental CB
minimum at the zone center or G-point of the
Brillouin zone, satellite minima occur at the six
equivalent X-points ðk ¼ ð1=a; 0;0ÞÞ and eight equiv-
alent L-points ðk ¼ ð1=a; 1=a;1=aÞÞ: The X-point and
L-point minima lie DEGX ¼ 0:49 eV and DEGL ¼

0:32 eV above the G-minimum at low temperatures
ðT ¼ 4:2 KÞ and are characterized by strongly direc-
tion dependent effective masses parallel (k) or
perpendicular (’) to the principal axes. Electronic
states in the vicinity of these minima are termed the X
and L-valleys respectively and have a significant
impact on high-energy electron transport in devices
such as HEMTs and in avalanche carrier multipli-
cation processes, but do not generally play a
significant role in the optical properties of the
binary – GaAs. However, satellite CB minima can
strongly influence the optical properties of GaAs–
AlAs superlattices and QWs that can exhibit a type-II

band alignment for GaAs layer thicknesses ,6 nm. In
this case, the electrons (holes) are localized in the
AlAs (GaAs) layer and the nature of the AlAs X-states
dominates the optical properties.

The valence band (VB) states of GaAs are four-
fold degenerate at the bandedge and, characteristic
of most zincblende semiconductors the valence
bandstructure, is significantly more strongly aniso-
tropic than the CB states discussed above. Away
from the G-point, the four-fold degeneracy of the
valence band states is lifted into 2 doubly degen-
erate sets of bands termed the heavy (HH) and light
hole (LH) bands by virtue of their zone center
effective masses (Table 1). The HH band is
considerably more strongly anisotropic than the
LH band and is characterized by a much larger
effective mass along the [100] direction when
compared with [001], mp

h½111� . mp
h½001�: The

anisotropy of the LH states is much weaker than
for the HH band, with approximately equivalent
effective masses along [100] and [111] crystal-
lographic directions. Typical values for the CB and
VB effective masses are summarized in Table 1,
obtained using a variety of experimental techniques
at low temperature.

Temperature Dependence

Quantitative values given above relate specifically
to the bandstructure at liquid helium temperatures
ðT ¼ 4:2 KÞ: Increasing temperature results in a
narrowing of many of the conduction–valence band
gaps discussed above and lowering of the effective
masses. This temperature dependence of the funda-
mental bandstructure arises from the anharmonic
dilation of the lattice and from interactions with
phonons, the population of which becomes signifi-
cant at elevated temperature. In the simplest picture,
one can visualize the effect of increasing temperature

Table 1 Low temperature GaAs effective masses for electrons

(upper panel) and holes (lower panel). Values marked with p are

inferred from measurements on GaAs based heterostructures and

values marked pp are calculated

Crystallographic axis Effective Mass (mo)

CB-G minimum Isotropic 0.068(2)

CB-X minimump k [100] 1.9

’ [100] 0.19

CB-L minimump p k [111] 1.9

’ [111] 0.075

VB-HH [111] 0.72(3)

[100] 0.33(6)

VB-LH [111] 0.08(3)

[100] 0.09(4)

Figure 2 Schematic representation of the bandstructure of

GaAs showing just a single conduction band over whole Brillouin

zone in G-L and G-X directions only and neglecting the split off

band that does not significantly influence electrical or optical

properties.
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as a shrinking of the first Brillouin zone as the lattice
constant increases, and with a subsequent increase of
the band curvature leading to ,5–10% lighter
effective masses at room temperature than at
4.2 K. In addition, the dramatic increase of the
phonon population at elevated temperatures results
in a narrowing of the fundamental bandgaps.
Phenomenologically, the temperature dependence of
the fundamental bandgaps can be well described by
the well-known Varshnii relation

EgðTÞ ¼ ET¼0 K
g 2

aT2

ðT þ bÞ
½1�

where a and b are experimentally determined con-
stants which are sensitive to the bandgap of interest
(e.g. G, X, or L, etc.) as summarized in Table 2.

GaAs/AlxGa(12x)As – The Most Significant Alloy

Incorporation of aluminum into the GaAs crystal to
form AlxGa(12x)As results in a number of profound
and important modifications of the electronic proper-
ties compared with pure GaAs. Aluminum is more
strongly electronegative than Gallium and conse-
quently the electron charge distribution along the Al–
As bonds are more strongly localized towards the
group-III site than for Ga–As bonds which qualitat-
ively results in a widening of the fundamental
bandgap with increasing aluminum composition ðxÞ:

The variation of the AlxGa(12x)As energy gaps for
the G, X, and L conduction band minima at low
temperature are summarized in Figure 3 as a function
of the alloy composition up to x , 0:8: The data of
Figure 3 reflect the results of optical emission and
absorption measurements and are most reliable for
more dilute compositions since crystalline AlAs and
high Al content AlxGa(12x)As oxidize rapidly under
atmospheric conditions.1 With increasing Al content,

the G-minimum shifts rapidly to higher energy whilst
the shift of the L and X-minima is significantly less
pronounced. At x , 0:4 the G and X minima intersect
and for x . 0:4; the lowest energy conduction band
minimum shifts to the X-point and the fundamental
bandgap becomes indirect. This effect is responsible
for the short wavelength cutoff of AlxGa(12x)As/GaAs
based multi-quantum well LEDs at l , 630 nm since
the transition to an indirect bandgap is accompanied
by a drastic reduction of the radiative efficiency.
Shorter wavelength LED operation region of the
spectrum is possible by moving to other related alloys
in the III–V family such as (AlxGa12x)0.5In0.5P (520–
630 nm) and (GaAs)0.6P0.4 (,600 nm). We return to
discuss the optical properties of AlxGa(12x)As below
in Section 4.

As expected, the pronounced modifications of the
bandgap induced by Al incorporation are
accompanied by modifications of the carrier effec-
tive masses and temperature dependence of
the bandgap. These compositional dependence of
the G, X, and L conduction band and HH and
LH valence band effective masses are summarized
in Table 3.

It should be stressed that the relationships given in
Table 3 should be considered to be accurate at the

Table 2 Varshnii coefficients for the G, L, and X CB minima

in GaAs relative to the top of the VB. For the G minimum a number

of experimental works are available and the value cited is the

average

a(1024 eV=K) b (K)

G point 5.45 210

X point 7.20 205

L point 6.05 204

Figure 3 The absolute energy (at 4.2 K) of the G, X and L CB

minima for AlxGa(12x)As as a function of aluminum composition

up to x , 0:8: Higher compositions are not given due to the well-

known unreliability of experimental data due to instability of high

Al content AlxGa(12x)As due to oxidation. Polynominals describ-

ing each curve are also plotted. Data taken from the following

sources: G-minimum, Bosio C, Staehli JL, Guzzi M, Burri G and

Logan RA (1988) Direct-energy-gap dependence on Al

concentration in AlxGa12x As. Physical Review 38: 3263–3268,

X-minimum, Guzzi M, Grilli E, Oggioni S, Staehli JL, Bosio C

and Pavesi L (1992) Indirect-energy-gap dependence on Al

concentration in AlxGa12x As alloys. Physical Review

B45: 10951, and L-minimum, Henning JCM, Ansens JPM

and Roksnoer PJ (1986) Spectroscopic determination of L6

conduction-band minima in AlxGa12x As. Journal of Physical

Chemistry, L335.

1 The ease by which high Al content AlxGa(12x)As can be

oxidized is of great technological benefit for device fabrication.

Examples include the formation of current apertures in injection
lasers, AlxGa(12x)As etch stops etc. For a summary Brozel MR and

Stillman GE (eds) (1996) Properties of Gallium Arsenide, INSPEC,

emis Datareviews Series No.16.
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,5–10% level, since reliable experimental data only
exists for the GaAs binary endpoint and more dilute
alloy compositions ðx , 0:3Þ:

The Varshnii coefficients of the temperature depen-
dence of the bandgap vary with xð0 , x , 0:5Þ
according to aðxÞ ¼ 5:5 þ 3:35xð1024 eV=KÞ and
bðxÞ ¼ 225 þ 88xðKÞ respectively. Recent photo-
reflectance measurements have indicated that these
simple linear relationships do not hold well over the
entire compositional range with evidence for some
bowing of aðxÞ and bðxÞ closer to the AlAs binary
endpoint.

GaAs/AlxGa(12x)As Hetero-interfaces

Modern epitaxial growth techniques now enable the
routine fabrication of semiconductor heterostruc-
tures consisting of a well-defined sequence of atom-
ically precise layers of different materials, which
together manipulate the opto-electronic properties to
suit a particular device or application. Of particular
technological relevance is the GaAs/AlxGa(12x)As
hetero-interface since both materials are lattice
matched for 0 , x , 1 (Figure 1), and multiple layers
of GaAs and AlxGa(12x)As can be readily deposited
without introducing defects into the crystal which
seriously degrade optical performance. In this section,
we summarize the most salient features of the GaAs/
AlxGa(12x)As hetero-interface, with particular
emphasis on the electronic properties before continu-
ing to discuss the optical properties of AlxGa(12x)As
in Section 4.

The most important parameters that characterize a
semiconductor hetero-interface are the magnitude
and sign of the conduction ðDEcÞ and valence band
ðDEvÞ offsets. These parameters determine how
effectively electrons and hole are localized within
specific epilayers and are related to the total
difference in the bandgap ðDEg ¼ EAlGaAs

g 2 EGaAs
g Þ

via DEg ¼
��DEc þ DEv

��: Taking the mean of 21
separate optical and electrical investigations

between 1985 and 1995, the currently accepted
value for the band-offset ratio is DEc=DEv < 64=36;
with an associated variance over the body of the
data of approximately ^8%. It should be stressed
that the majority of the experimental investigations
of the band offsets at the GaAs–AlxGa(12x)As
hetero-interface have been performed for alloy
compositions x , 0:4 and much less experimental
data exists regarding the variation of DEc : DEv

with higher Al composition. A rather old review
(c. 1992), collating data available, at the time has
indicated that the absolute energies of the conduction
and valence band offsets vary with composition
as DEc ¼ ð800 ^ 30Þx meV for ðx , 0:4Þ and
DEc ¼ ð510 ^ 40Þx ð0 , x , 1Þ: It is widely assumed
that the band offsets do not change appreciably with
temperature.

Optical Properties of GaAs and
Significant Alloys

Optical Absorption

Monochromatic light of energy Ep ¼ "v incident on
the surface of GaAs may stimulate interband optical
transitions in which a photon is absorbed and an
electron from the valence band is promoted into the
conduction band. In processes involving a single
photon, the photon momentum is entirely negligible
compared with the electron and optical transitions
are vertical in k-space.

Following excitation, the electron–hole (e–h) pairs
relax extremely rapidly ðtLO , 150 fsÞ by sequential
emission of multiple longitudinal optical (LO) pho-
nons until their energy becomes close to the bandedge
and further LO-phonon emission is forbidden by
energy conservation requirements. This initial phase
of the carrier relaxation can be extremely rapid, the
LO-phonon scattering time in GaAs being due to the
semi-polar nature of the crystal. After this initial

Table 3 Compositional variation of the electron and hole effective masses for AlxGa(12x)As taken from various sources: Data drawn

from the following sources: Lautenschlager G-P, Garriga M, Logothetidis S and Cardona M (1997) Physical Review B35: 9174 and Grilli

E , Guzzi M and Zamboni R (1992) Physical Review B45: 1638. Thurmond CD (1975) L-minimum. Journal Electrochemical Society,

122: 1133 and Aspines DE (1976) L-Minimum. Physical Review B14: 5331

Crystallographic Axis AlxGa(12x)As Effective Mass (m0)

CB-G minimum Isotropic 0.0682 þ 0.0835x

CB-X minimum k [100] 1.9 2 1.02x

’ [100] 0.19 þ 0.06x

CB-L minimum k [111] 1.9 2 0.58x

’ [111] 0.075 þ 0.075x

VB-HH DOS 0.62 þ 0.14x

VB-LH DOS 0.087 þ 0.09x

SEMICONDUCTOR MATERIALS / GaAs Based Compounds 361



rapid relaxation phase, the electron and hole
populations relax principally via acoustic phonon
emission ðDE , 2 meVÞ over much longer timescales
ð,10–300 psÞ; which depend upon the lattice tem-
perature, carrier type and density. Finally, the electron
and hole populations form thermal distributions via
carrier–carrier and Auger scattering over longer
timescales up ,500 ps. During these final relaxation
and thermalization phases, e–h pairs are depleted
from the conduction and valence bands by interband
radiative recombination.

For energies less than the bandgap, the semicon-
ductor normally appears transparent, although the
presence of impurities and defect levels can result in a
weak absorption ‘tail’ below the gap. Optical
absorption by impurities results in only electrons in
the conduction band or holes in the valence band. The
wavelength of light that just causes the creation of an
electron–hole pair is given by l ¼ hc=Eg; where h is
Planck’s constant, c the speed of light and Eg the
fundamental bandgap. As described in Section 3.1,
this corresponds to approximately l ¼ 870 nm at
room temperature, depending on the type and level of
the doping. Light with wavelength much shorter than
this, corresponding to energies much larger than Eg;

will create electron–hole pairs higher up the band
structure with higher energy and be strongly
absorbed. These carriers, however, will rapidly lose
this excess energy by interacting with the lattice and
relax to the minima of the conduction and valence
bands.

The optical absorption is usually quantified by
the absorption coefficient, a; which is a function of
the photon energy or wavelength and is shown for
GaAs in Figure 4. The fraction of the light

intensity that is absorbed in the semiconductor
after passing through a thickness x is given by
f ¼ ð1 2 expð2axÞÞ and the fraction of light inten-
sity that is transmitted is then simply expð2axÞ: a is
usually expressed in units of cm21 and at energies
above the bandgap has values typically between
104–105 cm21. Light with wavelength correspond-
ing to energies above the bandgap is usually
absorbed very efficiently (.90%) within a few
microns. Increasing the bandgap, say by adding
aluminum, would have the effect of making the
material more transparent at a given wavelength.

Optical absorption is an important process as it
allows light to be converted to free carriers, and hence
a current in the semiconductor. This forms the basis
of optical detection by most types of semiconductor
photodetectors.

Refractive Index

The speed (more precisely the phase velocity) of light,
of all wavelengths, in a vacuum is constant at
,3:108 m s21: The speed of light in a medium such
as a semiconductor is slower due to the microscopic
interaction of the electromagnetic wave with the
crystal. The refractive index, RI; is defined as the ratio
of the speed in a vacuum to the speed in the
semiconductor. Increasing the density of the medium
decreases the speed. Changing the semiconductor, for
example by adding aluminum, not only increases the
bandgap as discussed above, but also decreases RI for
a given wavelength.

At wavelengths corresponding to an energy just
below the bandgap of the semiconductor, the material
is essentially transparent, i.e., the absorption coeffi-
cient is low.

Light can be made to travel in a waveguide
comprising this semiconductor, provided that it was
surrounded by semiconductor material of a lower
RI: Light is totally internally refracted at the
interface between the GaAs and AlxGa12xAs and
so cannot escape. The semiconductors with a
smaller RI usually have a larger bandgap, so are
even more transparent at the operating wavelength
and help to physically confine the electrons and
holes within the GaAs.

The RI can be changed by injecting charge
(electrons or holes) into the semiconductor, by
changing the temperature (which changes the
bandgap), and by applying an electric field. This
forms the basis of operation of devices such as
optical modulators. Unfortunately it also can cause
‘chirping’, i.e., the unwanted change in light

Figure 4 Variation of the absorption coefficient, a; as a function

of wavelength in GaAs at room temperature.
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intensity or wavelength as the charge or temperature
changes.

The RI which is a function of the wavelength, is
sometimes expressed as a complex number:

RI ¼ n þ ik ½2�

where n is the real part and k is the imaginary part
called the extinction coefficient, which is related to
the absorption coefficient. Typical room temperature
values of n for GaAs vary from about 3.37 at
,1.55 mm to 3.87 at 620 nm.

Common GaAs Based Alloys for Novel
Technological Applications

GaInP/AlGaInP – ‘Red, Orange and Green Emission’
The alloy (AlxGa12x)0.52In0.48P is becoming techno-
logically important as it has the same lattice
parameter as GaAs for all values of x; so can grow
lattice matched on GaAs. This alloy system offers the
largest direct bandgap of virtually any III–V
(excluding the Nitride family), so has attracted
considerable interest for visible lasers and LEDs in
the wavelength range 530 nm–670 nm. At room
temperature the direct G bandgap increases almost
linearly from ,1.85 eV for Ga0.52In0.48P to ,2.3 for
(Al0.5Ga0.5)0.52In0.48P. For values of x . 0:5; the
bandgap becomes indirect as in AlxGa12xAs ðx .

0:4Þ when the X-level indirect bandgap becomes
lower than the G-level direct bandgap. Earlier work
in this alloy suggested that the point at which it
became indirect was at x ¼ 0:66: The X-level
bandgap appears to be relatively insensitive to the
aluminum composition and has a value of ,2:3 eV
at room temperature.

GaAs/GaInAsN – ‘1.3 mm and 1.55 mm for
telecommunication applications’
One limitation of GaAs is that most of the
compounds that are lattice matched to it, such as
AlxGa12xAs or (AlxGa12x)0.52In0.48P, have bandgap
energies that are large, making them unsuitable for
telecommunication applications which require
narrow bandgap materials capable of operating in
the range 1.3 mm to 1.55 mm. Adding indium (In) to
GaAs can decrease the bandgap but also causes
strain as the lattice parameter increases, which limits
the amount of indium and total thickness of the
structure.

Recently, it has been shown that while adding In
to GaAs increases the lattice parameter, adding N to

GaAs decreases it. Consequently GaInAsN can be
made to be lattice matched to GaAs by controlling
the In and N content. Unlike conventional alloy
semiconductors, adding In or N both result in a
reduction of the bandgap energy. Furthermore,
GaInAsN is found to be a direct bandgap material
with a type I band lineup when combined with
AlxGa12xAs, which is a wide bandgap material also
lattice matched to GaAs. These properties make
GaInAsN ideally suited for lasers and there have
been several reports of devices operating at 1.3 mm
in the literature.

See also

Semiconductor Physics: Quantum Wells and GaAs-
based Structures.
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Introduction

SiGe is now a mature materials system with
electronic circuits on the market place. While no
optical devices are available yet, there is a substantial
amount of research in the field. In this article, the
fundamental materials properties will be reviewed.
As SiGe is a strained system, we shall start with the
basic material properties as this determines the Ge
content and layer thicknesses which are available for
use. The band structure and electronic behavior will
then be reviewed before the optical properties of the
material.

The main drive for SiGe research in optical systems
is the ability to use the extensive Si processing
knowledge and to integrate a number of components
onto a Si chip. Conventional Si transistors may also
be used as driver circuits for the optical components,
reducing chip counts in systems and therefore
reducing costs. As Si processing is substantially
cheaper than other semiconductor materials, if SiGe
devices can be made on Si processing lines, they have
the potential to be substantially cheaper than
comparable III–Vor II–VI devices. The SiGe material
properties that will be reviewed in this article should
be considered as an expansion of bulk silicon.

Material Properties and Strain

Ge has a 4.2% larger lattice constant that Si (Table 1).
When growing epitaxial films of germanium or the
alloy Si12xGex ð0 , x , 1Þ on a silicon substrate,

there exists a maximum thickness called the critical
thickness above which it costs too much energy to
strain additional layers of material into coherence
with the substrate. Instead defects appear, in this case
misfit dislocations, which act to relieve the strain in
the epitaxial film. Relaxed Si, Ge or SiGe films form
diamond, diamond and zincblende lattices respect-
ively while strained heterolayers below the critical
thickness form a tetragonal symmetry arrangement.
The strain therefore will substantially modify the
electronic and optical properties of the material as
will be discussed later.

Most SiGe films are produced by either chemical
vapor deposition or molecular beam epitaxy. Both
these techniques allow the deposition of films at low
temperatures (typically 670–970 K) which is essen-
tial to prevent strained layers relaxing and forming
defects. Chemical vapor deposition uses a number of
different gases such as silane, disilane, dichlorosilane,
and germane (occasionally with a hydrogen carrier
gas) as the main species, while phosphine or arsine are
used as n-type dopants and diborane is the typical
p-type dopant. With the high melting point of both
silicon and germanium, molecular beam epitaxy
requires electron beam evaporators for the host
materials silicon and germanium while effusion cells
of antimony (occasionally phosphorus) and boron are
used for n- and p-type dopants, respectively.

There are a number of models used to calculate the
equilibrium critical thickness. The most often quoted
is the Matthews and Blakeslee model (Figure 1).
Experimentally it has been shown that defect-free
films with thicknesses above the critical thickness
may be grown (Figure 1) although these layers are
metastable and will relax if temperatures above the

Table 1 Materials properties of Si, Ge and relaxed Si12x Gex

Element Si Ge Bulk relaxed Si12x Gex

Lattice Diamond Diamond Zincblende

Lattice constant ao (nm) 0.5431 0.5657 0.5431 þ 0.0226x

Lattice mismatch ho (%) 0 4.17 0.04115x 2 0.02500x 2 þ 0.05826x 3 2 0.03379x 4

Density (kg m23) 2329 5323 2329 þ 2994x

Sound velocity m s21 (300 K) 8440 4900 8440 2 3540x

Poisson s ratio n 0.280 0.273 0.280 2 0.007x

Melting point (K ) 1685 1210

Elastic moduli c11 (GPa) 165.8 128.5

Elastic moduli c12 (GPa) 63.9 48.3

Elastic moduli c44 (GPa) 79.6 66.8

Thermal conductivity k (W m21 K21) (300 K) 140 60

Dielectric constant 1 11.9 16.2 11.9 þ 4.1x
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growth temperature are applied to the heterolayers.
For any manufacture, the layers cannot be metastable
as high-temperature processes are normally employed
in processing. The Matthews and Blakeslee equili-
brium critical thickness, hc for strained-Si12xGex on
bulk Si is given by

hc ¼
0:55

x
ln½10hc� ½1�

while an approximate value can be obtained from

hc < 1:7793x21:2371ðnmÞ ½2�

Figure 1 clearly demonstrates that for thick SiGe
films, low Ge contents must be used.

There is also a substantial interest in producing
low-defect relaxed Si12yGey films or strained-Si on a
relaxed Si12yGey substrate which can provide band-
gaps and band discontinuities not available to
pseudomorphically grown alloy layers. Ideally the
relaxed Si12yGey substrate is grown on a Si substrate
as this allows integration with conventional comp-
lementary metal oxide semiconductor (CMOS)
electronics. To date no high-quality bulk single-
crystal Si12yGey substrates are available due to the
strong segregation of Si and Ge phases as liquid SiGe
crystallizes. Growing a thick Si12xGex layer on Si well
above the critical thickness so that it relaxes produces
a threading dislocation density of about 1012 cm22

which is far too large to produce device-quality

material for electronics or optics. By growing a
linearly graded Si12yGey with the grading rate
sufficiently low (typically 10% per mm), the strain
relaxation mechanism changes from a nucleation
relaxation mechanism to a glide relaxation mechan-
ism resulting in dislocations with comparatively long
misfit segments. The defect densities are typically
105–106 cm22 (Figure 2) although recent thermal
processes and other techniques have now reduced this
to 100 cm22.

Substantial work has appeared in the literature on
self-organized growth of islands. Such islands are of
interest in many materials systems as the quantum
confinement they may offer can potentially enhance
luminescence properties in numerous opto-electronic
devices. The dots are formed by the Stranski–
Kranstanow growth mode in a strained system.
Planar epitaxial layers grown under stress conditions
can lower their elastic energy by morphological
changes. For the growth of strained-Ge or Si12xGex

on bulk Si, this corresponds to the formation of
islands when the growth parameters in the system are
correctly set. While the islands may have well-defined
shapes, the formation of the dots relies on random
nucleation followed by ripening and coalescence.
These mechanisms have produced large distribution
of sizes (up to 30% of the mean size), densities and
positions. It is quite common to have distributions of
two or more sizes of islands and the densities are
typically of order of 108–109 islands per cm2. While
the heights of these islands may be as low as 3 nm, the

Figure 1 The critical thicknesses for growing a strainedSi12xGex

epitaxial layer on a bulk silicon substrate. The white area

corresponds to the region below the equilibrium critical thickness

as calculated with the Matthews and Blakeslee model while the

gray region corresponds to a metastable layer which may relax

after thermal treatments. The black area will have dislocations and

strain relaxation using any growth technique or temperature.

Figure 2 A transmission electron micrograph of a strain

relaxation buffer grown by DERA, Malvern. The dense region of

dislocations corresponds to an approximately 4 mm thick Si12yGey

layer which is graded from y ¼ 0 to y ¼ 0:23: Above this is a 1mm

thick Si0.77Ge0.23 buffer which has no dislocation segments

threading to the surface.
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widths of the islands are typically 20 nm or greater,
which is not yet small enough to produce the
quantum confinement properties useful for significant
improvements in opto-electronic devices.

Electronic Properties and Band
Structure

As many of the optical properties and responses are
derived or result from the band structure of materials,
this section will concentrate on the band structure
and electronic properties of SiGe layers. The bandgap
of SiGe whether strained or unstrained is always
below that of bulk Si. This potentially allows
applications at longer wavelengths than comparable
Si devices. Figure 3 shows the appropriate bandgaps
for both the unstrained and strained Si12xGex grown
on relaxed Si. For the unstrained case with a Ge
fraction x , 0:85; the band structure is Si-like with
six D-valleys forming the conduction band
(Figure 4a). For x . 0:85 the band structure is Ge-
like with four L-valleys. When strain is applied, both
the conduction band and the valence band are split.
Figure 4b shows the splitting of the conduction band
with the D4 valleys lower in energy and the D2 valleys

higher. In addition the valence band is split with the
heavy-hole band being higher in energy than the light-
hole band (Figure 3). The split-off band is also moved
further away from the light and heavy hole bands as
the strain in the system is increased. The indirect
energy gap for the strained Si12xGex at 4.2 K as
measured by photoluminescence is given by

Eg ¼ 1:15520:43xþ0:0206x2 ½eV� for x, 0:85 ½3�

Eg ¼ 2:01021:27x ½eV� for x. 0:85 ½4�

while the direct bandgap is given by

Eg ¼3:39521:287xþ0:153xð12xÞ½eV� ð300 KÞ ½5�

Due to the critical thickness, measurements of the
bandgap of strained Si12xGex grown pseudomorphi-
cally on bulk Si substrates has been limited to low Ge
concentrations. Using photoluminescence measure-
ments at 4.2 K, Robbins has obtained a value for
the exciton bandgap for strained Si12xGex layers for
x, 0:25 to be

Eg ¼ 1:15520:874xþ0:376x2 ½eV� ½6�

The bandgap for any strained Si12xGex layer grown
on a relaxed Si12yGey substrate is shown in Figure 5.
If the active strained Si12xGex layer is compressively
strained then the conduction band is split into D4

valleys being lower in energy and the D2 valleys being
higher (Figure 4b). For tensile strain (such as strained
Si on a relaxed Si12yGey substrate), the D2 valleys are
lower in energy and the D4 valleys are higher
(Figure 4b).

The band alignments for typical heterolayer
structures are shown in Figure 6. Pseudomorphically
grown strained Si12xGex layers are only useful for
forming quantum wells in the valence band
(Figure 6a). Photoluminescence measurements do
suggest a type I band alignment for these structures
(quantum wells in both the conduction and valence
bands) although it was later shown that the material
is type II but due to charges producing band bending,
the photoluminescence wrongly suggests a type I
transition. For a quantum well for electrons, strained
Si layers are grown on a relaxed Si12yGey substrate.
In addition, quantum wells in the valence band can be
produced for strained Si12xGex layers with high
Ge content grown on relaxed Si12yGey substrates
for x . y: In almost all cases the band alignments are
type II although a small region exists where theory
suggests type I is possible but this has not been
demonstrated experimentally at present.

Figure 3 The bandgap energy for strained Si12xGex on a

relaxed Si substrate and unstrained Si12xGex. For the unstrained

there is a discontinuity at x , 0:85 where the band structure

changes from Si-like with D-valleys to Ge-like with L valleys (see

Figure 4).
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The valence band discontinuity is given by

DEv ¼ ð0:74 2 0:06yÞðx 2 yÞ ½eV� ½7�

while the conduction band discontinuity for strained
Si on a relaxed Si12yGey substrate is

DEc ¼ 0:6y ½eV� for x , 0:6 ½8�

The complete set of DEc and DEv values for all x and y
are shown in Figures 7 and 8 respectively. Table 2
gives some of the electronic data on Si, Ge, and
relaxed Si12xGex including mobilities, bandgaps, and
effective masses.

The mobilities for electrons and holes in relaxed
Si12xGex layers are below the bulk Si and Ge layers

due to alloy scattering (Table 2). For strained
layers, mobility enhancements have been demon-
strated in a number of different systems. Electron
mobility enhancements result from the splitting of
the valleys reducing intervalley scattering. Hole
mobility enhancements result from the splitting of
the valence band and reduction of effective masses.
The hole mobilities for pseudomorphically grown
strained Si12xGex quantum wells have shown
values as high as 17 000 cm2 V21 s21 at a carrier
density of 2 £ 1011 cm22 for Si0.87Ge0.13 layers.
Higher Ge contents reduce the mobility due to
alloy scattering. At room temperature, only modest
mobility improvements of about 20% have been
observed giving 220 cm2 V21 s21 at the high carrier
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Figure 4 (a) A schematic diagram of the valleys for Ge-like and Si-like material. (b) A schematic diagram of the valley structures and

energy levels of the conduction bands for relaxed, tensile strained (strained Si on relaxed Si12yGey) and compressively strained

(strained Si12xGex on relaxed Si12yGey (x . y )) material.
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densities required for electronic devices of about
2 £ 1012 cm22. To remove alloy scattering, pure
strained Ge channels grown on relaxed Si12yGey

substrates have shown low-temperature mobilities of
55 000 cm2 V21 s21 for densities of 5 £ 1011 cm22

with the room-temperature values reaching
1665 cm2 V21 s21. For electrons, a strained Si layer
on relaxed Si12yGey substrates ð0:2 , y , 0:3Þ also
reduces the alloy scattering in the channel and
produces much higher low-temperature mobilities
of 390 000 cm2 V21 s21 for densities of 4 £ 1011 cm22

while room-temperature values have peaked at
2830 cm2 V21 s21. All these values correspond to
electrons or holes at heterointerfaces. Enhanced
mobilities have also been observed for strained Si
metal oxide semiconductor field effect transistors
(MOSFET) where electron mobility enhancements
of 75% compared to the bulk Si devices has been
reported on relaxed Si0.8Ge0.2 although intrinsic
transconductances are only increased by 60%.
For holes, a strained Si layer on a Si0.8Ge0.2

relaxed substrate has demonstrated a 50% mobility
enhancement over a bulk Si MOSFET.

The effective mass for electrons in strained Si layers
on relaxed Si12yGey substrates for 0:1 , y , 0:4 has
produced a very small spread of effective masses with
values of 0.19 m0 (where m0 is the free electron
mass) for the longitudinal mass as measured by
cyclotron resonance and the temperature dependence
of Shubnikov–de Haas oscillations. The electron
effective masses are very similar to the bulk values for

strained Si quantum wells. Hole effective masses in
pseudomorphically strained Si12xGex layers have
produced a large spread of data even for similar
alloy and strain values mainly due to the large
nonparabolicity of the valence band (Table 3) and
many of the measured samples having metastable
Si12xGex quantum wells. The in-plane hole mass is
theoretically expected to decrease as the strain in the
system is increased but to date the experimental
values have been much lower than theoretically
calculated values. Experimental data (Table 3)

Figure 5 The bandgap energy (in meV) for strained Si12xGex

grown on a relaxed Si12yGey substrate. Theoretical curves from

Riger and Vogl have been calibrated to the experimental data from

pseudomorphic layers.

Figure 6 A schematic diagram of some typical SiGe heterolayer

structures showing the bandgap, conduction band discontinuity,

DEc, and the valence band discontinuity, DEv. (a) shows a

quantum well in the valence band using a pseudomorphic strained

Si0.8Ge0.2 layer; (b) shows a quantum well in the conduction

band using a strained Si layer on a relaxed Si0.7Ge0.3 substrate;

and (c) shows a quantum well in the valence band using a

high Ge content layer on a relaxed substrate with lower Ge

content.
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suggests that strained Si0.88Ge0.12 layers have a heavy
effective mass of about 0.3 m0 compared to the bulk
value of 0.55 m0.

Optical Properties

Due to the problems of producing high-quality
single crystals of Si12xGex, there are relatively
little data on the optical properties of relaxed
Si12xGex in the literature. The situation is even
worse for strained Si12xGex as the layer thicknesses
are limited to below 30 nm for Ge contents above 0.1,
a value much smaller than the penetration depths in
the system at most optical frequencies. There is,
however, substantial interest in the optical properties,
particularly the refractive index, as they suggest
that SiGe can be used as a waveguide on Si substrates.

For the relaxed Si12xGex layers, most of the
published work in the field has been from crystals
grown by liquid phase epitaxy using melts of indium
or tin. The samples had free hole concentrations of
1017 cm23 along with indium or tin impurities and
details can be found in the reviews by Humlı́cek.
Some of the data are also from thick epitaxial layers
grown well above the critical thickness where the
threading dislocation density is likely to be about
1012 cm22. The data below 2 eV were obtained by
absorption measurements, those between 2 and
5.6 eV have been obtained using ellipsometry and
the values between 6 and 12 eV were obtained by
reflectance measurements.

Figures 9 and 10 show the real and imaginary
parts of the complex dielectric function defined as
1 ¼ 11 þ i12 where i ¼

ffiffiffiffiffi
21

p
for a number of different

Ge contents. Figures 11 and 12 show the real and
imaginary parts of the complex refractive index
defined by N ¼ n þ ik ¼

ffiffi
1

p
: The peak starting at

3.395 eV and decreasing as the Ge content is
increased corresponds to the E1 transition across the
direct gap and may be used to find the Ge content
using the expression

x ¼ 4:707 2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
6:538E1 2 0:0397

p
½9�

The refractive index is high owing to the strong
electronic interband absorption in the visible and
ultraviolet regions of the spectrum.

The other important optical property of the
material is the absorption. The absorption coefficient
is defined as K ¼ 4pk=l where k is the extinction
coefficient for a wavelength l. The intensity of a wave
traversing a distance d in a homogeneous medium of
extinction coefficient, k, is attenuated by a factor
exp(2Kd). Therefore 1/K is the penetration depth.
The absorption coefficient is shown in Figure 13.

Figure 8 The valence band discontinuity (in meV) for strained

Si12xGex grown on a relaxed Si12yGey substrate. Positive

numbers correspond to quantum wells for holes while negative

values represent potential barriers. The values from theory in

the quantum well region agree well with experimental values

but little experimental data exist to compare the barrier data from

the theorertical values (plot from Rieger and Vogl) with

experiment.

Figure 7 The conduction band discontinuity (in meV) for

strained Si12xGex grown on a relaxed Si12yGey substrate.

Positive numbers correspond to potential barriers to electrons

while negative values represent quantum wells. The general

trends and unknown experimental regimes are from the

theoretical work of Rieger and Vogl while the quantum well data

for 0:1 , y , 0:4 and x ¼ 0 has been recalibrated from

experimental work. No experimental data are known to allow

calibration of the barrier regime.
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Table 2 Electronic properties of Si, Ge and relaxed Si12xGex

Element Si Ge Bulk unstrained Si12xGex

Direct bandgap (eV) at 300 K 3.4 0.80 3.395 2 1.287x þ 0.153x (1 2 x)

Indirect bandgap (eV) at 300 K 1.11 (D) 0.664 (L) 1.155 2 0.43x þ 0.0206x 2 (x , 0:85)

2.010 2 1.27x (x . 0.85)

Spin-orbit splitting Dso (meV) 44 290 Discontinuity at x , 0:85

Electron mobility me (cm2 V21 s21)

at 300 K

1450 3900 me ¼ 1466:2 2 6425:9x þ 6601:8x2

þ7716:5x3 2 10944x4(x , 0:6)

me ¼ 2:9235 £ 10228e71:105x þ 4790:1

214246xþ 11117x2(x . 0:6)

Hole mobility mh (cm2 V21 s1)

at 300 K

505 1800 mh ¼ 188:42 2 935:7x þ 5455:5x2 2 8553:7x3

þ 5751:7x4(all x) (NA ¼ 1 2 50 £ 1016 cm23)

Longitudinal electron mass ml
p 0.1905 0.082 Discontinuity at x , 0:85

Transverse electron mass mt
p 0.9163 1.58 Discontinuity at x , 0:85

Heavy-hole mass mhh
p 0.537 0.284 Discontinuity at x , 0:85

Light-hole mass mlh
p 0.153 0.044 Discontinuity at x , 0:85

Spin–orbit mass mso
p 0.234 0.095 Discontinuity at x , 0:85

Table 3 A comparison of effective masses in modulation-doped samples as measured by the temperature dependence of the

Shubnikov–de Haas oscillations (SdH) or by cyclotron resonance (CR) at liquid helium temperatures. All samples have strained

Si0.88Ge0.12 or Si0.87Ge0.13 quantum wells grown on bulk Si substrates. Therefore only the heavy-hole band should be populated

at these low temperatures and strain values. ‘ is the mean free path which is the mean scattering distance of a hole in the system and

is a quantitative measure of disorder

Mobility (cm2 V21 s21) p ( £ 1011 cm22) ‘ (nm) mp (m0) SdH m p (m0) CR

DERA 6560 4.4 71 0.304 0.26

NRC 6800 5.9 86 0.31 –

IBM 6000 3.7 60 0.34 0.18

Warwick 9600 2.5 78 0.27 0.23, 0.29

Warwick 10500 2.1 78 0.27 0.24, 0.30

Figure 9 The real part (11) of the complex dielectric function

1 ¼ 11 þ i12:

Figure 10 The imaginary part (12) of the complex dielectric

function 1 ¼ 11 þ i12:
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Determining the optical properties of strained
Si12xGex layers has been substantially more difficult.
The major problem is that the absorption coefficient
is about 10–20 cm21 around the fundamental
bandgap (Figure 6) and therefore any shift due to
strain effects becomes very difficult to observe using
absorption techniques in thin SiGe layers. Additional
complexity results as the substrate material has a
fundamental bandgap close to the strained layer.
Therefore photoluminescence is one of the few
methods for extracting experimentally the optical
changes due to strain.

The splitting of the conduction (Figure 8) and
valence bands (Figure 9) has already been discussed.
The photoluminescence signals will also shift with
strain for the lowest lying bandgap energy. Almost
all the experimental data for strained layers have
been obtained for pseudomorphically grown
strained Si12xGex alloys on bulk Si substrates and
the data agree well with the bandgaps shown in
Figures 3 and 5. The quantum well photolumines-
cence signal is found to shift by 21.4 meV per kbar of
pressure. After removal of nonhydrostatic com-
ponents, a value of 21.52 meV per kbar for the
pure hydrostatic shift has been reported.

Conclusions

A review has been presented of the fundamental
properties of relaxed and strained Si12xGex alloys.
The materials properties were first reviewed and
demonstrate the limitations imposed by the critical
thickness. The electronic properties including the
bandstructure were then discussed and demonstrate
the lowered bandgap for Si12xGex alloy compo-
sitions compared to bulk Si. This property has been
used in Si12xGex p-i-n photodetectors to move the
absorption to longer wavelengths in an attempt to
compete with III–V photodetectors for the import-
ant 1.3 mm and 1.55 mm fiber optic frequencies. In
the final section the optical properties of relaxed
and strained Si12xGex material were reviewed. The
difference in refractive indices has opened research
into SiGe on Si waveguides.

Figure 11 The real part (n) of the complex refractive index

N ¼ n þ ik :

Figure 12 The imaginary part (k) of the complex refractive index

N ¼ n þ ik :

Figure 13 The absorption coefficient K.
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List of Units and Nomenclature

Absorption coefficient (K) [cm21]
Band gap energy (Eg) [eV]
Conduction band

discontinuity (DEc)
[meV]

Critical thickness [nm]
Density [kg m23]
Dielectric constant (1)
Effective mass [m0 where

m0 ¼ 9:11 £ 10231 kg]
Elastic moduli (cij) [GPa]
Extinction coefficient (k) [cm21]
Lattice constant (a0) [nm]
Mean free path (l) [nm]
Melting point [K]
Mobility (m) [cm2 V21 s21]
Pressure [kbar]
Refractive index (N)
Sheet carrier densities [cm22]
Sound velocity [m s21]
Temperature [K]
Thermal conductivity (k) [W m21 K21]
Valence band discontinuity (DEv) [meV]
Wavelength (l) [nm]

See also

Semiconductor Physics: Band Structure and Optical
Properties; Outline of Basic Electronic Properties;
Recombination Processes.
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Introduction to InGaN

The optical properties of wurtzite GaN are of interest
mainly to band-structure theorists. Luminescence
from pure InN has probably never been detected. It
is therefore surprising that the combination of these
binary III–N compounds produces a solid solution,
InGaN, which has revolutionized blue–green opto-
electronics in the last 10 years, and may form the
basis of a new lighting technology to replace the
tungsten lamp in the first half of the twenty-first
century.

InGaN is also the material basis of the blue laser
diode, which will be used for future generations of
optical data storage and for many other applications
that require a compact source of short-wavelength
coherent light. The market for nitride light emitters
has been growing at a rate of ,20% a year since the
introduction of the first blue nitride light-emitting
diode (LED) by Nichia Chemical in 1993. The first

commercial lasers, with lifetimes in excess of 10 000
hours, were released in 1998.

So what is InGaN? The naı̈ve response–that it is a
semiconductor alloy–ignores the theoretical demon-
stration, based on simple equilibrium thermo-
dynamics, that InN is insoluble in GaN at the
temperatures usual for growth (using metalorganic
vapor phase epitaxy, MOVPE). If we imagine a cation
lattice, on which we distribute Ga and In atoms, in a
fixed numerical proportion, in order to form a solid
solution of given composition, it is thermo-
dynamically probable that the In atoms will associate
to form agglomerations in certain regions of the
lattice. The size, shape, and properties of the resulting
concentration fluctuations have been a topic of
intense speculation.

Practically speaking, InGaN layers are grown
either as rather thin (,3 nm) quantum wells (QWs)
immersed in GaN or AlGaN or as thicker epilayers
(10–500 nm) on top of thick GaN templates. Only
the QWs are of use in devices, whereas the
composition and structure of the thick epilayers
are easier to measure in research applications.
It is dangerous to suppose that the material retains
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the same properties when grown in thicker layers.
Recently, a third class of sample has emerged, in the
form of self-organized ‘quantum boxes’ (originally
French bôites), which we shall call QBs. These
samples, grown at low temperatures by molecular
beam epitaxy (MBE) comprise pancake-shaped disks
of uncertain composition, about 50 nm across and
3–5 nm high.

Optical Spectra of Devices

There have been several ‘generations’ of nitride
LED. We refer here to the Nichia Blue, Extrablue
(actually turquoise) and Green diodes which set the
scene in 1996, and the Amber diode which first
appeared in 1998, although not yet available
commercially. The spectral properties of these
devices have been stable while their efficiencies
have improved in the intervening years. The basic
design appears to incorporate a single quantum
well. Up to a point, the wavelength tuning depends
upon the incorporation of different amounts of
indium in the well. (Green and amber devices may
have the same amount.)

In what follows, we prefer to specify composition
by quoting the indium nitride content, x, according to
the formula unit

InxGa12xN ¼ xInN þ ð1 2 xÞGaN ½1�

Electroluminescence (EL) spectra of blue and green
diodes are shown in Figure 1. Spectra are broad
(compared to kBT at room temperature) with
exponential tails to high and low photon energies.
The linewidth tends to increase as the device peak
wavelength shifts further to the red.

Whereas it is difficult to measure directly the
optical absorption spectrum of an ultrathin layer of
material, an equivalent measurement can be made on
an LED by monitoring the photocurrent (PC)
generated by incident monochromatic light. PC
spectra of the blue and green diode are shown in
Figure 1, together with the absorption and photo-
luminescence (PL) spectra of a thick violet-light-
emitting epilayer.

The spectra of Figure 1 transform into each other
by ‘stretching’ the x-axis, using the bandgap energy of
GaN as an anchor point. Comparison of many pairs
of spectra produces evidence of a universal scaling
behavior, which relates the details of each spectrum to
a single controlling parameter. In the case of
epilayers, this is undoubtedly the InN fraction, as
we shall see later.

In order to describe the form of the absorption/
excitation curve, we introduce the formal expression

a ¼
a0

1 þ exp

�
Eg 2 E

DE

� ½2�

where a0 is the plateau absorption, observed exper-
imentally, but not yet theoretically explained, Eg is
the (effective) bandgap energy of the sample, E is the
photon energy, and DE is an energy broadening term,
similar to the well-known Urbach parameter.

Optical Energy Relationships

The spectral universality pointed out in the previous
section requires the existence of certain relationships
between the optical energies. We list the defining
energies as the bandgap, Eg, the peak energy of EL or
PL, Ep, and the difference between these energies,
measured for a particular sample, which we call the
Stokes shift:

SS ¼ Eg 2 Ep ½3�

(While the energy broadening tends to increase in a
regular fashion with the Stokes shift, there are
irregularities in both DE and the PL linewidths of
samples from different sources. Hence DE and PL
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Figure 1 EL and PC (quasi-absorption) spectra of nitride LEDs,

compared to PL and absorption spectra of a thick InGaN epilayer.
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linewidth appear to be local rather than universal
parameters.)

The relationship between Eg and Ep for a wide
range of emitters is found to be linear (Figure 2):

Ep ¼ 1:45Eg � 1:54 ½4�

The bandgap energy and luminescence peak energy
coincide at 1:54=ð1:45 2 1Þ ¼ 3:42 eV; which corre-
sponds to the energy bandgap of pure GaN. The
simple linear dependence of Ep upon Eg implies a
linear increase of the Stokes shift energy with
increasing detuning from the GaN band edge.

Dependence of Optical Energies on x,
the InN Fraction, for Thick Epilayers

As stated above, it is usual to measure the compo-
sition of thick layers, rather than quantum wells, for
reasons of experimental convenience. Several tech-
niques can be used to this end, including measure-
ment of the lattice constants by X-ray diffraction
(XRD) (one asymmetric and one symmetric reflec-
tions are required to take into account the strain state
of the layer), Rutherford backscattering spectrometry
(RBS), wavelength-dispersive (preferable) or energy-
dispersive X-ray fluorescence (XRF), sputtered ion
mass spectroscopy (SIMS), and extended X-ray
absorption fine structure (EXAFS).

All usable techniques provide comparable results if
carried out with sufficient care. We plot the peak
energy of PL emission against the measured indium
nitride fraction for a range of epilayer samples in
Figure 3. Once more, the dependence appears to be
linear in a restricted composition range. The best-fit
line to a linear function Ep(x) has an x-intercept
which is close to the bandgap of GaN. The
dependence of the optical energies on the indium
nitride fraction can now be summarized by three

interdependent linear relations, which are valid in the
composition range 0 , x , 0:4:

Ep ¼ 3:4 2 4:4x

Eg ¼ 3:4 2 3:0x

SS ¼ 1:4x

½5�

The measurements described above rely on separ-
ate determinations of composition and an optical
energy for each sample. Since all samples are to some
extent inhomogeneous, it would be preferable to
make such measurements at one and the same time.
This can be done by using an electron probe
microanalyzer, modified to allow simultaneous
cathodoluminescence (CL) spectroscopy. CL is
analogous to PL. A recent study of samples with
0:05 , x , 0:25 has yielded the result:

Ec ¼ 3:40ð1Þ2 3:91ð5Þx ½6�

with error bars (shown) that are about ten times
smaller than those of the previous work.

Bandgap of InN

It is dangerous to extrapolate experimentally deter-
mined relationships beyond the range of measure-
ments used to derive them.

The bandgap of an alloy is best represented by a
quadratic function of x, with the deviation from
linearity described by a bowing parameter. The above
measurements suggest a small bowing parameter for
the InGaN alloy system. If we ignore bowing and
equate Ep with Ec, the InN bandgap obtained by
setting x ¼ 1 is calculated to be 0.71 eV. This is
certainly an underestimate, but is similar to
recent values obtained experimentally for layers of

Effective band-edge energy, Eg(eV)
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pure InN grown by Molecular Beam Epitaxy. Before
the year 2000, the generally accepted value of the InN
bandgap was close to 2 eV.

Origin of the Stokes Shift

Stokes shifts originate in systematic energy loss during
the excitation–luminescence cycle. While the band-
gap, as defined above, is the mean energy of electron–
hole pairs across the bandgap, the PL peak is the modal
energy of electron–hole recombination. The large
Stokes shift in the InGaN system is probably due to the
influence of giant internal electric fields that separate
the carriers prior to recombination.

In the absence of a microscopic model, it is difficult
to provide a quantitative description of energy loss in
the excitation–emission cycle. Experiment shows
that the shift can be as large as ,0.6 eV in an
epilayer with x ¼ 0:4: If such a layer were 100 nm
thick and uniform in composition, it would be
strained by about 4% when pseudomorphic to a
GaN template, with an estimated vertical electric field
of 6 £ 106 V m21. Unit strain would correspond to a
15-eV shift (equivalent to a piezoelectric deformation
potential). While these numbers are large, they seem
reasonable in the light of sophisticated theoretical
calculations of the magnitude of the piezoelectric
effect in InGaN. But it is an unfortunate experimental
fact that layers grown with different thicknesses, and
presumably under different states of strain, may show
the same value of the Stokes shift.

If the material has composition fluctuations,
accompanied by strain variations, the recombination
energy will be much more sensitive to the local
environment. One can imagine a situation in which
recombination always takes place at the lowest
available energy, as carriers diffuse under the action
of local strain/electric fields. This situation would be
rather similar to that which pertains in quantum wells
with spatial energy disorder, caused by well width

fluctuations. A theoretical treatment of localization in
three dimensions would be very difficult.

In any case, the physical situation of excitation and
recombination in the presence of an electric field is
that sketched in Figure 4.

Quantum Wells and Quantum Boxes

The incorporation of quantum wells has several
advantages for light-emitting devices. In nitrides, the
expected increase of oscillator strength for radiative
transitions, due to the reduced dimensionality, is
mitigated to some extent by the opposing effect of the
internal electric fields, but the quantum well still acts
as an energy sink for mobile excitations and as a site
for carrier localization.

Quantum confinement can also act as a wavelength
tuning mechanism in QW devices. The effect in blue-
emitting nitride devices is rather small until the QW
width falls below 3 nm. It should be clear that a
reduction in the photon energy of recombination with
increasing well width will accompany vertical separ-
ation of carriers in a piezoelectric model. Usually, as
mentioned above, wavelength tuning in nitride
devices is accomplished by changing the composition.
What should we make of the fact that amber and
green diodes apparently have the same composition?
It would appear that the well widths are different. On
the other hand, the amber emitters have anomalously
narrow linewidths, which may imply that some other
mechanism is in force. Here, we must let the matter
rest, in the absence of detailed structural information.

Quantum boxes should be distinguished from
quantum dots (QDs). The former are mesoscopic
objects that form spontaneously under certain growth
conditions, which usually involve the influence of
strain. The best-characterized example in semicon-
ductor physics is the Stranski–Krastanow growth of
InGaAs structures on GaAs. While GaN in AlGaN
forms recognizable nanocrystals, InGaN forms less
well-defined structures of indeterminate shape, some
30–50 nm in lateral extent and 3–10 nm high. QDs,
on the other hand, are truly zero-dimensional objects,
in the sense that carrier motion is quantized simul-
taneously in three spatial dimensions. The utilization
of reduced dimensionality to enhance recombination
probabilities in active devices is only valid when QB
structures meet the criteria of low dimensionality: the
carrier motion must be restricted to a distance smaller
than the appropriate Bohr radius.

Structure of InGaN Epilayers

The state of strain of InGaN epilayers is usually
determined by XRD. Both symmetric and asymmetric

CB

VB

Figure 4 Excitation–emission cycle in the presence of an

electric field. CB and VB are conduction band and valence band,

respectively.
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reflections are required to calculate the actual values
of the out-of-plane and in-plane lattice constants, c
and a, respectively. These can then be compared with
those predicted for a relaxed alloy by Vegard’s law,
for example:

cðInxGa12xNÞ ¼ xcInGaN þ ð1 2 xÞcGaN ½7�

The composition itself, as well as the state of
strain, can be determined from measurements of c
and a with one additional assumption: that the
Poisson ratio of the alloy also obeys Vegard’s law.
If the composition is known from an independent

chemical measurement, this assumption can be
tested.

InGaN epilayers are usually grown on thick GaN
formers. In pseudomorphic growth, the constraint,
aðlayerÞ ¼ aGaN applies. This is sometimes assumed to
be the case when layers are thinner than about 50 nm,
but nothing should be taken for granted when dealing
with this material. Each layer is different. A similar
warning applies to the assumption that thick InGaN
layers will be relaxed. It has recently been shown
that partially relaxed and pseudomorphic regions
may actually coexist within the same InGaN
film, which nevertheless has a composition that is
uniform throughout. Other films may show a
concentration gradient due to compositional pulling
during growth.

The local structure of InGaN films has been
measured using In-edge EXAFS. Using a tetrahedral
two-shell model that does not distinguish the wurtzite
and cubic crystal structures, we find that the In–N1
bond length is more or less independent of the alloy
composition in the range 0:17 , x , 0:38 of samples
measured, having a value of 2.11(1) Å (compared to
2.16 Å in pure InN). The M1 shell of mixed In and Ga
atoms is located on average at about 3.28 Å, as
shown in Figure 5.

The straight line on the figure connects the values
of the a lattice parameters (of GaN at x ¼ 0 and InN
at x ¼ 1Þ and hence represents the predictions of
Vegard’s law for a relaxed or bulk alloy. The
measured In–M1 separations are less dependent on
x than Vegard predicts.
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Local Structure of InGaN QW and QB

There has been a great deal of speculation in the
literature concerning the local structure of InGaN
alloys in the active layers of light-emitting devices.
Much of this discussion paddles in the shallows of
invalid comparison, as researchers extrapolate their
findings from the results of measurements and
calculations that can be made to those that cannot.
One example is the large theoretical effort devoted to
the defect physics of GaN, which is supposed some-
how to ‘explain’ the optical properties of InGaN.
(‘Let us first suppose that all the horses in the race are
spherical.’)

We will try to avoid invalid comparisons in the
brief discussion that follows. Recently, a Strathclyde
University/Daresbury Laboratories/CHEA-CNRS
Valbonne collaboration has succeeded in measuring
the local structure of an InGaN QB sample, grown on
a thick GaN template by MBE. The radial distri-
bution function (RDF) around the target In probe
atom is shown in Figure 6, together with a three-shell
fit to the data.

The first shell of neighbors comprises four N atoms
at 2.10(2) Å, the second shell is pure Ga at 3.22(3) Å,
and the third shell pure In at 3.56(3) Å. These results
suggest that there are two distinct In environments in

such samples. One resembles the InGaN alloy,
encountered in the epilayer samples, while the other
is an environment of pure InN.

On the basis of these results, it is extremely likely
that InGaN phase-separates in QB growth to form a
two-component mixture comprising an In-poor and
an In-rich phase. The manner in which these phases
interpenetrate is a matter for speculation.

See also

Semiconductor Materials: Quantum Dots. Semi-
conductor Physics: Infrared Lattice Properties; Light
Scattering; Outline of Basic Electronic Properties;
Quantum Wells and GaAs-Based Structures.
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Background

The chemical reaction of group IIA (Be, Mg), IIB(Zn,
Cd) and group VI (O, S, Se, Te) atoms produces solid
crystalline materials which are classified as semicon-
ductors. The archetypal compound is ZnSe and this
material will be used as the main example in this
article. These are termed II–VI binary (involving two
elements) compounds. It is also possible to grow alloy
materials where more than one atom from each group
is used; an example is ZnxCd12xSe where x is the
proportion of Zn in the material. In general, there is a
random arrangement of the Zn and Cd atoms within
the crystal structure. Both binary and alloy semi-
conductor materials are single crystals so that the
atoms are arranged in a periodic three-dimensional
system called a lattice. The lattice may be represented
by a unit cell; simply by repeating the pattern of the
unit cell, we can generate the entire crystal lattice.

At the atomic level, the zinc (selenium) atom is
bonded to 4 selenium (zinc) atoms which are
arranged at the corners of a tetrahedron. The unit
cell formed by this tetrahedral arrangement is termed
the zincblende structure and is illustrated in Figure 1a.
The dimension shown is called the lattice constant a
and is characteristic of a particular II–VI semicon-
ductor material. Some II–VI materials crystallize
with a different unit cell which is termed the wurtzite
structure, though again the atoms are bonded to four
others in a tetrahedral arrangement as shown in
Figure 1b. In this case, two lattice constants denoted
a and c are required to characterize the unit cell. Some
of the II–VI materials can occur in either of these two
structures depending on how they were grown. The
lattice constants of several II–VI compounds are
given in Table 1.

II–VI Materials Growth

All of the II–VI family of semiconductors have high
melting points due to the strong bonding that exists
between the atomic species; values are given in
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Table 1. The crystals can be grown either by cooling a
liquid (often called a melt) or by condensation from a
gas (vapor). Crystal growth is a very precise and
difficult process requiring the control of a large
number of variables most notably temperature and
pressure. As many of the II–VI materials can exist in
either the zincblende or wurtzite structures, produ-
cing single crystals with only one structure is often
quite difficult. Many of the crystals are ‘twinned’; in a
zincblende structure, a twin produces a wurtzite
structure in one plane. The photograph in Figure 2
shows a ZnSe single crystal. This crystal took
several days to grow indicating that very stable
growth conditions must be maintained over long
periods of time. The vapor phase technique takes
advantage of the high vapor pressure of the II–VI
compounds that allows for the growth of large single
crystals at temperatures much below the melting
point of these materials. Vapor growth is helped also
by the congruent evaporation of the two constituents
into the vapor state in a dissociated form. These two
vapor constituents also recombine stoichiometrically
into the solid crystal. The melting points and vapor
pressures at the melting points of some II–VI
semiconductors are given in Table 1.

It is also possible to grow materials in a layer-by-
layer fashion onto an existing substrate; this is termed
epitaxial growth. Recent developments have allowed

the growth to proceed one atomic layer after the
other. As a result, materials can be grown that are less
than 100 Å in size. At these small sizes, the funda-
mental electronic and optical behavior of these
materials is altered due to quantum mechanical
effects. These materials are termed quantum wells.
Growth temperatures in these cases are much below
the melting point of these materials and allow for
uniform single crystals without any ‘twin’ formation.
In molecular beam epitaxy (MBE), atomic beams of
the constituents impinge onto a heated substrate
where they combine to form the crystalline material.
Growth of ZnSe onto III–V substrates such as GaAs
is well developed. The quality or purity of the single
crystals can often be deduced from their optical
properties as we will see later.

The addition of small amounts of other atoms into
the crystal during the growth procedure is called
doping. Semiconductors are materials whose electri-
cal conductivity can be drastically altered by the
addition of small amounts of dopants. This ability to
control the electrical conductivity is the key to
their use in the high-speed devices used in modern
optical communications systems (see Semiconductor
Physics: Impurities and Defects). In ZnSe, doping
with Cl produces n-type material while doping with
N produces p-type material. The ability to form a pn
junction (a thin region between n and p type material)
is the precursor for the production of optical devices
such as light-emitting diodes (LEDs) or laser diodes
(LDs) based on II–VI semiconductors. Doping also
changes the optical properties of II–VI materials.

All materials are defective to some degree, and
these II–VI materials are no exception. The number
and type of defects are determined by thermodynamic
and purity considerations during the growth process.
There are native defects such as vacancies (missing
atoms) and dislocations (extra or missing layers
of atoms). There are also impurities present; foreign
atoms due to the impurities in the starting growth
materials. These impurities have an important effect
on the ability of the material to emit light. Dopants
and impurities may help to increase the amount of
light emitted while dislocations usually reduce the
emission efficiency in II–VI materials.

Optical Properties of II–VI
Semiconductors: Basic Concepts

Introduction

When light is incident on a solid material, its electric
field interacts with the electric field within the atoms
comprising the solid. This interaction leads to a

Figure 1 (a) Zincblende lattice; (b) wurtzite lattice. a and c are

the lattice constants as given in Table 1.
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number of effects that we can observe. The light will
be reflected or scattered from the surface of the solid,
depending on whether the surface is smooth or rough
on a length-scale similar to the wavelength of light.
The materials of interest here are high-quality crystals
with a smooth reflective surface. When light enters a
material, it is refracted, i.e., it changes direction
within the material. The simplest example of this is
when a stick is placed in a jug of water, it appears to
be bent. It is of course the light that is bent due to its
different interaction with the air and with water.

Snell’s law states that:

sin ai

sin atr

¼ n ½1�

where ai is the angle of incidence of the light and atr is
the angle of refraction. n is known as the refractive
index of the material and is characteristic of it. As
well as being refracted, any light that enters the
crystal is either absorbed within the material or
transmitted through the material to emerge on the
other side. If the light is absorbed the material will
look colored if the absorption takes place in the
visible region where our eyes are sensitive. The ZnSe
crystal in Figure 2 is such a material; the orange color
is due to the absorption of blue light from the white
light shining on the material. Other materials look
transparent; ZnO is such an example. Following
absorption, some materials produce light of their
own; the color of the light is characteristic of the
material and this process is termed luminescence.
Light may also be scattered within a crystal by
imperfections and by vibrations of the atoms in the
crystal.

When light enters a solid material, the electric
field polarizes the atoms within the structure. The
positive and negative charges within the atoms
move slightly from the equilibrium positions. All of
the optical effects mentioned above are related to the
induced polarization. As the constituent atoms in
the structure are unique, the induced polarization
and the resulting optical properties are specific
to particular materials, and this makes optical

Table 1 Structural, thermodynamic and optical properties of II–VI compound semiconductors

Material Lattice

constant (Å)

Crystal structure Melting point

(mp) ( 8C)

Vapor pressure at mp

(atm)

Refractive index Bandgap

(0 K)

Bandgap

(300 K)

ZnO a 3.250 W 1975 22 2.0 3.44 3.37

c 5.207

ZnS a 3.820 W 1718–1850 3.7 2.8 3.91 3.80

c 6.260

a 5.410 Z 2.4 3.83 3.66

ZnSe a 5.668 Z 1520 1.0 2.8 2.82 2.67

ZnTe a 6.104 Z 1300 0.6 3.1 2.39 2.25

CdS a 4.133 W 1405–1475 3.8 2.5 2.58 2.42

c 6.710

a 5.832 Z – – –

CdSe a 4.299 W 1239–1264 0.4 2.6 1.84 1.74

c 7.015

a 6.057 Z – 1.77 –

CdTe a 6.477 Z – – 2.75 1.60 1.49

MgS a 5.89 Z – – 2.6 – 4.5

MgSe a 5.62 Z – – 2.6 – 3.6

BeTe a 5.627 Z – – – – 2.8

Data taken from many sources mentioned in the bibliography but primarily from Bhargava, R. (1997) (ed.) Wide Bandgap II–VI

Semiconductors, The Institute of Electrical Engineers, London, Table 1 of Chapter 5.4 with permission.

Figure 2 ZnSe single crystal grown by vapor transport.

Photograph courtesy of NASA.
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characterization a very important tool for the
investigation of semiconductor materials.

Reflection at the Air-to-Material Interface

Our experience of looking at reflection from glass
tells us that these are weakly reflecting materials; the
same is true of single crystal II–VI materials such as
that in Figure 2. The interface between air and an
optical material is a fundamental aspect of optical
physics. The amount of light reflected can be
determined from Maxwell’s equations. The simplest
equation is found where light is incident
perpendicular to the surface of the material:

R ¼
ðn 2 1Þ2

ðn þ 1Þ2
½2�

where R is the reflection coefficient and n is the
refractive index of the material. The value of n is
characteristic of the particular material. Values of n
for several II–VI materials are given in Table 1. The
refractive index n for all these II–VI materials is not
constant but varies slowly with the wavelength of
the light impinging on the material. In Figure 3,
we show the wavelength dependence of the refractive
index of ZnSe.

Transmission and Absorption of Light within
II–VI Materials

Once the light has passed through the interface with
the air, it can either be transmitted through the

material to emerge on the other side at a second
material–air interface or be gradually absorbed
within the body of the material. The ZnSe sample in
Figure 2 is illuminated with white light, but it appears
orange in color to our eyes, i.e., the orange
component within the white light is transmitted
through the material to our eye. The other com-
ponents in the light, mostly green and blue, are
absorbed within the material. To obtain more
quantitative information, we take a spectrum of
the absorption within the material. We illuminate
the sample with light of different wavelengths and
determine how much is transmitted or absorbed at
each wavelength. The transmission spectrum of ZnSe
is shown in Figure 4.

The visible spectral region extends from 0.4 to 0.7
microns and we see that there is a large change in
transmission around 0.5 microns that is responsible
for the color of the ZnSe crystal as seen in Figure 2.
This spectral region around the onset of a large
reduction in transmission at 0.5 microns is termed
the bandgap of the material. As in the case of the
refractive index, the value is unique to the material.
II–VI materials are termed wide bandgap materials
as they possess larger values of the bandgap energy
than for Si, Ge and the III–V semiconductor
materials. If we shine light of wavelength 0.5
microns onto ZnSe material, the transmission is
very low. Under these conditions, the material would
look black to our eyes. Once the light has been

Figure 3 Refractive index n of ZnSe versus wavelength and

photon energy at T ¼ 300 K : Adapted from Madelung E (ed.)

(1982) Numerical Data and Functional Relationships in Science

and Technology, New Series, Group III: Crystal and Solid

State Physics, vol. 17b: Physics of II–VI and II–VII Com-

pounds, Semimagnetic Semiconductors, Berlin: Springer-Verlag,

Figure 52, with permission.

Figure 4 ZnSe transmission spectrum versus wavelength.

Courtesy of II–VI Incorporated.
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absorbed by the II–VI semiconductor, it can in turn
produce light of its own. This light, known as
luminescence, is again characteristic of the particular
material and is the basis for the use of such materials
in light-emitting diodes (LEDs) and laser diodes
(LDs). In Figure 5 we show the luminescence from a
II–VI LED. We see also from Figure 4 that at very
long wavelengths, the ZnSe material also exhibits a
large reduction in light transmission. This spectral
region is termed the far infrared and the light
absorbed at this spectral region produces vibrations
of the atoms within the material, referred to as
lattice absorption.

Light Scattering

Within the bulk of the material, small areas may have
a different arrangement of atoms or may contain a
substantial number of foreign atoms known as
impurities. A large grouping of these impurities is
known as an inclusion. In these regions, the optical
properties will be different from the bulk of the

material. Differences in both absorption coefficients
and refractive indices can be found. These different
refractive indices cause the light passing through the
material to be scattered. Poor-quality material will
often contain many inclusions. Even to the eye, these
crystals will not look highly transparent. Changes in
the refractive indices can also occur in highly pure
materials due to vibrations of the atoms in the
crystals. The lattice vibrations change the distance
between the atoms in the material which alters the
electric fields within the material and thereby changes
the optical properties. Light can also be scattered due
to these vibrations; experimental measurements of
light scattering can provide useful information on the
vibrations in these materials.

Optical Properties of II–VI
Semiconductors: More Advanced
Concepts

Light–Semiconductor Interactions

Light is an oscillating electromagnetic field whose
interaction with semiconductor materials is in terms
of the complex dielectric constant 1c ¼ n2

c where nc is
the complex refractive index defined as nc ¼ n 2 ik:
k is known as the extinction coefficient and the value
of k determines the amount of absorption in a
material. The optical processes of reflection and
absorption in semiconductors are governed by this
complex dielectric constant. It turns out that there is a
strong relationship between these processes. If the
absorption spectrum is determined at all frequencies,
then we can determine the refractive index spectrum
at all frequencies by what is known as the Kramers–
Kronig relations. From this description, we can now
refine eqn [2] presented above:

R ¼
ðn 2 1Þ2 þ k2

ðn þ 1Þ2 þ k2
½3�

If the material is transparent at a particular wave-
length, then k ¼ 0 and we can determine the
refractive index n. This is the case for values
given in the table. The technique of spectroscopic
ellipsometry can be used to determine the optical
response of materials over a large wavelength range.
This technique relies upon the change from linear
polarization to elliptical polarization for light
reflected from a material. From these measurements,
the dielectric response can be determined.

If we look again at Figure 3, we see that there is a
strong change in sample transmission around
0.5 mm. This corresponds to an energy of 2.18 eV

Figure 5 A seven-segment II–VI LED with blue emission

taken at room temperature. Reproduced with permission from

Hagerott M, Jeon H, Nurmikko AV, et al. (1992) Indium tin oxide

as transparent electrode material for ZnSe-based blue quantum

well light emitters. Applied Physics Letters 60: 2825–2827.
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and is the bandgap energy of ZnSe. According to the
details presented above, transitions are now being
made from the full valence to the empty conduction
bands of the semiconductor material. Once we have
exceeded the bandgap energy, we can make further
transitions between the bands. The spectrum shown
in the figure is a broad band, reflecting the change
from sharp atomic transitions to broad transitions in
the solid state. Light with a wavelength greater than
0.5 mm does not have sufficient energy to effect the
transitions between the bands. These wavelengths
are not absorbed in the material. The material
is transparent and the value of the extinction
coefficient k is zero. The orange color of the
crystal in Figure 2 corresponds to this transparent
spectral region.

Cooling samples to low temperatures close to
absolute zero has a profound effect on the optical
properties of materials, particularly the absorption
spectrum. In Figure 6, we show the absorption
spectrum of a ZnSe sample at a temperature of
2 K. The absorption spectrum is determined from
the measured transmission by the following
equation

a ¼
1

L
ln

I0

It

½4�

where a is the absorption coefficient, L the length
of the sample, I0 the light intensity incident on
the sample and It the light intensity transmitted
through the sample. In addition to the broad band

spectrum there are now a number of sharp spectral
lines near the bandgap energy.

These lines are due to exciton formation. An
exciton is an electron–hole pair bound together
by their mutual Coulomb interaction. It is the
solid state equivalent of the Hydrogen atom
(see Semiconductor Physics: Excitons). The bandgap
energy at 2 K has increased from its value at
300 K. This is due to the thermal changes in the
interatomic distance and the vibrational properties of
the materials. Values of the bandgap energies
determined from the position of the exciton lines in
absorption spectra at low and at room temperatures
are given in Table 1. At low temperatures, the
luminescence is dominated by excitons, and we
observe sharp line transitions. The width of the
exciton transition is an excellent indicator
of the quality of the material, and is often used
by crystal growers to determine the quantity of
defects in their materials.

It is possible for excitons and for free carriers
(those that are not bound together) to recombine
without giving out light. This nonradiative process
usually involves the creation of local vibrations of
the crystal lattice in the vicinity of defects in the
material. We can define the radiative efficiency hr as
follows

hr ¼
Rr

Rr þ Rnr

½5�

where Rr is the radiative transition rate and Rnr is
the nonradiative transition rate. In order to develop
new optical devices based on II–VI semiconductors,
it is essential that the value of Rnr be as small as
possible. As Rnr is directly related to the concen-
tration of defects in these materials, one can see why
it is essential to make semiconductors with as few
defects as possible. We can study these effects using
a pulsed light source. Carriers are created during the
pulse of light and recombine after the pulse has
stopped. If we measure the luminescence intensity
versus time, we can deduce the lifetime, which is
given as

1

t
¼

1

tr

þ
1

tnr

½6�

where tr is the radiative and tnr the nonradiative
lifetime, respectively. By varying the carrier density
we can separately determine the contribution to the
lifetime from radiative and nonradiative effects. In
II–VI materials at room temperature, lifetimes are
of the order of 1 ns.

Figure 6 Low-temperature optical absorption spectrum of a

ZnSe layer showing the 1S and 2S exciton features, the

1S þ 1LO-phonon transition and the split-off (SO) exciton.

Reproduced with permission from Bhargava R (ed.) (1997)

Wide Bandgap II–VI Semiconductors, The Institute of Electrical

Engineers: London, Figure 2 of Chapter 4.1.
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Quantum Wells, High Carrier Density Effects,
and Lasers

Recent developments in the growth of semiconduc-
tor materials has allowed the production of
samples with monolayer accuracy (3–5 Å). If we
grow a layered structure with materials of high
bandgap on either side of a material of lower
bandgap, we can observe quantum mechanical effects.
These materials are called quantum wells (see Semi-
conductor Physics: Quantum Wells and GaAs-Based
Structures). As an example, a 75 Å ZnSe quantum well
can be grown between layers of ZnSSe. Due to the
small size of the active material, quantum mechanical
effects come into play, most notably an increase in
the bandgap energy as the width of the quantum
well decreases. The effect of placing this material
between ZnSSe layers that have a larger bandgap is to
confine the electrons and holes to the small region of
the well. In this small region, they are less likely to
encounter defects and so quantum well materials

usually have a higher radiative efficiency than
bulk II–VI materials which are grown by standard
techniques. In Figure 7, we show the exciton absorp-
tion and luminescence from a ZnSe quantum well at
low temperature.

If we increase the excitation level in these
materials, we can eventually cause them to operate
as lasers. At high carrier densities, nonradiative
transitions become saturated and radiative efficiency
increases. As the refractive indices in II–VI
materials are quite large, the reflectivity of the two
ends of the sample are usually sufficient to act as the
mirrors for the laser cavity. All the II–VI semi-
conductor materials have exhibited laser action due
to their direct bandgap. Most of the early studies of
lasing were carried out at low temperature. In
recent times, lasing action has been observed at
room temperature in CdZnSe quantum well
materials and there are attempts at present to
develop commercial II–VI lasers for use in optical
storage devices and flat panel displays. In Figure 8
we show the transition from luminescence through
gain and into lasing action for a CdZnSe quantum
well material.

Figure 7 (a) Absorption and (b) luminescence from a single

ZnSe quantum well at T ¼ 10 K in the vicinity of the n ¼ 1

quantum well exciton transition. Reprinted from Nurmikko AV,

Jeon H, Gunshor RL and Han J (1996) II–VI lasers – directions.

Journal of Crystal Growth, 159: 644–651 with permission from

Excerpta Media Inc.

Figure 8 Emission spectra above and below lasing for a

40 Å Cd0·28/Zn0·72 Se/ZnSe system at room temperature.

100% corresponds to 1.1 times lasing threshold. Reprinted from

Donegan JF, Jordan C, Rees P, Logue F, Heffernan JF and

Hegarty J (1996) A study of internal loss in CdZnSe/ZnSe multiple

quantum well materials. Journal of Crystal Growth, 159: 653–656

with permission from Excerpta Media Inc.
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Dopants and Impurities

The key to the large-scale use of semiconductor
materials is the large change in the electrical
conductivity of the materials with the incorporation
of small amounts of other elements. This process is
known as doping and the foreign elements are
known as dopants. The recent development of
II–VI laser diodes in ZnSe materials is based on
the p-n diode junction. Electrons injected into the
n-type material recombine with holes injected into
the p-type material at the junction between these
two materials. A particular type of luminescence
transition unique to semiconductor materials is
the donor–acceptor pair (DAP) recombination.
As donor and acceptor atoms are located in specific
crystalline sites with respect to one another, we
observe that the recombination energy is dependent
on separation. Pairs that are close together often
exhibit sharp lines while those far apart merge into a
broad band. In Figure 9 we show the DAP
recombination in ZnSe at 1.6 K.

It is also possible to incorporate foreign atoms in
II–VI materials that have a small effect on the
electrical properties but significantly change the
optical properties. Such foreign atoms are termed
impurities to distinguish them from dopants. An
example is Mn2þ in ZnS. The Mn ions take the place
of a small number of Zn atoms in the lattice. The
luminescence from such a material is a broad
emission in the visible region due to optical tran-
sitions on the Mn ions. ZnS:Mn materials are used as
phosphors in flat-panel displays.

Effects of Temperature, Pressure, Electric,
and Magnetic Fields

The optical properties of II–VI materials are
subject to variation due to temperature changes,
external pressure and fields. Increasing temperature
is found to lead to a decrease in the bandgap of
II–VI materials. This decrease is due to the
combined effects of an increase in the lattice
spacing with temperature and the electron–phonon
interaction. As the population of phonons is
temperature dependent, this effect increases strongly
as temperature increases and is the major con-
tributor to the change in bandgap with tempera-
ture. A second effect of increasing the temperature
is the change in the luminescence properties. In
particular, it is found that the luminescence
efficiency decreases and this is reflected in a reduced
luminescence lifetime at room temperature com-
pared with low-temperature values. Looking again
at eqn [6], it is the nonradiative lifetime that
changes rapidly with temperature and results in the
decrease in the luminescence efficiency.

Pressure changes may be hydrostatic or uniaxial. In
the hydrostatic case, the atoms are all brought closer
together, and for the II–VI materials, this results in
an increase in the bandgap energy. On the other
hand, a uniaxial stress results in a decrease in the
bandgap in the direction of the stress and an increase
in the transverse directions. In II–VI materials
with a wurtzite structure, the situation is more
complex with two longitudinal and four transverse
deformations possible.

External electric and magnetic fields can also be
applied to II–VI semiconductors and thereby the
optical properties can be changed. Electric fields
polarize the materials and can lead to a reduction in
the optical strength of transitions due to this
polarization-induced carrier separation. Magnetic
fields, on the other hand, lead to a splitting of the
conduction and valence bands into Landau levels due
to the circular motion of the carriers around the
direction of the field.

See also

Semiconductor Physics: Band Structure and Optical
Properties; Excitons; Impurities and Defects; Outline of
Basic Electronic Properties; Quantum Wells and GaAs-
Based Structures.
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Introduction

The binary IV–VI compounds formed from Pb and
group-VI elements like S, Se, and Te are among the
oldest known semiconducting materials, and have
been used for many years for electronic and opto-
electronic device applications. The first ever reported
solid state diode was made from single crystalline PbS
and its rectifying properties were exploited in early
radio receivers. Later on, interest in IV–VI semicon-
ductors shifted to mid-infrared opto-electronic device
applications such as photon detectors operating in the
3–14 mm wavelength range, taking advantage of the
narrow energy gap between the valence and conduc-
tion band of the IV–VI compounds. Soon after the
demonstration of lasing in III–V semiconductor
diode structures, the first mid-infrared p-n junction
laser was reported using Pb12xSnxTe, and since then
efficient mid- and far-infrared IV–VI compound
diode lasers have been fabricated, finding their main
applications for remote sensing of gaseous pollutants
in trace gas sensing devices, for toxic gas analysis
systems, for human breath analysis in medical
diagnostics, and for fabrication process control.
Recently, IV–VI multiquantum-well structures have
also attracted a lot of attention for their potential as
efficient thermoelectric devices.

Basic Properties

In lead salt compounds, both the valence band
maximum and the conduction band minimum occur
at the L-points of the Brillouin zone. Thus these many-
valley semiconductors have a direct gap, but not in the
center of the Brillouin zone. In addition the small
values of the energy gaps (Eg , 410 meV at
T ¼ 300 K) lead to a strong k · p interaction which
in turn results in a strong nonparabolicity of the E(k)
dispersion relations. The small energy gaps also lead
to small effective masses of electrons and holes,
and the strong spin–orbit interaction (Pb is a very
heavy element) leads to large values of the g-factors.

The bandgaps of the lead compounds have a
positive temperature coefficient ðdEg=dT . 0Þ and a
negative pressure coefficient ðdEg=dp , 0Þ, i.e., the
gaps increase with temperature and decrease with
hydrostatic pressure. These anomalous properties are
related to peculiarities of the band structure, among
them the fact that in the lead compounds the Pb 6s
levels are below the top of the valence band, and thus
are occupied, in contrast to the group IV, III–V and
II–VI compounds.

Almost all optical device applications of the IV–VI
semiconductors are based on the materials subgroup
of cubic lead chalcogenides PbTe, PbSe, and PbS, and
their quasibinary alloys with other chalcogenide such
as compounds, like PbSnTe, PbSnSe, or ternary alloys
like PbEuTe, PbSrTe, PbEuSe, PbSrSe, etc. These
compounds all crystallize in the rocksalt structure
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with sixfold coordination and lattice constants in the
5.9 to 6.5 Å range. Mechanically, the lead salt
compounds are much softer than the tetrahedrally
bonded semiconductors, which has significant
implications for device fabrication processes.

A further unusual property of the lead compounds
is their huge static dielectric constant 10. In particular
PbTe is close to a structural phase transition from the
NaCl structure to a rhombohedral modification with
ferroelectric properties. GeTe and SnTe are indeed
ferroelectric with Curie temperatures of about 700 K
and 145 K respectively, and also PbGeTe and PbSnTe
become ferroelectric when the Ge or Sn content
exceeds 1% or 20%, respectively. PbTe exhibits a
softening of the transverse optic phonon mode with
decreasing temperature. Although PbTe remains
cubic, the temperature dependence of the static
dielectric constant 10 / C=ðT 2 uÞ can be associated
with an extrapolated negative Curie temperature u of
275 K. As a consequence, the static dielectric
constant increases strongly with decreasing tempera-
ture, reaching a value of 10 ¼ 1350 at 4 K. This is the
reason for the strong increase of the static dielectric
constant at low temperatures as shown in Table 1,
in which important properties of PbTe, PbSe, and PbS
are summarized.

Also, the high-frequency dielectric constants 11 of
the lead salts are extremely high, which leads to
refractive indices of about 4.4 for PbS, to 5.0 for
PbSe and to about 6.0 for PbTe at T ¼ 300 K, for
photon energies just below the respective energy gaps.

As a result of the huge static dielectric constants, the
hydrogen-like impurity binding energies are in
the range of meV, and the carrier scattering at ionized
impurities is effectively screened. Consequently, the
low-temperature carrier mobilities are high, exceeding
106 cm2/Vs in PbTe. For doping of the lead salts two

alternative methods are used, namely (1) adjustment
of the stoichiometry of the compounds, or (2) doping
with various kinds of impurities. Because the elec-
tronic states of these vacancies are resonant within the
conduction or valence bands, each metal (Pb or Sn)
vacancy acts as a doubly charged acceptor, and each
chalcogen (Te, Se, or S) vacancy acts as a doubly
charged donor. As a result, background doping levels
below 1017 cm23 are difficult. For doping with
impurities, atoms from group IIIa (In, Ga, Tl), group
Va (As, Sb, Bi), as well as group Ib elements (Cu, Ag)
are used. These dopants are amphoteric p- or
n-type, depending on whether they are incorporated
substitutionally on metal or chalcogen lattice sites.

Other important aspects of the lead salts are their
rather large linear thermal expansion coefficients of
around 20 £ 1026 K21 which are about a factor of
three larger than that of GaAs, and six times larger
than that of Si as shown in Table 2. The thermal
conductivity is much lower than that of other
semiconductors, which is favorable for their use in
thermoelectric devices but causes problems in the
removal of the dissipated heat in IV–VI compound
diode lasers.

Band Structure

A main property of the electronic band structure of
the lead salt compounds is the small and direct energy
gap of less than 410 meV (see Table 1). Since the
maxima of the valence band and the minima of the
conduction band are located at the same wavevector
in reciprocal space, optical photons can be directly
absorbed or emitted at the band edges. This makes
the lead salts very well suited for opto-electronic
applications such as infrared photon detectors or
emitters. The band extrema are located at the edges
in the ,111 . direction of the Brillouin zone
(L-points). In contrast to most other semiconductors,
the conduction and valence bands are nearly mirror
symmetric with almost equal effective masses for the
electrons and holes. Because of the narrow energy
gaps, the energy bands are strongly nonparabolic and
the effective masses of electrons as well as holes are
rather small (0.02–0.08 m0 for the transverse masses,

Table 1 Physical properties of some of binary IV–VI

semiconductors

Parameter PbTe PbSe PbS

Lattice constant a0 (Å) 6.462 6.124 5.936

Melting point (8C) 930 1080 1113

Energy gap Eg

at 300 K (meV) 319 278 410

at 77 K (meV) 217 176 307

at 4 K (meV) 190 147 286

Static dielectric constant 10

at 300 K 414 210 169

at 77 K 1000 227 181

at 4 K 1350 280 –

High-frequency dielectric

constant 11 34 21 17

TO phonon mode frequency 18 (4 K) 37 65

33 (300 K)

Table 2 Expansion coefficients (1026 K21)

Compound Expansion coefficient

PbS 20.3

PbSe 19.4

PbTe 19.8

GaAs 6

Si 2.6

BaF2 18.8
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see Table 3). In addition, the bands are anisotropic,
i.e., the Fermi surfaces are elongated ellipsoids of
revolution around the ,111 . axes, characterized
by a longitudinal and transverse effective mass ml

and mt parallel and perpendicular to the four-fold
,111 . directions.

For PbTe the effective mass anisotropy is very large
with a ratio of about 10 between longitudinal and
transverse masses, whereas for PbSe and PbS this
ratio is only 1.8 and 1.2, respectively (Table 2).
Furthermore, in the alloy system PbSe12xTex the
energy gap shows a bowing, but not with a minimum
value but rather a maximum gap for x at about 0.7.
This is in contrast to the behavior found in direct-gap
zincblende semiconductors: the bandgap Eg(x) of an
A12x Bx alloy can generally be represented by EgðxÞ ¼
ð1 2 xÞEgðAÞ þ xEgðBÞ2 bxð1 2 xÞ where b denotes
the bowing coefficient. For III –V and II –VI
compounds b . 0; whereas, for PbSeTe alloys b , 0.

Apart from the above-mentioned negative pressure
coefficients of the direct gaps and their positive
temperature coefficient which are tabulated in
Table 4, there is a further intriguing anomaly in the
chemical trends of the fundamental gap at the
L-points: it decreases from PbS to PbSe, but increases
from PbSe to PbTe, i.e., the direct gaps do not
decrease monotonically with increasing atomic num-
ber of the anions. This decrease of the energy
bandgap with decreasing temperature is substantial:
i.e. it decreases from room temperature to 4 K by
about 130 meV (see Table 1). This represents a large
relative change with respect to the absolute value of
the bandgap, and thus the emission of lead salt based

diode lasers can be tuned over a broad wavelength
range just by changing the operation temperature.
This effect is actually utilized for spectroscopic
applications of these lasers.

For adjustment of the fundamental absorption edge
of infrared detectors as well as the adjustment of the
wavelength emission of lead salt diode lasers, alloying
of the lead salt compounds with other chalcogenide
compounds is used. As illustrated in Figure 1, for this
purpose many different ternary and quaternary alloys
have been used. Important alloy systems for far-
infrared applications are the lead–tin chalcogenide
alloys. The tin chalcogenides (SnS, SnSe, SnTe) form
single-phase pseudobinary alloy systems with the lead
salts for all compositions. They have similar band
structures as compared to the lead salt compounds;
however, the arrangement of valence and conduction
bands is exchanged. As a result, with increasing Sn
content the energy bandgap of the ternary lead–tin
chalcogenide alloys decreases and a zero bandgap
semiconductor is reached for a certain ternary
composition. For an operation temperature of 77 K,
the bandgap is zero for a Sn content of xSn , 40% in
the case of Pb12xSnxTe, and of xSn , 20% in the
Pb12xSnxSe case.

Optical Properties

The strong fundamental absorption in the lead salt
compounds reflects the particularly high joint density
of states at the direct gap at the L-points of the
Brillouin zone. The main advantage of the lead
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Figure 1 Energy bandgap versus lattice constant for several

IV–VI compounds and alloys.

Table 3 Band edge values of effective masses (in units of m0)

and g-factors (absolute values), T ¼ 2 K

Parameter PbTe PbSe PbS

mCB
t 0.0207 0.037 0.081

mCB
l 0.0213 0.0687 0.108

mVB
t 0.0241 0.036 0.076

mVB
l 0.263 0.066 0.108

gCB
t 16.7 32.5 –

gCB
l 66.1 44.1 12

gVB
t 13.5 30.6 –

gVB
l 65.6 – 13

Table 4 Pressure and temperature coefficients of the energy

gaps

PbTe PbSe PbS

dEg/dp(eV Pa21) 27.5 £ 10211 29.1 £ 10211 29.1 £ 10211

dEg/dT (meV K21) 0.457 0.457 0.462
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compounds with respect to other direct narrow-gap
semiconductors like InSb, or HgCdTe alloys, with
band extremes at the center, i.e., the G-point of the
Brillouin zone, is related to the differences in the
effective masses. Whereas the transverse effective
masses of the IV–VI compounds have comparable
values to the effective masses of the narrow-gap III–V
and II–VI compounds, the longitudinal effective
masses of the lead compounds are much larger.
Thus the mass anisotropy together with the four-
fold valley degeneracy at the L-point of the Brillouin
zone leads to the substantially higher joint density of
states and corresponding large absorption constants.
Due to the rapid change of a(v) in the fundamental
absorption range, a peak appears in the refractive
index, n(v), as shown in Figure 2 for PbTe, PbSe and
for PbS. The shift of the peak with increasing
temperature to higher photon energies reflects the
increasing energy gaps.

In two-dimensional structures the changes of the
absorption constant with frequency are particularly
steep for energies which correspond to the onset of
absorption between quantum confined electric
subbands in the valence and conduction band. Such

step-like features have indeed been observed in the
absorption of PbTe/PbEuTe multiquantum-well
(MQW) structures by Yuan et al. In Figure 3 the
absorption constants and refractive indices are shown
for a series of three MQW samples with different
PbTe well widths. The steps in the absorption
coefficients for the interband transitions associated
to the longitudinal valleys with their main axis
parallel to the [111] growth direction, denoted by ‘l’
as well as those associated by the oblique valleys,
denoted by ‘o’ are accompanied by corresponding
cusp-like enhancements of the refractive index. These
cusps are of importance for the proper design of
MQW laser structures.

Because of the extremely high values of the
refractive indices, the lead salts can easily be combined
with materials of much lower refractive indices like
EuTe, EuSe, or BaF2 for efficient multilayer Bragg
mirror structures. The high reflectivity of Bragg
mirrors is caused by constructive interference of
electromagnetic waves reflected at the subsequent
interfaces of a multilayer structure. To obtain con-
structive interference, all interfaces have to be parallel,
and, depending on the refractive indices of the media
inside the Bragg mirror, the distance between sub-
sequent interfaces should be an even or odd multiple of
one quarter of the optical wavelength l. In practice,
stacks of two alternating layers with different refrac-
tive indices n1 and n2 and with a thickness equal to a
quarter optical wavelength are used.

If for these l/4 layers Pb0.93Eu0.07Te and EuTe are
used, a high index contrast of 68% is obtained
and therefore very high reflectivities can be achieved
already by a very small number of layer pairs. It was
shown that a Bragg mirror with 3.5 periods of
EuTe/Pb0.93Eu0.07Te layer pairs for a target wave-
length of 3.8 mm has only a total thickness as small
as 2.55 mm. For comparison with results obtained
for other material combinations it is useful to relate
the stop bandwidth Dl to the center wavelength lT of
the Bragg mirror. For EuTe/Pb0.93Eu0.07Te this
relative stop bandwidth Dl=lT is as large as 50%.
An even wider stop bandwidth of 59% was demon-
strated for a mirror with PbTe and EuTe l/4 layers.
This value represents, to the best of our knowledge,
the highest relative stop bandwidth obtained for
molecular beam epitaxy (MBE) grown Bragg
reflectors.

Infrared Lasers

Among the infrared diode lasers, those based on
IV–VI compounds play a particularly important
role. They cover a wavelength range from 2.5 mm to
about 30 mm. In fact, up to now most commercially
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available mid- and far-infrared laser diodes are
made from IV–VI compounds. The main material
properties which are advantageous in this respect
are (i) the electronic band structure with mirror-like
bands at the L-point of the Brillouin zone and the
resulting high joint density of states; (ii) the lower
nonradiative Auger recombination rate in IV–VI
compounds as compared to III –V and II–VI
materials, and (iii) the high dielectric constant and
the resulting weak detrimental influence of defects
on nonradiative recombination losses. At wave-
lengths longer than 3 mm, IV–VI interband diode
lasers are superior to their III–V counterparts for
reaching high operating temperatures. So far IV–VI
compound lasers hold extreme high cw operating
temperature at wavelengths larger than 3 mm. With
PbSe/PbSrSe diode lasers pulsed operation up to
60 8C was reported, whereas cw operation up to
223 K was achieved with separate confinement
buried PbTe/PbEuSeTe heterostructure laser. Embed-
ding PbTe quantum wells as the active medium
in PbEuTe barriers between two dielectric
Bragg mirrors optically pumped pulsed lasing was

observed up to 65 8C. The recently developed III–V
based quantum cascade lasers are rapidly improving
and are becoming important competitors for IV–VI
lasers. The commercial IV–VI lasers, however, are
still based on conventional designs like homo-
junction, heterojunction, or single and multiple
heterojunction lasers.

A unique property of lead salt laser diodes is the
ease of tuning of the emission wavelength due to the
strong change of bandgap of the IV–VI materials with
increasing temperature. This, together with their
narrow linewidths, makes these lasers ideally suited
for spectroscopic applications, including research
in molecular spectroscopy of ions or radicals in
heterodyne and acoustic spectroscopy, or Doppler
spectroscopy of molecular beams. So far the main
applications are in time resolved combustion analysis
in the automotive industry, in the monitoring of
emissions of power plants, in exact monitoring of gas
compositions in chemical plants, and spatially and
time resolved in situ analysis.

Apart from the significant advances with IV–VI
edge emitting diode lasers, vertical cavity surface

Figure 3 Left panel: (a) transmission versus energy for a PbTe/Pb12x EuxTe multiquantum-well sample A (6.2 nm/62.1 nm,

x ¼ 0.026, 46 periods). Dots: experimental data; full line: calculation based on an envelope function model. (b) Frequency dependence

of the absorption constant (full line) and of the refractive index (dotted lines). The arrows indicate interband transitions between

electric sub-bands associated with valleys with main axis parallel to the [111] growth direction (l) and oblique to it (o). Right panel:

(a) Comparison of the absorption constant of three PbTe/PbEuTe MQW samples (B: 9.3 nm/55.4 nm, x ¼ 0.03, 30 periods;

C: 11.8 nm/48.6 nm, x ¼ 0.024, 30 periods). (b) Refractive index versus energy. Steps in the absorption constant due to onset of

interband transitions are associated with cusps in the refractive index. Reproduced with permission from Yuan S, Springholz G, Bauer G

and Kriechbaum M (1994) Electronic and optical properties of PbTe/Pb12x EuxTe multiple-quantum-well structures. Physical Review B

49: 5476–5489, Copyright 1994, American Physical Society.
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emitting lasers (VCSELs) have been successfully
produced with optically pumped pulsed mode
operation up to 50 8C. These lasers have attractive
features like low-divergence circular output beam,
low active volumes, and low thresholds.

High-finesse vertical cavity structures have also
made it possible to realize mid-infrared surface-
emitting PbSe/PbEuTe quantum dot lasers. As
shown in Figure 4 in this case a self-organized PbSe/
PbEuTe quantum dot superlattice was introduced
into the active cavity region between Bragg mirrors
consisting of three l/4 layer pairs of 513 nm EuTe
alternating with 253 nm Pb0.94Eu006Te. Optically
pumped VCSEL emission at l ¼ 4.2–3.9 mm was
achieved up to 150 K. The PbSe dots exhibit a face-
centered cubic three-dimensional stacking in the
superlattice. Lasing occurs simultaneously at the
m ¼ 28th and 29th order cavity modes, which shifts
with increasing temperature to the m ¼ 29th and
m ¼ 30th mode as shown in Figure 5. This simul-
taneous stimulated two-mode laser operation is a
result of the inhomogeneously broadened quantum-
dot gain spectrum, due to PbSe dot size fluctuations.

Infrared Detectors

The photoconductive properties of PbS and PbSe
have been used for the detection of infrared
radiation already since about 1930. These detectors
are still mass produced either by vacuum deposition
or precipitation from aqueous solution in the
presence of an oxidizing agent. The polycrystalline
films deposited on glass or similar substrates are

usually about 1 mm thick with grain sizes of
about 1 mm.

Apart from polycrystalline thin-film detectors also
single crystalline films have been used for infrared
detection. In particular, the photoconductive response

Figure 4 (a) Schematic cross-section of a PbSe quantum-dot VCSEL structure; (b) corresponding cross-sectional scanning electron

micrograph; and (c) cross-sectional and plan-view transmission electron micrographs of a PbSe/PbEuTe dot superlattice sample

reference sample. Reproduced with permission from Springholz G, Schwarzl T, Heiss W, et al. (2001) Midinfrared surface emitting

PbSe/PbEuTe quantum dot lasers. Applied Physics Letters 79: 1225–1227. Copyright 2001, American Institute of Physics.

Figure 5 PbSe dot VCSEL emission spectra at various

temperatures between 1.5 and 100 K for a pump power twice

the threshold, showing the switching of the laser emission to

higher cavity modes as the temperature increases. The arrows

and the dashed line indicate the low-energy edge of the quantum-

dot gain spectrum given by Eg,PbSe(T ) þ DEQD, where

DEQD ¼ 141 meV. Reproduced with permission from Springholz

G, Schwarzl T, Heiss W, et al. (2001) Midinfrared surface emitting

PbSe/PbEuTe quantum dot lasers. Applied Physics Letters 79:

1225–1227. Copyright 2001, American Institute of Physics.
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of a sequence of n- and p-doped PbTe multilayers
(so-called nipi structures) was shown to come close
to that for the theoretical limit for the detectivity Dp

of an ideal photodetector at temperatures between
77 and 90 K. Recently, lead selenide detectors have
been used in advanced focal plane array (FPA)
detectors and are commercially available as linear or
bilinear FPAs with up to 526 detector elements.
These elements are coupled to CMOS multiplexer
readout circuits. The PbSe detector elements are
thermoelectrically cooled, with entire power
requirement for the FPAs and the cooler of less
than 5 W. These structures are a low-cost alternative
to the more elaborate FPAs based on HgCdTe
technology.

The importance of thermal imaging by using focal
plane arrays of many detector elements has recently
stimulated further work with IV–VI epitaxial layers.
In particular, the possibility of using Si substrates, as
first shown by Zogg et al., has brought a new
impetus to the field of IV–VI infrared devices. With
the use of Si wafers it is possible to integrate the
detector of an infrared camera which consists of
thousands of pixels to the read-out electronics which
is usually based on standard silicon CMOS devices.
In this case, the active lead salt infrared detector
elements are grown by molecular beam epitaxy on
CaF2/BaF2 buffer layers deposited on the Si (111)
substrates after the fabrication of the electronic
circuitry for the read-out. Conventional HgCdTe
focal plane technology relies on hybrid structures
with In bump bonds between the infrared devices
and the Si substrate for each of the pixels. Due to the
rather high dielectric constants of the IV–VI
compounds as compared to HgCdTe, the high-
frequency operation of IV–VI detector structures is
limited to about 100 MHz. This upper frequency
limit is, however, sufficient for infrared focal plane
arrays. With IV–VI active epilayer thicknesses of few
mm internal quantum efficiencies close to 100% and
external efficiencies of about 60% have been
achieved. Using materials like PbS, PbTe, PbEuSe,
PbEuTe, or PbSnSe, the cutoff wavelength of the
detector array can be varied from 4 to 14 mm at
T ¼ 77 K. The sensitivity of these detector structures
is limited by generation-recombination noise for
T , 100 K, whereas for higher temperatures these
sensors are diffusion limited. The variation of
quantum efficiencies between different pixels was
shown to be less than about 3% for a 256 pixel
device. Since all growth steps for these infrared
sensors are performed at temperatures below 450 8C,
a processing compatibility exists with standard
Si-VLSI technology.

Summary

The peculiar structural, electronic, and optical
properties of IV–VI semiconductors as compared to
other semiconductor materials are a consequence of
the ten valence electrons per atomic pair instead of
the eight valence electrons typical for the tetrahed-
rally bonded group IV, III–V, and II–VI semiconduc-
tors. The most important group of IV–VI materials is
the so-called lead chalcogenide (lead salt) compounds
and their ternary and quaternary alloys. Their
electronic band structure with the narrow direct
minimum gap not at the center but at the edges of the
Brillouin zone (L-points) exhibits a number of unique
properties. The minimum energy gap increases with
increasing temperature and decreases with hydro-
static pressure. The refractive indices are particularly
large. As compared to narrow-gap III–V or II–VI
semiconductors the Auger recombination rates are by
two orders of magnitude smaller. All these properties
provide the lead salts with great advantages for
achieving infrared p-n junction lasing operation at
comparatively high temperatures. Furthermore, effi-
cient microcavity designs with extremely high
reflectivities of 99% were realized with only three
layer periods of combination like PbSrTe/BaF2 or
PbEuTe/EuTe due to their extremely high refractive
index contrast. Further applications of the lead
compounds are high sensitive infrared detectors,
including focal plane array detectors which can be
fabricated with comparatively low cost technologies,
as well as thermoelectric devices.

List of Units and Nomenclature

Absorption constant a

Absorption index k

Composition x
Damping parameter GD

Detectivity Dp

Dielectric function 1

Energy E
Energy gap Eg

Free electron mass m0

High frequency dielectric
constant 1/

Kramers Kronig relations KKR
Longitudinal effective mass ml

Longitudinal g-factor gl

Pressure p
Refractive index n
Static dielectric constant 10

Temperature T
Transverse effective mass mt

Transverse g-factor gt
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See also

Nonlinear Optics, Basics: Kramers–Krönig Relations in
Nonlinear Optics.
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Introduction

Mercury-cadmium telluride (HgCdTe or Hg12xCdx

Te) is a pseudobinary alloy semiconductor that
crystallizes in the zincblende structure. The energy
bandgap EG(x,T) varies continuously, and nearly
linearly, with alloy composition parameter x, ranging
from 1.6 eV for the wide-gap semiconductor CdTe
to 20.3 eV for the semimetal HgTe. The bandgap
passes through zero at an alloy composition of

x ¼ 0:16 (for T ¼ 0 KÞ: This broad range of energy
bandgap provides a continuum of materials whose
absorption edge can be tailored to provide high-
performance quantum detectors for wavelengths over
the 1–30 mm spectral range. Direct allowed valence-
to-conduction band transitions are responsible for
large values of the optical absorption coefficient,
which enable quantum efficiencies approaching
100% to be achieved in practical device designs.
Long minority carrier lifetimes result in low thermal
noise, and permit high performance to be achieved at
operating temperatures that are the highest reported
among infrared detectors of comparable cutoff
wavelengths. HgCdTe is well-established today as
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the most broadly applicable high-performance
infrared detector material.

This article summarizes the fundamental properties
of this versatile alloy semiconductor, and relates the
material properties to its success as an infrared
photoconductive and photovoltaic detector material.

Historical Background

It is noteworthy that HgCdTe is probably the first
example of a semiconductor material that was
intentionally created to satisfy well-defined theoreti-
cal device requirements. The importance of the
infrared atmospheric transmission window at
8–12 mm was well known for thermal imaging
systems, which enable night vision by imaging
emitted infrared radiation from the scene rather
than reflected visible radiation. The only available
infrared detectors with the required sensitivity at
8–12 mm were extrinsic photoconductors such as
copper-doped germanium, in which the photoin-
duced transitions were between a donor or acceptor
level and the adjacent band extremum. However,
such extrinsic detectors required cooling to prohibi-
tively low temperatures, such as 10–15 K, which
made thermal imaging systems bulky and
impractical.

Theory showed that the reasons for such a low
operating temperature were fundamental to the
extrinsic detector material itself – essentially a short
carrier lifetime that resulted in a large thermal
generation rate and a correspondingly large thermal
noise. Theory also showed that an intrinsic detector,
in which the photoinduced transitions were direct
(vertical) transitions between the valence band and
the conduction band, could have significantly longer
carrier lifetimes. This meant that an intrinsic detector,
with a bandgap of 0.1 eV that matched the 8–12 mm
band, could achieve the required sensitivity at much
higher operating temperatures, as high as 77 K, that
of liquid nitrogen. These theoretical and practical
considerations motivated the search in the late 1950s
for a semiconductor with a direct bandgap of 0.1 eV.

The first report of the synthesis of the semimetal
HgTe and the wide-bandgap semiconductor CdTe to
form the semiconductor alloy HgCdTe was published
in 1959 by the Royal Radar Establishment in
Malvern, England. This seminal paper reported
both photoconductive and photovoltaic response at
wavelengths extending to 12 mm, and made the
understated observation that this material showed
promise for intrinsic infrared detectors.

Soon thereafter, working under a US Air Force
contract with the objective of devising an 8–12 mm

background-limited semiconductor infrared detector
that would operate at temperatures as high as 77 K,
the group led by Paul Kruse at the Honeywell
Corporate Research Center in Hopkins, Minnesota
developed a modified Bridgman crystal growth
technique for HgCdTe. In 1962 they reported both
photoconductive and photovoltaic detection in
rudimentary HgCdTe devices.

Fundamental Material Properties

Three fundamental properties determine the degree to
which a semiconductor will make a successful
infrared detector. First, the energy bandgap must be
approximately equal to the smallest photon energy to
be detected. There can be severe cooling penalties if
the bandgap is significantly smaller than the smallest
photon energy of interest. Second, the optical
absorption coefficient must be large enough so that
nearly all incident photons of interest are converted to
electron–hole pairs for practical values of device
thickness. Third, the inherent recombination mecha-
nisms must allow long carrier lifetimes to be realized
so that thermal generation rates, and hence thermal
noise, can be minimized for practical devices and
operating conditions.

The three key features that make HgCdTe the
nearly ideal infrared detector material – tailorable
energy band gap over the 1–30 mm range, large
optical absorption coefficients that enable high
quantum efficiency, and favorable inherent recombi-
nation mechanisms that lead to high operating
temperature – are direct consequences of the energy
band structure of this zincblende semiconductor.
They apply no matter whether the device embodiment
is a photoconductor, a photodiode or a metal–
insulator– semiconductor detector. In addition,
HgCdTe has many other favorable material pro-
perties, summarized in this article, that are techno-
logically important for realizing practical infrared
detectors. Tables 1 and 2 summarize various material
properties for Hg12xCdxTe. Table 1 summarizes
material properties for Hg12xCdxTe that vary with
alloy composition x and temperature T: lattice
constant a, energy band gap EG, cutoff wavelength
lCO ð¼ 1:24=EGÞ, intrinsic carrier concentration ni,
conduction band effective mass ratio mC/m0, conduc-
tion band g-factor gC, static and high frequency
dielectric constants 1S/10 and 11/10, index of
refraction nR ¼ ð11=10Þ

1=2, electron and heavy hole
mobilities me and mhh, mobility ratio b, radiative and
Auger-1 lifetimes tRAD and tAuger-1, and typical
lifetimes ttypical observed in n-type HgCdTe of low
carrier concentration (,1 £ 1015cm23).
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Energy Band Gap and Band Structure

The energy band gap EGðx;TÞ of Hg12xCdxTe varies
continuously, and nearly linearly, with alloy compo-
sition parameter x, ranging from 1.6 eV for the wide-
gap semiconductor CdTe to 20.3 eV for the semi-
metal HgTe, as shown in Figure 1a. Also plotted in
Figure 1a is the cutoff wavelength lCOðx;TÞ

ð< hc=EGðx;TÞ; where h is Planck’s constant and c is
the speed of light), defined as that wavelength at
which the photoresponse falls to 50% of its peak
value. The energy bandgap EGðx;TÞ; defined at the
difference between the G6 and G8 band extrema at
G ¼ 0; passes through zero at an alloy composition of
x ¼ 0:16 (for T ¼ 0 KÞ; as illustrated in Figure 1b.
This broad range of energy bandgap provides a
continuum of materials whose absorption edge can
be tailored to provide high-performance quantum
detectors for wavelengths over the 1–30 mm spectral
range.

Optical Absorption Coefficient

Optical absorption coefficient data for several alloy
compositions of Hg12xCdxTe are plotted versus

wavelength in Figure 2. Several trends are evident.
The absorption strength generally decreases as the
gap becomes smaller due both to the decrease in the
conduction band effective mass and to the l21/2

dependence of the absorption coefficient on wave-
length l. There is an exponential tail at energies just
below the bandgap energy.

Carrier Lifetime Mechanisms

There are two fundamental mechanisms that
determine the minority carrier lifetime in defect-
free HgCdTe: radiative recombination and Auger
recombination (Auger-1 in n-type and Auger-7 in
p-type). Because they involve only interactions
among electrons and holes in the valence and
conduction bands, and do not require the
intermediary of defect states, these mechanisms are
regarded as inherent to the material itself, depending
only on the band structure, the donor or acceptor
concentration, and the temperature. The important
advantage that HgCdTe enjoys as a high-perform-
ance detector material is that these fundamental
mechanisms provide, for practically achievable

Table 1 Material properties for selected compositions of Hg12xCdxTe, including the binary components HgTe and CdTe, and several

technologically important alloy compositions. The radiative and Auger-1 lifetimes tRAD and tAuger-1 are calculated for n-type HgCdTe

with ND ¼ 1 £ 1015 cm23

Property HgTe Hg12xCdxTe CdTe

x 0 0.194 0.205 0.225 0.31 0.44 0.62 1.0

a (Å) 6.461 6.464 6.464 6.464 6.465 6.468 6.472 6.481

T (K) 77 77 77 77 140 200 250 300

EG (eV) 20.261 0.073 0.091 0.123 0.272 0.474 0.749 1.490

lCO (mm) 16.9 13.6 10.1 4.6 2.6 1.7 0.8

ni (cm23) 1.9 £ 1014 5.8 £ 1013 6.3 £ 1012 3.7 £ 1012 7.1 £ 1011 3.1 £ 1010 4.1 £ 105

mC/m0 0.006 0.007 0.010 0.021 0.035 0.053 0.102

gC 2150 2118 284 233 215 27 21.2

1S/10 20.0 18.2 18.1 17.9 17.1 15.9 14.2 10.6

11/10 14.4 12.8 12.7 12.5 11.9 10.8 9.3 6.2

nR 3.79 3.58 3.57 3.54 3.44 3.29 3.06 2.50

me (cm2/V-s) 4.5 £ 105 3.0 £ 105 1.0 £ 105

mhh (cm2/V-s) 450 450 450

b ¼ me=mhh 1000 667 222

tRAD (ms) 16.5 13.9 10.4 11.3 11.2 10.6

tAuger-1 (ms) 0.45 0.85 1.8 40 450 4.8 £ 103

ttypical (ms) 0.4 0.8 1 7

Table 2 Material properties for Hg12xCdxTe that are independent of or relatively insensitive to alloy composition

Property Symbol Value

Kane matrix element EP 19 eV

Split-off band energy D 0.93 eV

Heavy-hole effective mass ratio mhh/m0 0.40–0.53

Valence band offset Ev(HgTe) 2 Ev(CdTe) 0.35–0.55 eV
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carrier concentrations, lifetimes that are long
enough (and hence thermal generation rates that
are low enough) that background-limited sensitivity
is achieved at temperatures substantially higher

than for other classes of infrared detectors,
such as extrinsic detectors (As-doped Si, Cu-doped
Ge) and quantum-well infrared photodetectors
(QWIPs).

Figure 1 (a) Energy bandgap EG(x,T ) and cutoff wavelength lCO(x ;T ) for Hg12xCdxTe, plotted versus alloy composition parameter

x, for temperatures of 77 K (solid curves) and 300 K (dashed curves). Horizontal bars indicate important cutoff wavelengths for HgCdTe

detector technology. (b) Band diagrams near the G point calculated for HgTe, for two compositions of Hg12xCdxTe, and for CdTe,

illustrating the transition from negative to positive energy bandgap. The energy bandgap is defined at the difference between the G6 and

G8 band extrema at G ¼ 0. Part (b) reproduced with permission from Chadi DJ and Cohen ML (1973) Electronic structure of Hg12xCdxTe

alloys and charge-density calculations using representative K points. Physical Review B 7: 692–699.
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Figure 3 illustrates the sensitivities and operating
temperatures that can be achieved for HgCdTe
infrared detectors for four important wavelength
regions. Detectivity, Dp, is the normalized signal-

to-noise ratio that is the key figure of merit for
the sensitivity of an infrared detector. At lower
temperatures, detector thermal noise is negligible,
and Dp is limited by detector noise due to

Figure 2 Optical absorption coefficient data for several Hg12xCdxTe alloy compositions, for photon energies near the fundamental

absorption edge, plotted versus wavelength.

Figure 3 Calculated detectivity (D p) for Hg12xCdxTe infrared detectors for four technologically important wavelength regions, plotted

versus operating temperature.
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fluctuations in the arrival rate of photons from the
thermal room-background radiation. This limit is
referred to as the BLIP (background-limited infrared
photodetector) limit, and is indicated in Figure 3 by
the horizontal dashed lines. As detector temperature
increases, the detector thermal noise increases
exponentially, and eventually overcomes the back-
ground noise, causing Dp to decrease exponentially
for further increases in temperature. Detector
thermal noise is proportional to the thermal
generation rate, which is inversely proportional to
the carrier lifetime.

n-Type and p-Type Doping

HgCdTe can be made n-type or p-type by a number
of relatively convenient methods, at carrier concen-
trations required for high-performance n-type photo-
conductor and p-n junction photodiode architectures.
Common donors are indium and iodine. Arsenic has
become the most commonly used acceptor dopant,
although copper and gold are used in some cases.
Some HgCdTe photodiode designs still employ
native metal-vacancy point defects as acceptors,
although the clear trend is toward the use of extrinsic
acceptor doping to avoid the strong Shockley–Read
recombination associated with the Hg vacancy.
Residual electrically active impurity concentrations
are generally less than 1 £ 1014 cm23, which
allows controllable doping at low-1014 cm23

concentrations.

Crystal Growth Methods

The first growth methods for HgCdTe were bulk
growth. Liquid phase epitaxy (LPE) began to be
developed around 1975, followed by metalorganic
chemical vapor deposition (MOCVD) and molecular
beam epitaxy (MBE) in the early 1980s. Bulk growth,
LPE, MOCVD, and MBE techniques have been
refined through the years, and each is still in use
today. Each technique has found application for
certain types of HgCdTe devices. Bulk growth
methods are used for production quantities of
n-type wafers, with diameters of 12–20 mm, for LW
and VLW photoconductive arrays, which are more
tolerant of dislocations. LPE is in use today for
production quantities of photovoltaic (PV) HgCdTe
arrays, and has also been used for certain photo-
conductive HgCdTe arrays. Vapor-phase epitaxy
(VPE) methods such as MBE and MOVPE are
in use for engineering and prototype quantities.
Both run-to-run reproducibility and control as
well as intra-wafer uniformity of HgCdTe alloy

composition are well in hand, meeting or exceeding
requirements.

LPE-based one-layer and two-layer photodiode
technology is well established today, offering the
lowest defect densities and highest operabilities for
production quantities of high performance FPAs. The
VPE methods, MBE and MOVPE, will probably not
entirely replace LPE in the near future, but will
continue to improve, particularly with respect to
lower defect densities, offering in situ growth of
advanced bandgap-engineered detector designs that
are unwieldy or impossible with LPE, such as dual-
band detectors, avalanche photodiodes, and planar
buried junctions with in situ CdTe passivation. MBE
has shown the potential for rapidly switching from
growth of one HgCdTe alloy composition to another
in successive growth runs, without the necessity of
preparatory calibration growth runs. This compo-
sitional agility, important for the rapid and cost-
effective adjustment from product to product, will be
further enhanced by the ongoing efforts to implement
and improve in situ real-time monitors and feedback
controls.

Substrates for Epitaxial Growth

The lattice mismatch between HgTe and CdTe
is small, approximately 0.3%. This allows
epitaxial growth of high-quality HgCdTe films on
IR-transparent CdTe or nearly-lattice-matched
IR-transparent Cd12zZnzTe (z < 0.04) substrates,
with dislocation densities in the mid-104 cm22

range. It also allows the in situ growth of various
isotype and anisotype heterojunctions with tolerably
low or negligible densities of misfit dislocations. This
has led to an increasing number of bandgap-
engineered HgCdTe photodiode structures, such as
dual-band or two-color detector arrays and Auger-
suppressed photodiodes with the potential for greatly
increased operating temperature.

Sapphire and silicon are IR-transparent substrates
that are less costly, that are available in much larger
areas, and that are more rugged than CdTe and
CdZnTe. Both sapphire and silicon can be used for
epitaxial growth of HgCdTe films with dislocation
densities that are acceptably low (mid-106 cm22) for
many important photodiode applications, such as
for the MW and SW spectral ranges, and for the
LW spectral range for high background photon
fluxes. LPE growth of HgCdTeðx ¼ 0:4Þ is done on
3-inch diameter sapphire substrates with MOCVD-
grown CdTe buffer layers. MBE growth of
HgCdTeðx ¼ 0:3Þ on 4-inch diameter (211) silicon
substrates, with ZnTe/CdTe buffer layers, has recently
been reported.
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Dielectric Constant

The relatively low dielectric constant ð1S ¼ 1810Þ of
HgCdTe, in contrast to those of PbTe and PbSnTe,
permits low junction capacitance. This is important
for fast response in laser pulse detectors where small
R–C time constants are needed. It is also important
for suppressing preamplifier noise below the detector
noise, and thereby achieving high detectivity (Dp), in
photodiodes operating at low temperature and low
background fluxes, where the junction resistance is
sufficiently high that the junction capacitance
becomes an important contribution to the junction
impedance at frequencies of interest.

Surface Passivation

Passivation of the exposed HgCdTe surfaces is critical
for both device performance and long-term stability.
The favorable surface properties of HgCdTe have
enabled practical surface passivation schemes to be
developed for both n-type photoconductors and p-n
junction photodiodes of both planar and mesa
configurations.

n-type HgCdTe photoconductors are commonly
passivated with a native oxide that accumulates the
surface, resulting in surface recombination velocities
as low as 50 cm s21, along with low 1/f noise (knee
frequencies less than 50 Hz). The surface accumu-
lation layer also provides a layer of surface electrons
with high mobility, though lower than the bulk
electron mobility, such that the shunt conductance of
this layer is tolerably low compared to the bulk
conductance of the detector itself. Several methods
have been used for growing this native oxide,
including plasma deposition and electrochemical
(anodic) oxidation.

HgCdTe photovoltaic detectors require quite
different passivation because usually both n-type
and p-type surfaces are exposed as well as the
depletion region. The CdTe/HgCdTe heterostructure
is an important passivation for HgCdTe photovoltaic
detectors and arrays. CdTe passivation has enabled
arrays of HgCdTe photodiodes with negligible 1/f
noise (knee frequencies less than 1 Hz), radiation
hardness well in excess of the 20–40 kRad(Si) usually
encountered in Earth-resource space missions, and
excellent stability to thermal bake and to exposure to
moisture.

CdTe has a number of important advantages as a
passivant for HgCdTe junctions. It is a ‘native’
passivant that is chemically compatible with
HgCdTe. Adhesion is excellent. The valence band
edge of CdTe is approximately 0.4 eV below that of
HgTe, thereby allowing repulsive barriers to form in

the underlying HgCdTe for both electrons in the
conduction band and holes in the valence band.
Both mesa and planar photodiodes have been
successfully passivated with CdTe. A wide variety
of methods has been reported for deposition of
CdTe passivating layers, including MBE, MOVPE,
e-beam evaporation, sputtering, and hot wall
epitaxy.

Electron-to-Hole Mobility Ratio

The small values for the conduction band effective
mass ratio lead to large values for the electron mobi-
lity, as large as 4:5 £ 105 cm2=V-s for x ¼ 0:195 at
77 K. The heavy hole effective mass ratio is quite
large, approximately 0.5 for all alloy compositions,
leading to low values for the heavy hole mobility, on
the order of 500 cm2/V-s. This gives large values for
the electron-to-heavy hole mobility ratio, b, as high as
1000 for x ¼ 0:194 at 77 K.

These large values of b were of great benefit to n-
type HgCdTe photoconductors. Most such devices
have small active areas, on the order of 50 £ 50 mm2;

and the drift length for minority carriers (holes)
becomes comparable to the interelectrode spacing at
modest bias voltages. In this case, when the contacts
have a high recombination velocity, the photocon-
ductive gain saturates to the value b/2. High values of
b in HgCdTe allowed sufficiently high photoconduc-
tive gains to be achieved to raise the detector noise
above the preamp noise, an essential condition for
achieving BLIP sensitivity.

HgCdTe Infrared Detector
Configurations

Three different types of infrared detectors can be
realized in the Hg12xCdxTe alloy semiconductor: the
photoconductive (PC) detector, the photodiode, also
referred to as the photovoltaic (PV) detector, and the
metal– insulator– semiconductor (MIS) detector.
These are illustrated in Figure 4.

In all three types of HgCdTe detector – PC, PV, and
MIS – excess electron–hole pairs are photogenerated
by the same mechanism: valence-to-conduction band
absorption of infrared radiation with photon energy
greater than the bandgap energy EG. All three types
can achieve high quantum efficiencies, approaching
100% for well-designed devices. All three types have
the same fundamental recombination mechanisms
(Auger-1 and radiative) that determine the highest
possible operating temperature to achieve a given
sensitivity (signal-to-noise ratio).

398 SEMICONDUCTOR MATERIALS / Mercury Cadmium Telluride



The differences among PC, PV, and MIS HgCdTe
detectors are due to the way in which the photo-
generated electron–hole pairs are manifested elec-
trically in the terminal characteristics of the device.
In the PC detector, the excess electron–hole pairs
are sensed as a small increase in the conductivity of
what is basically a two-terminal resistor. In the PV
detector, the excess electron–hole pairs are sensed as
a photocurrent in a short-circuited p-n junction
photodiode. In the MIS detector, the excess elec-
tron–hole pairs are sensed as a small change in the
voltage due to minority photocarriers filling a
transient charge storage well that has been biased
to deep depletion.

PC HgCdTe Detectors

The HgCdTe PC detector is a low-resistance
two-terminal device. Resistances are typically
25–100 ohms per square. A dc bias current is applied
to convert the conductivity change to an observable
voltage change. The device operates under near-
equilibrium conditions, with small dc bias voltages
typically on the order of 0.1 V. The dc bias electric
field within the photoconductor is quite small,
generally in the 20–50 V cm21 range. The low-
resistance device requires a low-noise bipolar pre-
amplifier, usually external to the dewar. Each PC
detector element requires one lead through the dewar

wall, thus limiting the practical number of PC
elements in an array to about 200–300.

The basic HgCdTe photoconductor is a rectangular
area, photolithographically defined in an n-type
HgCdTe layer approximately 8–15 mm thick, with
two ohmic contacts on opposite edges. Surface
passivation is straightforward: a thin native oxide
strongly accumulates the surface of n-type HgCdTe,
thereby reducing the surface recombination velocity
to negligibly small values.

Many useful variations on the simple rectangular
geometry are possible because of the favorable
material properties of HgCdTe. Several contact
geometries have been devised to minimize the
recombination of photocarriers at the contacts.
Serpentine designs have been used to increase detector
resistance and reduce bias power dissipation,
especially important issues for large-area and very
long-wavelength detectors. The SPRITE (signal pro-
cessing in the element) design reduces the number of
electrical connections and dewar leads for scanned
arrays by performing both detection and integration
within an elongated HgCdTe bar.

PV HgCdTe Detectors

The HgCdTe photodiode is a more complicated
device than the photoconductor, requiring both
n-type and p-type layers, and having a surface

Figure 4 Three different types of infrared detectors have been realized in the Hg12xCdxTe alloy semiconductor: the photoconductive

(PC) detector, the photodiode or the photovoltaic (PV) detector, and the metal–insulator–semiconductor (MIS) detector. HgCdTe PC

and PV detector arrays are being manufactured for a wide variety of applications. The MIS detector was abandoned in the mid-1980s

because it placed unachievable demands on material quality.

SEMICONDUCTOR MATERIALS / Mercury Cadmium Telluride 399



depletion region that makes stringent demands on
surface passivation technology.

The PV detector is a high-resistance p-n junction
device. The photodiode is operated very close to
equilibrium conditions, either at zero bias voltage or
at a small reverse bias voltage whose magnitude is
several kT, typically 20–30 mV. The absorber layer is
usually n-type HgCdTe about 5–15 mm thick, with
the thicker values required for longer-wavelength
radiation. A p-n junction is formed by a thin p-type
layer. A wide variety of junction formation methods
are used. Wide-gap-p on narrow-gap-n heterojunc-
tions are formed by two-layer LPE. Planar p-on-n or
n-on-p junctions are formed by arsenic or boron
implantation into n-type or p-type layers grown by
LPE or MBE. Vertical-geometry p-on-n junctions are
formed by a damage mechanism during ion beam
milling. Both single-junction and multijunction
devices are grown in situ by vapor phase epitaxial

methods such as MBE and MOVPE. Surface passiva-
tion is generally accomplished by CdTe. The high-
resistance PV device can match well with low-noise
silicon CMOS preamplifiers that can be integrated
with two-dimensional arrays to form large back-
illuminated hybrid focal plane arrays (FPAs). Typical
array formats for HgCdTe FPAs are 256 £ 256 and
480 £ 640, and can be as large as 1024 £ 1024
and 2048 £ 2048.

MIS HgCdTe Detectors

The metal–insulator–semiconductor (MIS) detector,
also referred to as a photocapacitor, is usually formed
on an n-type HgCdTe absorber layer. The insulator of
choice is a thin native oxide. The gate electrode is a
thin semitransparent metal film.

In contrast to the PC and PV detectors, the MIS
detector operates in a strongly nonequilibrium mode.

Figure 5a Back-illuminated bump-interconnected HgCdTe FPA architecture. The SEM photo shows an LPE P-on-n HgCdTe mesa

photodiode array with 60 £ 60 mm2 unit cells and 33 £ 33 mm2 mesa (junction) areas.
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A bias voltage pulse of several volts is applied across
the capacitor to drive the HgCdTe surface into deep
depletion. Excess electron–hole pairs are photogen-
erated in the absorber layer and diffuse to the edge of
the depletion region, where the holes are collected in
the charge well. After a period of time, called the
integration time, the voltage across the capacitor is
sensed, giving a measure of how much charge was
collected, and the cycle is repeated.

Because of the nonequilibrium operation of the
MIS detector, much larger electric fields are set up in
the depletion region than in the p-n junction, resulting
in defect-related tunneling dark current that is orders
of magnitude larger than the fundamental dark
current. The MIS detector requires much higher
material quality than PV or PC detectors, which still
has not been achieved. For this reason, all develop-
ment of the HgCdTe MIS detector was abandoned in
the mid-1980s.

Two-Dimensional HgCdTe Infrared
Focal Plane Arrays

Among the most important applications of HgCdTe
are large two-dimensional electronically scanned
hybrid arrays, referred to as focal plane arrays
(FPAs). A hybrid HgCdTe FPA consists of a two-
dimensional HgCdTe photovoltaic detector array
that is interfaced electrically, thermally and mechani-
cally with a matching two-dimensional array of input
circuits in a silicon CMOS ROIC chip. Each HgCdTe

detector element in the array has one electrical
connection to its matching input circuit node in the
silicon ROIC.

The thermal expansion coefficient of HgCdTe is
sufficiently close to that of silicon to allow several
technologically viable hybrid arrangements of
HgCdTe detector arrays and silicon multiplexer chips.

There are two main types of hybrid HgCdTe FPAs
being developed and manufactured today: the back-
illuminated bump-interconnected configuration,
shown in Figure 5a, and the front-illuminated or
‘loophole’ configuration shown in Figure 5b. Each
configuration successfully solves the problem of the
thermal expansion mismatch between silicon and
HgCdTe in different ways, and each requires funda-
mentally different HgCdTe photodiode designs and
processing.

In the back-illuminated configuration, illustrated in
Figure 5a, the HgCdTe detector array is bump-
mounted onto the silicon ROIC by cold-welded or
thermally reflowed indium interconnects. Incident
radiation reaches the detectors through an infrared-
transparent substrate such as CdTe, CdZnTe,
sapphire, or silicon.

In the front-illuminated (or ‘loophole’) FPA archi-
tecture, shown in Figure 5b, the thin HgCdTe layer is
epoxied to the silicon ROIC chip, and undergoes
elastic deformation when the FPA is cooled. This
allows large arrays to be made without need for
engineering the thermal expansion of the silicon
ROIC chip. Low-temperature processing techniques

Figure 5b Front-illuminated loophole HgCdTe FPA architecture. The SEM photo shows one corner of a FPA. The metalized via holes

are on 20 mm centers.
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for junction formation and passivation are required
because of the presence of the epoxy.

Conclusions and Trends

There has been enormous progress in HgCdTe
material science and device technology over the
past 45 years. This progress has been fueled by
the many military and space applications for which
HgCdTe PC and PV infrared detectors provide
nearly ideal solutions. It is important to recognize
that the progress so far in HgCdTe detector
technology has been possible only through advances
in basic materials growth and processing
technology.

Further progress can be expected. The fundamental
performance limits of HgCdTe photodiodes have not
yet been reached. Continued reduction of material
defects, both grown-in and process-induced, will
reduce thermal generation rates, increase junction
impedance, and allow higher operating temperatures
for a number of important applications. Continued
development of the in situ VPE growth methods –
MBE and MOVPE – will allow bandgap-engineered
heterojunction devices of increasing quality and
complexity. Continued development of VPE growth
on alternative substrates such as silicon will reduce
the cost of two-dimensional arrays, and will make
larger arrays practical.

List of Units and Nomenclature

BLIP Background limited infrared
photodetector

CdTe Cadmium telluride
CdZnTe Cadmium zinc telluride
CMOS Complementary metal-oxide-

semiconductor
FPA Focal plane array
HgCdTe Mercury cadmium telluride
Hg12xCdxTe Mercury cadmium telluride
IR Infrared
LPE Liquid phase epitaxy
LW Long wavelength
LWIR Long wavelength infrared
MBE Molecular beam epitaxy
MCT Mercury cadmium telluride
MIS Metal-insulator-semiconductor
MOCVD Metal-organic chemical vapor

epitaxy
MOVPE Metal-organic vapor phase

epitaxy

MW Medium wavelength
MWIR Medium wavelength infrared
PC Photoconductive
PV Photovoltaic
QWIP Quantum well infrared

photodetector
ROIC Readout integrated circuit
SPRITE Signal processing in the element
SW Short wavelength
SWIR Short wavelength infrared
VLW Very long wavelength
VLWIR Very long wavelength infrared
VPE Vapor phase epitaxy

See also

Semiconductor Physics: Band Structure and Optical
Properties; Impurities and Defects; Outline of Basic
Electronic Properties.
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Introduction

Modulation spectroscopy is a versatile and powerful
optical technique for obtaining valuable information
relevant to a large variety of semiconductor systems
including bulk/thin films, surfaces/interfaces [semi-
conductor/air (vacuum), semiconductor/electrolyte,
semiconductor/metal, semiconductor/semiconductor
(homo- and heterojunctions)], micro- and nano-
structures (quantum wells, multiple quantum wells,
superlattices, quantum wires, quantum dots), the
effects of growth/processing, as well as the charac-
terization of actual device structures [heterojunction
bipolar transistors (HBTs), pseudomorphic high
electron mobility transistors (PHEMTs), edge-emit-
ting and vertical-cavity surface-emitting (VCSEL)
quantum well lasers, etc.].

Modulation spectroscopy deals with the measure-
ment and interpretation of changes in the optical
response of a sample which are effected by the
modification of the measurement conditions. This
can easily be accomplished by periodically modulating
either (1) the measurement conditions them-
selves (‘internal’ modulation) or (2) some parameters
applied to the sample (‘external’ modulation).
The observed normalized changes are usually small
so that the difference signals are closely related to a
derivative of the absolute spectrum with respect to
the modifying parameters. The derivative nature of
modulation spectroscopy emphasizes structure loca-
lized in the photon energy region of the interband
(intersub-band) transitions of semiconductors (semi-
conductor microstructures) and suppresses uninter-
esting background effects. As a result, weak features
that may not be detected in the absolute spectra
are often enhanced. Because of this derivative-like
nature a large number of sharp spectral features may
be observed, even at room temperature.

The ability to perform a lineshape fit is one of the
great advantages of modulation spectroscopy. Since
for the modulated signal the features are localized
in photon energy it is possible to account for the
lineshapes to yield accurate values of energies and

broadening parameters of the associated interband
transitions. For example, the energies of various
interband (intersub-band) transitions may be evalu-
ated to within a few meV, even at room temperature.
Thus, the effects of static external perturbations such
as electric and magnetic fields, temperature, hydro-
static pressure, uniaxial stress, etc., can be con-
veniently studied.

A particularly useful form of modulation spec-
troscopy is electromodulation (EM) since it is
sensitive to surface/interface electric fields and can be
performed in contactless modes that require no special
mounting of the sample. Under appropriate con-
ditions the EM spectrum may exhibit above bandgap
oscillatory features, called Franz–Keldysh oscil-
lations (FKOs), which are a direct measure of the
relevant electric field (built-in and/or applied).

Two of the most widely used forms of EM are
photoreflectance (PR) and contactless electroreflec-
tance (CER). In PR, modulation of the built-in
electric field is caused by photo-excited electron–
hole pairs created by a pump source of ,3–5 mW
power of either (1) an internally modulated laser
diode or (2) a mechanically chopped dc laser. The
modulating frequency is typically ,100–200 Hz.
CER utilizes a condenser-like system consisting of a
front wire grid electrode with a second metal
electrode separated from the first electrode by
insulating spacers, which are ,0.1 mm larger than
the sample thickness. The sample is placed between
these two capacitor plates. Thus, there is nothing in
direct contact with the front surface of the sample.
The probe beam is incident through the front wire
grid. EM is achieved by apply an ac voltage (,1 kV
peak to peak at ,200 Hz) across the electrodes.

Instrumentation

Shown in Figure 1 is a schematic drawing of the
experimental arrangement for a general ‘external’
modulated reflectance experiment (except for PR).
Light from an appropriate light source (xenon arc or
tungsten halogen lamp) passes through a monochro-
mator. The exit intensity at wavelength l, Io(l), is
focused onto the sample by means of a lens
(or mirror). The modulation (electric field, stress,
temperature) is applied to the sample at frequency
Vm. The reflected light is collected by a second lens
(mirror) and is focused onto an appropriate detector
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(photomultiplier or photodiode). For the sake of
simplicity the two lenses (mirrors) are not shown.

The light striking the detector contains two signals:
the dc is given by Io(l)R(l), where R(l) is the dc
reflectance of the material while the modulated value
(at frequency Vm) is Io(l)DR(l), where DR(l) is the
change in reflectance produced by the modulation
source. The ac signal from the detector, proportional
to Io(l)DR(l), is measured by a lock-in amplifier.
Typically IoDR is 1024–1026 of IoR. In order to
evaluate the quantity of interest, i.e., the relative
change in reflectance DR/R, a normalization pro-
cedure must be used to eliminate the uninteresting
common feature Io(l). This can be done in several
ways, one of which is shown in Figure 1, where the
normalization is performed by a variable neutral
density filter (VNDF) connected to a servo mechan-
ism. The dc signal from the detector, which is
proportional to Io(l)R(l), is fed into the servo
which moves the VNDF in such a manner as to
maintain a constant Io(l)R(l), i.e., IoðlÞRðlÞ ¼ C:

Under these conditions the ac signal IoðlÞDRðlÞ ¼

CDRðlÞ=RðlÞ: Subsequently, the signal to the lock-in
amplifier is proportional to the quantity of interest,
i.e., DR(l)/R(l).

Bulk/Thin-Film Material

Modulation spectroscopy has been used to study the
properties of bulk/epitaxial layered semiconductors

such as ordering in GaInP2, piezoelectric fields in
strained GaN, the influence of isotopes, the proper-
ties of low-temperature grown GaAs, the space
charge region, carrier concentration, the nature of
the band bending (carrier type), impurity effects,
deep levels, alloy composition, the influence of static
external or internal perturbations such as tempera-
ture, external uniaxial stress, lattice-mismatch strain,
hydrostatic pressure, the effects of crystal growth/
processing/annealing procedures, and amorphous
and microcrystalline materials.

The dashed lines in Figure 2 are the piezoreflec-
tance (PZR) spectra in the region of the direct gap of
ReS2 in the temperature range 25 K , T , 450 K:

The data at low temperatures exhibit two well-
resolved features labeled Eex

1 and Eex
2 : The solid lines

are lineshape fits to the first derivative of a Lorentzian
profile which yields the energies indicated by arrows
and also the related broadening parameters. The
solid/open squares and circles in Figure 3 are the
temperature dependence of Eex

1 =Eex
2 of ReS2 and

ReSe2, respectively. The solid, dot-dashed, and
dashed lines in the figure are fits to the Varshni,
O’Donnel–Chen, and Bose–Einstein expressions,
respectively. The Varshni equation is:

Eex
i ðTÞ ¼

Eex
i ð0Þ2 aiT

2

bi þ T
½1�

where i ¼ 1 or 2, Eex
i ð0Þ is the excitonic transition

energy at 0 K and a, b are the Varshni coefficients.
The O’Donnel–Chen expression is:

Eex
i ðTÞ ¼ Ei0 2 Sik"Vil

�
cothk"Vil

2kT
2 1

�
½2�

Figure 1 Schematic representation of external modulation

experimental apparatus.

Figure 2 The PZR spectra (dashed lines) in the region of

the direct gap of ReS2 in the temperature range 25 K , T ,

450 K. The solid lines are lineshape fits yielding the energies

indicated by the arrows.
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where Ei0 is the excitonic transition energy at 0 K,
Si is a dimensionless coupling constant related to
the strength of the electron–phonon interaction,
and k"Vil is the average phonon energy. The
Bose–Einstein-type expression can be written as

Eex
i ðTÞ ¼ EiB 2 aiB

"
1 þ

2

expðEap=kTÞ2 1

#
½3�

where aiB represents the strength of the electron
(exciton)–phonon interaction, and Eap corresponds
to the average phonon energy.

The temperature dependence of the broadening
parameters, G(T), is due only to the electron–phonon
interaction and can also be described by a Bose–
Einstein-type equation. For the lowest lying direct
gap only the longitudinal optic (LO) phonon is
involved. In Figure 4 the solid/open squares and
circles are the temperature dependence of the
broadening parameters of Eex

1 =Eex
2 of ReS2 and

ReSe2, respectively. The solid lines are fits to the
Bose–Einstein-type expression:

GiðTÞ ¼
Gið0Þ þ Gi;ep

expðEi;LO=kTÞ2 1
½4�

where i ¼ 1 or 2. The first term of eqn [4] corresponds
to broadening mechanisms due to intrinsic lifetime,
electron–electron interaction, impurity, dislocation,
and alloy scattering effects. The parameter Gep is an
electron (exciton)–phonon coupling coefficient and
ELO is the zone-center LO phonon energy. The
obtained values of Gep for these materials have been
compared with those for the direct gap in GaAs
and ZnSe.

Surfaces/Interfaces

Almost since the inception of modulation spec-
troscopy it has been recognized that EM could be
used as an effective probe of surfaces and interfaces.
For EM this is true not only because of the sharp,
derivative-like spectral features but also due to its
sensitivity to electric fields, i.e., FKOs. In addition, PR
and CER are of considerable interest and usefulness
since they are contactless, employ low light levels,
require no special mounting of the sample, and can be
performed in any transparent ambient including
ultrahigh vacuum (UHV).

Of particular usefulness in the study of Fermi
level pinning at surfaces are UN(SIN)/UP(SIP)
and d-doping configurations. The UN(SIN)/UP(SIP)
structures are made by fabricating an undoped layer of
thickness L ð,1000 �AÞ on a buried doped nþ(pþ)
buffer on a doped nþ(pþ) substrate. In the nþ(pþ)
buffer/substrate the Fermi level occurs near the con-
duction (valence) band edge. At the surface the Fermi
level is pinned at some value, VF. Therefore,
there exists in the undoped region, which has a small
broadening parameter, a large, almost constant
electric field, F. A similar constant field can be created
by placing a d-doping layer a distance L from the
surface.

The relation between F, as observed from the
FKOs, and VF is given by:

FL ¼ VF 2 ðkT=qÞ2 SCC 2 VpðTÞ ½5�

where the second, third, and fourth terms on the
right-hand side are the Debye length, space charge
layer, and temperature dependent photovoltaic effect
corrections, respectively.

Figure 3 The temperature dependence of the excitonic tran-

sition energies of ReS2 and ReSe2. The solid, dot-dashed, and

dashed lines in the figure are fits to the Varshni, O’Donnel–Chen,

and Bose–Einstein expressions, respectively.

Figure 4 The solid/open squares and circles are the tempera-

ture dependence of the broadening parameters of Eex
1 =Eex

2 of

ReS2 and ReSe2, respectively. The solid lines are fits to the

Bose–Einstein-type expression.
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The properties of the metal–semiconductor inter-
face have been reported by a number of investigators
using PR and/or ER. Jonker et al. have demonstrated
that an epitaxial Fe film on GaAs (UN structure)
provides a ferromagnetic contact, suppresses midgap
state formation, and does not pin the Fermi level. Four
samples were investigated: a native oxide reference
sample, the same sample after sulfur passivation,
Al/GaAs-(2 £ 4), and Fe/GaAs-(2 £ 4). The width of
the undoped GaAs layer was 1070 Å for the first three
samples and 1500 Å for the last sample. These results
are shown in Figure 5a–d, respectively. The fields
obtained from the FKOs are 58 kV/cm, 61 kV/cm,
55 kV/cm and 60 kV/cm. For the first three samples
the measured barrier height is about 0.64 eV (not
corrected for the photovoltaic effect) while for the Fe/
GaAs material it is about 40% higher (,0.9 eV).
Another significant feature of the Fe/GaAs spectrum is
the large number of FKOs (in relation to the other
samples) extending to about 2 eV. The significant
reduction in damping indicates a substantial increase
in carrier lifetimes.

Micro- and Nanostructures

Modulation spectroscopy is a very powerful tool for
investigating many of the fundamental aspects of
compositional single quantum wells (SQWs)/multiple
quantum wells (MQWs), superlattices (SLs), quantum
wires, and quantum dots (QDs). Various phenomena
can be studied, including band offset, well and barrier
widths, excitons, strain, coupling and decoupling
between wells, miniband formation, two-dimensional
electron gas (2DEG) effects, zone-folding in short-
period SLs, built-in electric fields, etc. Work on a
large variety of GeSi, III–V and II–VI systems has
been reported, including both lattice-matched and
strain-layer configurations. In addition the effects of
various external perturbations can be evaluated.

The properties of a vertically coupled InAs/GaAs
QD-based laser structure fabricated by a self-
assembled technique have been investigated by CER
(300 K and 20 K). Signals have been observed
from all the relevant regions of the sample. The
dotted lines are the CER spectra at 300 K and 20 K in
Figure 6a,b, respectively. The solid lines are lineshape
fits which yield the energies indicated by arrows.
The low-energy features, labeled QD0 (lateral coup-
ling), QD1 (vertical coupling) and QD2 (vertical
coupling), originate from the QDs while the reson-
ances designated W1 and W2, correspond to the first
conduction to first heavy- (1C-1H) and light-hole
(1C-1L) transitions, respectively, in the QW
(approximately one monolayer) formed by the

Figure 5 The PR spectra at 300 K for (a) a native oxide

reference sample, F ¼ 58 kV=cm; (b) the same sample following

sulfur passivation, F ¼ 61 kV=cm; (c) Al/GaAs-(4 £ 2) sample,

F ¼ 55 kV=cm; and (d) Fe/GaAs-(2 £ 4) sample, F ¼ 60 kV=cm:

The thickness of the undoped spacer region is 1070 Å for (a)–(c)

and 1500 Å for (d).
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wetting layer (WL). Although the oscillator strength
of the QD features is small compared to the WL
resonances, they are clearly visible even at 300 K. The
GaAs1 and GaAs2 features are attributed to GaAs-
related transitions. The former at both 300 K and
20 K corresponds to the bandgap energy of GaAs and
probably comes from the undoped 400 Å-thick GaAs
layers which envelop the QD region. The GaAs2

feature is most likely related to the p-doped 6000 Å-
thick GaAs cap layer. The heavy doping of this layer
induces a Burstein–Moss blue shift of the bandgap.

Device Structures

The methods of PR and CER are valuable tools in
the evaluation of important device parameters for
structures such as heterojunction bipolar transistors
(HBTs), pseudomorphic high electron mobility tran-
sistors (PHEMTs), edge-emitting and vertical cavity
surface-emitting (VCSEL) quantum well lasers,
multiple quantum well infrared detectors, solar
cells, superlattice optical mirrors, resonant
tunneling structures, metal-oxide-semiconductor
(MOS) configurations, among others.

The dashed lines in Figure 7a,b are the 300 K
CER spectra of a GaInP2(emitter)/GaAs(collector)
HBT (fabricated by metalorganic chemical vapor
deposition) for incident light with electric field vector
Ek½110� (polarization A) and Ek½110� (polarization B),
respectively. Both collector and emitter signals

exhibit well-pronounced FKOs. The solid lines are
least-squares fits to a function which contains
Lorentzian broadened electro-optic functions,
yielding 1:873 ^ 0:001 eV and 1:885 ^ 0:001 eV for
the GaInP2 bandgaps for polarizations A and B,
respectively, as indicated by the arrows. The ordering
parameter of 0.3 deduced from the differences in the
measured bandgaps for the two polarizations was
consistent with transmission electron microscope
measurements. The electric fields evaluated from the
emitter and collector region FKOs were compared
with a computer simulation of the field profiles using
a comprehensive, self-consistent model, including the
photovoltaic effect. The deduced emitter and collec-
tor doping densities were in good agreement with the
intended growth conditions.

Summary

Modulation spectroscopy is a very powerful tool for
investigating many of the fundamental and applied
aspects of a wide variety of semiconductors and
semiconductor micro- and nanostructures, including
bulk/thin films, surfaces/interfaces, single quantum
wells, multiple quantum wells, superlattices, quan-
tum wires, quantum dots, etc. In addition the effects
of various perturbations such as alloy composition,
temperature, electric and magnetic fields, hydrostatic
pressure, internal and/or external stain, processing,
etc., can be evaluated. Recently these methods have
also been applied for the characterization of actual
device structures such as HBTs, PHEMTs, quantum
well lasers, etc.

Figure 6 CER spectra (dotted lines) of an InAs/GaAs quantum

dot-based laser structure at (a) 300 K and (b) 20 K. The solid lines

are a lineshape fit to a first derivative Gaussian.

Figure 7 Room-temperature CER spectra (dashed lines) for a

GaInP/GaAs HBT sample fabricated by metalorganic chemical

vapor deposition for incident light polarized (a) E k[110] and

(b) E k[110�: The solid lines are a lineshape fit which yields the

bandgap energies denoted by arrows.
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Introduction

Quantum dots are nanometer-sized clusters of semi-
conductor material. An island of low-bandgap
material is embedded in a sea of high-bandgap
material so that both electrons and holes are spatially
confined in all three directions. In an unstructured
semiconductor, the electron energy levels of the
individual atoms hybridize to form energy bands. In
a quantum dot, however, there are discrete energy
levels. This can be understood from the band
structure of the unstructured material where there is
a so-called dispersion relation connecting the energy,
E, and the momentum, k. The confinement potential
of a quantum dot quantizes the k-values, giving rise to
discrete energy levels. If the energy levels of a
quantum dot are separated by more than the typical
energy level broadenings and by more than the
thermal energy then the quantum dot will behave
quite differently to the bulk material. The quantum
dot will exhibit atom-like properties – discrete energy
levels with small degeneracies – despite the fact that it

is embedded in a semiconductor matrix. It is this
ability to prepare a variety of atom-like systems in a
semiconductor environment which has driven the
research into semiconductor quantum dots.

In some sense, nanosized quantum dots have been
the subject of research for quite some time. Color
filters, for instance, consist of nanosized particles
dispersed in a glass matrix, and this is a very mature
technology. Also, lithography of layered semiconduc-
tor systems already possessing confinement in one
dimension has been pursued for at least 15 years.
However, developments in the past few years have
been rapid, all based on the discovery of self-assembly
of quantum dots directly in the growth of semicon-
ductor heterostructures. These quantum dots can be
produced with standard materials in standard growth
systems, and this allows an easy integration of
quantum dots into devices such as diode lasers.
Furthermore, the self-assembled quantum dots are of
extremely high quality and this is of great value not
just for devices but also for fundamental physics
experiments, aimed at studying or exploiting the
coherence of excitons confined in the quantum dots.
For these reasons, this short review concentrates on
the properties of self-assembled quantum dots, giving
just brief descriptions of other systems. It should be
noted that the bibliography is extremely limited and
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in no way does justice to the large number of research
groups which have made valuable contributions
to this field. Instead, the bibliography is simply a list
of suggestions for finding out more about this
fascinating research area.

Quantization in Quantum Dots

Quantum dots are on the one hand large enough that
the bulk band structure of the host material can be
used to describe the material’s electronic properties.
In the effective mass approximation, this amounts to
giving both electrons and holes a quadratic dispersion
on momentum, just as for a free electron, but with an
effective mass, typically about 0.1 for the electrons,
and 0.3 for the holes. On the other hand, quantum
dots are small enough that confinement effects are
important. For instance, the energy of an exciton in a
nanometer-sized quantum dot is a strong function of
the quantum dot size. As the dots become smaller,
confinement effects become larger, and the energy
separating electron and hole levels increases. This
does not increase indefinitely, however. There is a
finite-size energy barrier to the matrix surrounding
the dot such that in the limit of small dot sizes, the
wavefunction spreads out into the barrier region and
confinement effects become very weak. Ideally, an
electron in a quantum dot has a confinement energy
of at least several meV, and an energy barrier to the
surrounding matrix of several 100 meV so that
confinement effects are visible even at room
temperature.

The motivation for the study of quantum dots is to
combine the atom-like properties with the flexibility
of a solid-state environment. This is perfectly
illustrated by considering a quantum dot as the gain
medium for a laser. In a conventional semiconductor
diode, a band of levels has to be inverted in order to
achieve population inversion. This is costly in terms
of the threshold current and the temperature stability.
In a quantum dot, inversion can be achieved simply
by inverting the population of the two-fold degen-
erate ground state, which is clearly trivial. Further-
more, a strong confinement energy and a large barrier
to the surrounding matrix imply that this population
inversion is stable against rises in temperature,
implying better room-temperature performance.
This example also exemplifies the motivation for
investigating quantum dots using well-developed
inorganic semiconductor technology as in this case
the dots can be integrated into established device
geometries. Generally speaking, the important con-
cept in quantum dot physics is spatial confinement of
electrons in all three directions, giving rise to discrete
energy levels.

Lithography for Quantum Dots

Developments in semiconductor growth technology,
largely during the 1970s and 1980s, enabled thin
layers of different semiconductors to be grown on top
of each other. There are two principal growth
techniques, molecular beam epitaxy (MBE), in
which a heated substrate is bombarded with pure
species in a high vacuum, and metal organic chemical
vapor deposition (MOCVD), in which chemical
precursors flow over a heated substrate and react. In
the simplest structure, termed a quantum well, a thin
layer of low-bandgap material is sandwiched between
high-bandgap material. The discontinuities in the
potentials at the interface give rise to confined
electronic states for both carrier types, electrons and
holes. The quantum well is an example of a two-
dimensional system: there is confinement in one
direction, the growth direction, but free dispersion
in the other two directions. To make a quantum dot,
it is necessary to confine the electron and hole in all
three directions. An obvious approach is to take a
quantum well, with perfect confinement in one
direction, and process it laterally with lithographic
techniques to complete the quantization. Note that an
analogy can be made to the physics of the quantum
Hall effect, where a two-dimensional electron gas is
subjected to a very high magnetic field. The magnetic
field quantizes the lateral motion in a similar way to
the electrostatic potential in a quantum dot.

This approach to the formation of optically active
quantum dots obviously has some advantages,
notably that the shape and position of the quantum
dots can be chosen in the lithography. However, there
are some significant problems associated with these
techniques. As most of these problems do not plague
the properties of self-assembled quantum dots, self-
assembled quantum dots are more suitable for
advanced photonic devices.

A number of different lithographic techniques has
been used to process quantum-well heterostructures
into quantum dots. For research applications, elec-
tron-beam lithography is the method of choice. The
sample is coated with a resist, for instance PMMA,
and exposed with electrons in an area with nanometer
size. A protective layer, either a metal or insulator, is
transferred to the exposed area by developing the
resist, by depositing the protective layer material, and
by removing the unwanted material with a lift-off
step. The wafer is then etched, typically in a dry
environment, to produce a free-standing column.

The photoluminescence of these quantum dots has
been measured by various research groups, and
although the results vary quite widely there are
some systematic trends. The photoluminescence
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efficiency decreases rapidly for pillars smaller than a
few microns. This is somewhat improved at low
temperature, where reasonably strong emission can
be observed down to 100-nm diameter pillars. For
pillars with micron diameters, the lateral confinement
effects are weak, and it is debatable if true quantum
dots have been achieved. There are a number of
effects which degrade the emission. First, pinning of
the Fermi energy by surface states generates large
electric fields near the surface, which can ionize
electron–hole pairs. This is well known for quantum
wells: if a GaAs quantum well for example is placed
less than about 25 nm from the surface, the photo-
luminescence is very weak because of the surface
electric field. In an etched pillar, these effects are
clearly magnified by the new surface area generated.
Secondly, the etching process damages the material to
a greater or lesser degree, and the damaged region
contains centers for nonradiative recombination.

Other lithography techniques have also been used
to generate semiconductor quantum dots for optical
experiments. An elegant idea is to deposit small
regions of a highly strained film onto the sample
surface. In this way, a laterally varying strain film in an
underlying quantum well can be set up, generating
quantum dots through the effect of strain on the band
gap. (This idea has also been married with self-
assembly, by using Stranski–Krastanow-grown InP
stressors on a GaAs surface, generating lateral
confinement in an underlying InGaAs quantum
well.) A further idea is to generate a quantum dot by
deliberately growing a quantum well with rough
interfaces. In such a system, there will inevitably be
regions which confine an electron–hole pair through
localization. Both of these approaches clearly circum-
vent the problems generated by the exposed surface in
an etched quantum dot. However, they generate small
lateral confinement potentials, typically a few meV.
This is of value in a research environment where
fundamental experiments can be carried out at low
temperature, but in a possible device at room
temperature, where the thermal energy is 25 meV,
quantization effects will not be discernible.

Self-Assembled Quantum Dots

A solution to the difficulties inherent in quantum dots
made by lithographic techniques began to emerge in
the early 1990s. It was discovered that quantum dots
can be produced directly in the semiconductor
growth by depositing a material onto a substrate
with a substantially smaller lattice constant. The most
well-known example is the growth of InAs (lattice
constant 6.05 Å) on GaAs (lattice constant 5.65 Å)
where In-rich quantum dots form. Because billions of
dots form spontaneously in this process, the dots are
referred to as self-assembled quantum dots. Since the
early experiments, considerable progress has been
made, such that the state-of-the-art quantum dots
possess many of the hoped-for properties: they are
coherent (meaning that they contain no dislocations),
highly homogeneous (meaning that fluctuations in
shape and composition from dot to dot are small),
and have large quantum efficiencies for the emission
of light.

Growth of Self-Assembled Quantum Dots

When growing one material on top of another, three
principal growth mechanisms have been identified:
Frank–van der Merwe, Volmer–Weber, and
Stranski–Krastanov. In the Frank–van der Merwe
mode, material is deposited layer by layer, as in the
growth of the lattice-matched pair GaAs and AlAs. In
the Volmer–Weber mode, island formation occurs:
the material does not wet the surface because it is
energetically unfavorable. Another possibility arises
if there is a lattice mismatch. In this case, the epilayer
is strained, and the strain energy obviously increases
with increasing epilayer thickness. In the Stranski–
Krastanow mode, the initial growth is layer by layer,
as in Frank–van der Merwe, but beyond a certain
thickness, islands form, as shown schematically in
Figure 1. On the one hand, the islands limit the strain
energy, because some strain relaxation is allowed,
which is not possible in a thin film. On the other
hand, island formation results in an increase of the

Figure 1 A schematic of the Stranski–Krastanow mode. The material deposited has a substantially larger lattice constant than the

substrate, for example InAs on GaAs. Initially, a thin and uniform layer is deposited. At the critical thickness (1.5 monolayers for InAs on

GaAs), islands spontaneously form. Further growth results in an increase in the number of islands. At large coverages, large and

dislocated islands appear.
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surface energy. This means that there is a size at which
the total energy is minimized.

It is now well established that many combinations
of semiconductors grow in the Stranski–Krastanow
mode, and this can be utilized for self-assembly of
quantum dots. The most studied example is InAs on
GaAs where high-quality quantum dots can be grown
with both MBE and MOCVD. Dots form at the so-
called critical thickness of 1.5 monolayers, corre-
sponding to just 4 Å of material. For thicknesses less
than the critical thickness, the covering is not
completely uniform; there are island-like structures,
elongated along the ½0 �11� direction. At the critical
thickness dots form, leaving a thin InAs layer (the
wetting layer) between the dots. As more InAs is
added, the density of dots increases with only small
changes in the dot size. As an example, Figure 2
shows InAs dots on a GaAs substrate.

The dots grown in this Stranski–Krastanow mode
are free of dislocations, which is an essential
prerequisite in III–V compounds for a high quantum
efficiency for optical emission. Furthermore, the dots
are remarkably homogeneous. Statistical fluctuations
during growth will always give rise to a distribution
in dot size and height. Nevertheless, the fluctuations
in dot size can be as small as ,10%. The dots are
randomly arranged in the lateral plane if the growth
proceeds on a flat substrate, and densities are between
109 and 1011 cm22: The shape and composition of the
dots depend on the growth parameters. For instance,
InAs/GaAs dots can have facets along particular
crystal directions, or they can be lens-shaped without
facets, depending on the growth technique, and in
particular the growth temperature. In fact, measuring
the shape and composition is a very challenging task,
particularly for buried dots.

Stranski–Krastanow growth has turned out to be a
robust phenomenon for III–V materials; quantum
dots have been produced in this way for a number of
material combinations. The most important con-
dition is that the deposited material has a substan-
tially larger lattice constant than the substrate.
InAs forms dots not just on GaAs but also on InP.
The InAs/InP dots are particularly interesting because
they emit at the technologically important 1:5 mm
wavelength. InP can also form the dot material by
using GaInP substrates where the bandgap is pushed
up into the red region of the spectrum. Dots can also
be grown with II–VI materials; the growth of CdSe
on ZnSe is analogous to the growth of InAs on GaAs.
These II–VI dots emit in the green. Finally, dots can
also be formed in the nitrides, for instance by
depositing InGaN on an AlGaN surface. In fact, the
high emission efficiency of GaN, despite the large
defect density, has been attributed to the formation of
quantum dot-like structures in the active layers.

It is a challenge to arrange the dots in the plane of
the substrate. An easy route with self-assembly has
not been found to accomplish this. Nevertheless, dots
can be encouraged to grow at particular positions by
pre-patterning the substrate. This obviously limits the
separation of the dots in any such array to the limits
set by lithography. However, self-assembly does
provide a means to order the dots in the growth
direction: if the separation between successive layers
is small enough (less than 15 nm for InAs/GaAs) then
the dots grow directly above one another, as shown in
Figure 3. In a new layer, the residual strain field from
the dots in the layer below is sufficient to seed the
dots. In this way, vertical stacks of dots can be built
up. In fact, it has been argued that the dots tend to
become more laterally ordered with each layer. The
point is that if two dots are close together in one layer,
their strain fields overlap, and provide only one
seeding center in the subsequent layer.

Optical Properties

The main interest in quantum dot physics is the
quantization in all three spatial directions, giving rise
to atomic-like energy levels. For a system of self-
assembled quantum dots, it is important to measure
the fundamental bandgap, the energetic separation
between the confined states both for electrons and for
holes, the barriers to the electron continuum and hole
continuum, and the oscillator strengths for the
various interband transitions. All this information
can be gleaned with optical spectroscopy.

Perhaps the simplest experiment to perform, if
not to understand, is photoluminescence in which
electron–hole pairs are excited with a laser beam.

Figure 2 An atomic force micrograph of InAs quantum dots on a

GaAs substrate. The InAs dots were grown by MBE at a growth

temperature of 530 8C. The image was taken by Axel Lorke.
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The laser energy can be tuned to lie just above the
bandgap of the wetting layer in which case the
electron–hole pairs are excited in the wetting layer
itself. Alternatively, if the laser energy is larger than
the bandgap of the barrier material, electron–hole
pairs are excited in the barrier. In both cases, the
carriers relax into the dots, and then down the ladder
of states in the dot, so that the dot electron and hole
ground states are occupied. Emission is detected when
an electron and a hole recombine. As such, the
experiment measures only the energy of the ground-
state exciton. However, if the pump intensity is
increased such that electron–hole pairs are generated
faster than they can recombine, the excited states of
the dots are also occupied and recombination can also
occur from excited states. An example of such an
experiment is shown in Figure 4. At low pump
powers, only the ground state emission is detected;
at higher pump powers, the first excited state emerges,
and at higher powers still, the second excited state also
emerges, and so on. The spectra are broadened by the
inhomogeneous broadening, i.e., from fluctuations
from dot to dot, but the broadening is small enough
that the excited state emission can be easily distin-
guished from the ground state emission. For these
particular quantum dots, the energetic separation
between the ground and excited state emission is
15 meV, and this corresponds to the sum of the
electron and hole confinement energies. The separ-
ation between the other emissions is also about
15 meV, implying that the states are approximately
equally spaced, implying in turn that the confining
potential is approximately parabolic. Furthermore, in
this experiment, emission from the wetting layer can
also be made out, and this enables the electron and
hole confining potentials to be estimated.

Figure 3 A transmission electron micrograph of two layers of InAs quantum dots in GaAs showing how the dots in the upper layer lie

directly above the dots in the first. The image was taken by Gio Medeiros-Ribeiro.

Figure 4 Photoluminescence from an ensemble of quantum

dots as a function of laser excitation power. The measurement

temperature was 12 K. The quantum dots are induced in an

InGaAs/GaAs quantum well by a strain field generated by InP

stressors on the sample surface. The stressors are grown in

the Stranski–Krastanow mode, and are 1 nm away from the

quantum well. At low excitation power, only the ground state

emission is observed. As the power increases, emission from

excited states is also observed through state filling. Reprinted with

permission from Lipsanen H, Sopanen M and Ahopelto J (1995)

Luminescence from excited states in strain-induced InxGa12xAs

quantum dots. Physical Review 51: 13868. Copyright 1995

American Physical Society.
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Photoluminescence invariably yields the sum of
electron and hole energies. In order to measure just
the electronic properties, it is possible to occupy the
dots with, say, two electrons (so that in each dot the
two-fold degenerate ground state is fully occupied)
and to excite electric dipole transitions between the
electron levels. This has been accomplished with so-
called charge-tunable heterostructures, with which
electrons can be controllably loaded into the dots
from an electron reservoir. The interlevel absorption
lies in the far-infrared region of the spectrum; for
InAs/GaAs quantum dots for instance, the transition
is at a wavelength of 25 mm (an energy of 50 meV), as
shown in Figure 5. The results of this experiment also
point to an approximately parabolic confining
potential from the fact that as electrons are added

to the dots, the energy of the far-infrared absorption
does not change much. (In the limit of a perfect
parabolic potential, a famous result known as Kohn’s
theorem states that the long-wavelength absorption
should show no energy dependence on the electron
occupation.)

In self-assembled quantum dots, the confining
potential can be thought of as very steep in the
growth direction, and relatively shallow in the lateral
plane. In other words, the dots are essentially two-
dimensional disks. The electron ground state is, in
analogy with atomic physics, s-like, and the excited
state p-like. However, because of the disk-like nature
of the dots, the p-state is four-fold degenerate, and
not six-fold degenerate as in a conventional atom.
One way to demonstrate this is to perform interband
absorption experiments on charge-tunable structures,
as shown in Figure 6. The first transition corresponds
to the transition from the hole s-state to the electron
s-state, and disappears when the dots are occupied
with two electrons. This is simply because the Pauli
principle forbids the transition once the final level is
fully occupied. The second transition corresponds to
the transition from the hole p-state to the electron
p-state, and disappears when the dots are occupied
with four electrons, confirming the degeneracies of

Figure 5 Transmission in the far infrared of an ensemble of

InAs/GaAs quantum dots where each quantum dot is occupied

with two electrons. The data were taken at a temperature of

4.2 K. The shaded transmission minima correspond to absorption

from the quantum dots. The transitions are between the electron

ground state and the first excited state. Two peaks are observed

even at zero magnetic field, suggesting that the dots are slightly

oval in shape. In a magnetic field, the two peaks move apart,

which is a consequence of the Zeeman effect. The strong feature

at 45 meV arises from an electronic interaction with an interface

phonon. Reprinted with permission from Fricke M, Lorke A,

Kotthaus JP, Medeiros-Ribeiro G and Petroff PM (1996) Shell

structure and electron-electron interaction in self-assembled InAs

quantum dots. Europhysics Letters 36: 197. Copyright 1996

European Physical Society.

Figure 6 Transmission in the near infrared of an ensemble of

InAs/GaAs quantum dots at 4.2 K. Spectra are shown for different

values of N, the electron occupation. At N ¼ 0; there are three

transitions corresponding to transitions from a valence state to an

electron state. These are the s–s, p–p and d–d transitions, where

the states are labeled in analogy to atomic physics. At N ¼ 2; the

electron ground state is fully occupied, and the s–s transition

disappears because it is blocked, a consequence of the Pauli

principle. Similarly, the p–p transition is blocked at N ¼ 6

when both the electronic s and p states are fully occupied.

Reprinted with permission from Warburton RJ, Dürr CS, Karrai K

et al. (1997) Charged excitons in self-assembled semiconductor

quantum dots. Physical Review Letters 79: 5282. Copyright 1997

American Physical Society.
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the confined states. This experiment, unlike a photo-
luminescence experiment, also yields a value for the
oscillator strength. The result can be understood
simply in terms of the overlap integral between the
hole and electron states. In other words, these dots
are in the strong confinement regime where the
confinement energies are larger than the exciton
binding energy. In the other limit, the weak confine-
ment regime, the exciton binding energy dominates
over the confinement energies, and it makes sense
only in this limit to think of an exciton moving
as a coherent entity throughout the dot. In the weak
confinement regime, the oscillator strength is actually
larger than in the strong confinement regime.

An important issue in interpreting photolumines-
cence experiments is the rate at which a highly excited
electron–hole pair can relax to the ground state of a
quantum dot. Relaxation in the continuum is known
to occur on a picosecond time-scale: electrons and
holes relax by emitting LO-phonons if possible; and if
not, acoustic phonons. Capture by a dot also occurs
quickly (apart from in low-density samples where
capture may take a few hundred picoseconds). It was
initially thought that relaxation of carriers once
captured by a quantum dot would be hindered by
the discrete nature of the density of states. The
argument is that the energy separation between the
levels is too large for acoustic phonon emission;
and there is no reason why the separation between
the levels should match the LO-phonon energy
(which has a very weak dispersion). Nonetheless,
experiments have shown that relaxation from excited
dot states to the ground state is rapid, occurring on a
picosecond time-scale, pretty much as for quantum
wells. Auger processes can be important, whereby
an electron in a dot loses energy by promoting
an electron in the continuum to a higher energy.
But relaxation can also be fast without a large
population of mobile carriers in the wetting layer,
and this is thought to arise through multiphonon
processes. The radiative lifetime is typically 1 ns for
self-assembled quantum dots, depending to some
extent on the size and material system. As for
quantum wells, relaxation occurs much faster than
recombination.

Lasers and Self-Assembled Quantum Dots

The motivation for using quantum dots as the gain
medium for semiconductor lasers is that they should
have advantageous properties over quantum wells.
These include a lower threshold current, better
temperature stability, and a higher modulation
frequency. All of these possible advantages stem
from the quantization. In a quantum dot, there are

discrete levels each with low degeneracy so that
population inversion is easy to achieve. Also, there
are large potential barriers to the continuum of states
in the surrounding matrix, and an energy separation
between levels in the dot at least comparable to the
thermal energy at room temperature. This should
make a quantum dot device relatively insensitive to
temperature. The threshold current of a semiconduc-
tor laser usually behaves as I ¼ I0eT=T0 where T is the
temperature, T0 is the characteristic temperature, and
I0 the low-temperature threshold current. Generally
speaking, lasers are desirable with a small I0 and a
large T0:

The main obstacle to realizing the benefits of full
spatial confinement in self-assembled quantum dots is
the inhomogeneity. For a particular lasing wavelength
only a fraction of the dots can contribute to the lasing
signal. Additionally, the dot densities are typically
about 1011 cm22 for these applications, implying that
in the layer plane there is more unoccupied space than
dot material. All in all, the gain at a particular
wavelength is limited. Nevertheless, it would appear
that even with inhomogeneous dot ensembles
the advantages inherent in zero-dimensional states
can be exploited.

In addition to the density of states, there is an
important difference in the nature of the gain
spectrum between quantum well and quantum dot
lasers. In a quantum well, gain exists over a range of
energies through band filling. If an electron–hole pair
is stimulated to emit by the lasing field, then the
vacancies will be quickly filled by carrier–carrier
scattering in the bands, maintaining a quasi-thermal
equilibrium in the conduction and valence bands. In
quantum dots at low temperature, capture into a
particular dot is a random process, and given the
rapid relaxation and the high barriers to the
continuum, an electron–hole pair is very likely to
emit from the dot where it was created. In other
words, the system is not in thermal equilibrium. At
higher temperatures, thermal escape out of the dots
becomes likely, enabling the system to come into
thermal equilibrium. The transition into thermal
equilibrium will depend critically on the barrier
height, and with appropriate design may take place
close to, or even above, room temperature.

Quantum dot lasers have now been realized, and
emit continuous wave at room temperature. Progress
has been rapid in the past few years. In fact the best
quantum dot lasers now have the lowest I0 and the
highest T0 of any semiconductor laser diode.

Even if the intrinsic advantages of quantum dots are
largely offset by the inhomogeneous broadening for
laser applications, there are some other advantages.
The InAs/GaAs quantum dot emission wavelength is
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significantly higher than that of InGaAs/GaAs
quantum wells, and with subtle changes in the
growth can be increased to 1:3 mm; corresponding
to one of the low-loss windows in optical fiber.
Also, much higher powers have been realized with
quantum dot lasers than with quantum well lasers. In
quantum well lasers, device failure occurs at high
current, often due to degradation of the end mirrors.
It would appear that the carrier localization in
quantum dots is sufficiently strong to prevent
diffusion to the end facets, allowing the devices to
withstand higher currents.

Colloidal Quantum Dots

Progress has been made recently in making inorganic
quantum dots with techniques from organic chem-
istry. Organometallic precursors are employed. The
growth temperature is typically below 200 8C which
has been found to give material with quite high
crystalline quality. A crucial development has been
the use of various organic groups to passivate the
surface so that the quantum dots have bright
photoluminescence. The II–VIs, being more polar
than the III–Vs, are easier to produce with these
techniques, and most work has concentrated on CdS
and CdSe quantum dots which emit in the visible.
Nevertheless, it is also possible to produce III–V
quantum dots with this technology, and although the
bulk GaAs bandgap lies in the near-infrared, the
quantum confinement effects can be so high as to push
the photoluminescence into the visible. Furthermore,
HgCdTe has also been developed as a material system
for quantum dots, and the emission can be tuned to
the all-important 1:5 mm:

The spectral width of emission from these colloidal
quantum dots tends to be very large because of a large
spread in particle size. However, techniques are being
developed to isolate a specific size. With a selective
precipitation technique for instance, the spectral
width can be reduced considerably to the extent
that a fine structure can be observed in the optical
response.

The advantage of these quantum dots lies in the
possibility of mass-production for applications such
as solar cells. The ease with which one material
system can be used to cover a large spectral
bandwidth is already attracting a lot of interest, for
instance in using passivated and water-soluble quan-
tum dots as biological labels. By using different
materials, a huge spectral range can be covered with
this technology, as illustrated in Figure 7. Of course,
there are still challenges to be met in this field. The
quantum dots tend to degrade in the course of time,
losing their high quantum efficiency for emission,

presumably as a result of changes to the surface
structure. Improvements have been made recently by
capping the dots with a high-bandgap semiconductor,
such as ZnS, which hinders interactions of the exciton
with the surface states. The emission from organic-
based dots also tends to show temporal fluctuations
in wavelength, revealed experimentally from the
emission of a single dot. This is thought to come
about through the charging and discharging of traps
in the vicinity of the quantum dot. Fundamentally,
there are difficulties injecting carriers across an
interface into the colloidal dots. However, progress
can be expected in all these areas, and these
quantum dots may well find applications in novel
photonic devices.

Single-Dot Spectroscopy

No matter how quantum dots are prepared, there
is always a distribution in emission energy.
This constitutes an inhomogeneous broadening
mechanism. For self-assembled InAs dots on GaAs,
the lowest emission width from an ensemble of dots is
about 20 meV. This energy is large compared to
several other energies in the system. For example, the
binding energy of a charged exciton, or of an
exciton–exciton complex (a biexciton), is about
2 meV in this system. Also, the width of single dot
emission is two to three orders of magnitude smaller
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Figure 7 Room temperature emission spectra of surfactant-

coated colloidal quantum dots. The quantum dots consist of InAs

(left), InP (middle), and CdSe (right). Selection of the size has

been used to give a particular wavelength in each band. Reprinted

(abstracted/excerpted) with permission from Bruchez M Jr,

Moronne M, Gin P, Weiss S and Alivisatos AP (1998)

Semiconductor nanocrystals as fluorescent biological labels.

Science 281: 2013. Copyright 1998 American Association for the

Advancement of Science.
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than the ensemble width at low temperature. The
width of single-dot emission is inversely related to the
time over which the exciton maintains its coherence,
and this should be as long as possible for future
applications of quantum dots which manipulate the
phase of the excitonic wavefunction. In order to
investigate the properties of quantum dots in detail it
is clearly necessary to measure the optical response of
a single quantum dot rather than the response of a
large ensemble of dots. The development of this field
has been aided by the techniques developed for single-
molecule spectroscopy which was first reported in the
late 1980s and has subsequently become almost a
standard experimental technique.

Typical densities of self-assembled quantum dots
correspond to 100 per mm2. Given that the emission
wavelength is around 1 mm; it is clear that an optical
technique with subwavelength spatial resolution is
required to excite and detect a signal from just one
quantum dot. The techniques employed include
cathodoluminescence, where a focused electron
beam provides the spatial resolution, and near-field
optics where a subwavelength-sized aperture in a
metal mask determines the spatial resolution. In the
latter case, the aperture is either permanently
connected to the sample surface, or it is formed on
a tapered optical fiber positioned just a few nano-
meters away from the sample surface. An example is
shown in Figure 8: with a confocal microscope the

spatial resolution is not high enough to isolate
spectroscopically a single dot. With increased spectral
resolution, however, just a small number of peaks
remain, each corresponding to the emission from a
single dot. A further technique is to etch nanometer-
sized mesas in the sample such that each mesa
contains on average just one quantum dot. In some
cases, single quantum dot emission has been detected
with a conventional optical microscope (usually a
confocal microscope) by adjusting the growth con-
ditions to give particularly low dot densities. This can
be achieved with colloidal nanocrystals by spinning a
dilute suspension of the dots onto a substrate, a
technique which has been frequently used in single-
molecule spectroscopy. In each case, the photolumi-
nescence signal from a single quantum dot is not
large, and a detector capable of counting individual
photons with a high quantum efficiency is required.
A cooled silicon CCD camera is very convenient,
giving not only a very low dark count and high
quantum efficiency, but also a huge multiplexing
advantage. However, the response of a Si detector
tails off in the visible, and decreases rapidly at about
1050 nm in the near infrared, so it is by no means a
universal solution.

The most striking feature of the emission from a
single inorganic quantum dot is its spectral purity.
Linewidths as small as a few meV (a few hundred
MHz) have been reported at low temperature for

Figure 8 Emission from quantum rings from a 1 mm2 area of the sample, and from a 0.07 mm2 area of the sample, both taken at

4.2 K. The quantum rings are generated with a Stranski–Krastanow growth procedure using InAs and GaAs. The first spectrum was taken

with a low-temperature confocal microscope; the second with a near-field technique. It can be seen how large statistical fluctuations arise

in the first spectrum, because the number of rings probed is not sufficient to give a smooth distribution function. In the second spectrum,

just a few peaks can be discerned above the noise level, each arising from the emission from an individual quantum ring.
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quantum dots formed in a localizing potential in a
quantum well. These linewidths can be interpreted as
de-phasing times of the excitons. The maximum
possible de-phasing time is obviously the radiative
lifetime, in which case the line is homogeneously
broadened. This limit has been observed at low
temperature on natural quantum dots, but not at
elevated temperature: as the temperature increases,
scattering of the excitons by phonons decreases the
coherence time, observed through a broadening
of the emission.

The sharp lines observed in single-dot spectroscopy
give access to fine structure on a meV energy scale.
Most of this fine structure arises through Coulomb
interactions between the electrons and holes. For
example, two recent experiments have explored the
emission as a function of electron occupation, and
exciton population. In both cases, new lines emerge
when a single dot is populated by more than one
electron–hole pair.

Perspectives

The field of semiconductor quantum dots has made
rapid advances in the past decade largely through the
discovery of self-assembly in the growth of lattice-
mismatched inorganic semiconductors. The most
immediate application of these defect-free nanostruc-
tures is as the gain medium for semiconductor laser
diodes, the aim being to reduce the threshold currents
beyond those achievable with quantum wells.
This approach is already proving highly successful.
However, there are also other possibilities for novel
photonic applications of quantum dots. These include
memory elements for image processing, detectors and
sources for single photons, and perhaps even elements
for the coherent manipulation of wavefunctions.

See also

Semiconductor Materials: Band Structure Engineering;
GaAs Based Compounds. Semiconductor Physics:

Band Structure and Optical Properties; Excitons;
Outline of Basic Electronic Properties; Quantum Wells
and GaAs-Based Structures; Recombination Processes.
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Introduction

When thin layers of two semiconductor materials are
combined to form a heterojunction, quantum well

(QW), or superlattice, the properties of the resulting
‘quantum heterostructure’ are to a large extent
governed by the alignment of the conduction and
valence bands at the interfaces. Usually the overall
conduction-band (CB) minimum lies in the same
material as the overall valence-band (VB) maximum,
as for example in the GaAs/Al0.3Ga0.7As QW
illustrated in Figure 1a. In such a type-I structure,
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the electrons and holes both reside mostly in the GaAs
and their wavefunctions overlap almost perfectly as
shown in the figure.

There are cases, however, when the CB minimum is
in one layer while the VB maximum is in the other.
For this so-called type-II alignment, which is
exemplified by the Ga0.47In0.53As/GaAs0.5Sb0.5

superlattice of Figure 1b, the electrons and holes
tend to separate spatially. It should not be surprising
that this significantly influences many of the basic
optical and electronic properties. Just one example is
the band-edge absorption, whose strength is propor-
tional to the square of the wavefunction overlap
integral.

Figure 1 Conduction band (CB) and valence band (VB) profiles along with selected sub-band energies and wavefunctions for: (a)

50 Å GaAs/Al0.3Ga0.7As type-I quantum well (GaAs substrate); (b) 50 Å/50 Å Ga0.47In0.53As/Ga0.5As0.5Sb type-II staggered-gap

superlattice (InP substrate); (c) 100 Å/100 Å InAs/GaSb type-II broken-gap semimetallic superlattice (GaSb substrate); (d) 50 Å/50 Å

GaAs/AlAs type-I superlattice (GaAs substrate); (e) 20 Å/50 Å GaAs/AlAs type-II superlattice with indirect band alignment both in real

and momentum spaces; and (f) 30 Å/30 Å InAs/GaSb type-II semiconducting superlattice. E1, H1, and X1 represent the first sub-band in

the G-valley conduction band, G-valley valence band, and X-valley conduction band, respectively. The overlap between the electron and

hole wavefunctions is shown in gray.
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In contrast to the staggered type-II heterostructure
of Figure 1b, another possibility is the broken-gap
type-II alignment of the InAs/GaSb superlattice
shown in Figure 1c. Since the CB minimum in InAs
actually lies below the VB maximum in GaSb, this
combination becomes a semimetal even though the
bulk constituents are both semiconductors.

The nature of the band alignment can also be
strongly influenced by shifts of the electron and hole
energy levels induced by quantum confinement.
Figure 1d illustrates a type-I GaAs/AlAs superlattice
with relatively thick GaAs layers. Notice that the
same superlattice becomes type-II if, as in Figure 1e,
the GaAs layers are thin enough that the GaAs
G-valley electron level (center of the Brillouin zone) is
pushed to a higher energy than the AlAs X-valley level
(boundary of the Brillouin zone). Similarly, quantum
confinement can turn the broken-gap (semimetallic)
type-II InAs/GaSb superlattice of Figure 1c into
a staggered (semiconducting) type-II superlattice
as in Figure 1f.

Although many different type-II heterostructures
have been identified over the last three decades, only a
few are likely to have long-term technological
importance for optics or electronics. The system
that has received the most attention in terms of both
fundamental scientific studies and opto-electronic
device development is InAs/GaSb and related alloy
combinations such as InAs/GaInSb. Following a brief
overview of wider-gap type-II heterostructures, this
article will concentrate primarily on that interesting
narrow-gap system.

Wide-Gap Type-II Heterostructures

The best-known wide-gap type-II heterostructure is
the GaAs/AlAs superlattice of Figure 1e. The band
lineup is type-II provided the GaAs thickness is no
greater than <10 monolayers (28 Å) and the AlAs
layer is no thinner than the GaAs layer. Since the CB
minimum is in the AlAs X-valley and the VB
maximum is in the GaAs G-valley, this structure has
an indirect energy gap in both real space
and momentum space. In type-II GaAs/AlAs, the
X-valley states at the CB minimum form one or more
superlattice minibands, which display relatively low
resistance at small biases, negative differential
velocity, etc. A related structure is the GaAs/AlAs/
GaAs/AlAs/GaAs double-barrier intervalley resonant
tunneling diode, in which resonant or sequential
phonon-assisted tunneling proceeds via intervalley
transitions whenever the Fermi level in the GaAs
emitter lines up with the X-valley minimum in AlAs.
Structures containing AlGaAs do not necessarily
need quantum confinement to establish a type-II

alignment, since it occurs naturally in AlxGa12xAs/
AlAs heterojunctions with x . 0:3:

The device potential of wide-gap type-II hetero-
structures is rather limited, owing to their low
luminescence efficiencies (due in large part to the
doubly indirect band alignment) and low mobilities
(due to the heavy X-valley effective mass). A few
proposals have focused on modulation of the band
alignment between the type-I and type-II regimes.
The Ga0.47In0.53As/GaAs0.5Sb0.5 superlattices of
Figure 1b and related structures have been investi-
gated as alternative active regions for semiconductor
lasers emitting in the important 1.3–2 mm wave-
length range.

InAs/GaSb/AlSb-Based Type-II
Superlattices and Quantum Wells

Molecular beam epitaxy (MBE) was used to fabricate
the first InAs/GaSb-based superlattices in 1977, only
a few years after the initial GaAs/AlGaAs superlattice
growths. It was quickly demonstrated that for
relatively thick layers the band alignment is broken-
gap type-II, with 100–150 meV overlap between the
conduction band minimum in InAs and the valence
band maximum in GaSb. In this semimetallic super-
lattice, GaSb valence-band electrons spill over into
the InAs and leave behind holes (see Figure 1c). It was
also observed that at equal layer thicknesses of
<90 Å quantum confinement induces a semimetal-
to-semiconductor transition (Figure 1f), and that the
gap becomes increasingly positive when the thickness
is reduced further. This is no mere scientific curiosity,
since being able to tune in a wide range of energy gaps
spanning 0 to .0.5 eV has enormous practical
consequences for infrared (IR) emitters and detectors.
Such a capability cannot be replicated by any other
III–V heterostructure system.

Another happy accident is that the lattice con-
stants of InAs (6.058 Å) and GaSb (6.096 Å) are
matched closely enough to allow them to be grown
together by MBE or metalorganic chemical vapor
deposition (MOCVD). A third binary member of the
‘antimonide’ or ‘6.1-Å’ family of growth-compatible
heterostructures is AlSb (6.136 Å), which is valuable
in that it serves as a quantum barrier to both InAs
conduction states and GaSb valence states. The
extended family includes a variety of ternary alloys
(GaInSb, GaAlSb, InAsSb, AlAsSb, etc.), whose
energy gaps as a function of lattice constant are
given by the curves in Figure 2, and also at least
three quaternary alloys: GaInAsSb, AlGaAsSb, and
InAlAsSb. Taken together, this menagerie of materials
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provides the type-II IR device designer with an
exceptional degree of configurational flexibility.

Type-II IR structures are typically grown on
either a GaSb or InAs substrate. Since even a
small amount of strain build-up can produce
dislocation defects that seriously degrade the
performance, one usually balances the net tensile
strain (associated with layers having a lattice
constant slightly larger than that of the substrate)
with a compensating amount of net compressive
strain (from layers whose lattice constant is slightly
smaller than that of the substrate).

Band structures for complicated type-II layering
configurations have been calculated by a variety of
methods, including k·p, tight-binding, and empirical
pseudopotentials. While all reproduce the main
features of the electron and hole sub-bands and
dispersion relations near the center of the Brillouin
zone, the relative merits of the different approaches
remain controversial. Due to the small energy
gaps, band-mixing effects are especially important
in this system.

One consequence of the small type-II antimonide
energy gap is that the electron and hole bands repel
each other and both effective masses can be lighter
than in any other III–V semiconductor (e.g., smaller
than in the bulk constituents). This leads to high
mobilities at room temperature, and promising
possibilities for high-electron-mobility transistors
(HEMTs). Also of interest are resonant tunneling
diodes (RTDs) based on InAs/AlSb/GaSb/AlSb/InAs
and related structures, in which interband tunneling
via the GaSb valence states results in negative
differential resistance with a very high peak-to-valley
ratio. Since these devices are primarily electronic

rather than optical, we will not discuss them
further here.

While interfaces play an important role in any
semiconductor heterostructure, they are especially
crucial in InAs/GaSb and related type-II systems
because the two materials on opposite sides of the
interface have neither a common cation nor a
common anion (unlike GaAs/AlGaAs, for example,
in which both wells and barriers have As anions). By
timing the shutter sequences in the growth, one can in
principle end the InAs on an In layer and begin the
GaSb on Sb, to produce InSb-like interface bonds.
Alternatively, one can end the InAs on As and begin
the GaSb on Ga to form GaAs-like bonds. Detailed
characterizations by a variety of methods have shown
that the device properties and even the band structure
can be relatively sensitive to whether the interface
bonds are InSb-like or GaAs-like.

With regard to opto-electronic devices, a potential
limitation of InAs/GaSb superlattices is that in order
to reach a long wavelength (small energy gap), the
layers must be rather thick (e.g., <90 Å for zero gap).
In such a structure the overlap between the electron
and hole wavefunctions becomes quite small (see
Figures 1c and 1f), and consequently the interband
optical interactions are weak. However, Mailhiot and
Smith pointed out that this issue can be circumvented
to a large extent by employing Ga12xInxSb (with
x # 0:4Þ rather than GaSb for the hole QWs.
Compressive strain in the GaInSb produces a large
splitting of the heavy and light hole sub-bands, along
with a substantial increase of the type-II offset energy.
The result is that much thinner layers (with large
wavefunction overlaps) may be employed in conjunc-
tion with energy gaps corresponding to long IR
wavelengths. In fact, the overlap for a short-period
InAs/GaInSb superlattice such as that illustrated
schematically in Figure 3 can be large enough to
yield interband optical interaction strengths compar-
able to those in bulk materials and type-I
superlattices.

While practical constraints on the minimum
reproducible layer thickness set a lower wavelength
limit on the order of 2 mm, the upper limit governed
by uniformity considerations is quite high, perhaps in
the l ¼ 25–100 mm range. This makes type-II anti-
monide quantum heterostructures a natural choice
for mid-IR to far-IR photodetectors and lasers.

Type-II IR Photodetectors

Because IR detectors sense the radiant black-body
emission from warm objects rather than relying
on reflected visible light, they can be used for
‘night vision.’ Both photoconductive (PC) and

Figure 2 Direct energy gaps at zero temperature for III–V

compound semiconductors and their ternary alloys with lattice

constants in the vicinity of 6.1 Å.
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photovoltaic (PV) IR detectors are now being
developed with type-II active regions, usually
consisting of simple InAs/GaInSb superlattices.
The PV geometry, in which a reverse bias is
applied to a p–n junction, is ultimately preferred
since it is easily adaptable to pixelation in a 2D
array with many discrete detector elements. That
allows an IR camera to construct a detailed
thermal picture of any given scene.

An optimized PV photodetector must have high
absorption in the active region, unimpeded vertical
transport to assure collection of the photogenerated
carriers, and a low dark current. The thin layers of a
type-II InAs/GaInSb active region help to satisfy the
first two criteria, since they assure both a large
wavefunction overlap (Figure 3) and rapid electron
and hole tunneling through the superlattice
minibands.

The dark current in a high-quality diode tends to
be dominated by generation-recombination currents
at low temperatures and diffusion currents at higher
T. However, trap-assisted tunneling via dislocations
and other macroscopic defects can significantly
increase the dark current. Figure 4 plots the
resistance–area product (R0A) for diodes with and
without macroscopic defects. Surface leakage result-
ing from inadequate sidewall passivation can also
lead to a substantial contribution that is pro-
portional to the perimeter of the mesa. The diffusion
current scales as 1=t1=2; where t is the recombi-
nation lifetime. To date, the defect-mediated Shock-
ley–Read lifetimes of ,100 ns have been
significantly shorter than in competing HgCdTe IR
materials (.1 ms). However, Auger lifetimes are
substantially enhanced, as will be discussed further

in the context of type-II IR lasers. In an Auger
event, the energy and momentum of the recombin-
ing electron–hole pair is transferred to a third
carrier, which scatters to a higher-lying state in
either the same or a different band. Because three
different carriers must interact simultaneously, the
recombination rate scales with the cube of the
carrier density. Usually Shockley–Read recombina-
tion dominates at lower temperatures and Auger
processes at higher T.

Typically the n-side of a type-II diode is heavily
doped (1018 cm23 range) and relatively thin, while
most of the absorption occurs on the lightly doped
(1016 cm23 range) p-side. A standard figure of
merit is the detectivity (Dp), which is essentially
the signal-to-noise ratio in a device of standard
size. For 77 K operation, type-II PV detectors with
cutoff wavelengths of 7.5 mm and 12 mm achieved
Dp of 1 £ 1012 cm Hz1=2=W and 5 £ 1010 cm Hz1=2=W;

respectively. Those values are nearly as high as
typical results for the much more mature HgCdTe
FPA technology.

It is anticipated that type-II detectors will be
particularly attractive at very long wave IR
(VLWIR), at which it becomes increasingly difficult
to maintain adequate control over the HgCdTe
compositional uniformity. Recent PC detectors oper-
ated out to 22 mm, and PV devices to 16 mm. Due in
part to the strong suppression of Auger recombina-
tion, type-II detectors are also expected to be
advantageous at noncryogenic temperatures where
future systems will increasingly operate.

Figure 3 Conduction and valence band profiles along with

electron (E1) and hole (H1) sub-band energies and wavefunctions

for a 19 Å/19 Å InAs/Ga0.7In0.3Sb type-II superlattice (GaSb

substrate) with an energy gap equal to that of the InAs/GaSb

superlattice in Figure 1d.

Figure 4 Temperature dependence of the dynamic impedance

at zero bias R0A for two different InAs/GaInSb superlattice diodes

with cutoff wavelengths of 8.7 mm. The generation-recombination

(G-R) and diffusion-limited R0A values are indicated by the

dashed lines. Reproduced with permission from Bürkle et al.

(2000) MRS Symp. Proc., 607, pp. 77–82.
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Type-II IR Lasers

At visible and near-IR wavelengths out to <2 mm; the
QW diode laser is by now a mature technology that
dominates the commercial marketplace due to its low
cost (,$1 per laser in some cases), compactness,
and reliability. However, the technical challenges
become much more severe in the mid-IR spectral
region (3–5 mm). Before the advent of the type-II
laser, no interband III–V semiconductor device
emitting at l $ 3 mm had ever operated at room
temperature. Alternatives are the lead salt laser,
which is limited to very low-output powers, and the
quantum cascade laser (QCL) that is based on optical
transitions between two electron QW sub-bands
rather than interband electron–hole processes.
Mid-IR lasers are needed for high-power military
applications such as IR countermeasures against heat-
seeking missiles and for the sensitive detection of
trace chemicals using the spectroscopic ‘fingerprint’
that distinguishes each species from any other.

From the 1960s to the late 1990s, conventional III–
V double heterostructure (DH) and type-I QW lasers
for the mid-IR never achieved the desired levels of
performance because they failed to overcome certain
fundamental limitations. Those included:

1. inadequate band offsets, which at higher tempera-
tures made it difficult for the QW or DH active
regions to retain the injected electrons and holes;

2. rapid Auger nonradiative decay, which led to
excessive threshold current densities at higher
temperatures; and

3. restricted spectral range, limited to wavelengths
shorter than the cutoff for bulk InAs12xSbx.

However, it has more recently become apparent
that all of these limitations can be either minimized or
removed by employing a type-II InAs/GaSb-based
active region.

For example, electrical confinement is far more
effective because the GaSb conduction band confines
InAs electrons and the InAs valence band confines
GaSb holes (see Figure 1f). Auger recombination is
also significantly suppressed, in part because the holes
are nearly as light in the plane as the electrons,
making it much more difficult to conserve both
momentum and energy in the three-carrier process.
Nearly an order-of-magnitude suppression of the
room-temperature Auger rate has been reported,
which translates directly into a similar reduction of
the threshold current density. And as was discussed
above in connection with IR photodetectors, very
long wavelengths are readily attainable because the
energy gap in a type-II active region can be arbitrarily

small. Type-II lasers have already operated cw at
l . 7 mm; and cryogenic operation out to wave-
lengths as long as 100 mm has been projected
theoretically.

In 1986 the first type-II semiconductor laser, which
emitted at l ¼ 1:86 mm from single liquid-phase
epitaxy (LPE)-grown heterojunctions, was demon-
strated. Since the mid-1990s, 3–4 mm GaInAsSb/
InAs-based single-interface type-II diodes have been
developed that operate up to 205 K in pulsed mode.

In 1995, lasing at l ¼ 3:2–3:5 mm was reported
from type-II InAs/Ga0.75In0.25Sb superlattice diodes
grown by MBE. Subsequent work on these devices
extended the temperature range to 255 K in pulsed
mode and 180 K for cw operation, and the emission
wavelength to 4.3 mm.

While the wavefunction overlap and hence the gain
for a two-constituent type-II superlattice active region
can be quite favorable, penetration of the electron
wavefunctions into the thin GaInSb layers is in fact so
great that a wide miniband forms along the growth
axis. The electrons then have strong energy dispersion
in all three dimensions, whereas present-generation
near-IR and visible semiconductor lasers nearly
always have QW active regions with 2D carriers.
The stepped quasi-2D density of states yields a much
higher differential gain per injected carrier at
threshold, and also narrower spectral emission lines
than are attainable with a 3D electron population.
The most straightforward approach to blocking the
formation of a miniband in the superlattice is to add a
high electron barrier between the periods, e.g.,
InAs/GaInSb/AlSb. However, the drawback of that
approach is that the wavefunction overlap becomes
much smaller than in the simple superlattice, resulting
in significantly lower gain.

On the other hand, if a second electron well is
added on the other side of the hole well, the resulting
structure with four constituents per period (e.g.,
InAs/GaInSb/InAs/AlSb) combines the large wave-
function overlap of the two-constituent superlattice
with 2D electron and hole confinement. Figure 5
illustrates band profiles, energy levels, and wavefunc-
tions for the ‘W’ laser, which takes its name from the
shape of the conduction-band profile.

Optically pumped type-II W lasers display high-
power pulsed operation at temperatures well above
ambient. Wavelengths have spanned the range
2.6–7.3 mm, and mid-IR vertical-cavity surface-
emitting lasers (VCSELs) were also fabricated.
Optical pumping is viewed primarily as a means of
achieving high cw or quasi-cw output powers in the
mid-IR, and in that regard W lasers have exceeded all
other semiconductor approaches with 1.5 W peak
output power being obtained at 71 K for 100 ms
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pulses with a 10% duty cycle. The average output at
82 K for that device was up to 360 mW for 20 ms
pulses and a 50% duty cycle.

Cw operation at l ¼ 3:0 mm was observed nearly
to room temperature (290 K), and even a 6.1 mm
emitter operated cw to 210 K. The cw output power
of 540 mW/facet from a device with 80 W QW
periods was the highest ever reported for 78 K
operation in the mid-IR. Despite the rather high
output power, however, the differential power con-
version efficiency was only 2.5% at 78 K and fell to
1% at 140 K. Much higher efficiencies were obtained
using the optical pumping injection cavity (OPIC)
approach, in which the active region was surrounded
by semiconductor quarter-wave mirror stacks that
formed an etalon cavity resonant at the 2.1 mm pump
wavelength. For pulsed operation, OPIC devices with
uncoated facets and only 10 active QWs yielded
lower thresholds, lower internal losses, and higher
power conversion efficiencies than any previous
results at T $ 200 K: Figure 6 illustrates that the
efficiencies were 7.1% at 220 K for one device and
4% at 275 K for another.

An alternative approach to maximizing the pump
absorbance despite a small number of QWs is the
‘integrated absorber’ (IA) concept. In this approach,
the W QWs are separated by intermediate-gap
GaInAsSb absorbing layers which donate optically
generated electrons and holes to the active wells. At
80 K with 35 ms pulses at 2.5% duty cycle, an IA laser
with only five QWs separated by <1600-Å-thick
absorber layers had a power conversion efficiency of
9.8% and peak output power of 2.1 W. Thus far
the IA has not done as well as the OPIC at high
temperatures, due mostly to an inadequate valence
band offset between the absorber layers and the
active QWs.

The beam quality for optically pumped type-II lasers
was substantially improved by using the angled-
grating distributed-feedback (a-DFB) approach
pioneered at shorter wavelengths. Since both the
grating and the facets are needed to produce optical
feedback, only a narrow angular cone is fed back into
the tilted cavity. For a pump-stripe width of 50 mm, the
near-diffraction-limited output beam had 15 times
narrower angular divergence (1.48 full width at half-
maximum (FWHM)) than the double-lobed beam
emitted from a conventional Fabry–Perot laser
occupying an unpatterned portion of the same bar.
Even more promising results have been reported using
the photonic-crystal distributed-feedback (PCDFB)
laser, in which the grating is defined on a two-
dimensional rectangular lattice that is tilted with
respect to the facets as in thea-DFB. For a pump-stripe

Figure 5 Conduction and valence band profiles along

with selected sub-band energies and wavefunctions for InAs/

Ga0.7In0.3Sb/InAs/AlSb type-II ‘W’ structure (GaSb substrate).

Electron (E1), heavy hole (H1, H2, H3), light hole (L1), and barrier

heavy hole (HB) sub-bands are indicated.

Figure 6 Power conversion efficiency per uncoated facet as a

function of temperature for two different W-OPIC lasers emitting

in the wavelength ranges of 3.1–3.4 mm (filled circles) and

3.4–3.7 mm (filled squares), respectively. For comparison,

conversion efficiencies for a typical ‘W’ laser without an OPIC

emitting in the same spectral range (open circles) are also shown.

All of the lasers were optically pumped in pulsed mode by a

2.1 mm Ho:YAG laser, and the cavity length for all three devices

was 0.5 mm.
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width of 200 mm, the beam quality for the direction
along the laser stripe was four times the diffraction
limit.

Although optical pumping is the simplest way
to inject electrons and holes into the active region,
type-II diode lasers will ultimately be much more
inexpensive, convenient, compact, and energy effi-
cient. However, generalization of the W configuration
to electrical pumping is not entirely straightforward.
This is because holes injected from the p-type
cladding layer may have poor growth-axis transport,
and hence hole populations in the various GaInSb
QWs could be highly nonuniform. Whereas the
holes in a superlattice are required to tunnel
through only one InAs electron well at a time (see
Figure 3), the barrier for the structure in Figure 5
consists of two InAs layers in addition to the AlSb
barrier. To overcome this problem the AlSb was
replaced with a specially designed quaternary
Al0.15Ga0.85As0.05Sb0.95 barrier, which raised the L1
light-hole sub-band to within <100 meV of the H1
heavy-hole valence band maximum. That permitted
thermally excited light holes to provide the needed
tunneling transport to all of the QWs. Another key
design element was the insertion of relatively
thick (0.6 mm) undoped Al0.35Ga0.65As0.03Sb0.97

‘broadened-waveguide’ layers on each side of the
active region, in order to minimize free-carrier
absorption in the doped Al0.9Ga0.1As0.07Sb0.93 clad-
ding layers. Some of the devices also contained InAs/
AlSb ‘hole-blocking’ layers, which prevented hole
leakage into the n-type broadened waveguide layer.

A pulsed l ¼ 3:27 mm W-diode of this type with 10
active QW periods achieved the first room tempera-
ture operation (to 310 K) of an electrically pumped
III–V interband laser in the mid-IR. Another device
with five QWs operated in cw mode to 200 K, the
highest Tmax to date for any interband III–V laser
beyond 3 mm. The threshold at 78 K was 63 A/cm2,
and Figure 7 shows that the cw output was 140 mW
at 78 K and 20 mW at 180 K. Following optimization
of the turn-on voltages, series resistances, and
internal losses, cw diodes with one–three QWs are
projected to operate in the thermo-electric cooler
range and ultimately at room temperature.

A more exotic variation on the type-II diode
emitter is the interband cascade laser (ICL) that was
first proposed by RQ Yang. Like the intersub-band
QCL, the ICL generates multiple photons per injected
electron by making an optical transition at each step
of a staircase-like QW structure. While the threshold
current density for the QCL is high because of the
inherently short lifetimes associated with intersub-
band phonon scattering, the interband configuration
of the ICL eliminates that nonradiative relaxation

path. Early projections that the ICL should display
low thresholds, high cw operating temperatures, high
output powers, and high differential quantum
efficiencies (well above the conventional limit of
one photon/electron) have all been confirmed
experimentally.

Figure 8 illustrates conduction and valence band
profiles for a typical single stage of the ICL staircase.
While this example employs a W configuration, in
which two InAs electron QWs (19 Å and 13 Å)
surround the active GaInSb hole QW (32 Å), some
designs employ only a single InAs active well.
Electrons tunneling into the InAs QWs from the
preceding injection region at left emit a photon by
making spatially indirect radiative transitions to the
GaInSb valence band. They next tunnel into the
valence states of the adjacent GaSb and GaInSb hole
wells, whose function is to provide a thick barrier to
prevent electron leakage from the active InAs QWs
directly to the 70 Å InAs well that begins the next
injection region. From the final GaInSb hole QW
(40 Å), the carriers undergo near-elastic interband
scattering into conduction states of the 70 Å InAs
QW. Electrons traversing the superlattice miniband of
the injection region, which in this case consists of
eight digitally graded InAs wells, finally tunnel into
the active electron QWs of the next period. This series
of events is repeated at each step of the ICL staircase.

Following the first ICL demonstration in 1997,
there have been reports of threshold current densities
13 A/cm2 at 80 K, maximum operating temperatures
of up to 300 K for pulsed operation and 150 K for cw
(with epitaxial-side-up mounting), pulsed output
powers of 6 W/facet and slope quantum efficiencies
exceeding 600%. A cw wall plug efficiency of 22%

Figure 7 Cw output power as a function of injection current at

temperatures between 78 K and 180 K for a ‘W’ diode laser with a

2-mm-long cavity and 100-mm-wide stripe emitting at a

wavelength of 3.3 mm.
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at 80 K was recently reported. While substantial
further improvements are expected, the primary
disadvantage of the ICL is its complexity.

Despite numerous dramatic advances by type-II
mid-IR lasers since their first demonstration in 1995,
the performance has not yet progressed to the level
that will be required to support a robust commercial
technology. One key issue is the cw operating
temperature, which must increase to at least the
thermo-electric cooler range if the potential market
is to extend beyond niche applications. Higher-
temperature operation will result automatically
once the number of QWs, and hence the threshold
current density, can be reduced. Further suppression
of the Auger decay rate would also be highly
beneficial if it is proven possible.

The laser output power and efficiency are governed
by the internal loss, which in type-II QWs tends to be
dominated by resonant free-hole intersub-band tran-
sitions. The details of the valence sub-band structure
are not well known at present, although recent experi-
ments have apparently identified a number of the
transition energies. As in the case of the threshold,
reducing the number of QWs is highly beneficial since it
reduces the number of free carriers that can absorb the
lasing photons. The optically pumped OPIC and IA
structures discussed above achieved dramatic reduc-
tions in the internal losses by following that strategy.

The beam quality attainable from a semiconductor
laser is governed by the linewidth enhancement factor
(LEF), which is proportional to the variation in the
refractive index induced by a small change in the

carrier density. A large positive value of the LEF leads
to filamentation in broad-area lasers as tiny peaks in
the optical intensity cause carrier depletion and a local
increase in the refractive index, which in turn
stimulates further focusing of the output beam. The
output then consists of an incoherent superposition of
many rapidly diverging filaments, resulting in a beam
quality that is several orders of magnitude worse
than the diffraction limit. While theoretical LEFs for
optimized type-II W structures can be in the 1.5–2
range even at room temperature, recent Hakki–Paoli
measurements have yielded values in the 2.5–5 range.
This is possibly due to additional inhomogeneous
broadening of the gain spectrum induced by interface
roughness.

See also

Semiconductor Materials: Band Structure Engineering;
Quantum Dots. Semiconductor Physics: Outline
of Basic Electronic Properties; Quantum Wells and
GaAs-Based Structures; Recombination Processes.
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We briefly introduce the main concepts underlying the
detailed treatment of specialist aspects of semicon-
ductor physics in ensuing sections, viz: the free
electron model, density of states, Fermi-Dirac
statistics, energy bands and energy gaps, effective
mass, electrons and holes, intrinsic and extrinsic

conductivity, direct and indirect interband optical
transitions, excitons and low-dimensional systems.

Introduction

A proper treatment of optoelectronic devices
needs to include the physical properties of the
materials from which the devices are made, and
this subject is covered under the section of the
Encyclopedia entitled ‘Semiconductor Funda-
mentals’. This includes sections on the basic
physics common to all semiconductors useful in
optoelectronic applications, the experimental tech-
niques used to investigate the optical properties of
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these semiconductors and the more detailed
properties of the most widely used semiconductors,
and semiconductor systems. The properties of
greatest importance here are those of electrons in
crystalline solids, but the interaction between the
electrons and the atoms of the crystal lattice is also
significant. The combination of these microscopic
effects is responsible for determining the macro-
scopic optical and electrical properties of semicon-
ductors, and in this section we give the necessary
background to these topics.

The classical treatment is extremely useful in
describing the electrical conductivity of solids; the
electrons are regarded as charged particles obeying
Newton’s laws of motion, and electrical resistance is
assumed to arise from collisions with the vibrating
lattice and/or impurities. However, the classical
theory does not give a method of predicting the
natural frequencies, or energies, of these electronic
oscillators. To do this we need to use quantum
mechanics, and the elements of this are reviewed
here. We start with the free electron theory of
metals, where the electrons are treated as particles
constrained to move in a potential box. For conven-
ience we begin by considering the situation in one
dimension (1D).

Free Electron Theory of Metals

Free electrons in a 1D potential box of length L in the
x-direction are described by a plane wave function
that is normalized within the box, c ¼ (1/L)eikx, and
satisfies the Schrödinger equation in the x-direction:

"2

2m

d2c

dx2
þ Ec ¼ 0 ½1�

where E is the electron energy. This gives the familiar
parabolic E–k dispersion relation (see Figure 1),
E ¼ "2k2/2m (with electron momentum p ¼ "k). In
order to evaluate physical problems it is necessary to
define the boundary conditions for the wave function.
We assume fixed boundary conditions (i.e., c ¼ 0 at
x ¼ 0;L) leading to the quantization condition
k ¼ np=L where n is a positive integer.

Density of States

Physical properties of solids depend on the number of
allowed k-values per unit range of k (or E-values per
unit range of E), a quantity referred to as the density
of states, D(k) or D(E) – for example, the number of
allowed states between k and k þ dk ¼ DðkÞdk: From
the fixed boundary condition ðk ¼ np=L; the number
of allowed values of k per unit range of k in 1D is just

DðkÞ ¼ L=p: In terms of energy, using the E–k
dispersion relation, we can write (including the factor
2 for two possible spin states):

DðEÞdE ¼ DðkÞðdk=dEÞdk

¼ ðL=2pÞð2m="2Þ1=2E21=2dE ½2�

i.e., the density of states depends on E21/2 for the 1D
situation.

For a cube of side L; in three dimensions we
generalize the identity for fixed boundary conditions:

L2k2

p 2
¼ n2

x þ n2
y þ n2

z ¼ R2 ½3�

where kx ¼ nxp=L etc., and the states fill up the
positive quadrant of a sphere of radius ðR ¼ Lk=pÞ in
k-space. Thus, the number of states in a given volume
of k-space is numerically equal to that volume, so that
the number of states between R and R þ dR in the
positive quadrant (hence 1/8th) of a spherical shell of
radius R in k-space is

DðRÞdR ¼ 4pR2dRð1=8Þ ½4�

i.e., (1/8)th of the surface area of the shell multiplied
by the thickness of the element. Changing the variable
to k, the number of states between k and k þ dk is

DðkÞdk ¼ DðRÞ
dR

dk
dk ¼

V

2p 2
2k2dk ½5�

Figure 1 Schematic representation of energy bands in one

dimension, characterized by gaps at the high symmetry points of

the Brillouin zone.
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where the volume V ¼ L3; and a factor of 2 has again
been included to account for the two possible spin
states of the electron. This in turn, through the
relation between E and k, can be expressed in terms
of the density of states per unit energy so that the
number of states between E and E þ dE is given by:

DðEÞdE ¼ DðkÞ
dE

dk
dE ¼

2V

2p 2

 
2mp

"2

! 3
2

E
1
2 dE ½6�

In two dimensions, by the same argument:

L2k2

ðp Þ2
¼ n2

x þ n2
y ¼ R2 ½7�

Therefore DðRÞdR ¼ ð2pR=4Þ dR; where the factor
1/4 implies the positive quarter of the 2D ring
between R and R þ dR in k-space, A ¼ L2 and

DðkÞdk ¼ DðRÞ
dR

dk
dk ¼

A

p
kdk ½8�

From the E–k relation we have the number of states
between E and E þ dE as:

DðEÞdE ¼ DðkÞ
dE

dk
dE ¼

A

p

�
m

"2

�
dE ½9�

Thus, in 2D systems we have the important result that
DðEÞ is a constant.

Fermi-Dirac Distribution of Electrons

At zero temperature an atom exists in what is known
as the ground state. All the electrons rest in the lowest
energy states allowed to them by the Pauli principle,
and fill the allowed states up to an energy known as
the Fermi energy, EF. Above absolute zero of
temperature this is no longer the case, and thermal
energy allows some electrons to exist in higher energy
states. The probability f ðEÞ that a state of energy E
will be occupied for an ideal electron gas in thermal
equilibrium (thermal energy kT) is governed by
Fermi-Dirac statistics:

f ðEÞ ¼
1

1 þ exp

�
E 2 EF

kT

� ½10�

For a metal at room temperature the difference
between the Fermi energy and the energy of the
conduction band minimum is much greater than the
thermal energy, ðEF 2 EcoÞ @ kT; this is also true for
a strongly n-type semiconductor (see below) and the
distribution is said to be degenerate.

Energy Bands and Energy Gaps: Semiconductors

In the presence of the (perturbing) periodic crystal
potential, VðrÞ, the above simplicity is lost: this is the
so-called ‘nearly free electron model’, and the
perturbed Schrödinger equation is now:

2
"2

2m

d2c

dx2
þ VðxÞc ¼ Ec ½11�

for the x-direction. This topic is discussed in all
undergraduate texts on solid state physics, but we list
the main results of the model as follows:

1. The electrons that we are concerned with are
confined within a periodic lattice. Consequently
the wave function c is modulated with the
periodicity of the lattice. By symmetry arguments
the correct wave function can be shown to be:

ckðxÞ ¼
1ffiffi
L

p eikxukðxÞ ½12�

where ukðxÞ is a function that has the symmetry of
the lattice. ckðxÞ is known as the Bloch function
and is a satisfactory solution to the Schrödinger
equation. Because of the periodic nature of the
Bloch equation, it is always possible to select the
wavevector index k of any Bloch function to lie
within the range p/a , k , p/a. This region is
referred to as the first Brillouin zone, and the
representation where the E–k dispersion is
mapped back entirely into the first Brillouin
zone is called the ‘reduced zone scheme’ (Figure 1).

2. Regions of E appear where solutions ckðxÞ are not
allowed, corresponding to Bragg reflections of the
electron waves by the lattice; these are the so-
called energy gaps (forbidden energy regions)
which separate energy bands (allowed energy
regions). In 3D these discrete bands of energy
form the conduction and valence bands within
materials. The forbidden energy gap separates
these bands. An additional quantum number n is
required to label the individual energy bands
corresponding to successive Brillouin zones in the
wavevector, 2np=a (where n ¼ 0; 1…). The pos-
ition of the Fermi level determines the electron
population of the energy bands, and the character
of the solid (see below).

3. The parabolic E–k dispersion relation is
retained near k ¼ 0; and at other symmetry points
of the Brillouin zone, but with the substitution of
an effective mass, mp (see below) for the free
electron mass, i.e., E ¼ "2k2=2mp for k ! p=a:
This is referred to as the effective mass
approximation.
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The nearly free electron model is one limit for the
description of the formation of energy bands and
energy gaps in a solid. In real crystals the energy
bands derive from, and retain the symmetry of, the
parent atomic states of the host atoms. In this limit,
the model that starts out from the wave functions of
the free atoms is known as the tight binding model or
the LCAO (linear combination of atomic orbitals)
approximation. As neutral separated atoms are
brought together to form a crystal, their wave
functions overlap and the Coulomb interaction
between the atom cores and the electrons splits the
atomic energy levels, spreading them into bands.
Each state of given quantum number of the free atom
is spread in the crystal into a band of energies; a given
s, p, d-state in N separate atoms will produce the
corresponding N-orbital s, p, d-energy band in the
solid. Including the factor of 2 for spin, a full s-band
would contain 2N electrons, a full p-band 6N
electrons and so on. The width of the band is
proportional to the strength of the overlap interaction
between neighboring atoms. Each energy band will
not have the same energy as any other band over any
substantial range of the wavevector.

Metals, Insulators and Semiconductors

The position of the Fermi level distinguishes whether
the solid is a metal, insulator or semiconductor.
Generally those bands that derive from full atomic
orbital states will be fully occupied with electrons,
those that derive from empty atomic states lead to
empty energy bands, and those from partially full
atomic states lead to partially full energy bands. The
highest band of those that are filled with electrons is
called the valence band; the next highest band is
called the conduction band (the fundamental energy
gap, EG; is the valence/conduction band separation,
referred to from now on as simply the energy gap).
For a metal, EF is in the conduction band at all
temperatures; for an insulator, EF is close to the
middle of the energy gap. Semiconductors are a class
of crystals with small energy gaps; they are insulators
at T ¼ 0 K; but are conductors at finite temperatures
due to either thermal excitation of electrons across
the gap or doping, n- or p-type (see below).

Effective Mass

Consider what happens to an electron when an
external electric field F is applied. Suppose the
electron is initially in a state k. When the field has
acted on the electron for a small time dt, it has gained
an energy:

dE ¼ eFvdt ¼ ðeF="ÞðdE=dkÞdt ½13�

since the group velocity of the de Broglie wave
(energy, E ¼ "v) is v ¼ "21ðdE=dkÞ: Or simplifying
we have: dk=dt ¼ eF=": This gives for the resulting
acceleration:

a ¼ dv=dt ¼ ð1="Þðd2k=dt2Þðdk=dtÞ

¼ ðeF="2Þðd2E=dk2Þ ½14�

Comparing this result for the acceleration of a free
electron of mass m under the influence of F, a ¼ eF=m;

it follows that the electron behaves as if it had an
effective mass, mp, given by

1

mp
¼

1

"2

d2E

dk2
½15�

Thus, the electron effective mass mp gives a measure
of the conduction band curvature near the minimum
at k ¼ 0: We note that the same result is achieved by
differentiating twice the ‘nearly free electron’ E–k
relation, E ¼ "2k2=2mp:

Electrons and Holes

Consider the situation where a single electron is
excited either optically or thermally from the top of
the filled valence band to the bottom of the
conduction band of a 1D lattice, and consider the
collective behavior of the valence band when an
external electric field is applied. Denoting the charge
of an electron by 2e and the velocities of the electrons
by vi , we may write for the current associated with all
electrons in the completely filled valence band in the
absence of an external field:

I ¼ 2e
X

i

vi ¼ 2e½vj þ
X
i–j

vi� ¼ 0 ½16�

Thus, if the electron j were missing, we should have
current

I0 ¼ 2e
X
i–j

vi ¼ evj ½17�

Applying an external field F, the rate of change of the
current due to the field is:

dI0=dt ¼ eðdvj=dtÞ ¼ 2e2F=mp
j ½18�

Since the holes are at the top of the valence band, mp
j

is negative and the right hand side of the equation is
positive – i.e., a positive external field F gives a
positive change of current at the top of the valence
band. Thus, a band in which an electron is missing
behaves as a ‘positive hole’ with an effective mass
mh ¼ 2me; and positive charge þe. Since me is nega-
tive near the top of the valence band, mh is positive.
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Impurities, Intrinsic and Extrinsic Conductivity

The key point about semiconductors from a device
point of view is that one can control their conduc-
tivity. The basic method is by doping the host crystal
with impurities either of valence greater than the host
(donors giving excess electrons, called n-type) or of
valence less than the host (acceptors giving excess
holes, called p-type). The conductivity is referred to
as intrinsic conductivity (from intrinsic carrier
concentration, Ni) and extrinsic conductivity (from
extrinsic carrier concentration, Ne) for undoped and
doped material, respectively.

The impurities are chosen to have very low binding
energies, so that the electrons (holes) are substantially
ionized at room temperature to provide n-type (or p-
type) conductivity. These shallow impurities can be
treated using the simple Bohr theory of the hydrogen
atom, substituting the electron orbiting around the
proton in the hydrogen atom under the Coulomb
potential e=r, by the electron in the crystal (electron
effective mass mp) orbiting round the ionized
(donor/acceptor) impurity atom under the Coulomb
potential e=1r in the crystal – where 1 is the static
dielectric constant of the crystal. As with the
hydrogen atom, this gives a set of discrete energy
levels:

E ¼
mp=mo

12

13:6

n2
eV ½19�

where 13.6 eV is the binding energy of the H-atom
and n is the principal (Bohr) quantum number. The
binding energy is then

EB ¼
mp=mo

12
£ 13:6 eV ½20�

For typical semiconductors (Ge, Si…) we have
mp=mo , 0:05; 1 , 16: Thus, EB is in the range of a
few meV (i.e., much less than EG; and kT at room
temperature). The energy level scheme for a doped
semiconductor is shown schematically in real space
(at room temperature) in Figure 2.

The total conductivity will be s ¼ si þ se; where
the intrinsic conductivity si ¼ nie

2t=mp and the
extrinsic conductivity se ¼ nee

2t=mp: t is the so-
called carrier scattering time. The intrinsic carrier
concentration is related to temperature by ni ¼ n0 	

expð2EG=2kTÞ; where n0 is a constant. In the
extrinsic regime ðne @ niÞ; at temperatures such that
kT @ Ed (so that the impurities are all ionized), the
conduction (valence) carrier concentration ne ! nd

(or na), the donor (or acceptor) concentration.

Infrared Absorption – Interband Optical
Transitions, Excitons

Apart from thermal promotion of electrons and holes
via interband (valence to conduction band) tran-
sitions responsible for intrinsic conductivity, it is
possible to directly excite such transitions optically by
subjecting the sample to radiation with "v . EG: If
the lowest conduction band minimum is situated
vertically above the valence band maximum (usually
at k ¼ 0), then the optical transition process is
referred to as a direct transition. If the lowest
conduction band minimum is situated at some other
point in k-space than that of the valence band maxi-
mum, the process is referred to as an indirect transi-
tion; this requires the participation of optical phonons
(i.e., quantized lattice vibrations) to satisfy momen-
tum conservation, and is therefore a weaker (higher
order) process. The semiconductors are respectively
referred to as Direct Gap and Indirect Gap Semi-
conductors. Simplified energy band diagrams for
direct and indirect transitions are shown in Figure 3.

The optical spectrum corresponding to the onset of
interband electric dipole transitions is referred to as
the absorption edge. The most widely used indirect
gap materials are the group IV semiconductors Si and
Ge. The best known direct gap materials are the III–
V’s (InSb, GaAs, GaP, etc.), II–VI’s (HgTe, CdTe,
ZnSe, etc.) and IV–VI’s (lead salts PbTe, PnSe, SnTe)
and alloy combinations of all these. An important
additional effect, which becomes progressively stron-
ger as the energy gap becomes larger in a semicon-
ductor is the Coulomb interaction between the
electrons and holes created by interband optical
transitions. The electron is raised into an excited
state but remains bound in a hydrogen-like orbit

Figure 2 Doping in semiconductors. In n-type material (a),

carriers are excited thermally from the donor states to the

conduction band where they can contribute to the conductivity. In

p-type material (b), electrons are effectively ‘captured’ by the

acceptor states, leaving behind holes in the valence band which

can also contribute to conduction. ND and NA are the

concentration of donor and acceptor impurities, respectively.
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around the positive hole creating a two particle
excitation called an exciton. The composite particle
can then move throughout the crystal. In an ideal
crystal, therefore, the absorption spectrum should
consist of a series of discrete lines corresponding to
the ground and excited exciton states, followed at
somewhat high energies by the continuum associated
with interband electronic transitions. The energy
levels of the exciton spectrum measured from the
beginning of the ionization continuum will be given
by the Bohr formula:

Eex ¼
m

12

13:6

n2
eV ½21�

where m is the reduced mass given by: 1=m ¼

1=me þ 1=mh (me; mh are electron and hole effective
masses). A schematic diagram of the absorption edge
is shown in Figure 4 (dashed line – in the absence of
excitons; solid line – in the presence of excitons).

Conduction and Valence Band Parameters in
Typical Semiconductors

As has been described earlier in real semiconductors
the conduction and valence bands retain the sym-
metry of the parent atomic states from which they
derive. For example, the conduction and valence
bands of silicon can be regarded as deriving from 3s
and 3p electrons, and it is generally true that for all
group IV, III–V and II–VI semiconductors commonly
used in electronic applications the conduction band
has s-like symmetry and the valence band has p-like
symmetry. This means that the valence band has the
additional complication that it is triply degenerate
(c.f. the px; py; pz components of the hydrogen atom
p-orbital); and further, in the presence of spin-orbit
coupling (familiar from atomic physics) part of
this degeneracy is raised, resulting in doubly degen-
erate (at k ¼ 0) so-called heavy hole (hh) and light
hole (lh) bands, and a band split-off by the spin-orbit
splitting, D:

Ehh ¼ 2"2k2
=2mhh ; Elh ¼ 2"2k2

=2mlh ;

Eso ¼ 2D2 "2k2
=2mso ½22�

The resulting conduction and valence bands near
k ¼ 0 are shown in Figure 5.

Low Dimensional Systems: Quantum Wells

So far we have been concerned almost entirely with
the bulk properties of crystalline solids. Such proper-
ties can normally be specified in terms of coefficients
that are independent of the shape and size of a
particular specimen. Thus, for example the electricalFigure 3 (a) Direct and (b) indirect gap semiconductors. Direct

gap transitions involve only the absorption or emission of a single

photon and are therefore very nearly ‘vertical’ transitions in k-

space. On the other hand, indirect transitions have a ‘two-stage’

nature, involving the participation of both a photon and an optical

phonon that carries sufficient momentum "q to allow the

conduction band electron created in the absorption process to

have a large non-zero wavevector.

Figure 4 Absorption edge spectra without (dashed curve) and

with (solid curve) the excitonic effect.

Figure 5 Energy bands (s-like conduction and p-like valence

bands) of a direct gap semiconductor near the Brillouin zone

center.
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conductivity and resistivity, or the optical absorption
coefficient and refractive index are properties only of
the material and not of the sample dimensions. When
one or more dimensions of a solid are reduced
sufficiently, the properties are no longer given by
these bulk coefficients. The sample is then described
as a low-dimensional system (LDS). Such systems
form the basis of many optoelectronic devices. LD
systems can be classified according to the number of
dimensions that are small: thin films (and heterojunc-
tions) are two-dimensional since only the thickness is
reduced, and these form so-called quantum wells; fine
wires are one-dimensional since two dimensions are
reduced, forming quantum wires; dots or specks are
zero-dimensional, forming quantum dots.

From an optoelectronic point of view, the most
important example is that of electrons confined to a
semiconductor film or junction; this system is called
the two-dimensional electron gas (2-DEG) and the
structure a quantum well. Thus, it is possible to create
a narrow electric potential junction region so that the

electrons are restricted in 1D (say z) according to the
quantum mechanics of a particle in an infinite
potential well (described earlier), but ‘free’ within
the xy junction plane.

See also

Semiconductor Materials: Band Structure Engineering;
Quantum Dots. Semiconductor Physics: Band Structure
and Optical Properties; Impurities and Defects; Infrared
Lattice Properties; Quantum Wells and GaAs-Based
Structures; Recombination Processes.

Further Reading

Hook JR and Hall HE (1991) Solid State Physics, 2nd edn.
Chichester, UK: John Wiley and Sons, Inc.

Kittel C (1996) Introduction to Solid State Physics, 7th edn.
Chichester, UK: John Wiley and Sons, Inc.

Seeger K (1989) Semiconductor Physics: an Introduction,
4th edn. Berlin: Springer.

Band Structure and Optical Properties

W Zawadzki, Polish Academy of Sciences, Warsaw,
Poland

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The purpose of this article is to describe the influence
of the electronic energy band structure of semicon-
ductors on their optical properties. By the band
structure one understands the energy–wavevector
dispersion relation 1(k) for the electron energy bands
and the relative positions of band maxima and
minima in the Brillouin zone.

The main problem in calculating the band structure
of a semiconductor is that of the periodic potential of
the lattice in which the electrons move. It is, in fact, a
self-consistent problem since the moving electrons
partly screen the potential. Different approximations
have been developed to deal with the question, and in
all of them the symmetry of the lattice is of funda-
mental importance. Thus, in the so-called empty-
lattice approximation one deals exclusively with the
symmetry and periodicity of the lattice without
specifying the potential. This can give qualitative
ordering and symmetry of the bands but no quanti-
tative results. In the opposite limit one uses the
tight binding approximation, in which the bands are
constructed from the atomic states of separate atoms.

This method gives quite a good description of lower
(valence) bands but poor results for higher (conduc-
tion) bands. A powerful way to describe real energy
bands is obtained by various forms of pseudopoten-
tial calculation, where one approximates the poten-
tial near actual atoms by simple parametrized forms
and then adjusts the parameters to fit experimental
(mostly optical) data. The pseudopotential methods
give a good overall description of various bands in
the entire Brillouin zone, but they do not provide
sufficiently precise results near the band extrema. A
semi-empirical way to serve the latter purpose is
called k·p theory which we describe below. Various
methods of band structure calculation are reviewed in
books on solid state physics as outlined in the sug-
gestions for Further Reading at the end of this article.

In the majority of important semiconductor
materials (Si, Ge, many III–V and II–VI compounds)
the maxima of the valence bands are at the center of the
Brillouin zone (G point). The minima of the conduc-
tion bands in Si and Ge are not at the G point. This
means that the fundamental optical interband tran-
sitions in these materials are indirect (in the 1–k

diagram), i.e., they require phonon assistance. On the
other hand, the minima of conduction bands in
important III–V and II–VI compounds are at the G

point, so that the interband optical transitions
are direct and they do not require phonon assistance.
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Both systems are utilized in opto-electronic devices,
particularly for detectors. However, for emitters
(light-emitting diodes and lasers) we are mostly
concerned with the second case, on which we
concentrate here.

Bloch States

The Bloch theorem states that if the potential V(r) in
which the electron moves is periodic with the
periodicity of the lattice, then the solutions C(r) of
the Schrödinger wave equation"

p2

2m0

þ VðrÞ

#
CðrÞ ¼ 1CðrÞ ½1�

are of the form CðrÞ ¼ expðik·rÞukðrÞ; where uk(r) is
periodic with the periodicity of the direct lattice, and
k is the wavevector ("k is the pseudomomentum). The
proof of this theorem can be found, for example, in
undergraduate textbooks on solid state physics.

k·p Theory

The underlying idea of semi-empirical k·p theory is to
describe the energy bands in the vicinity of a given
point of the Brillouin zone (usually near a band
extremum). Symmetry properties are used to mini-
mize the number of unknown band parameters
(effective mass, energy gap, etc.) which are then
determined by experiment. The initial Schrödinger
equation for an electron in the periodic potential V(r)
of the crystal lattice reads

½p2=2m0 þ VðrÞ þ Hso�C ¼ 1C ½2�

where m0 is the free electron mass and Hso is the
spin–orbit interaction. Since Hso(r) is also periodic
with the lattice periodicity, the solutions of eqn [2] are
given by the Bloch states above.

We use k·p perturbation theory, as follows, to
describe the energy bands near k ¼ 0 (i.e., the so-
called G point of the Brillouin zone). Since we are
interested in small values of k, we expand our
unknown cell periodic functions, ulk(r), in terms
of the set of G-point functions, ulo(r), whose
symmetry we know. One defines a representation
Flk ¼ exp(ik·r)ulo(r), where ulo(r) is the periodic
k-independent function satisfying the equation

½p2
=2m0 þ V þ Hso�ulo ¼ 1loulo ½3�

whose solution we know in terms of the band-edge
energies, 1lo. This representation is sometimes
referred to as the Luttinger and Kohn (LK) represen-
tation. The ulo functions are in general mixtures of

spin up and spin down states because of the
spin–orbit interaction. One looks for the solutions
of eqn [2] in the form

Fnk ¼ expðik·rÞ
X

l

cðnÞl ðkÞuloðrÞ ½4�

where the sum is over all bands and cðnÞl (k) are the
coefficients to be determined. Inserting the above
form into eqn [2], performing the operation p2 (i.e.,
operating twice on the Bloch product function with
the operator p ¼ 2i"7Þ and using the property [3]
one eliminates the unknown potential V(r). Multi-
plying the resulting equation from the left by up

l0o;

integrating over the unit cell V and using the
orthonormality of ulo, one finally obtains

X
l

"
ð1lo 2 10Þdl0l þ

"

m0

k·pl0l

#
cðnÞl ðkÞ ¼ 0 ½5�

for l0 ¼ 1;2;3;… Here dl0l is the Kronecker delta
function, 10 ¼ 12 "2k2=2m0; and pl0l is the so-called
matrix element of the momentum given by
pl0l ¼ ð1=VÞ

Ð
V up

l0opulo dr: The index l0 runs over all
energy bands.

Equation [5] formulates the famous k·p theory.
The nondiagonal part k·pl0l can be eliminated by the
perturbation procedure, and the method is referred to
as k·p perturbation theory. In the second order of
perturbation the bands are separated and in each
band the carriers are described by a dispersion

relation 1l ¼ ð"2=2Þk dð1=mp
loÞð1=mp
loÞk where dð1=mp

loÞð1=mp
loÞ is an

inverse effective mass tensor at the band edge in
question. The inverse mass is generally a 3 £ 3 tensor,
but for cubic materials in the center of the Brillouin
zone it is a scalar, so that 1lðkÞ ¼ "2k2=2mp

lo

(where 1=mp
lo ; 1=m0 þ ð2=m2

0ÞSl–l0 ðp
2
ll0 Þ=½1l0 2 1l00�Þ:

We then say that the band is spherical and parabolic.
The second order of perturbation is a good approxi-
mation if the energy 1 (as counted from a non-
degenerate band edge) is small compared to
forbidden energy gaps. For the triply degenerate
p-like valence band one has to do degenerate
perturbation theory and treat the bands together as
a 3 £ 3 matrix equation.

In the same approximation the wavefunction for a
given band is: ClkðrÞ ¼ expðik·rÞ uloðrÞ: In the absence
of spin–orbit coupling, Hso, the ulo function would
just have the symmetry of the parent band (i.e.,
labeled S for the s-like conduction band, and X, Y or
Z for the triply degenerate p-like valence band – each
with a single spin up or spin down component). In the
presence of Hso, the triply degenerate valence band
states become mixtures of X, Yand Z with mixed spin
character and part of the degeneracy is raised.
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In atomic notation the presence of Hso has trans-
formed the basis from the ðl; sÞ to the ð J;mJÞ

representation. This results in the well-known light
and heavy hole bands (degenerate at k ¼ 0Þ and the
spin–orbit split-off band.

Under the influence of a radiation field, of vector
potential A0 and frequency v , the optical transition
probability for an electron to be raised from state Ci

(initial) to Cf (final) is proportional to the square of
M ¼ ðe=mcÞkCf

��A0·p
��Cil i.e., it is determined by the

same momentum matrix element, pfi, which governs
the effective mass. For interband transitions one
immediately gets the selection rule Dk ¼ 0 (i.e., direct
transitions). The polarization selection rules are
determined by the ulo(r) components of the initial
and final states, through the momentum matrix
elements.

Narrow-Gap Semiconductors

Semiconductors such as InSb and Hg12xCdxTe (with
x , 0:3Þ have small energy gaps and are referred to as
narrow gap semiconductors (NGSs). They are com-
monly used in opto-electronic applications which
may be accessing energies in the conduction or
valence band which are a significant fraction of the
energy gap. Under these circumstances it is not valid
to cut off the expansion to order k2, and one has to
deal with so-called nonparabolic bands. Thus, in
NGSs (or indeed in any situation where the energy
becomes an appreciable fraction of 1g) the
above procedure is not valid and an alternative
approximation is in order. Following semidegenerate
perturbation theory one includes exactly in eqn [5] a
finite number of bands (near each other in energy) and
neglects distant bands. This is referred to as the Kane
model, and the energy bands near k ¼ 0 are shown
for InSb-type III–V compounds and for HgTe-type
II–VI compounds in Figure 1. In this case we include
only the conduction and valence band in our set of
states (eqn [5]). Including spin and degeneracy of the
G8 symmetry the set [5] then has eight equations.
They can be solved analytically and the resulting
energies are given by

10ð10þ10gÞð1
0þ10gþDÞ2

�
10þ10gþ

2D

3

�
k2k2¼0 ½6�

where 10 ¼12"2k2=2m0: We see that for this
restricted set of states the only unknown parameters
are the energy gap, 1g, the spin–orbit splitting energy,
D, and k¼2ið"=m0Þ

	
Sjpz jZ



(note that this is the only

non-vanishing matrix element of the momentum).
The fourth energy is 10 ¼21g: All four energies are
spin degenerate. In NGSs one may neglect the free

electron term, i.e., set 10<1. For 1,,1gþð2=3ÞD the
resulting quadratic equation for the conduction and
the light-hole bands is

1ð1þ1=1gÞ¼"2k2
=2mp

0 ½7�

where 1=mp
0¼ð4k2=3"21gÞð1gþ2D=3Þ=ð1gþDÞ defines

the effective mass at the band edge. The root for the
heavy holes is 1¼21g i.e., this band is not correctly
described within the three-level model. The bands
given by eqn [6] are spherical but nonparabolic.
For 1,,1g one recovers the standard dispersion,
1¼"2k2=2mp

0.
For HgTe-type materials, setting the zero of energy

at the G8 edge and replacing 1g by 210 (cf. Figure 1),
one obtains

10ð10 þ 10Þð1
0 þ DÞ2

�
10 þ

2D

3

�
k2k2 ¼ 0 ½8�

For 10 ,, ð2=3ÞD the dispersion [7] is valid with
1=mp

0 ¼ 4k2=3"210: In this case the conduction and
the heavy hole bands ð1 ; 0Þ are degenerate at k ¼ 0;
i.e., the thermal gap is zero.

The important property of the above model is that
it holds also in the limit of 1g ! 0 (i.e., for mixed
Hg12xCdxTe crystals). The effective mass in eqn [7]
tends to zero, but the dispersion described by eqn [6]
is valid and it gives 1 ¼ ð2=3Þkk; i.e., a linear band.

The electron and hole wavefunctions in NGSs
resulting from semidegenerate perturbation theory
are given by eqn [4], in which the sum runs over

e(k)

e(k)eg

e0

Γ6

Γ6

Γ8 Γ8

Γ7 Γ7

∆ ∆

(a) (b)

Figure 1 Three-level model of band structure near the G point of

the Brillouin zone: (a) InSb-type semiconductors; (b) HgTe-type

semiconductors.
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all the included states. Thus they involve truly
k-dependent amplitudes of the Bloch states, cf.
eqn [1]. In addition, these functions are mixtures
of spin-up and spin-down states. These features
have important consequences for optical and dc
transport phenomena.

If the conduction band minimum is not at the G

point (Ge and Si), there are at least two different
matrix elements of momentum and the resulting band
is ellipsoidal.

Effective Mass

The nonparabolic dispersions 1(k) in NGSs require
generalizations of important relations. The momen-
tum mass m_p is introduced as a connection between
the psuedomomentum and the velocity: "k ¼ m_pv.
Since vi ¼ d1=dð"kiÞ, one obtains for a spherical band

1

mp
¼

1

"2k

d1

dk
½9�

The above mass is a scalar, but it depends on the
energy (or momentum). This mass is more useful
than the one usually defined in textbooks, relating
force to acceleration. The latter is not a scalar even
for a spherical band. However, for the standard
parabolic band, 1 ¼ "2k2=2mp

0; both masses are the
same and are equal to mp

0: The mass [9] is related
via velocity to the electric current, so that it enters

naturally in transport phenomena (also free carrier
optics). In particular, this mass enters the
definition of mobility m ¼ qt=mp; where q is the
charge and t is the relaxation time. It enters
the density of states (see below). Finally, it is
the momentum mass [9] which is measured in
cyclotron resonance.

For the dispersion [7] (the so-called two-level
model), the mass [9] in the conduction band is

mpð1Þ ¼ mp
0

 
1 þ

21

1g

!
½10�

Again, for 1=1g ,, 1 the energy dependence of the
mass is negligible, which represents the standard
regime. Figures 2 and 3 illustrate energy dependences
of the electron masses in InSb and HgSe, as
measured by various optical and transport methods.
The increase of the mass with energy is very strong in
both cases.

Density of States

The density of states in energy space is calculated
beginning with pseudomomentum space. For the
spherical band one obtains

rð1Þ ¼
k2

p 2

dk

d1
¼

mpk

p 2"2
½11�

Figure 2 Electron effective mass in InSb at room temperature versus free electron concentration. The solid line, calculated for the two-

level model, represents the mass value at the Fermi energy, as indicated on the upper abscissa. The experimental results of various

authors are also indicated. Reproduced from Zawadzki W (1974) Electron transport phenomena in Sm all-gap semiconductors.

Advances in Physics 23: 435–512.

SEMICONDUCTOR PHYSICS / Band Structure and Optical Properties 435



The momentum mass [9] enters naturally into this
important quantity. For the parabolic case
mp ¼ const: and k , 11=2; so that the standard
result is recovered. In the general case one should
use eqn [10] for mpð1Þ and determine k from eqns [6]
or [7].

Electron–photon Interaction

The electron–photon interaction can be introduced
into the theory on two levels. If one replaces in the
initial equation [2] the momentum p by p þ (e/c)A0,
the interaction term is obtained in the scalar form
Hint ¼ ðe=m0cÞA0·p; where A0 is the vector potential of
radiation. The wavefunctions to be used for the
calculation of matrix elements are of the form [4], i.e.,
they include the periodic LK amplitudes. In fact, the
matrix elements of momentum for optical transitions
are identical to those of the k·p theory, as pointed out
earlier. Since (as noted above) the wavefunctions for
all bands have the same form [4], differing only by the
coefficients cðnÞl ðkÞ; the matrix elements for interband
and intraband optical transitions have the same form.

The electron–photon interaction can also be
introduced directly to the k·p theory of eqn [5]
replacing "k by "k þ ðe=cÞA0: If the free electron term
"2k2=2m0 is neglected, the interaction matrix invol-
ving A0 terms is a number matrix. In this procedure
the wavefunctions for initial and final states are
simply columns and rows of cðnÞl coefficients and LK
amplitudes no longer come into play. Here the
pl0l elements of k·p theory determine directly the
electron–photon interaction. Both procedures
described above give the same results.

Quantum Wells

If charge carriers are placed in a quantum well
described by a potential UðzÞ; the motion in the
z-direction is quantized while the motion in the x–y
plane remains free. One takes the same LK basis (cf.
eqn [3]), but the general form of solution is given by

C ¼
X

l

flðrÞul0ðrÞ ½12�

since, in the presence of an external potential, k is not
a good quantum number and the envelope functions
flðrÞ are unknown. If UðzÞ is a slowly varying function
within the unit cell the potential appears only on
the diagonal of the set [5] and "k is replaced by p.
One obtains

X
l

" 
1l0þ

p2

2m0

þU21

!
dl0l þ

pl0l·p

m0

#
flðrÞ¼0 ½13�

One can now eliminate the nondiagonal terms
applying the standard Luttinger and Kohn scheme
of second-order perturbation theory and arrive at the
decoupled band equations with effective masses. This
results in the standard quantization due to electric
(and magnetic, if present) fields, and wavefunctions
are of the form Clm ¼ fmul0 for the m-th sub-band of
the l-th band.

For NGSs this procedure is a poor approximation
and one should proceed as before including exactly a
finite number of bands (cf. eqn [12]). This results in a
set of coupled differential equations for the envelope
functions flðrÞ: In some important cases one can find
the eigenenergies without finding the functions by
using the semiclassical approximation (the so-called
WKB method).

We shall omit the calculations with coupled
differential equations by using a semiclassical
procedure also in another sense. Namely, we shall
generalize the nonparabolic dispersion relation [7] to
include the presence of external fields. To this end we
observe that, including the potential UðrÞ on the
diagonal of eqn [13], one replaces 21 by 21 þ U.
Further, if a magnetic field is introduced to the k·p
theory one replaces "k by P ¼ p þ ðe=cÞA; where A is
the vector potential of the magnetic field. Thus the
semiclassical equation resulting from eqn [7] is2

4 P2

2mp
0

2 ð12 UÞ

 
1 þ

12 U

1g

!35C ¼ 0 ½14�

It can be seen that for 12 U ,, 1g one recovers the
standard one-band approximation mentioned above.
However, below we consider the general situation
described by eqn [14].

0.11
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/m

0
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Figure 3 Electron effective mass in zero-gap material HgSe

versus free electron concentration. The solid line is calculated for

the three-level model. Experimental results of various authors are

also indicated. Reproduced from Zawadzki W (1974) Electron

transport phenomena in Sm all-gap semiconductors. Advances in

Physics 23: 435–512.
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Let us first consider the case of no magnetic field,
i.e., P ¼ p: For UðrÞ ¼ UðzÞ one can separate the
variables by looking for solutions in the form
C ¼ expðikxx þ ikyyÞFðzÞ: One can now transform
eqn [14] into"

1

2mp
0

p2
z 2

1

1g

ð121’2UÞð1gþ1þ1’2UÞ

#
FðzÞ¼0

½15�
where

1’¼
1g

2
þ

"�
1g

2

�2

þ1g

"2k2
’

2mp
0

#1=2

½16�

in which k2
’¼k2

xþk2
y : Equation (15) is suitable for

the WKB semiclassical quantization with which one
determines the eigenenergies 1 by one integration.

For a magnetic field applied along the z-direction
(parallel electric and magnetic fields) the effects of
both fields are separated and the form of eqn [15] is
valid, with "2k2

’=2mp
0 in eqn [18] replaced by

"vcðn þ 1=2Þ^ ð1=2Þ
��gp0 ��mBB: Here vc ¼ eB=mp

0c is
the cyclotron frequency, n ¼ 0;1;2;… is the Landau
quantum number, gp0 is the spin splitting factor, and

mB is the Bohr magneton. This results in nonequal
spacing of Landau levels for a fixed value of B and in
nonlinear B dependence of the Landau energies as
functions of B (similarly but not identically to the
bulk case). These features are illustrated by the
cyclotron resonance experiment and theory shown
in Figure 4.

Selection Rules for Intersub-band
Optical Transitions

For the one-band effective mass approximation
the electron–photon interaction is Hint , A0·p
(cf. above), and the wavefunctions for the initial
and final sub-bands are Cm ¼ expðikxx þ ikyyÞFmðzÞ;
in which the FmðzÞ must be orthogonal to each other
since they describe different energies. It is then clear
that the matrix element kfn

��A0·p
��inl is finite only if A0

is polarized along the z-direction (also called the
growth direction) since for A0 parallel to x or y the
integral over z is kFm0

��Fml ¼ 0 giving a vanishing
matrix element. Experimentally this is a serious
problem for spectroscopic applications involving
intraband (i.e., intersub-band) transitions in n-type
semiconductors, since it is not possible to access these
using normal incidence radiation.

This selection rule is somewhat relaxed for p-type
semiconductors as a result of the mixed spin states of
the complex valence band. In addition the narrow-
gap band structure introduces interesting new possi-
bilities into the selection rules. The wavefunctions
have the form [12] and for the light polarizations A0

x

or A0
y the momentum operators px or py act also

on the periodic amplitudes ul0ðrÞ; which leads to a
nonvanishing transition probability for intersub-
band transitions. This has indeed been observed in
narrow-gap materials.

See also

Magneto-Optics: Interband Magnetoabsorption, Cyclo-
tron Resonance, Spin Flip Raman Scattering. Semi-
conductor Materials: Mercury Cadmium Telluride;
Quantum Dots. Semiconductor Physics: Outline of
Basic Electronic Properties; Quantum Wells and GaAs-
Based Structures.

Further Reading

Ashcroft NW and Mermin ND (1976) Solid State Physics.
Holt, Rinehart and Winston.

Kane EO (1980) Band structure of narrow gap semicon-
ductors. In: Zawadzki W (ed.) Narrow Gap Semicon-
ductors. Physics and Applications, pp. 13–31. Berlin:
Springer.

0.074

0.072

0.070

0.068

0 2 4 6 8 10

GaAlAs–GaAs

m
*/

m
0

Ns (1011cm–2)

Figure 4 Electron effective mass versus two-dimensional

electron density in GaAs/GaAlAs heterostructures, as measured

by far infrared cyclotron resonance. The solid lines are calculated

using the effective two-level model for GaAs. Reproduced from

Zawadzki W, et al. (1994) Cyclotron emission study of electron

masses in GaAs-GaAlAs heterostructures. Semiconductor

Science and Technology 9: 320–328.

SEMICONDUCTOR PHYSICS / Band Structure and Optical Properties 437



Luttinger JM and Kohn W (1955) Motion of electrons and
holes in perturbed periodic fields. Physical Review 97:
869–883.

Zawadzki W (1974) Electron transport phenomena in
Sm all-gap semiconductors. Advances in Physics 23:
435–512.

Zawadzki W (1984) Electric and magnetic quantisation
of two-dimensional systems – elementary theory.

In: Bauer G, et al. (eds) Two-Dimensional Systems,
Heterostructures, and Superlattices, pp. 2–11.
Berlin: Springer.

Zawadzki W (1991) Intraband and interband
magneto-optical transitions in semiconductors. In:
Landwehr G and Rashba EI (eds) Landau
Level Spectroscopy, pp. 483–512. Amsterdam:
North-Holland.

Excitons

I Galbraith, Heriot-Watt University, Edinburgh, UK

q 2005, Elsevier Ltd. All Rights Reserved.

In semiconductors electron–hole pairs can lower
their energy by correlating their motion in an exciton
state. Such states dominate the bandedge optical
properties of direct-gap semiconductors. The resul-
tant absorption peaks are affected by quantum
confinement, electric, and magnetic fields and carrier
scattering.

Introduction

In the simplest, single-particle picture, the ground
state of a semiconductor consists of a full valence
band and an empty conduction band. The lowest
lying excitation above the ground state in such a
scheme is produced by excitation of one electron from
the valence band to the conduction band. To achieve
this optically requires a photon energy greater than
the bandgap, Eg: However in many semiconductor
materials this simple picture is unable to explain the
observed absorption spectrum in the neighborhood of
the fundamental bandgap. The origin of the discre-
pancy lies in the neglect of the Coulomb interaction
between the negatively charged excited electron and
the hole which is left in the valence band.

The term exciton refers to a two-particle exci-
tation, consisting of a bound electron and hole.
Such excitations dominate the bandedge optical
spectra of most direct gap semiconductors, especially
at low temperatures. In particular there exists a series
of hydrogen-like bound states lying below the
bandedge. These states are bound by energies

E3D
b ¼

me4

8h212
r 1

2
0

1

n2
½1�

where m ¼ memh=ðme þ mhÞ; is the reduced mass,
meðhÞ the electron (hole) effective mass, e is the

electronic charge, h is Planck’s constant, 10 is the
permittivity of free space, 1r the relative permittivity
of the material and n ¼ 1;2;3;…1 is the principal
quantum number.

The binding energy of the lowest lying exciton state
varies considerably from one semiconductor to
another being, e.g., 0.5 meV in InSb and over
60 meV in Zn0. Similarly the spatial extent of the
1 s electron-hole relative wave function or effective
Bohr radius is given by

a3D
0 ¼

"ffiffiffiffiffiffiffiffiffi
2mE3D

b

q ½2�

and ranges from 750 mm in InSb to <2 nm in Zn0.
Typically, in semiconductors the exciton spatial
extent is much larger than the lattice constant of
around 0.6 nm, and such excitons are classed
Wannier excitons. At the opposite limit, which occurs
in many molecular materials, the exciton is localized
around a particular atomic site and is termed a
Frenkel exciton. Wannier excitons are characterized
by the hydrogen-like quantum numbers of their
relative motion and an overall center of mass
momentum which describes the wave-like motion of
the bound entity through the crystal.

Another type of exciton is often referred to as a
bound exciton. This consists of an electron–hole pair
bound to a neutral impurity center. Such excitons
are localized around the impurity and cannot
move through the crystal in the same way as a free
exciton.

Optical Properties

Excitons manifest themselves primarily as strong
modifications to the bandedge optical properties of
semiconductors. In particular the bound states give
rise to discrete absorption lines at lower energy
than the bandgap energy. Several peaks correspond-
ing to the different hydrogen-like bound states
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(1s, 2s, etc.) can be seen provided the lines are
sufficiently narrow. A theoretical calculation of this is
shown in Figure 1.

Associated with these absorption changes are
concomitant changes in the refractive index. Contri-
butions to the spectral width of the absorption peaks
are characterized as either homogeneous or inhomo-
geneous. Homogeneous broadening refers to broad-
ening associated with the finite lifetime of a particular
state, e.g., due to phonon scattering. Inhomogeneous
broadening is due to non-uniformity in the system,
e.g., in a sample having a spatially non-uniform
strain field.

There is also enhancement of the absorption at
photon energies above the bandgap due to the
residual influence of the Coulomb attraction on the
electron-hole scattering states. Although not bound,
electrons and holes in these states still have an
enhanced probability of being found close together.
This is called the Sommerfeld Enhancement Factor
(see Figure 1).

It is important to note that although there may be
an excitonic peak in the absorption spectrum this
does not imply that excitons form a stable population
in such a sample. Often, especially at room tempera-
ture, the lifetime of an optically generated exciton is
determined by the scattering time with optical
phonons which may be very short (,1 ps). In this
case the excitons are quickly ionized and the quasi-
thermal equilibrium which is formed is dominated by
essentially plasma-like behavior. In photolumines-
cence experiments, where carriers are generated high
in the band and the spectrum of the resulting emitted
luminescence is measured, peaks associated with the
free exciton are often observed and taken as a

signature of the presence of excitons. This view has
been challenged recently by theoretical calculations
which show that a photoluminescence peak at the
exciton energy can be also be produced from
an uncorrelated plasma if proper account of the
Coulomb interaction is taken. This issue remains
controversial.

In bulk samples, experiments such as absorption
and reflectivity are complicated by the existence of
polariton effects. An exciton-polariton is a quantum
mixture of the propagating photon inside the
semiconductor sample and the material excitation.
Where the photon dispersion and the exciton energy
dispersion meet there is an anti-crossing and this is
manifested in, for example, the appearance of two
lines in the reflectivity spectrum.

It was hoped during the 1970s that laser action in
wide bandgap material such as ZnSe would be
possible based on excitonic lasing. In this process a
quasi-equilibrium exciton population would form the
injected excitation and stimulated recombination
would occur with the associated emission of a
scattering partner which would take up the necessary
momentum to ensure overall momentum conserva-
tion. This leads to a light emission wavelength
below the absorption edge which is advantageous
for minimizing losses. In fact, this process has
only been seen at low temperature for scattering
with LO-phonons, electrons and other excitons.
Each mechanism has its own characteristic lasing
threshold and temperature dependence.

Influence of Quantum Confinement

The advent of Molecular Beam Epitaxy enabled the
growth of semiconductor layers of thickness similar
to the electronic de Broglie wavelength. By sandwich-
ing a low bandgap semiconductor between two high
bandgap layers, one can make quantum well struc-
tures in which the electronic motion is effectively
confined to the plane of the layer. In such structures
the excitonic properties are also radically altered by
this confinement. An example of the absorption
spectrum of a ZnCdSe quantum well embedded in
ZnSe is shown in Figure 2. The heavy and light hole
excitons correspond to different spin quantum
numbers for the electron and hole making up the
exciton.

The exciton binding energy is enhanced by a factor
of 4 compared to the bulk case and the spatial extent
of the 1s wavefunction is also reduced by half:

E2D
b ¼

me4

8h212
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2 Þ
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n ¼ 1;2;3… ½3�

Figure 1 Calculated bulk absorption spectra including (solid-

line) and neglecting (dashed line) the Coulomb interaction. The

Sommerfeld enhancement is seen as photon energies above the

bandgap. Also shown is the spectrum with an applied electric field

of one exciton Rydberg per Bohr radius.
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This enhancement can be understood since the
particles are confined to lie in the plane and are
hence closer together on average than in the
three-dimensional case. In practice, a four-fold
enhancement in the binding energy is never observed
since the quantum wells are neither infinitely deep nor
infinitely thin. Both these limitations lead to a
reduction in the actual enhancement from 4 to
about 2, depending on the structure. For example,
the binding energy in a realistic quantum well
corresponds to the bulk value of the well material
for very wide wells and to the bulk value of the barrier
material for very narrow wells. In between the value
is enhanced by the quantum confinement. The
maximum enhancement typically occurs when
the well width is around half the bulk Bohr radius
for the well material.

Accurate calculation of the exciton binding energy
is complicated by the fact that the quantum confine-
ment influences the band structure, making it strongly
anisotropic and splitting heavy and light holes. A
complete inclusion of these effects is at the limit of
current computational power due to the need to
calculate the electron-hole interaction matrix
elements. Approximate schemes, including vari-
ational approaches, have proved successful in fitting
a variety of samples, including GaAs and ZnSe based
quantum wells. The limitation to such calculations
is often the requirement for accurate values of the
material parameters such as effective masses and
energy band offsets.

The Sommerfeld enhancement of the absorption
into the continuum states of quantum wells leads to a
doubling of the absorption at the bandedge. This
enhancement reduces only slowly as the photon
energy is increased.

If multiple quantum wells with very thin barrier
layers are used, the electronic states in the neighbor-
ing wells couple together to form a superlattice. The
superlattice dispersion in the growth direction
behaves like a heavy mass and the resulting exciton
is three-dimensional but strongly anisotropic.

More extreme quantum confinement is possible
making quantum wires, by etching or selective
growth of quantum well samples. In these quasi-
one dimensional structures, as in quantum wells, the
exciton binding energy is again increased further.
The Coulomb problem in one-dimension is patho-
logical in that the ground-state binding energy
diverges logarithmically, and higher states are pair-
wise degenerate. However, accounting for the finite
cross-section of realistic wires eliminates this pro-
blem and recovers a finite binding energy. One
consequence of this is that there is no simple
enhancement factor which corresponds to the
four-fold enhancement in going from bulk to two-
dimensional excitons. The density of states in one-
dimensional systems diverges at the bandedge,
implying the existence of an infinite absorption in
a perfect quantum wire. However, the influence of
excitonic correlations cancels this divergence, result-
ing in an enhanced, but not divergent, bandedge
absorption feature.

The ultimate limit in quantum confinement can be
achieved in quantum dots, where the carriers are
confined in all three directions. In this case the term
exciton should be used with some care as there are
no bandedge states to compare with. The discrete
energy levels dictated by the confinement are affected
by the Coulomb interaction and the energy is
renormalized – in some cases substantially. The
absorption spectrum should consist of a series of
sharp atomic-like transitions corresponding to s-s,
p-p, d-d,… transitions and indeed luminescence
spectra obtained from single quantum dots do display
such fine structure. Even in the best controlled
material systems, such as InAs quantum dots, the
spectra are strongly inhomogeneously broadened due
to variations in the dot size, shape, and alloy
composition.

In large quantum wells, where the width is larger
than the exciton Bohr radius the center-of-mass part
of the wavefunction can be confined by the barriers.
This leads to a quantized motion for the exciton as a
whole, rather than for the individual electron and
hole separately. One implication of this is that for

Figure 2 Heavy and light hole exciton absorption spectrum for

ZnCdSe quantum wells embedded between ZnSe barriers. Also

shown is the bulk exciton of the ZnSe barriers.
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such excitons the center-of-mass momentum is no
longer a good quantum number.

The above effects are a controlled case of disorder
induced effects in semiconductors. This is an area
which is only now beginning to be understood. The
presence of local potential fluctuations will influence
the energy spectrum of excitons in that vicinity.
Clearly both the depth and spatial extent of these
fluctuations will be important – very short range (less
than Bohr radius), shallow potential fluctuations will
not have any influence on the exciton. While deep
potentials can lead to the center of mass confinement
above.

Influence of Electric and Magnetic
Fields

Just as an externally applied electric field affects
the absorption edge via the Franz–Keldysh Effect,
broadening the edge itself and inducing oscillations
in the continuum part of the spectrum, so, in the
case of an excitonic bandedge, there is substantial
modification due to the presence of the field. At low
fields, when the Coulomb interaction is strong
compared to the potential drop across the exciton
diameter, the exciton will be little affected by the
applied field. At higher fields the exciton will
become gradually more polarized by the field until
the exciton is field ionized. This ionization process is
manifested in the field broadening of the exciton line
(see Figure 1).

Of more technological importance is the influence
of an electric field applied perpendicular to the
plane of a quantum well. The field forces the electron
and hole in opposite directions leading to a reduction
in the exciton binding energy. This would lead to a
blue shift in the exciton absorption peak were it not
for an even larger reduction in the single particle
electron and hole energy levels within the quantum
wells. Overall a strong red-shift of the excitonic
absorption peak is observed with increasing field.
This is accompanied by a reduction in the oscillator
strength due to the reduced electron-hole overlap.
This is termed the Quantum Confined Stark Effect
and is the basis for the operation of some semicon-
ductor electro-optic modulators. An electric field
applied in the plane of the quantum well gives rise
to Franz–Keldysh oscillations analogous to the
bulk case.

The influence of magnetic fields on excitons is more
subtle and richer than the electric field. This is
because the magnetic field seeks to induce a circular
cyclotron orbit motion on the carriers, but this is
influenced by their mutual Coulomb interaction.

Two regimes exist where either the cyclotron energy:

"vc ¼ "ðeB=mÞ ½4�

or the exciton binding energy dominates. In the
former strong field case, one can treat the Coulomb
interaction as a small perturbation on the electron
and hole states in the presence of the magnetic field.
In exciton states, which have a finite magnetic
moment at zero field, we find a linear Zeeman shift
in the magneto-exciton energy. In the other case we
must use the magnetic field as the perturbation which
produces a mixing of the zero-field exciton states. For
example, for the ground state the magnetic field
induces an admixture of the p-like excited state with
the s-like ground state. The total angular momentum
of the mixed state is proportional to B and as the
energy of a magnetic dipole in a magnetic field is also
proportional to B the shift of the magneto-exciton is
proportional to B2: This distinction between linear
and quadratic shifts has been used to identify the
nature of carrier populations (excitons or unbound
free carriers) in a variety of samples. Clearly there
exists an intermediate regime where both the mag-
netic and Coulomb energies are comparable and in
this case the precise energy shifts need to be evaluated
numerically.

In quantum well samples the orientation of the
magnetic field with respect to the confinement
direction is crucial in determining the physics.
When the field is perpendicular to the confinement
plane the cyclotron orbits exist as before and
essentially the same phenomenon as in the bulk
emerge. For other orientations, the behavior is much
more complex and beyond the scope of this article.

Exciton Scattering

An electron and hole in an excitonic bound state
execute a correlated motion which can be disturbed
by scattering of either partner. This may lead to the
ionization of the exciton and the destruction of the
correlation or, alternatively, it may change the center
of mass momentum of the exciton as a whole. Almost
all of the important scattering mechanisms for
excitons arise from the charged nature of the
electron and hole. Via the Coulomb interaction,
excitons can scatter with lattice phonons, other
excitons, free carriers, and impurities. Each of these
scattering processes has its own regime of dominance,
dependent on, for example, temperature or material
quality.

When the scattering rate with other particles is
much larger than the recombination rate for electrons
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and holes, a quasi-equilibrium state is reached. The
detailed nature of such an interacting electron/hole
plasma remains a a long-standing open question. The
reasons for this can be traced to interplay between the
intrinsic Coulomb interactions within the plasma,
which give rise to both bound and scattering states,
and Pauli exclusion arising from the fermionic nature
of the electrons and holes. This leads to a complex
phase diagram which encompasses, e.g., electron-
hole droplets, the ionized electron-hole plasma,
biexciton phase, and the exciton gas which, some
suggest, may undergo Bose–Einstein condensation.
The parameters of this phase diagram are carrier
density, temperature, and the semiconductor material
parameters. Interest in this essentially fundamental
question has remained high, stimulated by the stream
of technological benefits that even partial answers
have brought.

In this context it is worth mentioning that there
have been two theoretical approaches to exciton
physics which each have their advantages and
problems. One approach is to treat excitons as
bosonic quasi-particles and derive results from
Hamiltonians formulated using bosonic operators.
This approach has the appeal of simplicity and
produces acceptable results in the low-density regime.
It does, however, omit a key feature of the constituent
particles making up an exciton namely the fermionic
nature of electrons and holes. A more rigorous
approach based around electron and hole operators
has been followed but this is considerably more
complex and numerically involved.

Excitonic Molecules

Just as two hydrogen atoms can lower their total
energy by forming a bound hydrogen molecule, so
two excitons can make a bound complex which
has lower energy than the two isolated excitons.

Such complexes are called biexcitons and are mostly
important in high quality material and at low
temperatures. Their binding energy is less than that
of the exciton by a factor of about 0.1–0.3,
depending on the ratio of electron to hole effective
masses.

Three particle complexes have also been observed
consisting of two electrons bound to a hole. These are
termed trions or charged excitons. Their binding
energy lies intermediate between excitons and
biexcitons.

See also

Semiconductor Materials: GaAs Based Compounds;
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Basic Electronic Properties; Quantum Wells and GaAs-
Based Structures.
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Introduction

A simple definition of a defect is any feature that
disturbs the periodicity of the perfect lattice. This
definition is sufficiently broad to encompass a whole
range of different entities, which are normally divided

into three categories based on their dimensionality, or
extent in real space.

0D defects are those which have an extent of the
order of only a few atomic spacings at most in any
direction. They include all cases where one, or at most
a few, atoms are removed or displaced, or are
replaced by atoms of a different type.

1D defects are linear features within the crystal that
extend over many atomic dimensions. The most
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important type of 1D defect is the dislocation and in a
single crystal it is possible for a dislocation to extend
from one side of the crystal to the other.

2D defects include a variety of different features
that occur primarily in one plane. Any junction
between two different types of crystal in an
epitaxially grown layer (a heterointerface) fits this
description, as of course does the sample surface.
There are also crystal defects which exist in two
dimensions of which the most important is the
stacking fault.

Finally, there are also 3D defects. This category
includes voids and inclusions, which are both major
perturbations in a crystal structure. In most pure
crystals grown by modern techniques these are
eliminated and they will not be discussed further.

In the sections below the main types of defect will
be discussed according to the scheme described
above. Despite the substantial research effort to
understand the basic properties of many semiconduc-
tors, and of course the huge effort devoted to
producing semiconductor devices, it remains true
that the defect structure of most semiconductors is
still poorly understood, with the exceptions of silicon
and gallium arsenide. This is especially true in the
case of the nitride semiconductors with the wurtzite
structure which have recently been the subject of
much commercial interest. In the following sections
examples will mainly be taken from gallium arsenide.

Lastly, it is important to note that defects of
different dimensionality interact. Several possible
interactions are discussed in the last section.

0D Defects

Dopants

There are two basic types of 0D defects to consider:
chemical defects, or impurities, and native or point
defects caused by missing or misplaced atoms. Table 1
gives the major types of 0D defect found in
compound semiconductors together with the symbol
used in the common notation for point defects and
impurities.

Impurity atoms are those which are introduced
either accidentally during the production of the bulk

crystal or epitaxial layer, or deliberately by the crystal
grower in precisely controlled amounts to modify
some property of the material. Usually, this means
that the material added is a dopant, and has been
added to create a surplus of either free electrons or
holes in the semiconductor. Typically, the amounts of
dopants added are between 1026 and 1023 mole
fraction, giving doping levels between 1022 m23 and
1025 m23.

In general, any atom added to a material will
introduce a localized state into the band structure of
the semiconductor. This state may rarely occur in
either the conduction or valence band, but is more
likely to be located in the bandgap. If the localized
energy level is within a few kT of the valance or
conduction band edge, then the state is an electron
acceptor or donor. If it is much further from the band
edge then it is usually known as a deep level. In this
case its main effect on the electrical properties will be
to act as a trap for electrons or holes, and introduce
noise into the current flow. Its effect on the optical
properties of the material will be to reduce
the radiative recombination rate for band-to-band
transitions by acting as an alternate recombination
pathway for either radiative or nonradiative
transitions.

It is generally assumed that dopant atoms occur
only on the site of the appropriate sublattice and are
well behaved. While it is true that some elements are
well behaved substitutional dopants, such as sulfur in
gallium arsenide, which can be denoted SþAs when
acting as a singly charged donor, the behavior of other
species is more complex. In many III–V compounds,
silicon is an amphoteric dopant, occupying sites on
both the metal and nonmetal sublattices which ionize
as shown:

Si0Ga ¼ SiþGa þ e2

Si0As ¼ Si2As þ hþ

In molecular beam epitaxy (MBE) growth on
GaAs(100) the ratio between the donor SiþGa and the
acceptor Si2As varies as the concentration of doping is
increased. At low levels silicon is a donor, while at
high concentrations the fraction which is an acceptor
increases rapidly. The semiconductor is therefore
compensated, effectively limiting the maximum
concentration of free carriers.

Another type of behavior occurs with beryllium in
III–V semiconductors and lithium in II–VI semicon-
ductors. Here, the dopant atom is so small that it can
easily be displaced from the lattice site. Thus, for
example, in InGaAs, it is energetically favorable for
the acceptor Be2In atom to move from the lattice site to

Table 1 Impurities and point defects in a compound AB with the

zincblende lattice structure

Symbol Description

X n
A ; X n

B Impurity atom, X ; on A or B site with charge n

X n
i Interstitial impurity atom with charge n

V n
A ; V n

B Vacancy on A or B site with charge n

An
i ; Bn

i Interstitial A or B atom with charge n

AB, BA A atom on B site or B atom on A site (antisite)
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an interstitial position:

Be2In ¼ V2
In þ Beþi þ e2

The interstitial Be ion is a donor and causes some
compensation, but even worse, is highly mobile. It
can move a substantial fraction of a micron in an
epitaxial device and in so doing completely destroys a
carefully engineered abrupt p-n junction. It can
be seen therefore that dopant interactions with the
host lattice are important in determining device
performance.

Native Defects

A large variety of native defect species are possible in
semiconductors. Interstitial atoms and vacancies are
found in both the diamond structure (silicon) and the
zincblende structure (most III–V and II–VI semi-
conductors). In zincblende structures there is also the
possibility of placing an atom on the wrong atomic
site, or sublattice; for example in GaAs a Ga atom
may be found on an As site. This type of defect is
known as an antisite.

Bulk semiconductor crystals are grown under
conditions close to equilibrium. In the long periods
of time needed to grow the crystals, equilibrium
concentrations of point defects are established.
Epitaxial growth techniques (in particular molecular
beam epitaxy, MBE and metalorganic chemical vapor
deposition, MOCVD) operate under conditions far
from equilibrium and the point defect concentrations
may differ markedly from the equilibrium values.
Some semiconductor processing operations can also
increase point defect concentrations. Etching semi-
conductors with ion beams or energetic plasmas is a
very efficient way of creating in the subsurface region
high concentrations of point defects well above the
equilibrium values.

It is possible to anneal crystals in the vapor of one of
the constituent elements to alter the point defect
concentrations. Interstitial and vacancy concentra-
tions can be changed relatively rapidly over the course
of several hours (interstitials) or days (vacancies) as
these species are much more mobile than dopant
atoms. Usually, annealing is done to reduce point
defect concentrations, but on occasions, for example
with the alloy HgCdTe, it is done to increase the
concentration of a type of defect, in this case mercury
vacancies which are used to dope the material.

Like dopant atoms, point defects can also intro-
duce defect levels into the band structure of the
semiconductor, and some defects, for example the
gallium vacancy Vn2

Ga ; exist in multiple charge states.
In some materials, the native defects act either as
dopants or as compensating traps, and are present in

concentrations that can severely limit the maximum
obtainable doping levels. The gallium vacancy, for
example, is believed to limit the maximum doping
level obtainable in n-type GaAs, and its concentration
increases dramatically as the concentration of n-type
dopant is increased.

It should be noted that the concentrations of the
various types of defect are not independent of one
another, and at any given growth (or annealing)
temperature and applied partial pressures of the
constituent elements, the equilibrium concentrations
of the defects are fixed. Examples of the interactions
between the types of defect may be seen by consider-
ing the displacement of a gallium atom from its lattice
site to create a vacancy and an interstitial (the Frenkel
reaction):

Ga0
Ga ¼ Ga0

i þ V0
Ga

and the interaction of an arsenic interstitial with a
gallium vacancy to create an arsenic antisite:

As0
i þ V0

Ga ¼ As0
Ga

The relative importance of the types of defect varies
between semiconductors. In compounds where one of
the elements is very volatile, then high concentrations
of vacancies on that particular sublattice are to be
expected. Antisites occur only at very low concen-
trations in the ionic II–VI compounds, as the energy
involved in placing an atom on the wrong sublattice is
very high. However, in the more covalent III–V
compounds, there is not such a large energy penalty,
and it has been suggested that in GaAs the AsGa

antisite may be the most common point defect.
In addition to the simple defect types described

above, there are other possibilities. One of these is
that complexes of defects may form. The best known
are the complexes that occur between dopant atoms
and vacancies, for example the [TeAsVGa]

2 complex
found in Te doped GaAs (Figure 1). In this material,
partial compensation of the n-type dopant occurs
with the formation of gallium vacancies, as described
above:

1

2
As2ðnÞ ¼ V0

Ga þ AsAs

V0
Ga ¼ V22

Ga þ 2hþ

These vacancies are mobile and diffuse in the
material. In the vicinity of TeþAs they experience a
strong Coulombic attraction and the complex forms
when the vacancy and dopant atom are on nearest
neighbor sites:

V22
Ga þ TeþAs ¼ ½VGaTeAs�

2
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A similar complex also forms in Si doped GaAs:
[SiGaVGa]

2 (Figure 2), although here both species
exist on the same sublattice, and consequently occur
as next nearest neighbors in the complex.

In the description above it is assumed that all atoms
which are located on a particular site are centered on
that site. However, it is possible for a dopant atom to
replace an atom of the host semiconductor, but not
occupy the lattice site. Ab initio calculations of the
bonding around the dopant atom suggest that it can
be displaced away from one of its nearest neighbors
towards the other three atoms (Figure 3). The dopant
can be considered as having one bond weaker than
the other three.

In the case of n- and p-type doped semiconductors
the corresponding defects are known as DX and AX
centers respectively. DX centers occur in many
semiconductors but are particularly important in
AlGaAs, where Si (or other n-type dopant) atoms
form DX centers that partially compensate the
material and reduce the electron mobility. However,
irradiation with white light excites the DX center and
converts it back to a normal dopant centered on the
lattice site. In AlGaAs the DX center is the stable

species and the dopant atom is a higher energy state.
Conversion back to the DX center requires surmount-
ing an energy barrier and thus the normal dopant is
metastable. The irradiated semiconductor has a lower
concentration of DX and a higher doping concen-
tration than before, and consequently has a higher
conductivity than the unirradiated material. This
results in persistent photoconductivity in the irra-
diated material, which is a characteristic feature of
semiconductors containing DX centers. At low
temperatures, this effect can persist for many hours.

1D Defects

Within any crystal, there must exist a set of planes
where the interplanar bonding is weakest. In both the
diamond and zincblende crystal structures these are
the {111} planes. When a crystal is subjected to a
shear stress above its elastic limit, then the material
accommodates that stress by changing shape, alter-
nately breaking and reforming bonds across these
planes where the bonding is weakest. The resulting
movement is easily observable under a microscope in
many materials and is known as slip or glide; the
planes on which this happens are known as slip or
glide planes.

Movement on a slip plane does not happen over the
whole crystal at once, and there is always a boundary
between the material in which slip has occurred and
material where it has not. This boundary is the
dislocation. A section through a piece of material
where slip has occurred is shown in Figure 4. The
curved line DD0 marks the dislocation and slip has
occurred in the region marked DQD0. Because it
marks a boundary, the dislocation may not end within
the crystal and the only permitted ways that a dis-
location may terminate are to finish at the surface of

Figure 1 Diagram of the tellurium atom–vacancy complex in

GaAs. Gallium and arsenic atoms are shown in mid-gray and

white, respectively, while the tellurium atom is shown in dark gray.

Figure 2 Diagram of the silicon atom–vacancy complex in

GaAs. Gallium and arsenic atoms are shown in mid-gray and

white, respectively, while the silicon atom is shown in dark gray.

Figure 3 A GaAs crystal shown with [111] oriented vertically.

Two Ga atoms have been substituted by silicon atoms which are

shown in dark gray. One Si atom is on a substitutional site (top

atom) and the other is displaced along [111] away from one of its

nearest neighbors (bottom atom). This is one of the structures

suggested for the DX center.
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the crystal (as shown) or to meet another dislocation,
forming either a closed loop or a junction.

Across the slip plane, the material has moved by a
certain amount, which is, typically, a lattice vector
within the crystal. The direction of slip is known as
the Burgers vector of the dislocation, and it is a
constant for any one dislocation. The Burgers vector
at any point may be determined by describing a
simple loop in the crystal passing through adjacent

lattice points lying in one plane. If a dislocation lies
within the loop then the ends will not close, and the
displacement needed to close the loop is the Burgers
vector. This can be seen in Figure 4 on the left-hand
face of the crystal around point D, where the Burgers
vector is parallel to the line of the dislocation. It can
also be seen on the right hand face of the crystal at
point D0, where the Burgers vector, which has not
changed direction, now lies perpendicular to the
dislocation line. Dislocations where the Burgers
vector is parallel or perpendicular to the dislocation
line are known as screw and edge dislocations,
respectively.

Examples of edge and screw dislocations are shown
in Figures 5 and 6, respectively. Edge and screw
dislocations are considered to be ‘pure’ types of
dislocations. If the Burgers vector makes any other
angle to the dislocation line, the dislocation is
referred to as a mixed dislocation. In semiconductors
mixed dislocations are the most common type. There
are many different ways of describing dislocations;
however, the most common one is to give the angle
between the dislocation line and the Burgers vector.
In this system screw and edge dislocations are referred
to as 08 and 908 dislocations.

At the core of the dislocation there is a small
region, typically only one or two atoms wide, where
the atoms have highly distorted bonding. Around this

Figure 4 Diagram of a crystal showing a region where slip has

occurred. For clarity only the lattice points are shown. The slip

plane is PQRT and the slipped region is DQD0. The curve DD0 is

the line of the dislocation and has a Burgers vector b.

R

T

S′

S

P

Q
b

Figure 6 A schematic diagram of a screw dislocation. Only the

lattice points are shown for clarity. The slip plane is PQRT and

contains the Burgers vector denoted b. The line of the screw

dislocation is SS0.

A
T

E

R

b
Q

B P

E′

Figure 5 A schematic diagram of an edge dislocation. Only the

lattice points are shown for clarity. The slip plane is PQRT and

contains the Burgers vector denoted b. The line of the edge

dislocation is EE0, which can be thought of as terminating a

half-plane of atoms denoted ABEE0.
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core the atoms adopt the normal (tetrahedral)
bonding, although they are strained for many
nanometers around the dislocation. The strain field
around the dislocation means that low dislocation
densities are very easy to detect using a technique
such as X-ray topography, which images the strain
introduced locally in a set of crystal planes by a
dislocation. Using this technique, individual disloca-
tions may be determined within crystals. Currently,
it is possible to obtain silicon crystals which are
essentially dislocation free, while the best GaAs
crystals have dislocation densities of ,105 –
106 m22. In other materials the densities may be
100–1000 times higher.

The highly distorted bonding at the core of the
dislocation inhibits dislocation motion. Under the
action of an external stress, dislocations normally
move on their glide plane to relieve the stress and
deform the material plastically. This is dislocation
glide. In covalent semiconductors, such movement
means breaking and reforming strong bonds, and
does not occur in silicon below the crystal growth
temperature. Dislocations are also immobile in GaAs
at room temperature, although they can be induced to
move in softer, more ionic II–VI semiconductors.
Dislocation densities are therefore usually considered
‘frozen in’ at room temperature.

In addition to macroscopic shear forces, each
dislocation experiences the stresses introduced by
other dislocations and point defects present in the
crystal, and is either attracted or repelled by them.
At high densities, therefore, the motion of disloca-
tions is inhibited by the presence of the surrounding
defects – the dislocations are said to be pinned.

Generation and movement of dislocations occurs
in most semiconductors easily at their growth
temperature, and is important in the relief of strain
introduced in growing a material on a substrate
with a different lattice constant. Edge dislocations
always introduce, or remove, extra planes of atoms
(Figure 5), and so an array of dislocations can add or
remove atoms to accommodate the strain between
two semiconductor layers of different lattice constant.
These are known as mismatch dislocations and they
occur frequently in epitaxial growth when strain
relief has occurred.

Typically, growth in MBE or MOCVD occurs on
the (001) surface. Mismatch dislocations lie on the
{111} planes, which intersect this plane, and at low
densities occur in crystals regularly spaced along
[110] and ½1 �10� directions. The Burgers vectors are
also of k110l type and are typically at 608 to the
dislocation line. The edge component of this vector,
projected on to the (001) plane, gives the amount of
strain relief to be expected.

Despite the distorted bonding that exists around
the dislocation core, there are thought to be
remarkably few broken bonds there. An exception
to this is thought to be when the dislocation line is not
straight, but kinked, the atoms at the kinks having
broken bonds. As a result, nonradiative transitions
involving dislocations are not strong. They are
important, however, during operation of lasers and
LEDs. Dislocations can be seen in electrolumines-
cence of light-emitting devices as dark lines. These
so-called dark-line defects (DLDs) are the result of
nonradiative recombination occurring at disloca-
tions. Not only do they reduce the efficiency of the
device, but the energy released by the recombination
of the electron and hole is deposited at the dislocation
core as thermal energy. Under these conditions,
dislocation movement becomes easy and DLDs
propagate, eventually destroying the device.

2D Defects

In a simple description of metallic structures, the
hexagonal close packed structure is described as a
sequence of hexagonal sheets with the stacking
pattern ABABABAB…, while that of the face
centered cubic structure is ABCABCA… In a similar
manner, we can describe the wurtzite crystal structure
by the stacking sequence ABABABAB…, although
the layers are no longer close packed and the stacking
units comprise one metal and one nonmetal atom.
The corresponding stacking sequence for the zinc-
blende structure then becomes ABCABCA… These
structures are shown in Figures 7a and b, respectively.
It can be seen that the two atom units are oriented
perpendicular to the stacking sequence, and it is
possible to rotate the structure about the vertically
oriented bonds between any two given planes. A
rotation of 1808 would place all the atoms back in
registry but on the wrong site. For example, in a
zincblende crystal, a rotation after the third layer
in the sequence ABCABCA… would result in
ABCBCAB… This means that the top part of the
crystal is related to the bottom half by a rotation of
1808, and the two parts are said to be twinned. The
twin plane extends throughout the crystal, and is a
two-dimensional defect. Both above and below the
twin plane, the stacking sequence is the usual ABC…
found in the zincblende structure; however, at the
junction there is a region denoted BCB. This region is
three planes of the wurtzite stacking sequence, and is
an example of what is called a stacking fault. In
zincblende crystals, stacking faults introduce small
regions of the wurtzite structure, while the reverse
happens in wurtzite crystals.
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The density of stacking faults in a material is
primarily a function of the ease of placing the crystal
planes in the wrong order. Under nonequilibrium
growth conditions, this can occur easily for many
different materials, but for slow growth near
equilibrium, the prevalence of stacking faults is
governed by the stacking fault energy. This is a
measure of the wrong stacking sequence occurring
and is also related to the energy of transformation
between the zincblende and wurtzite crystal struc-
tures. For GaAs, the energy is high and stacking faults
are rare, while for II–VI semiconductors the stacking
fault energies are low and stacking faults are
relatively common.

Typically, stacking faults are observed in TEM
planar view micrographs, and on (001) oriented
epitaxial samples are clearly visible as triangular
regions lying on {111} planes, as described above,
nucleated at the interface between the substrate and
epitaxial layer.

While stacking faults are accidental introductions
in a crystal structure, other 2D defects are introduced
deliberately. Heterojunctions between different semi-
conductor alloys are an obvious example and are
responsible for most of the useful properties of
advanced semiconductor devices. However, by far
the most important 2D crystal defect is the surface of
the crystal. This creates a high density of broken
bonds, each of which can introduce a defect level in
the band structure. Surfaces usually lower their free
energy by moving atoms from the bulk equilibrium
positions to new sites and forming extra bonds in the
plane of the surface. This removes some of the defect
levels, but it is still possible to have surface defect
densities as large as 1018 m22 which are associated
with enhanced rates of nonradiative recombination of
electrons and holes.

Interactions of Defects

Earlier it was assumed that the Burgers vector
associated with a dislocation is a lattice vector. The
energy of a dislocation per unit length is proportional
to the magnitude of the Burgers vector squared:

E / b2

In some crystals, however, it is possible for the
displacement to be composed of two smaller steps,
neither of which is a complete lattice vector:

b ¼ b1 þ b2

where b is a lattice vector and b1 and b2 are the
smaller displacements. In this case, the total energy

Figure 7 Diagrams of the stacking sequence of layers for two

different semiconductor structures. In both cases the metal atoms

are small and dark while the larger pale ones are the nonmetal

atoms. The structures are: (a). The wurtzite crystal structure. The

atoms which occupy the A, B and C sites are marked. Here the

vertical direction in which the planes stack is the [0001] direction.

(b). The zincblende crystal structure. The atoms which occupy the

A and B sites are marked and the vertical direction corresponds to

one of the h111i directions in the crystal.
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can be reduced if the dislocation splits into two:

E1 þ E2 / b2
1 þ b2

2 , E

These dislocations are known as partial disloca-
tions. A normal dislocation splits into two partial
dislocations if it is energetically favorable to do so.
Figure 8 shows an example in a close packed
structure, which illustrates the point without the
problem of introducing two different types of atoms.
Two partial dislocations run through the top layer.
The material lying between them has a different
stacking sequence (AC) from the material around it
(AB) and must contain a stacking fault. This shows
that a 2D defect, such as a stacking fault, is bounded
by two 1D defects, in this case partial dislocations.

There also exists an intimate relationship between
point defects and dislocations, which may be seen
by examining the edge dislocation shown in Figure 5.
The edge dislocation may be considered as an extra
half-plane of atoms, ABEE0 which terminates along
line EE0. The last row of atoms in the plane can be
removed from the sheet by one of two processes.
Firstly, the atoms at the dislocation core can become
interstitials and diffuse away from the dislocation.
Alternatively, vacancies can diffuse towards the
dislocation. In either case the result is the same;
the dislocation line EE0 moves upwards towards AB.

The opposite sequence of events (diffusion of inter-
stitials towards the dislocation or vacancies away
from it) is also possible and results in a movement of
line EE0 downwards. Such processes are known as
dislocation climb. Climb is not as common as glide,
but it is important as the dislocation acts as a source
or sink for point defects. This process contributes to
the reduction in radiative efficiency in LEDs and
lasers, particularly as the devices age.

See also

Semiconductor Physics: Outline of Basic Electronic
Properties; Quantum Wells and GaAs-based Structures.
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Introduction

The vibrations of atoms in solids were first studied
theoretically at the beginning of the twentieth century
to explain the observed temperature dependence of
the heat capacity. Following earlier work by Einstein
and Debye, Born and von Karman showed in 1912
that the vibrational properties of a linear chain of
alternate light and heavy atoms connected by springs
account very well for the observed thermal behavior
of solids. It was shown many years later that, if the
atoms are alternately positively and negatively
charged, the model also gives a good description of
the optical properties.

In this article the vibrational properties of a linear
diatomic chain of atoms are first described. The
model gives a good description of the basic
vibrational properties of solids with two atoms per
unit cell, such as Si, Ge, and the binary III–V (e.g.,
GaAs) and II–VI (e.g. CdTe) semiconductors, and
explains the origin of optic and acoustic branches of
the phonon dispersion curves. This leads naturally to
an understanding of the basic far-infrared reflectivity
of binary semiconductors. The model is then further
developed to account for the effects of impurities and
the optical properties of alloys.

The far-infrared properties of semiconductors
are then reviewed. We begin with the group IV

semiconductors Si and Ge in which there is no first-
order interaction with infrared radiation, and explain
the origins of second-order interactions, and the
effects of disorder and impurities. Examples of the
first-order reflection spectra of bulk single crystal
binary semiconductors and their alloys are then
presented. Localized vibrational modes and phonon
combination bands are discussed next. We finish with
a brief review of more exotic excitations that occur in
layered semiconductors: confined optic modes, sur-
face phonon polaritons, guided waves, and interface
modes.

Background Theory of Phonons in
Semiconductor Materials

Phonons in a Diatomic Linear Chain Lattice

Consider a line of atoms of alternating type A and B,
separated by a distance a, as shown in Figure 1.
Suppose that the nth A atom is displaced by a small
amount uA;n from its equilibrium position. The forces
attempting to return it to its equilibrium position will
be proportional to the distance it has moved relative
to the neighboring atoms. If we assume that the only
significant force involves the nearest neighbor B
atoms n and n þ 1; the equation of motion for the
nth A atom is

MA

d2uA;n

dt2
¼ CðuB;n þ uB;nþ1 2 2uA;nÞ ½1�

Figure 1 Atomic displacements in a diatomic linear chain.
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where MA is the mass of the atom, and C is the
Hooke’s law nearest-neighbor force constant. There
is a similar equation

MB

d2uB;n

dt2
¼ CðuA;n21 þ uA;n 2 2uB;nÞ ½2�

for the motion of the nth B atom. We assume that the
solution of the equations of motion has the wavelike
form

uA;n ¼ UA exp{iðqan 2 vt}

uB;n ¼ UB exp{iðqan 2 vt}
½3�

in which UA and UB are amplitude factors, v is the
angular frequency, and q is the wavevector, so that qa
is the phase factor by which the phase of the wave
changes from one site n to the next site n þ 1: The
equations of motion are satisfied so long as the
angular frequency v is given by

v2 ¼
C

MAMB

h
MA þ MB

^

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðMA þ MBÞ

2 2 4MAMB sin2ðqa=2Þ
q i

½4�

There are two possible solutions here because there
are two ions in the unit cell. A plot of v as a function
of q is shown in Figure 2a, with q in the range 2p=a to
þp=a: In the lower branch, the acoustic phonon
branch, the vibrations at long wavelength (equivalent
to small q) are essentially the same as ordinary sound
waves. The A and B atoms vibrate in phase, and at
long wavelength there is a linear relation between v

and q:

v < vsq ½5�

where vs ¼ v0a=2 is the velocity of sound of the
acoustic phonons.

The upper branch in Figure 2a, which is of more
interest in the present context, is called the optic
phonon branch. Here the A and B atoms vibrate in
antiphase, and because the A and B atoms have equal
but opposite charges there is an electric field
associated with the vibration. The optic phonon
vibrations will consequently affect the propagation of
electromagnetic waves through the medium – hence
the name – although the vibration frequencies
(around 10 THz) are in the far infrared rather than
the visible part of the electromagnetic spectrum. At
this frequency, the infrared wavelength l is about
30 mm. The propagation of the infrared will be
affected only by phonons whose wavevector q
matches the infrared wavevector k ¼ 2p=l: Since l

is around 104 times larger than the typical lattice
spacing a in semiconductor materials, it follows that
the optical properties of the material may be largely
understood merely by considering the long-
wavelength phonons with wavevector q < 0: Thus,
in the diatomic case, only the optic phonon of
wavevector q < 0 and frequency

v0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2CðMA þ MBÞ

MAMB

s
½6�

is of importance to the propagation of electro-
magnetic radiation.

Many semiconductor materials are of the diatomic
AB type – for example group III–V materials such as
GaAs, and II–VI semiconductors such as CdTe. Their
phonons are described in detail by three-dimensional
versions of the simple linear chain model discussed
above. The most basic semiconductor materials, Si
and Ge, are clearly monatomic, but their crystal
structure is identical to the zincblende structure of
GaAs, and they show two phonon bands as in
Figure 2a. However, because there is only one type
of atom, these materials differ from the diatomic
materials in that the optic phonon branch has no
electric dipole moment. In Si and Ge, there is no
dielectric anomaly around the frequency v0 of the
type discussed in the following section. In these
materials, the only significant optic effects occur
when phonons combine in pairs with equal but
opposite wavevector q; so that the resultant has very
small wavevector that can match the infrared
wavevector k ¼ 2p=l: The significant factor here is
the density of states DðvÞ; representing the number of
phonon states per unit frequency range. In Figure 2b,
we show DðvÞ for the diatomic lattice. This is

Figure 2 (a) Phonon frequency v versus wavevector, q, in a

one-dimensional diatomic lattice; (b) three-dimensional density of

states D(v).

SEMICONDUCTOR PHYSICS / Infrared Lattice Properties 451



obtained as

DðvÞ ¼ DðqÞ
dq

dv
½7�

where DðqÞ is the density of states with respect to
the wavevector, which is proportional to q2 for a
three-dimensional lattice. Note that DðvÞ has peaks
at frequencies corresponding to the zone boundary
phonon frequencies because the dispersion curves are
flat in these regions. These features are known as
critical points, and they have well-defined
shapes. Their spectroscopic importance is discussed
later.

In bulk three-dimensional crystals, both transverse
and longitudinal optic and acoustic phonons occur,
each represented by different branches of the phonon
dispersion curves, and the transverse branches in
cubic materials are doubly degenerate. In three
dimensions, more elaborate theoretical models are
required, such as the rigid ion model and the shell
model, and improved results can sometimes be
achieved by including next-nearest-neighbor atoms
in the model. As an example, the phonon dispersion
curves of GaAs are shown in Figure 3.

It should be noted that the dispersion curves, and
hence the associated optical properties, differ for
propagation in different crystallographic directions,
e.g., [100], [110], and [111].

Born–Huang Optic Phonon Model

The infrared lattice properties of materials at long
wavelength are usually described by using the relative
permittivity 1 (often called the ‘dielectric constant’),

which is defined through the relation

D ¼ 110E ½8�

between the electric field E in a medium and the
displacement field D (here, 10 is the permittivity of
free space). D is the sum of the field E and the
polarization P of the medium:

D ¼ P þ 10E ½9�

P has contributions from lattice displacements
(phonons), free electrons (plasmons), and the basic
atomic polarizabilities. Since these quantities depend
on frequency, 1 is also a function 1ðvÞ of angular
frequency v: The charges of the A and B sites are
taken as þQ and 2Q respectively, and their
equations of motion [1] and [2] are extended to
include the electric forces ^EQ: As a result of these
considerations, the dielectric function can be written
in the form

1ðvÞ ¼ 11

"
1 þ

v2
L 2 v2

T

v2
T 2 v2

#
¼ 11

v2
L 2 v2

v2
T 2 v2

½10�

Here, 11 is the high-frequency dielectric constant due
to the atomic polarizabilities, and vL and vT are
frequencies that are close to the natural vibrational
frequency v0 that occurs in the absence of electric
field effects; the difference ðv2

L 2 v2
TÞ is of order

v2
0Q2=ðCa310Þ:

Figure 4 shows a plot of 1ðvÞ as a function of v:

Note that 1ðvÞ diverges at v ¼ vT; and that v ¼ 0 at
v ¼ vL (vL=vT ¼ 1:25 in Figure 4). vT is called
the transverse optic (TO) phonon frequency: it is the
resonance frequency of propagation of transverse
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Figure 3 Phonon dispersion curves of GaAs determined by neutron spectrometry (points) compared with calculation (dotted and
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electromagnetic waves in the material. vL is called
the longitudinal optic (LO) phonon frequency: it is
the frequency of the longitudinal electrostatic wave.
Physically, the dielectric constant determines the
velocity v of propagation of electromagnetic waves
in the material

v2 ¼
v2

q2
¼

c2

1ðvÞ
½11�

where c is the velocity of light. Equation [11] has two
solutions for v as a function of wavevector: the two
solutions are shown in Figure 5. Note that there is
no solution with v in the range between vT and vL:

The excitations in the region where the graphs are
curved are called ‘polaritons’ – a combination of
polar phonon and photon.

The refractive index n of the material is the ratio
of v; the velocity of light in the medium, to c; the

velocity in free space; thus n ¼
ffiffi
1

p
: n is often found

from a measurement of the optical reflectivity R.
At normal incidence

R ¼

����� 1 2 n

1 þ n

�����
2

½12�

A graph of R is shown in Figure 6; note
that the reflectivity is 100% for v in the range
vT , v , vL:

Impurity Phonon Modes

Impurity atoms in crystal lattices can significantly
affect the infrared properties. The simplest case is
when an impurity atom has the same binding but a
different mass. Consider the monatomic, one-
dimensional case, in which the impurity atom has
a mass M þ dM; where M is the normal mass. Let the
impurity be at the site n ¼ 0: The equations of
motion are

2Mv2un ¼ Cðun21 þ unþ1 2 2unÞ for n – 0

2ðM þ dMÞv2u0 ¼ Cðu21 þ u1 2 2u0Þ for n ¼ 0

½13�

These equations have a solution provided that v

satisfies the equation

N21 dM

M

X
q

v2

v2
q 2 v2

¼ 1 ½14�

where N is the number of atoms in the linear chain,
and vq the unperturbed normal mode frequencies.
This equation has solutions v that lie close to the bulk
phonon frequencies vq: However, if dM , 0 (i.e. the
impurity atom is lighter than the bulk atoms), one
additional mode is possible at a frequency v that is
higher than the maximum frequency v0 ¼

ffiffiffiffiffiffi
C=M

p
of

the bulk phonons. This is the so-called impurity or
localized vibrational mode (LVM – see Figure 7).

Figure 4 Dielectric function 1ðvÞ as a function of angular

frequency, v:

Figure 5 The dispersion curves for phonon polariton modes

(solid lines) for a diatomic linear chain of atoms showing the gap in

bulk phonon modes between the frequencies vT and v L:

Figure 6 Calculated reflectivity plotted versus angular fre-

quency for a diatomic linear chain of atoms for the case of zero

damping.
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The impurity atom, being lighter than the material
atoms, vibrates at a higher frequency than the bulk
frequencies; the amplitude of the vibration is greatest
at the impurity site, and decreases the further away
one goes from the impurity site. If the impurity atom
is heavier than the bulk atoms ðdM . 0Þ; there is no
distinguishable local mode. In the case of diatomic
lattices, an analogous situation pertains: if the
impurity is lighter than the bulk atoms, an impurity
mode is distinguishable above the top of the optic
phonon band; if the impurity is heavier, there is the
possibility that a distinct impurity mode may appear
in the gap between the acoustic and optic phonon
branches.

Mixed Crystals

Mixed compound semiconductor crystals are in
widespread use because the bandgap can be adjusted
by varying the composition. For example, the ternary
material AxB12xC is an alloy of a fraction x of the
material AC with a fraction 1 2 x of the material BC.
A typical example is AlxGa12xAs. The infrared lattice
properties of these materials are classified as ‘one-
mode’ or ‘two-mode’ depending on how many
distinct optic phonon frequencies are observed. The
distinction can easily be understood in the context of
the discussion above of impurity modes. If an A atom
in the bulk material BC has a distinct local impurity
optic phonon mode frequency, and similarly for a B
impurity in AC, then there will usually be two distinct
optic phonon modes throughout the whole compo-
sition range 0 , x , 1: one mode is AC-like, and the
other BC-like, as shown in Figure 7. On the other
hand, if neither A in BC, nor B in AC, provide distinct
optic phonons, there is only one distinguishable optic
phonon in the alloy AxB12xC.

Review of Far-Infrared Properties of
Semiconductors

Group IV Semiconductors

We begin with Si and Ge, both of which crystallize in
the diamond structure. As mentioned earlier, there is
no first-order interaction between far infrared radi-
ation and the TO mode. However, there are several
other mechanisms that result in absorption. The
dipole moment of the zone center TO phonon in an
ionic solid is an example of a symmetry property that,
in group theory, is described by a set of selection rules
for each different crystal lattice. Other mechanisms
that can lead to the creation of a dipole moment are:

Disorder
Disorder destroys the translational symmetry, and
hence the selection rules. Consequently, phonon
modes that, in a perfect lattice, are not infrared active
will become active. The most general case occurs if
the crystal becomes completely disordered, in which
case all phonon modes become dipole-active and the
far-infrared absorption spectrum resembles the pho-
non density of states. This is illustrated in Figure 8, in

Figure 7 Representation of TO and LO phonon frequencies in a

mixed crystal AxB12xC plotted versus composition x.

Figure 8 Top: infrared absorption coefficient (solid line) and

Raman spectrum (dashed line) of amorphous Si. Bottom:

calculated density of states (solid line), and broadened density

of states (dashed line). Reproduced with permission from

Bradskyn H and Lunio (1974) Infrared vibrational spectra of

amorphous Si and Ge. Physical Review B 9: 1646, ADS.
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which measured infrared and Raman spectra of
amorphous Si are compared with the calculated
one-phonon density of states.

Phonon combination bands
A combination of the lattice distortions due to
two phonons excited simultaneously can produce
a resultant displacement of the ions in the lattice
with a dipole moment. Such phonon combinations
can be excited simultaneously by a far-infrared
photon, and they are observed as weak bands in the
infrared absorption spectrum. Apart from the dipole
moment selection rule, it is also necessary for
wavevector conservation to occur. Since q , 0 for
the photon, the two phonons must either be at the
zone center, or have equal and opposite wave-
vectors. An additional consideration is that, if the
process is to lead to observable absorption, it
should have a high probability as determined by
the density of states, so observable absorption
features usually arise from critical-point phonon
combinations. An example of phonon combination
bands in Si is shown in Figure 9. Assignment of the
features in the spectrum is usually possible by
inspection of the phonon dispersion curves at the
zone boundaries, a procedure known as critical-
point analysis. Alternatively, the two-phonon

density of states can be calculated, taking into
account the selection rules, and then compared with
the measured spectrum. Similar considerations
apply to higher-order phonon combination bands,
e.g., three or four phonons, etc., but the strength of
the combination bands usually decreases rapidly as
the order of interaction increases.

The presence of impurities
As mentioned above, dipole-active localized
vibrational modes (LVMs) can occur if the sample is
doped with lighter elements as this destroys the local
translational symmetry. For instance, an LVM occurs
if Si is doped with B, as shown in Figure 10. The LVM
frequency is proportional to the ratio ðC=MÞ1=2 as seen
earlier where C is the force constant and M is the
isotopic mass of the substituted atom. As such modes
have narrow linewidths, the features in the spectrum
due to different isotopes of the same element are
easily distinguished, as shown in Figure 10.

Group III–V and II–VI Semiconductors: Bulk
Crystals

The group III–V and group II–VI semiconductors
crystallize in either the cubic (zincblende) structure,
or the hexagonal (wurtzite) structure. Many mixed
crystal materials, such as AlxGa12xAs, are grown for
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Figure 9 Measured lattice combination bands in a single crystal of silicon at 290 K (top), 77 K (middle), and 20 K (bottom). (Note that

100 mm21 ¼ 1000 cm21.) Reproduced with permission from Johnson FA (1959) Lattice absorption bands in silicon. Proceedings of the

Physical Society 73: 265.
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electronic applications that require materials with
bandgaps not found naturally. Furthermore, a host
of low-dimensional structures, such as epilayers,
multiple quantum wells (MQWs) and superlattices,
are fabricated by molecular beam epitaxy (MBE) or
metalorganic vapor phase epitaxy (MOVPE) to create
devices that exploit the novel properties which occur
when one or more of the physical dimensions are
small.

Reflectivity from a bulk single crystal
In the reststrahl frequency range bulk phonon modes
cannot propagate and incident radiation is perfectly
reflected, i.e., R ¼ 1; as shown in the calculated
spectrum in Figure 6. Figures 4 and 6 represent the
ideal case of a harmonic crystal, in which there is no
interaction between the phonon modes, so that all

modes have infinite lifetime or, equivalently, spectral
features have zero linewidth, corresponding to zero
damping. This is close to the behavior of a crystal at
absolute zero but, in practice, the phonon modes are
coupled, so each mode will decay into combinations
of other phonon modes. This leads to finite phonon
lifetimes and finite linewidths of all features in the
measured spectra. This damping has the effect of

Figure 10 The far-infrared absorption spectrum of Si doped

with B (10B þ 11B). Reproduced with permission from Angress JF,

Goodwin AR and Smith SD (1965) A study of the vibrations of

boron and phosphorus in silicon by infrared-red absorption.

Proceedings of the Royal Society A 287: 64.
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Figure 11 The reststrahlen band reflectivity of GaP, measured

(points) and calculated from a damped simple harmonic oscillator

(line). Reproduced with permission from Kleinman DA and Spitzer

WG (1960) Infrared lattice absorption of GaP. Physical Review

118: 110.

Figure 12 (a) Reflection spectra for GaAs, AlAs, and five

Ga12xAlxAs mixed crystals. The curves have been displaced for

clarity. (b) TO and LO mode frequencies obtained analytically from

the spectra, plotted versus alloy composition. Reproduced with

permission from Ilegens M and Pearson GL (1970) Infrared

reflection spectra of Ga12x ALx As mixed crystals. Physical Review

B 1: 1576.
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rounding off features in the reflectivity compared with
Figure 6, and it can be represented analytically by the
equation:

1ðvÞ ¼ 11 þ
ð1ð0Þ2 11Þv

2
T

v2
T 2 v2 2 igv

½15�

This differs from eqn [10] only by the addition of the
damping coefficient, g; which takes account in a
phenomenological way of the interactions between
the phonon modes. Here 1ð0Þ is the dielectric function
at zero frequency, and 1ð0Þ2 11 is the oscillator
strength (i.e., the dipole strength) of the mode. We
shall consider g again later.

The reflectivity of GaP is shown in Figure 11, and
this should be compared with Figure 6. In pure
diatomic crystals like the simple ionic solids, e.g.,
NaCl and KCl, or the binary semiconductors, e.g.,
GaAs and CdTe, this is the only region of high

reflectivity at frequencies below the visible or
ultraviolet, and it is often described as the reststrahlen
band, from the German term for residual ray.

Reflectivity from mixed crystals of binary
semiconductors
The spectra of mixed crystals were discussed above
and an example is shown in Figure 12a, which
shows the reflection spectra of GaAs, AlAs and five
Ga12xAlxAs mixed crystals. The TO and LO phonon
frequencies were obtained from the spectra using a
Kramers–Kronig analysis and classical dispersion
theory. Changes in the mode frequencies with
composition are interpreted using the so-called
random element isodisplacement (REI) model.
In Figure 12b, the TO and LO frequencies are plotted
versus composition, x, and it can be seen that this
system displays typical two-mode behavior, following
closely the behavior shown in Figure 7.

Localized vibrational modes due to impurities
LVMs have been widely investigated in binary
semiconductors because they offer a useful diagnostic
tool for the investigation of impurities. In addition to
the identification of isotopic species, high-resolution
transmission spectroscopy can be used to determine
the sites of the impurity atoms in the lattice. In
Figure 13 the LVM absorption band for 12C in GaAs
is shown at different resolutions. The 12C atoms are
substitutional impurities on the As sites and the
different components of the band arise from the
different nearest-neighbor isotopic arrangements

Figure 13 Localized vibrational mode (LVM) absorption band

for 12C in GaAs measured at 80 K. The numbers in brackets are

estimated band strengths. Reproduced with permission from

Theis WM, Bajaj KK, Litton CW and Spitzer WG (1982) Direct

evidence for the site of substitutional carbon impurity in GaAs.

Applied Physics Letters 41: 70.

Figure 14 High-resolution far-infrared absorption spectra of

GaP and InP with the frequency scale normalized in each case to

the reststrahl frequency (n=nR ¼ 1 corresponds to v ¼ vT).

Reproduced with permission from Koteles ES and Datars WR

(1976) Two-phonon absorption in InP and GaP. Solid State

Communications 19: 221.
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surrounding the different 12C atoms in the lattice.
Note that 12C is much lighter than either of the host
lattice atoms, Ga or As, as required theoretically.

Phonon combination bands
Weak features due to the simultaneous excitation of
two or more phonons are observed in the spectra of
all semiconductors, and there are two excitation
mechanisms. The first is direct excitation of two or
more phonons by an incident photon via nonlinear
terms in the dipole moment. The second process is
indirect: the incident photon first excites a zone center
TO phonon and the TO phonon then decays into a
combination of phonons elsewhere in the Brillouin
zone, a process described as anharmonic decay of the
TO phonon. Mathematically, it is described by a
complex frequency-dependent damping coefficient,
g ðvÞ; in the oscillator equation [15]. Clearly, the
latter mechanism is not available in Si and Ge as the
TO phonons are not dipole-active. Anharmonicity is

very important in strongly ionic crystals like the alkali
halides (i.e., group I–VII compounds like NaCl),
leading to prominent phonon combination bands, but
it becomes progressively less important in semicon-
ductors as the interatomic bonding becomes less ionic
and more covalent, which is the case in the sequence
through group II–VI (e.g., semiconductors like CdTe
or ZnSe), group III–V (e.g., GaAs or InP), and group
IV (Ge and Si), which are entirely covalent. Nearly all
two-phonon combinations are dipole-active in zinc-
blende structure crystals with the result that the
transmission spectrum either side of the reststrahlen
band is very rich in weak phonon combination bands,
as shown in Figure 14 for GaP and InP.

Layered Semiconductor Structures

Confined optical phonons
Semiconductor superlattices are fabricated for a
variety of electronic and optical applications, and the

Figure 15 Measured (solid lines) and calculated (dashed lines) oblique incidence (458) reflectivity spectra at 77 K of three short-period

(GaAs)n/(AlAs)n superlattices on GaAs substrates: n denotes the number of monolayers. Left curves: s-polarization, right curves:

p-polarization. Note that the strong reststrahl reflectivity is from the GaAs substrates and the fine structure is due to confined modes.

The subscripts 1, 2, and 3 denote the orders of the confined modes. Reproduced with permission from Dumelow T, Hamilton AA, Parker

TJ, Tilley DR, Foxon CT, Hilton D and Moore KJ (1990) Far infrared measurements of bulk and surface phonons in GaAs/AIAs

superlattices. International Journal of Infrared and Millimeter Waves 11: 901.
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quality of the interfaces in such structures is important
as it determines the amount of electronic scattering at
the interfaces. Some structures are fabricated from
alternate layers of materials such as GaAs and AlAs, in
which there is no overlap between the frequencies of
the optical branches of the phonon dispersion curves.
This has the effect that optical phonons excited in one
type of layer, e.g., in GaAs, cannot propagate into the
other type of layer, i.e., AlAs, and vice versa, so that the
optical phonon modes are confined in their respective
layers. The confined modes behave like standing
waves, with frequencies determined by the thicknesses
of the layers and the bulk optical phonon dispersion
curves. Thus, if the superlattice structure is of poor
quality, and the interfaces are broad due to alloying,
rather than abrupt, there will be a change in the
effective widths of the layers. This leads to small shifts
in the frequencies of the confined phonons which can
be measured and used to obtain a quantitative estimate
of the amount of interface broadening. An example is
shown in Figure 15. The degree of interface broad-
ening determined from these spectra was 1.4 atomic
spacings, in agreement with estimates using other
techniques.

Surface phonon polaritons and guided waves
The reststrahl reflection band (Figure 6) occurs
because there is a gap between vT and vL in the
polariton dispersion curves (Figures 4 and 5), with no
solutions for bulk phonon modes. Surface phonon
polaritons can, however, propagate in this frequency
band, but they have wavevectors that are larger than

those, v=c; of far-infrared radiation, so special
techniques are required to observe them. The
necessary wavevector enhancement can be obtained
in two ways. Prism coupling can be used, as shown in
Figure 16. When the angle of incidence of the incident
beam at the base of the prism exceeds the critical
angle for total internal reflection an evanescent wave
with advanced wave vector, q . v=c; is set up at the
base of the prism. This wave can couple to a surface
polariton, and the energy used to excite the polariton
results in a dip in the reflectivity at the frequency of
the surface polariton, hence the name of the
technique: attenuated total reflection (ATR). An
example is shown in Figure 16. Alternatively,
wavevector enhancement can be achieved by placing
a grating on the surface of the sample. The incident
photon wavevector is then enhanced by þ2mp=d;
where d is the grating period and m is an integer.

Interface phonons
Under certain conditions phonons can propagate
along the interface between two different media that
are in intimate contact, as for instance, in the case of
thin epilayers on substrates, or in multilayered

Figure 16 ATR reflection spectrum with dips due to surface

phonon polaritons (S) and guided waves (G) in a GaAs/Al0.38

Ga0.65As MQW. Inset: schematic diagram of the ATR stage.

Reproduced with permission from Dumelow T, Hamilton AA,

Parker TJ, Tilley DR, Foxon CT, Hilton D and Moore KJ (1990)

Far infrared measurements of bulk and surface phonons in

GaAs/AIAs superlattices. International Journal of Infrared and

Millimeter Waves 11: 901.

Figure 17 Far-infrared reflectivity of a GaN epilayer on a GaAs

substrate at 290 K with dips due to a Brewster mode at C and a

Berreman mode at D. Reproduced with permission from Mirjalili

G, Parker TJ, Farjami Shayesteh S, Bulbul MM, Smith SRP,

Cheng TS and Foxon CT (1998) Far infrared and Raman analysis

of phonons and phonon interface modes in GaN epilayers on

GaAs and GaP substrates. Physical Review B 57: 4656.
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structures. There are two common sets of criteria for
the existence of such interface modes. The first,
leading to so-called Brewster modes, is when the
numerator of the Fresnel reflection coefficient passes
through zero due to impedance matching in the two
media. The second, leading to a Berreman mode, is
when the real part of the dielectric constant has a zero
crossing in one of the media at a frequency where it is
negative in the other medium. Both modes are
observed as dips in the reflectivity. A reflection
spectrum for a GaN epilayer on a GaAs substrate is
shown in Figure 17. The two interface modes occur at
frequencies close to the frequencies of GaN LO
phonons; the Berreman mode is close to the GaN LO
phonon frequency at the base of the GaN epilayer,
which is shifted down by about 50 cm21 from the
bulk GaN value (735 cm21) due to disorder arising
from the large lattice mismatch between the epilayer
and the substrate. Both interface modes couple
strongly to free carriers (i.e., plasmons) propagating
normal to the interface, and thus act as useful probes
of the structural and electronic properties of the
epilayer. No other technique is available for
probing the electronic properties of the epilayer for
propagation normal to the layer.

See also

Semiconductor Materials: GaAs Based Compounds.
Semiconductor Physics: Band Structure and Optical
Properties; Light Scattering; Outline of Basic Electronic
Properties; Quantum Wells and GaAs-Based Structures.
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When a monochromatic light beam passes through
a transparent medium, a small part of the light is
scattered out of the incident direction with a change in
frequency. The scattering processes are usually classi-
fied into three groups. The light scattering is named:

Brillouin scattering when the light is scattered with a
small frequency shift that varies continuously with
scattering angle.

Raman scattering when the light is scattered with a
relatively large frequency shift that is independent

of scattering angle. The possibility of observing a

given transition, however, depends on the orien-

tation of the crystal relative to the polarization of

the incident light.
Rayleigh scattering when the light is scattered

without frequency shift. In this case the
scattering is elastic with the incident and scattered
frequencies equal: vi ¼ vs: Rayleigh scattering
is particularly useful in the study of critical
phenomena or aspects related to the size and
polarizability of particles.
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Brillouin Scattering

Brillouin scattering is caused by the interaction of
light with the acoustic modes of vibration of the
crystal. Consider an acoustic wave of frequency va

propagating with velocity ^v as shown in Figure 1.
Light with incident frequency vi interacts strongly
with acoustic waves satisfying the Bragg condition
va ¼ 2vi(v/c)n sin(u/2), where n is the refractive
index of the material and u is the angle of deviation
of the scattered beam. Since the acoustic waves are
moving with velocity ^v the scattered light suffers a
Doppler shift in frequency and exhibits a frequency
doublet at the angle u given by the Brillouin equation

vi ^ va ¼ vi ^ 2viðv=cÞn sinðu=2Þ

In terms of the quantum picture, Brillouin scattering
corresponds to scattering of incident photons of
frequencyvi and wavevector ki into scattered photons
of frequency vs and wavevector ks with the emission
or absorption of an acoustic phonon of frequency
va and wavevector q. The predicted Brillouin
spectrum is shown in Figure 2. It consists of Stokes
ðvs ¼ vi 2 vaÞ and anti-Stokes ðvs ¼ vi þ vaÞ

components corresponding to phonon emission and
absorption, respectively.

The frequency shift lvi 2 vsl for a well-defined
scattering angle u directly gives the acoustic phonon

frequency and velocity. The width G of the Brillouin
component of the spectrum is a measure of the
damping or attenuation of the wave.

Raman Scattering

The essential difference between Brillouin and
Raman scattering is that in Raman scattering the
incident light beam is scattered with relatively large
frequency shift independent of the scattering angle.
The same basic considerations apply to Raman
scattering that apply to Brillouin scattering. The
Raman spectrum has Stokes and anti-Stokes branches
corresponding to the emission and absorption,
respectively, of an elementary excitation. A variety
of elementary excitations are important. They include
optical phonons and, in the case of magnetic
materials, magnons. Also of interest are electronic
excitations such as intraband single-particle excita-
tions, interband excitations, and collective excitations
(plasmons).

Raman Scattering by Phonons

An inelastic light scattering event involves the
destruction of a photon of frequency vi incident
from a light source, the creation of a scattered photon
of frequency vs and the creation or destruction of an
optical phonon of frequency vo.

Destruction of a photon involves interaction of the
radiation field with matter by which a pair of free
carriers is created in the semiconductor correspond-
ing to a virtual transition between the valence and
conduction bands. The excited state, free electron in
the conduction band, interacts with the lattice via the
optical deformation potential. This interaction results
in the creation or annihilation of an optical phonon of
frequency vs. When the resulting process corresponds
to the creation emission of a phonon, the frequency of
the scattered photon is vs ¼ vi 2 va and is referred to
as the Stokes component of the spectrum. When the
process is the annihilation or absorption of a phonon
the scattered frequency is vs ¼ vi þ va; referred to as
the anti-Stokes component.

These two first-order scattering events can be
described in terms of Feynman diagrams as shown
in Figure 3.

Considering these elementary processes one can
calculate, using time-dependent perturbation theory,
the Raman amplitude and hence the differential
scattering cross-section. The remarkable feature
here is that for incident frequencies approaching the
frequencies of an electronic excited state of the
material the Raman amplitude diverges. This leads
to the phenomenon of resonant Raman scattering.

Figure 1 Light scattering at angle f and Bragg reflection at

angle u by moving thermal waves.

Figure 2 Schematic diagram of a Brillouin spectrum.
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The Raman scattering efficiency, which is the
scattering cross-section per illuminated area can be
calculated numerically. Numerical estimates give
efficiencies typically of order 1026 or 1027.

In polar semiconductors the macroscopic electric
field leads to an additional contribution to the
scattering cross-section for the longitudinal optical
(LO) phonon modes. The macroscopic field is a
consequence of the Coulomb field of the ionic charges
and gives rise to an electron–phonon interaction.

There is no simple relationship between the
scattering intensities for transverse optical (TO) and
LO phonons in polar semiconductors.

When the probing frequency coincides with the
transverse optical mode frequency, i.e., for the regime
cq ø vTO (where c is the light velocity, q the photon
wavevector and vTO the transverse optical phonon
frequency) in polar semiconductors it is necessary to
take into account the polariton nature of the coupled
photon–TO-phonon modes and their associated
macroscopic electrical field. The dispersion relation
of the coupled photon–TO mode, called a polariton,
consists of two branches: an upper branch vþ, in
which the electro-optical contribution dominates,
and the lower branch v2, which contains essentially
the mechanical contribution. This leads to a contri-
bution to the Raman amplitude from both mechan-
ical and electro-optical origins. An exception occurs
for the lower polariton branch with v ¼ vTO; then
the electro-optic contribution is very small compared
to the mechanical contribution. If cq q vTO as
in the upper polariton branch, destructive inter-
ference between the mechanical and electro-optic
contributions can occur.

Selection Rules in Raman Scattering

Not all elementary excitations in semiconductors
scatter light. The Raman active modes are

determined by selection rules established using
group-theoretical methods. The various normal
modes in a given crystal correspond to various
symmetries of the vibrations of the atoms in the
crystal and are characterized by the irreducible
representations of the space group of the crystal
lattice. One can show that a normal mode can parti-
cipate in a first-order Raman transition if and only if
its irreducible representation is the same as one of
the irreducible representations that occur in the
reduction of the representation of the Raman tensor.

An important result of group theory is the rule of
mutual exclusion which states that, in crystals with a
center of inversion, excitations that are active in the
first-order infrared spectrum are inactive in the first-
order Raman spectrum, and conversely, excitations
that are active in the first-order Raman spectrum are
inactive in the first-order infrared spectrum. In
particular, the first-order spectra due to optical
phonons in NaCI are infrared active, but Raman
inactive, whereas in Si they are infrared inactive,
but Raman active. This difference is related to the
fact that each atomic site in NaCI is a center of
inversion and the active optical phonons have odd
parity whereas each midpoint between two nearest-
neighbor atomic sites in Si is a center of inversion and
the active optical phonons have even parity.

In a crystal with the zinc blend structure, there is
no center of inversion, and the crystal is both
infrared and Raman active. The only non-vanishing
elements of the Raman tensor R(ê) with êllz are the
xy and yx elements. To observe the Raman effect
of an LO phonon propagating in the z-direction,
one can arrange the polarization of the incident
light parallel to the x-axis and observe the
scattered light with its polarization parallel to the
y-axis or vice versa. An analogous set of con-
straints applies to TO phonons. A typical spectrum
is illustrated in Figure 4.

For higher-order Raman processes in which several
phonons participate, it is the product of the irredu-
cible representations of the phonons involved that
must be the same as the irreducible representation of
the Raman tensor.

Figure 3 Feynman diagrams for two first-order scattering

events.

Figure 4 Raman spectrum for optical phonons.
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Geometrical Aspects of First-Order Raman
Scattering

The observation of light scattering by optical
phonons in transparent crystals is usually done in a
geometry in which the linearly polarized incident
light beam is directed along, say, the x-axis and
the scattered beam is observed along the y-axis
(see Figure 5). When the crystal is not transparent,
as is often the case in semiconductors, the observation
is made in the backscattering geometry in which the
scattered beam is observed in the opposite direction to
the incident beam.

The scattering geometry affects the range of
phonon wavevectors that is accessible in first-order
Raman scattering. The condition of wavevector
conservation is

Ki 2 Ks ¼ ^q

where q is the phonon wavevector and the plus
(minus) sign refers to the Stokes (anti-Stokes) process.
The Stokes geometry is shown in Figure 6 and satisfies
the following relation:

q2 ¼ k2
i þ k2

s 2 2ki ks cosu

Forward scattering is characterized by u ¼ 0 and a
minimum value of q given, for isotropic media, by

qmin ¼
nðviÞ vi 2 nðvsÞvs

c

where n(vi) and n(vs) are the refractive indices of
the crystal for the incident and scattered light,
respectively, and kiðsÞ ¼ nðviðsÞÞviðsÞ=c:

Back scattering is characterized by the maximum
value of q when u ¼ 1808 and is given by

qmax ¼
nðviÞvi 2 nðvsÞvs

c

For typical light-scattering experiments in the
visible region the range of the incident wavevector
is 0 , ki , 106 cm21. This implies that for first-
order scattering processes the accessible range of q
under conditions of wavevector conservation is
small compared to a nonzero reciprocal lattice
wavevector. Light-scattering experiments yield the
frequencies of optical modes at essentially the
center of the Brillouin zone.

The energy and momentum conservation rules
have to be modified when the lifetime of the crystal
excitations are strongly limited by their decay into
other crystal excitations. Momentum conservation
breaks down in imperfect crystals, in solids lacking
translational symmetry like amorphous materials,
and in crystals which are opaque to incident and
scattered light.

In those cases where the incident and scattered
waves are damped inside the scattering volume, such
as occur in small-gap semiconductors that are opaque
at the light frequencies involved, ki and ks are
complex. The inelastic scattering is due to excitations
having a range of wavevector

Dq ¼ lIm kilþ lIm ksl

about q ¼ Reðki 2 ksÞ: Effects associated with such
a wavevector uncertainty have been reported in

Figure 6 Diagram for Stokes processes.

Figure 5 Geometry for light-scattering experiments in

transparent crystals.
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Raman scattering spectra of III–V semiconductor
compounds.

Second-Order Raman Scattering

Second-order Raman scattering involves two pho-
nons rather than a single phonon as in first-order
scattering. The possible second-order processes are
the following: two phonons may be created, giving a
Stokes component in the scattered light, or one is
created and the other destroyed, giving a Stokes or
anti-Stokes component, or both may be destroyed
giving an anti-Stokes component. For each of
these cases there are the possibilities of a pair of
first-order electron–phonon interactions or a single
second-order electron–phonon interaction.

In the case of second-order Raman scattering the
wavevector conservation condition is q1 ^ q2 ø 0;
where q1 and q2 are the wavevectors of the phonons
involved. This condition places no restriction on
the magnitudes of the individual wavevectors, other
than lq1l ø lq2l; which is in contrast to first-order
scattering where q ø 0:

The possible phonon frequency pairings associated
with second-order processes are v1 þ v2 (combi-
nation band), v1 2 v2 (difference band), and 2v1,
(overtone band). The second-order scattering spec-
trum covers a broad range of frequencies. The
overtone spectrum provides a measure of the phonon
density of states.

Resonant Light Scattering

General Formulation
Resonant Raman scattering occurs when the incident
or scattered photon energy is close to the energy of
an intermediate electronic state relative to the
ground electronic state. Certain terms in the
Raman amplitude then diverge leading to a very
large scattering cross-section. Divergences occur in
the Stokes spectrum when hvi ¼ hva; and
hvs ¼ hvb: the photon energies resonate with the
excitation energies of the intermediate states a or b.
If a and b are the same state, resonance occurs nearly
simultaneously for both vi and vs, and gives rise to a
particularly strong enhancement of the scattering
efficiency. It is thus clear that the resonance
phenomenon is specific to the nature of the
intermediate state, and its investigation leads to
basic information concerning the electronic states of
the system. We shall now examine the resonance
behavior in several cases where the intermediate
states are carrier Bloch states, free excitons, or
bound excitons.

Resonance at the Fundamental Bandgap

The divergent behavior of the Raman amplitude is
associated with the factor ðhvi 2 EgÞ

21 where Eg is
the lowest direct bandgap of the material.

Resonance at Free Exciton States

The Raman intensity as a function of the incident
photon energy has a Lorentzian line shape in the
range of a single intermediate state. It is centered at
the resonance frequency and has a width determined
by the lifetime of the intermediate state. The
distinction between scattering at resonance and
scattering off resonance in the wings of the Lorentzian
is that at resonance the intensity is determined by the
exciton lifetime, whereas off resonance it is deter-
mined by the frequency separation from resonance.
Since in many instances excitons have very long
lifetimes, they can lead to a very large Raman
cross-section at resonance.

Resonance at Bound Exciton States

Scattering induced by the presence of impurities
involving bound exciton states has the following
essential features: (a) observation of sharp resonance
at the energies of the bound exciton which form
discrete levels below the free exciton resonance; (b)
dependence upon impurity concentration; (c) involve-
ment of LO phonons of wavevector of the order
of the inverse of the impurity state radius. Resonance
at bound exciton energies has been observed in
impurity-induced resonant Raman scattering by LO
phonons in CdS. The resonance is centered at the
absorption peak for the impurity state and has
approximately Lorentzian shape. If the impurity
gives rise to a localized vibrational mode, bound
exciton resonance in Raman scattering due to the
local mode can occur.

Anharmonic Effects on Raman Spectra

In a perfect crystal whose vibrations are harmonic
and which is transparent to the incident and
scattered light, the Raman lineshape is a delta
function centered on the optical phonon frequency.
Experimentally one finds that even in crystals of very
high quality, the Raman line is broadened into a
roughly Lorentzian shape with a width that increases
with increasing temperature. This width can be
attributed to anharmonic terms in the vibrational
Hamiltonian.

The temperature dependence of the line width is
determined by the phonon occupation factors.
As the temperature approaches zero, the phonon
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occupation factor approaches zero also, and the
width approaches the value due to the zero-point
motion of the nuclei. At temperatures above the
Debye temperature, the width due to cubic anharmo-
nicity becomes proportional to T. Quartic anharmo-
nicity imparts a T 2 dependence to the width which
becomes significant at very high temperatures.

In addition to line broadening, anharmonicity
causes a shift of the frequency of peak intensity to
lower values as the temperature increases. Contri-
butions to the shift proportional to T and T 2 arise in
the high-temperature regime from cubic and quartic
anharmonicity, respectively.

Light Scattering due to Electronic
Excitations

Light Scattering by Plasmons

Plasmons are similar to LO phonons in that they have
a macroscopic electric field associated with them. The
field modulates the electric susceptibility and gives
rise to Raman scattering. The difference in frequency
of the incident and scattered light is equal to the
plasma frequency vp specified by vp ¼ e2n=1011mp;

where n is the electron concentration, mp is their
effective mass, and 11 is the high-frequency dielectric
constant.

When the plasma frequency is close to the LO
phonon frequency, there is a plasmon–phonon inter-
action via the macroscopic electric fields that leads
to coupled modes and forces the frequencies apart.

Light Scattering Associated with Interband
Transitions

The plasmons dealt with in the preceding section are
an intraband type of excitation. Also of interest are
interband transitions in which a carrier undergoes a
transition from one band to a different band during
the scattering process. An example is provided by p-
type silicon in which an electron makes a transition
from an occupied state in the light-hole band to an
unoccupied state in the heavy-hole band via the
conduction band as shown in Figure 7.

For the case of isotropic bands the scattering
efficiency spectrum at 0 K has sharp edges. If the
anisotropy of the valence bands is taken into
account, the sharp edges of the spectrum are
smoothed out.

The experimental Raman spectrum for p-type Si
exhibits a broad continuum due to the electronic

transitions but in the same spectral range there are also
Raman active optical phonons which superpose on
the electronic continuum and distort it. The resulting
distortion of the spectrum is associated with resonant
interference that occurs between the discrete phonon
line and the electronic continuum.

See also

Scattering: Raman Scattering. Semiconductor
Physics: Outline of Basic Electronic Properties.

Further Reading

Balkanski M (1972) In: Abeles F (ed.) Optical Properties
of Solids. Amsterdam: North-Holland.

Balkanski M, Jain KP, Beserman R and Jouanne M (1975)
Phys. Rev. B12: 4328.

Birman JL (1974) Encyclopedia of Physics, vol XXV 12b.
Berlin: Springer-Verlag.

Born M and Huang K (1954) Dynamical Theory of Crystal
Lattice. Oxford, UK: Oxford University Press.

Brillouin L (1922) Ann. Physique 17: 88.
Buchler S and Burstein E (1974) Phys. Rev. Letter 33: 908.
Daman TC and Shah J (1971) Phys. Rev. Letter 27: 1506.
Hayes W and Loudon R (1978) Scattering of Light by

Crystals. New York: John Wiley.
Haro E, Balkanski M, Wallis RF and Wanser KH (1986)

Phys. Rev. B34: 5358.
Kanehisa MA, Wallis RF and Balkanski M (1982) Phys.

Rev. B25: 7619.
Wallis RF and Balkanski M (1986) Many-Body Aspects of

Solid Spectroscopy. Amsterdam: North-Holland.
Yu PY, Pilkhun MH and Evangelisti F (1978) Solid State

Communications, vol. 25, p. 371.

Figure 7 Electronic transitions occurring in intervalence band

scattering.

SEMICONDUCTOR PHYSICS / Light Scattering 465



SEMICONDUCTOR PHYSICS

Polarons

J T Devreese, Universiteit Antwerpen, Antwerp,
Belgium

q 2005, Elsevier Ltd. All Rights Reserved.

The Polaron Concept

If an electron (or hole) is placed in a polarizable
medium (like an ionic crystal or a polar semiconduc-
tor), it induces a deformation of polarization field
around itself. On the other hand, the electron is
attracted to the potential well of this disturbed
polarization field. Thus, a feedback loop between
the electron and the polarization field arises, which
leads to a highly correlated state of the charge carrier
and the polarization field. A conduction electron
(or hole) together with its self-induced polarization in
an ionic crystal or in a polar semiconductor forms a
quasiparticle, which is called a polaron. The polaron
concept was introduced by Landau in 1933.

The physical properties of the polaron differ from
those of the band carrier. In particular, the polaron is
characterized by its binding (or self-) energy E0,
effective mass mp and by its response to external
electric and magnetic fields (e.g., dc mobility and
optical absorption coefficient).

If the spatial extension of the polaron is large
compared to the lattice parameters of the solid, the
latter can be treated as a polarizable continuum. This
is the case of a ‘large polaron’, to which most of
this article is confined.

The polaron characteristics are determined by
the coupling between an electron and the long-
wavelength longitudinal optical (LO) phonons.
The strength of this coupling is expressed in terms
of the constant introduced by Fröhlich:

a ¼
e2

"c

ffiffiffiffiffiffiffiffiffiffiffi
mbc2

2"v LO

s  
1

11
2

1

10

!
½1�

In this definition, vLO is the frequency of LO
phonons, c is the velocity of light, and 11 and 10

are, respectively, the electronic and the static dielec-
tric constant of the polar crystal.

In order to find the coupling constant according to
eqn [1], it is crucial to know the electron (hole) band
mass mb. This unknown parameter can, in principle,
be determined from experiment. However, in ionic
crystals and polar semiconductors, experiment

measures the polaron effective mass mp rather than
the band mass, because of the polaron effect. The
problem of determining the band mass is therefore far
from trivial and should be tackled on the basis of the
results of polaron theory. In Table 1 the coupling
constants are indicated for a number of crystals.

Landau and Pekar were the first to investigate the
self-energy and the effective mass of the strong-
coupling polaron, when a @ 1: As seen from Table 1,
in substances with large values of the electron–
phonon coupling constant (like alkali halides, TlBr,
CdF2, SrTiO3) a ranges between 2.5 and 4.5.
Though, strictly speaking, polarons in such materials
are of intermediate coupling, their properties
can be approached within the strong-coupling
approximation.

The cases when a ! 1 (like InSb, InAs, GaAs) are
referred to as the weak-coupling regime. Polarons in
many other substances with a , 1 (e.g., GaP, CdTe,
ZnSe, CdSe, CdS, CdO) are well described in the
weak-coupling approximation.

In the weak-coupling regime, the states of the
polaron can be imagined as those of a band carrier
perturbed by the electron–phonon interaction.
Fröhlich provided in 1954 the first weak-coupling
perturbation theory results for the polaron
characteristics:

E0 ¼ 2a"v LO ½2�

mp ¼
mb

1 2 a=6
½3�

Feynman formulated the polaron problem in
the Lagrangian (path integral) form of quantum
mechanics and obtained an upper bound for the
polaron self-energy at all values of the a, which at
weak and strong coupling gave accurate limits.
Over the years the Feynman all-coupling model

Table 1 Electron–phonon coupling constants

Material a Material a

InSb 0.02 AgCl 1.8

InAs 0.052 KI 2.5

GaAs 0.068 TlBr 2.55

GaP 0.201 KBr 3.05

CdTe 0.286 RbI 3.16

ZnSe 0.43 CdF2 3.2

CdSe 0.49 KCl 3.5

CdS 0.52 CsI 3.67

CdO 0.74 RbCl 3.81

AgBr 1.6 SrTiO3 4.5
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for the polaron has been proven to be in many respects
the most successful approach to the polaron problem.

Optical Properties and Internal
Structure of Polarons

Optical Absorption of Polarons at Weak Coupling

At zero temperature and in the weak-coupling limit,
the optical absorption is due to the following
elementary polaron scattering process, schematically
shown in Figure 1. An incoming photon is absorbed
by a polaron. The polaron emits a phonon during the
absorption process and takes recoil energy from the
incident light. At zero temperature, the absorption
coefficient for absorption of light with frequency V

can be expressed in terms of elementary functions in
two limiting cases: in the region of comparatively low

frequencies ð"ðV2 v LOÞ=z ! 1Þ

GðvÞ¼
1

10nc

21=2N2=3a

ð3p2Þ1=3
e2

ð"mbvLOÞ
1=2

v21

v3
Qðv21Þ ½4�

and in the high-frequency region ð"ðV2vLOÞ=z@1Þ

GðvÞ¼
1

10nc

2Ne2a

3mbvLO

ðv21Þ1=2

v3
Qðv21Þ ½5�

Here v¼V=vLO; 10 is the dielectric permittivity of
the vacuum, n is the refractive index of the medium,
N is the concentration of polarons, and z is the Fermi
level for electrons. The step function

Qðv21Þ¼

8<
:1 if v.1

0 if v,1
½6�

reflects the fact that at zero temperature absorption of
light accompanied by emission of a phonon can occur
only if the energy of a photon is larger than that of a
phonon ðv.1Þ: In the weak-coupling limit, according
to eqn [4], the absorption spectrum consists of a
one-phonon line.

Experimentally, the one-phonon line has been
clearly seen for free polarons in the infrared absorp-
tion spectra of CdO-films (see Figure 2). In CdO,
which is a weakly polar material with a < 0:74; the
optical absorption band is observed in the spectral
region between 6 and 20 mm (above the LO phonon
frequency). As seen from Figure 2, this optical
absorption band can be attributed to the weak-
coupling polaron absorption as described by eqn [4].

Figure 1 The elementary polaron scattering process leading to

absorption of an incoming photon and to generation of an outgoing

phonon.

Figure 2 Optical absorption spectrum of a CdO film with the carrier concentration N ¼ 5:9 £ 1019 cm23 at T ¼ 300 K: The theoretical

results are shown with (solid curves) and without (dashed curves) the polaron contribution of eqn [4], and compared to the experimental

data (solid dots). (Reproduced with permission from Finkenrath H, Uhle N and Waidelich W (1969) The influence of phonons and

polarons on the infrared absorption of cadmium oxidep1. Solid State Communications 7: 11–14.)
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With strengthening coupling, it becomes possible
that absorption of a photon is accompanied by emis-
sion of two, three, …, K phonons, thus giving rise to
two-, three-, …, K-phonon sub-bands in the optical
absorption spectra. At high temperatures, absorption
of a photon can be accompanied not only by emission,
but also by absorption of one or more phonons.

Optical Absorption of Polarons at Arbitrary
Coupling

The theoretical absorption spectrum of a single large
polaron (at all electron–phonon coupling strengths)
is given by the expression

GðvÞ ¼
1

n10c

ImSðvÞ�
v2 ReSðvÞ

	2
þ
�
ImSðvÞ

	2 ½7�

The so-called memory function S(v) contains the
dynamics of the polaron and depends on a and v.
This function is related to the impedance function
Z(v) of the polaron through 2iZðvÞ ¼ v2 SðvÞ:

Optical Absorption of Polarons at Strong Coupling

The absorption of light by free large polarons was
treated by Kartheuser, Evrard and Devreese using
the adiabatic strong-coupling method by Landau
and Pekar. The polaron ground state in this scheme
has the energy

E0 ¼ 2
a2

3p
"v LO ¼ 20:106a2"v LO ½8�

If the lattice polarization is allowed to relax or adapt
to the electronic distribution of the excited electron
(which itself then adapts its wavefunction to the new
potential, etc., leading to a self-consistent final state),
the so-called relaxed excited state (RES) results.
Its energy is

ERES ¼ 20:041a2"v LO ½9�

It was argued by Kartheuser, Evrard and Devreese,
that for a sufficiently large a ða . 3Þ; the (first) RES of
a polaron is a stable state, which can participate in
optical absorption transitions. This idea was import-
ant in order to understand the optical absorption
spectrum in the strong-coupling regime. In particular,
the following scenario of a transition, which
leads to a zero-phonon peak in the absorption by
strong-coupling polaron, can be suggested. If the
frequency of a photon is equal to

VRES ;
ERES 2 E0

"
¼ 0:065a2v LO ½10�

then the electron goes from the ground state (follow-
ing the analogy with the hydrogen atom, let us call it
‘1s’) to an excited state (‘2p’), while the lattice

polarization in the final state is adapted to the ‘2p’
state of the polaron.

Each RES of the polaron can be accompanied by
1, 2, 3, … free optical phonons in the lattice. Such
states are called scattering states (ScS). They are
shown in Figure 3. Starting with the photon energy

VRES þ v LO ½11�

a transition of the polaron towards the first ScS,
belonging to the RES, becomes possible. In the course
of this transition, while absorbing a photon, the
polaron goes from the ground state to the RES with
emission of one extra phonon. This process is called
one-phonon sideband absorption.

The one-, two-, …, K-phonon sidebands give rise to
the broad structure of the absorption coefficient.
These transitions occur without lattice relaxation.
The (unstable) polaron state, in which the lattice
polarization corresponds to the electron ground state,
while the electron is excited (‘a frozen lattice’), is
referred to as the Franck–Condon (FC) state of a
polaron. Within the adiabatic approach, the energy of
the lowest FC state is

EFC ¼
a2

9p
"v LO ¼ 0:035a2

"v LO ½12�

The superposition of the one-, two-, …, K-phonon
sidebands is centered at the FC transition frequency

VFC ;
EFC 2 E0

"
¼ 0:141a2v LO ½13�

Figure 3 Internal excitations of a polaron at strong coupling:

E0 – the ground state, ERES – the (first) relaxed excited state; the

Franck–Condon states (EFC) are shown with a set of horizontal

lines above the zero energy. In fact, both the Franck–Condon

states and the relaxed excited states lie in the continuum and,

strictly speaking, are resonances.
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The optical absorption spectrum at strong coupling
is, thus, characterized by the following features.

(a) There is an intense absorption peak (‘zero-
phonon line’), which corresponds to a transition
from the ground state to the first RES at VRES.

(b) At VRES þ 1, a phonon sideband structure
appears (namely, a K-phonon sideband at
VRES þ K). The maximum of this structure
occurs at the FC transition frequency VFC.

The qualitative behavior predicted by Kartheuser,
Evrard and Devreese, namely, an intense zero-phonon
(RES) line with a broader sideband at the high-
frequency side, was revealed using a general all-
coupling expression for the optical absorption
coefficient [7] at a ¼ 5;6; 7:

Internal Structure of Polarons at Arbitrary Coupling

The optical absorption spectra calculated according
to the theory of Devreese et al. are displayed in
Figure 4 for values of a in the range from 1 to 6.

The absorption spectrum for a ¼ 1 consists of a
one-phonon line, similar to the weak-coupling result.
The absorption peak for a ¼ 3 might correspond to a
one-phonon peak at this intermediate coupling. It was
also argued that part of the oscillator strength in the
absorption for a ¼ 3 is due to lattice relaxation in the
final states, be it to a smaller extent than for a ¼ 5:

It is remarkable that from [7] the three different
kinds of polaron excitations appear in the calculated
optical absorption spectra for polarons at a $ 5:

. scattering states where, e.g., one real phonon is
excited (the structure starting at v ¼ 1Þ;

. relaxed excited state (RES);

. Franck–Condon (FC) states.

Besides that, at zero temperature, the optical
absorption spectrum for one polaron contains a
central peak ½,dðvÞ� at the origin. For nonzero
temperature, this central peak smears out and
the optical absorption spectrum consists of both a
broad envelope and an anomalous Drude-type
low-frequency component.

For example, in Figure 4 the main peak of optical
absorption for a ¼ 5 at v ¼ 3:51 is interpreted as due
to transitions to RES. The shoulder at the low-
frequency side of the main peak is attributed to one-
phonon transitions to scattering states. The structure
centered at about v ¼ 6:3 is attributed to a FC band.
As seen from Figure 4, when increasing the electron–
phonon coupling constant to a ¼ 6; the RES peak at
v ¼ 4:3 becomes very intense compared with the
FC peak centered at v ¼ 7:5:

The free-carrier polaron effects were revealed
through measurements of optical constants, of cyclo-
tron resonance and of mobility in semiconductors
and insulating photoconductors. Experimentally,
only the scattering states have been seen for free
polarons. However, the full structure of eqn [7]
has been revealed through cyclotron resonance
measurements.

Magneto-absorption of Polarons

Polaron Cyclotron Resonance

A polaron in a magnetic field is referred to as a
magnetopolaron. The most powerful technique to
study the electron–phonon coupling in semiconduc-
tors is cyclotron resonance. Changing the magnetic
field B allows one to vary the cyclotron frequency
vc ¼ eB=mbc: When it is brought closer to resonance
with the phonon frequency vLO, a strongly renorma-
lized magnetopolaron state is formed. This results in a
splitting of the cyclotron resonance, which is a
measure of the electron–phonon (polaron) coupling
constant a.

A theory of the polaron effects in cyclotron
resonance was proposed by Larsen. In particular,
the variational approach of Larsen is based on an
intermediate-coupling theory to calculate the energy
levels (modified Landau levels) of a polaron in a

Figure 4 Polaron optical absorption spectra at zero

temperature, calculated within the path integral method (according

to eqns [11a], [12], [13] of the paper (Devreese JT, De Sitter J and

Goovaerts M (1972) Optical absorption of polarons in the

Feynman–Hellwarth–Iddings–Platzman approximation. Physical

Review B 5: 2367–2381)) for different values of the electron–

phonon coupling constant a. The peaks are labeled in the picture

according to their physical origin as discussed in the text. A d-like

central peak is schematically shown by a vertical line.
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magnetic field. The polaron mass is then defined from
the energy differences between the polaron (Landau-)
energy levels.

A rigorous way to find the polaron cyclotron mass
is to calculate the magneto-optical absorption spec-
trum of the polaron (the quantity which is actually
measured) and to define the polaron mass, in the same
way as the experimentalists do, from the peak
positions in the spectrum. The magneto-optical
absorption of polarons for all a and vc at T ¼ 0 was
calculated by Peeters and Devreese. They extended
the memory-function formalism described above to
study the response of a polaron in a magnetic field.
The magneto-absorption was then obtained from

lim
1!0

Re
1

z 2 vc 2 SðzÞ
z ¼ vþ i1 ½14�

where vc ¼ eB=mb is the cyclotron frequency for a
rigid-lattice band mass mb, and S(z) is the memory
function, which takes into account all the polaron
internal states as well as all the Landau levels and
depends on the coupling constant a and on the
magnetic field. The explicit results for S(z) depend on
the optimal parameters of the anisotropic Feynman
polaron model, which are found by a variational
calculation of the polaron ground-state energy.

At T ¼ 0 and when v , 1; it follows that
ImSðvÞ ¼ 0: According to eqn [14], the position of
the cyclotron resonance line is determined by the

equation v2 vc 2 SðvÞ ¼ 0: If solutions of this
equation are denoted as v ¼ vp

c then the polaron
cyclotron mass mp

p is calculated from the relation
vp

c ¼ eB=mp
p:

Cyclotron Resonance of Polarons in Silver Halides

In pioneering experimental studies, Brown and co-
workers have combined mobility experiments and
cyclotron resonance measurements to clearly demon-
strate the polaron effect in AgBr. From a theoretical
plot of polaron mobility versus band mass compared
to experimental Hall mobility data at a given
temperature, they estimate the band mass.
This allows them to calculate a and the polaron
mass mp. This value of mp can then be compared to
the measured cyclotron mass in order to test the
polaron theory. For AgBr, the experimental value
mp=me ¼ 0:27 ^ 0:01 obtained from the cyclotron
resonance at millimeter wave frequencies and at 18 K
is shown to agree well with the value mp=me ¼

0:27 ^ 0:05 determined by comparison of mobility
experiment and theory.

Precise cyclotron mass measurements in AgBr and
AgCl covered the range from zero magnetic field to
16 T (see Figure 5). Several polaron theories were
compared in analyzing these experimental data. It
should be pointed out that the weak-coupling theories
(Rayleigh–Schrödinger perturbation theory,
Wigner–Brillouin and its improvements) fail (and
are all off by at least 20% at 16 T) to describe the

Figure 5 The polaron cyclotron mass in AgBr (a) and in AgCl (b): comparison of experiment and theory. Larsen: (Larsen D (1974)

Journal of Physics C 7: 2877–2889); PD: (Peeters FM and Devreese JT (1986) Physical Review B 34: 7246–7259) (P) – with parabolic

band, (NP) – with corrections of the two-band Kane model. In each case the band mass was adjusted to fit the experimental point at

525 GHz. (Reproduced with permission from Hodby JW, Russell G, Peeters F, Devreese JT and Larsen DM (1987) Cyclotron resonance

of polarons in the silver halides. Physical Review Letters 58: 1471–1474). q(1987) American Physical Society.
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experimental data for the silver halides. The vari-
ational approach by Larsen underestimates the
polaron cyclotron mass by 2% at 15.3 T. It turns
out that the magneto-absorption calculated by
Peeters and Devreese leads to the best quantitative
agreement between theory and experiment as was
analyzed for AgBr and AgCl. This analysis provides
a clear confirmation of the Fröhlich description of
the polaron in the case where weak-coupling
approximations are adequate.

Cyclotron Resonance of Polarons in CdTe

The early infrared transmission study of hydrogen-
like shallow donor impurity states in n-CdTe was
reported by Cohn, Larsen and Lax (see Figure 6).
By studying the Zeeman splitting of the ð1s !
2p;m ¼ ^1Þ transition in the Faraday configuration
at magnetic fields up to ,160 kOe, they performed
the first quantitative determination of polaron
shifts of the energy levels of a bound electron.

The experimental data were shown to be in good
agreement with the weak-coupling theory of the
polaron Zeeman effect. In this comparison, however,
the value a ¼ 0:4 was used instead of a ¼ 0:286;
which comes from the definition [1]. Similarly, the
value a , 0:4 was suggested to explain the measured
variation of the cyclotron mass with magnetic field
in CdTe. This discrepancy gave rise to a discus-
sion where important contributions have been, in
particular, due to Harper and Zawadzki.

Grynberg et al. applied the far-infrared photocon-
ductivity technique to study the energy spectrum of
shallow In donors in CdTe layers and obtained
experimental data over the energy range relevant to
study the magnetopolaron effect, as shown in
Figure 7. An overall good agreement is found between
experiment and the theoretical approach, where
the electron–phonon interaction is treated within a
second-order improved Wigner–Brillouin pertur-
bation theory and a variational calculation is
performed for the lowest-lying donor states (1s,
2p^, 2s, 2pz, 3d 22, 4f 23). It is to be stressed that
this agreement is achieved with the coupling constant
a ¼ 0:286 as follows from eqn [1] with the known
material parameters of CdTe.

Figure 6 Plot of the experimentally determined magnetic field

dependence of the ð1s ! 2p;m ¼ ^1Þ transition frequencies in

n-CdTe. The solid lines represent the theoretical results for the

effects of the electron–LO-phonon interaction upon the shallow

donor impurity levels. a treated as a fitting parameter is taken to be

0.4. (Reproduced with permission from Cohn DR, Larsen DM and

Lax B (1972) Polaron Zeeman effect in CdTe. Physical Review B

6: 1367–1374). q(1972) American Physical Society.

Figure 7 Plot of the experimentally determined magnetic field

dependence of the 1s ! 2p^1 transition energies in CdTe layers

grown by molecular beam epitaxy. The solid lines represent

the results of the calculation described in the text without any fitting

parameters. The solid dots are the experimental data of the present

work and the open circles represent the data of Cohn, Larsen

and Lax. (Reproduced with permission from Grynberg M, Huant S,

Martinez G, et al. (1996) Magnetopolaron effect on shadow

indium donors in CdTe. Physical Review B 54: 1467–1470).

q(1996) American Physical Society.
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Polarons in the Layered Compound InSe and in
Superlattices

Nicholas et al. provided a clear demonstration of the
polaron coupling by the cyclotron resonance in a two-
dimensional electron gas (2DEG), which naturally
occurs in the polar semiconductor InSe. One clearly
sees, over a wide range of magnetic fields ðB ¼ 18–34
TÞ; the two distinct magnetopolaron branches separ-
ated by as much as 11 meV ð,0:4v LOÞ at resonance
(Figure 8). The lines show the results of theoretical
calculations for coupling to the LO phonon in bulk
(3D), sheet (2D) and after correction for the quasi-2D
systems at a ¼ 0:29 (for motion perpendicular to the
c-axis). The agreement is reasonable for the 3D case,
and is better for the quasi-2D system, where the finite
spatial extent of the 2D electron gas in the symmetric
planar layer is taken into account.

For GaAs/AlxGa12xAs quantum wells and super-
lattices, the polaron effect is found to decrease the
energy of the shallow donor states at low magnetic
fields and to lead to a resonant splitting of the energies
at high magnetic fields. The results are in very good
agreement with available experimental far-infrared
optical data in the whole magnetic-field range.

Optical Properties of Quantum Dots:
Effects of the Polaron Interaction

In order to interpret the phonon-assisted optical
transitions in semiconductor quantum dots, a theory
was developed by Fomin, Gladilin, Devreese et al.

comprising the exciton interaction with both adia-
batic and Jahn–Teller phonons, and also the
external nonadiabaticity (pseudo-Jahn–Teller effect).
The effects of nonadiabaticity of the exciton–phonon
system are shown to lead to a significant enhancement
of phonon-assisted transition probabilities and to
multiphonon optical spectra which are considerably
different from the Franck–Condon progression (see
Figure 9). The calculated relative intensity of the
phonon satellites and its temperature dependence
compare well with the experimental data on the
photoluminescence of CdSe quantum dots, both
colloidal and embedded in glass. These results clearly
demonstrate a breakdown of the adiabatic approxi-
mation when describing the polaron interaction in
quantum dots.

Figure 8 The cyclotron resonance position plotted as a function

of magnetic field for InSe. (Reproduced with permission from

Nicholas RJ, Watts M, Howell DF, et al. (1992) Cyclotron

resonance of both magnetopolaron branches for polar and

neutral. Physical Review B 45: 12144–12147). q(1992) American

Physical Society.

Figure 9 Fluorescence spectra of CdSe quantum dots with

wurtzite structure at the average radius kRl ¼ 1:25 nm: The

dashed line represents the experimental data of Nirmal M, Murray

CB, Norris DJ and Bawendi MG (1993) Z. Phys. D 26: 361–363, the

dot-dashed line displays a Franck–Condon progression with the

Huang–Rhys parameter S ¼ 0:06 calculated using the adiabatic

approximation, the dotted line shows another Franck–Condon

progression with the Huang–Rhys parameter S ¼ 1:7; which is

obtained by fitting the ratio of one-phonon and zero-phonon peak

heights to the experimental value, and the solid line results from the

nonadiabatic theory. (Reproduced with permission from Fomin

VM, Gladilin VN, Devreese JT, et al. (1988) Photoluminescence of

spherical quantum dots. Physical Reviews B 57: 2415–2425).

q(1998) American Physical Society.
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Small Polarons

An electron or a hole trapped by its self-induced
atomic (ionic) displacement field in a region of linear
dimension, which is of the order of the lattice
constant, is called a ‘small polaron’. As distinct
from large polarons, small polarons appear due to
short-range forces.

Experimentally small-polaron effects have
been analyzed, e.g., in KCl, LiF, NiO, MnO,
TiO2, BaTiO3, SrTiO3, LaCoO3. More recently,
Alexandrov and Mott (1996) surveyed both the
principles and the main results of the small-polaron
theory in the context of the (bi)polaronic approach to
describe the physics of high-Tc superconductors.

Spectroscopic manifestations of both large and
small polarons have been found by Eagles et al. in the
infrared optical absorption spectra of Pr2NiO4.22.
The infrared reflectivity spectra on a crystal of
this material were measured between 30 and
20 000 cm21. Mid-infrared conductivity data for
frequencies between 1000 and 16 000 cm21 were
obtained by Kramers–Kronig transformation of
those reflectivity spectra. The resulting optical
absorption spectrum was quantitatively interpreted
(see Figure 10) using the assumption that in
Pr2NiO4.22 two types of polarons, small and
large, coexist but do not mix with each other.

The contribution due to the transitions between the
large-polaron states, which dominates the absorption
in the low-frequency region, was calculated using the
arbitrary coupling theory by Devreese et al. for the
coupling constant a ¼ 3:

In summary, the polaron concept has been proven
to be one of the corner-stones of modern solid-state
optics.
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Introduction

A quantum well is a potential minimum within a
semiconductor structure which is sufficiently thin to
localize charge carriers on a length-scale similar to
their de Broglie wavelength which, for an electron in
GaAs at room temperature, is about 30 nm.
When electrons are localized in this way their
electronic and optical properties are determined by
quantum mechanical aspects of their behavior which
are not apparent in larger-scale structures. The
potential well is usually formed by a sandwich of
a thin layer of narrow-gap semiconductor between
two layers of a wider gap material as depicted in
Figure 1. Typical quantum wells have widths of
about 5 nm and the key to their routine production
has been the development of advanced epitaxial
semiconductor crystal growth techniques such as
metalorganic vapor phase epitaxy (MOVPE)
and molecular beam epitaxy (MBE). The most
significant application of these structures has been

in opto-electronic devices, especially laser diodes,
and in this article I describe how electrons behave in
quantum wells with particular reference to optical
properties.

The optical properties of semiconductors are
usually considered in terms of transitions of elec-
trons between quantum mechanical energy levels, as
in the Bohr atom. An alternative description is to
consider the spatial displacement of electrons in the
oscillating electric field of the electromagnetic
radiation. These two descriptions are linked through
Schrödinger’s equation. For each energy state there is
an associated wavefunction which determines the
spatial probability distribution of electrons in the
state. Consequently, a change in quantum state
implies a change in spatial distribution and energy
of the electron system. Both approaches are used:
here I adopt the viewpoint of transitions between
energy states.

We begin with a quantum mechanical description
of electrons in a ‘bulk’ material, as appears in many
textbooks. Here electrons are constrained by a three-
dimensional potential well of extent given by the
sample dimensions, typically millimeters or centi-
meters and therefore large compared with the de
Broglie wavelength. Then we examine what happens
when the size of the sample is reduced in one
direction: in the limiting case of a quantum well
electrons are able to move in only two directions.
Quantum confinement is also possible in two or three
dimensions to produce a quantum wire or quantum
dot, respectively, and it is easy to use the concepts
developed in this article to determine the properties of
such systems.

Electron States in Bulk Material

We first consider the behavior of an electron in one
direction (the x-direction) within a potential well
with large dimensions (side length L), then general-
ize this to three directions (see Figure 2). The
wavefunction cn and energy En (measured with
respect to the bottom of the well) are given by
solutions of Schrödinger’s equation, which within
the well is:

"2

2m

d2cn

dx2
¼ En ½1�

It is assumed that the potential is infinitely deep
compared with the energy of the electrons.

Figure 1 Electron energy diagram illustrating the formation of a

potential well by sandwiching a layer of narrow gap semiconductor

material (B) between two wider gap layers (A).
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Within the sample the electrons are described by
plane waves of the form cn ¼ An sinðknxÞ; where kn

is a wavevector ð¼ 2p=ln; where ln is the wave-
length), and substitution into eqn [1] gives the
corresponding energy eigenvalues as

En ¼
"2k2

n

2m
½2�

where m is the mass of the electron. [Substituting
En ¼ kBT at room temperature (0.025 eV) and using
an effective mass of 0.067m0 (for GaAs) in eqn [2]

gives kn ¼ 2:1 £ 108 m21 and l ¼ 30 nm:� Applying
cyclic boundary conditions which permit traveling-
wave solutions of eqn [1] the wavelength must
satisfy the condition ln ¼ nL; i.e., kn ¼ 2pn=L;
as illustrated in Figure 2, where n is an integer.
The dimensions of a typical sample are much
greater than the ‘size’ of an electron so n can be a
very large number. The energy eigenvalues are
therefore given by

En ¼
"2

2m

�
2pn

L

�2

½3�

Figure 2 The properties of electrons in a large cubic sample (a) can be obtained by solving Schrödinger’s equation for the potential

well formed by the sample in each direction (b). This potential well keeps the electrons within the material. The wavefunctions c(x)

shown in part (c) satisfy cyclic boundary conditions as described in the text, leading to a series of electron energy levels, En, given by

eqn [3], shown in (b) of the figure.
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This treatment can be extended by solving eqn [1]
for motion in three orthogonal directions, x, y, and z.
In this case electron motion is described by a
wavevector k comprising components kx, ky, kz,
each of which satisfies the cyclic boundary condition
in the respective direction. We take the sample to
be of dimension L in each direction with no loss
of generality. Thus (representing unit vectors by
kxl, etc.)

k ¼ kxhxi þ kyhyi þ kzhzi

¼
2pnx

L
hxi þ

2pny

L hyi þ
2pnz

L
hzi ½4�

the energy is

E ¼
"2

2m

n
k2

x þ k2
y þ k2

z

o
½5�

and the wavefunction takes the vector form

ckðrÞ ¼ Ak sinðk · rÞ ½6�

c2
nðrÞ represents the probability of an electron being

at the location r. Each allowed electron state
obtained by solution of Schrödinger’s equation is
specified by a unique combination of the numbers
ðnx ny nzÞ; which take both positive and negative
values corresponding to plane waves traveling in
positive and negative directions. The Pauli exclusion
principle states that only one electron of each spin
can occupy a given quantum state so the amplitude
of each wavefunction is normalized such that

ð
c2

kðrÞ dr ¼
ð
½Ak sinðk · rÞ�2 dr ¼ 1 ½7�

where the integrals are evaluated over the volume of
the sample. Since the amplitude of these solutions is
constant throughout the sample electrons may be
anywhere in the sample with equal probability. The
motion of an individual electron of momentum "k is
represented by a wavepacket formed by combination
of a number of wavefunctions having similar values
of k.

Because the sample dimensions are large the
energies of the states allowed by Schrödinger’s
equation take a series of very closely spaced values
for increasing integer values of n as shown in
Figure 2b. Substituting a typical sample size of L ¼ 1
mm into eqn [3], the n ¼ 1 and 2 states are separated
by only 7 £ 10211 eV in GaAs and these values are
very small compared with thermal energies: at room
temperature, kBT ¼ 0:025 eV: The allowed values of
k and E are discrete and there is a finite but very large
number of allowed states in the sample. Since these

are very closely spaced we can regard k and E as
continuous variables and the allowed energy states
form a continuum. We can calculate the number of
allowed energy states dN in a small energy interval,
dE, and hence determine the density of states in
energy g ¼ ðdN=dEÞ (the number per unit energy
interval) at any value of energy.

Electron States in Quantum Wells

Now imagine a sample where the length of one side is
reduced in the z-direction (Lz), as illustrated in
Figure 3. Gradually the allowed values of kz become
more widely spaced as a consequence of the boundary
conditions (eqn [4]). Eventually the width of the
potential well becomes similar to the wavelength of
the plane-wave state corresponding to the lowest
energy level in the well. In these circumstances
electron motion is not possible in the z-direction
and the wavefunctions become standing waves with
boundary conditions nðln=2Þ ¼ Lz in an infinitely
deep potential (where nz takes only positive values)
and the amplitude of the wavefunction outside the
well must be zero. The lowest energy state, given by
eqn [5] with nx ¼ ny ¼ nz ¼ 1; no longer lies near the
bottom of the potential well. Since the energies
associated with motion in the x and y directions
remain very small (of order 10210 eV derived earlier)
because Lx and Ly are large, the energy of the lowest
state is effectively determined by the z-dimension
because it is very small, so eqn [5] gives

Enz
¼

"2

2m

�
nzp

Lz

�2

½8�

for the lowest energy state in the well. For Lz ¼ 5 nm
(and m ¼ 0:067Þ E1 is 0.22 eV above the bottom of
the well. Equation [8] shows that this energy can be
changed by choice of the well thickness. A simple
interpretation of this behavior is as follows. When Lz

becomes very small it is no longer possible for the z-
component of the wavefunction of the lowest energy
state to satisfy the boundary condition of zero
amplitude at opposite sides of the sample. The
condition can only be satisfied by wavefunctions
which have a smaller wavelength, and consequently a
higher energy.

Electrons can occupy states defined by all values of
ðnx ny nzÞ; thus for nz ¼ 1 there is a continuum of
allowed states at increasing energies corresponding to
increasing values of ðnx nyÞ and corresponding to
motion in the (x, y) plane (Figure 4a). Since Lx and Ly

are both large these states are closely spaced and form
a continuum. There is a similar continuum of energy
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Figure 3 Electron energy diagram (b) for a sample (a) in which one dimension, Lz, is very small. The electron motion in the z-direction

is constrained and the associated energy levels become widely spaced, defined by the integers nz ¼ 1; 2;… in eqn [8]. The

wavefunctions in the z-direction, c(z), are also illustrated for the first two electron levels.

Figure 4 (a) Electron energy diagram showing the energy states associated with unconstrained motion in the ðx ; y Þ plane for each

sub-band formed by localizing the electrons in the z-direction, defined by nz ¼ 1;2;3; etc. When all these allowed states are summed at

any energy and expressed as a number of states per unit energy interval we obtain the density of states function g2D(E ) shown in (b).

This has a series of steps corresponding to each sub-band edge.
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states above the energy levels for nz ¼ 2;3; etc. Thus
the energy level diagram is a series of sub-bands, each
defined by nz and with a continuum of states
associated with motion in two dimensions in the
ðx; yÞ plane, as shown in Figure 4. The number of
continuum energy states in a given sub-band in a
small energy interval gives the density of states for
both spin directions

g2DðEÞ ¼
m

p"2

per unit energy interval per unit sample area:

½9�

The density of states is independent of nz and
therefore the same for all sub-bands, and is indepen-
dent of energy. The density of states function is
therefore a series of steps of height given by eqn [9] at
each sub-band energy as illustrated in Figure 4b. The
density of states per unit area within a given sub-band
is independent of Lz as a consequence of dealing with
a two-dimensional system.

In real samples the quantum well is not infinitely
deep: typically the well depth is in the range 100–
400 meV, consequently electrons are not totally
confined to the well but are able to penetrate into
the barrier material by quantum mechanical tunnel-
ing. Solution of Schrödinger’s equation for a finite
well (treated in many quantum mechanics textbooks)
again yields a series of sub-bands, finite in number
and with an energy spacing smaller than that given by
eqn [8]. In a typical GaAs well the lowest energy state
may be about 100 meV from the bottom of the well.
The density of states in each sub-band, which is due to
the ðx; yÞ motion, remains unchanged. The wavefunc-
tion in the z-direction F(z) comprises a sine wave-like
standing wave within the well and an exponentially
decaying wave in the barrier representing tunneling
(Figure 5). The wavefunction is therefore made

up of ðx; yÞ plane-wave components and the localized
z component and is of the form

CkðrÞ ¼ Ak sinðkxy · rxyÞFðzÞ ½10�

where kxy and rxy are the wavevector and position
vector in the ðx; yÞ plane. This wavefunction is again
normalized according to eqn [7] such that each state
is occupied by one electron of a given spin direction.
We see from Figure 5 that we cannot regard the
electron as being localized in the well: the electron
distribution in the z-direction is specified by the
probability distribution F 2(z).

Occupancy of States in Quantum Wells

The density of states function describes the energy
distribution of allowed states in the quantum well.
Whether or not particular states are occupied by
electrons is determined by the electron concentration
and the temperature through the thermodynamic
properties of the system. In most cases electron–
electron scattering is sufficiently rapid to bring the
electron population into an internal equilibrium.
Furthermore the interaction between the electrons
and the crystal lattice is able to redistribute energy
between the two systems so that the lattice and the
electron distribution have the same temperature. The
electron distribution can therefore be described by
Fermi–Dirac statistics for which the probability of a
state at energy E being occupied with an electron is

f ðEÞ ¼
1

1 þ exp

(
E 2 Ef

kBT

) ½11�

where Ef is the chemical potential (which can be
equated with the Fermi level for electrons), T is the
lattice temperature and all energies are positive
quantities measured with respect to the same arbi-
trary zero. The energy distribution of electrons in the
well, n(E), is then the product of the density of states
function, g2D(E), and the occupation probability,
f(E), as depicted in Figure 6. The total number of
electrons, n, is the integral over energy. Combining
eqns [9] and [11], for a single sub-band gives:

na ¼
mkBT

p"2
‘n

(
1 þ exp

 
2

En 2 Ef

kBT

!)
½12�

per unit area, single sub-band.

We cannot specify the carrier density in the well ‘per
unit volume’ since the extent of the distribution in
the z-direction is not defined because electrons

Figure 5 Illustration of the envelope wavefunction F(z) in the z-

direction for an electron localized in the nz ¼ 1 sub-band of a well

of finite depth. The electron is able to penetrate the barrier by

tunneling and this is represented by the decaying part of the

wavefunction outside the well.
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may tunnel into the barrier material. The electron
distribution is properly specified as a number per unit
area having a probability distribution in the z-
direction given by the function F(z). Where more
than one sub-band is populated the total electron
density is obtained by adding the contributions from
each sub-band each given by eqn [12] with the same
Fermi energy and the appropriate sub-band energy.
We always use Fermi factors to specify the probability
of occupation of a state by an electron. The
probability that a state is empty is ð1 2 f Þ:

Formation of Quantum Wells

A quantum well is formed by sandwiching a narrow
gap semiconductor layer (Eg1) between two layers of
wider gap material (Eg2). To avoid the formation of
defects and dislocations, which have a deleterious
effect on many properties of the structure, the
constituent materials must have the same lattice
parameter. Figure 7a is an energy band diagram for
an n-type double heterostructure with layers of
micron dimensions. At each interface there are
discontinuities in the conduction and valence bands,
DEc and DEv, respectively, which account for the
difference in the band gaps of the two materials, DEg.

While the value of DEg is known for any system, the
manner in which this difference is apportioned
between the two band edges is not known a priori
and the values of DEc and DEv must be obtained from
experiment. The discontinuities are often expressed
as fractions Qc, Qv of the band gap difference:

DEc ¼ QcDEg; DEv ¼ QvDEg ½13�

In equilibrium the Fermi energy is constant across the
diagram and there is a band-bending region on each
side of the discontinuity such that the conduction
band edges return to their equilibrium energy values
at large distances from the interface. The extent of
these regions is determined by the discontinuity and
the doping level and is typically 200–1000 nm. At
each single interface a triangular well is formed which
localizes electrons and whose precise shape is
determined by the doping density, the carrier distri-
bution and discontinuity through simultaneous sol-
ution of Schrödinger’s equation and Poisson’s
equation. Single heterointerfaces only localize the
majority carrier. Quantum confinement of both types
of carrier can be achieved by a very thin narrow gap
semiconductor layer.

When the layer of narrow gap material is
made thinner than the band-bending regions, the

Figure 6 (a) The density of states function for a quantum well, with the value of g2D(E) on the horizontal axis indicating how the density

of states varies with increasing electron energy. (b) is an illustration of the probability that a state is occupied by an electron, showing

how f(E) varies with increasing electron energy, given by eqn [11]. The actual density of electrons in a given energy interval at any

energy n(E) is given by the product of the density of available states and the probability that the state is occupied as shown in (c).

The integral of n(E) over energy gives the total density of electrons given for each sub-band by eqn [12].
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conduction band edge in this layer is not able to
regain its bulk equilibrium position and the two
triangular wells coalesce as illustrated in Figure 7b.
When the well is sufficiently thin, say Lz less than
20 nm, the band-bending across this layer is negli-
gibly small and the well becomes effectively rectangu-
lar. This well accumulates electrons from the
surrounding barrier material and its potential relative
to the Fermi level rises such that there is band bending
in the barrier material on each side of the well
inhibiting further accumulation. Since the band
bending in the barrier occurs on a distance of

hundreds of nanometers (being determined by the
doping density) it is not apparent over the distance
scale of the diagram of the quantum well, which is on
the order of 10 nm. Consequently, as shown in
Figure 7b, the well can be drawn as a rectangle to a
good degree of approximation. This thin, narrow gap
layer localizes both electrons and holes. The form of
the well is determined by the respective band
discontinuities, DEc and DEv, and the thickness of
the layer.

Potential wells formed in this way are the basis
for most quantum-confined device structures.

Figure 7 Electron energy diagrams showing the formation of a quantum well as a very thin double heterostructure made up of

materials of band gaps Eg1 and Eg2. When the layers are thick the energy diagram is influenced by band bending at the interfaces as

shown in (a). When the narrow gap layer is made thinner than the band-bending distances a rectangular well is formed in the conduction

and valence bands with depths determined by the respective band offset as shown in (b). On the small distance scale of the well the

bands are flat in each region of the structure.
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Other forms are possible. In certain material combi-
nations DEc or DEv may be negative, meaning that, at
the interface, both discontinuities are in the same sense
and only one carrier type is confined in the thin narrow
gap material. These are known as ‘type II’structures. If
there is an electric field across the well due to doping or
strain (piezoelectric) effects the well becomes triangu-
lar. Wells can also be engineered with steps in the
potential profile and multiple well systems can be
grown in which the states are quantum mechanically
coupled. All these variants provide opportunities to
engineer the properties of the structure.

One important development of the rectangular
quantum well deserves mention. It is possible for
the well material to have a different lattice
parameter to that of the surrounding barrier
material provided that the strain energy can be
accommodated elastically within the structure. This
means that the strain energy in the layer must be
below the energy necessary for formation of
dislocations and this translates into an upper limit
on the layer thickness (the critical thickness) for a
given mismatch. Incorporation of elastic strain is
significant because relaxing the lattice match
requirement widens the choice of well and barrier
materials and because strain modifies the properties
of the electronic states in the quantum well and
these effects can be used to advantage in the design
of devices.

Here we concentrate on the rectangular potential
well. Such wells are widely used, particularly in
opto-electronic devices, and this structure provides
the basic concepts which lie at the heart of all
quantum-confined systems. We consider the ‘model’
lattice-matched quantum well system: a GaAs well
bounded by AlGaAs barriers.

GaAs/AlGaAs Quantum Well
Structures

As Al is substituted for Ga in the AlxGa12xAs alloy
system the direct band gap increases from 1.424 eV in
GaAs ðx ¼ 0Þ to 3.018 eV in AlAs ðx ¼ 1Þ (Figure 8)
while the lattice parameter remains unchanged. A
quantum well is formed using a narrow GaAs layer
sandwiched between barrier layers of AlxGa12xAs
having a composition chosen to give the desired
well depth. The whole structure is grown on a
GaAs substrate. The band discontinuity ratio
between GaAs and AlxGa12xAs is independent of
alloy composition (DEc and DEv are constant frac-
tions of DEg as x is varied) with Qc ¼ 0:66 and
Qv ¼ 0:33: For a typical barrier composition of
x ¼ 0:3;DEg ¼ 0:374 eV and DEc and DEv are
0.247 eV and 0.127 eV, respectively.

Optical Properties of AlGaAs/GaAs
Quantum Wells

General Principles

Figure 9 illustrates a transition of an electron between
an occupied state at E1 in the nz ¼ 1 sub-band in the
conduction band and an empty state (i.e., a hole) at
E2 in the nz ¼ 1 sub-band in the valence band,
resulting in emission of a photon of energy hn ¼

E1 2 E2 as required by energy conservation. This is
the process of luminescence (or spontaneous emis-
sion), which requires external excitation such as
illumination (photoluminescence) or biasing a p-n
junction (electroluminescence, as in a light-emitting
diode). Alternatively, incident light may promote an
electron from an occupied state in the valence band to
an empty state in the conduction band with the
consumption of the energy of a photon. This is the
process of optical absorption.

At typical temperatures the electrons and holes are
at energies near to their respective band edges so the
photon energy hn is close to the separation of the
nz ¼ 1 sub-bands. Since these energies are determined
by the well width it is possible to change the photon
energy for emission or absorption by changing the
well width. As the well width is reduced the energy
separation increases and the wavelength of light
emitted by the structure is reduced. This ability to
engineer the emission wavelength by simply adjusting

Figure 8 Variation of the direct band gap of AlxGa(12x)As with

Al content (x).

16 SEMICONDUCTOR PHYSICS / Quantum Wells and GaAs-Based Structures



the well width, without changing the chemical
composition of the constituent materials, is one of
the major attractions of quantum-confined structures.
The shortest wavelength possible for a given material
combination is determined by the band gap of
the wide gap barrier material alongside the well.

The strength of the luminescence signal or the
absorption is determined by the rates at which the
electronic transitions occur. In general these rates
are determined by the following intrinsic factors.

1. The quantum mechanical probability of an
electron making a transition between a full and
an empty state. This depends upon the ‘matrix
element’ for the transition, which is a fundamen-
tal property of the well material and the overlap of
the envelope functions. The electron and hole in
the initial and final states must be in the same
region of space and if the spatial distributions of
electrons and holes, determined by Fc and Fv, do
not overlap the probability for an electron to
make a transition to the hole state is very low. The
overlap is almost complete in a rectangular well
(see Figure 9), but is only partial in a triangular
well. The transition probability is proportional to

Ioverlap ¼


ð
FvðzÞFcðzÞ dz

�2

½14�

2. The probability of occupation of initial and final
states by electrons, specified by the Fermi factors
(eqn [11]). The initial state must be occupied
and the Pauli exclusion principle prohibits an
electron entering a final state which is already
occupied. Thus for a downward transition result-
ing in emission of light the rate is proportional to
fcð1 2 fvÞ:

3. The density of initial and final states (eqn [9]). The
more states there are within a given small energy
interval, the greater the emission rate per unit
energy.

4. Photon distribution. For processes such as optical
absorption, which are ‘induced’ by the presence of
a photon, the transition rate is also proportional
to the photon density in the region of the well.
Because the electrons are not wholly localized in
the well, and because the spatial extent of the
optical field is larger than that of the carriers, the
coupling between the photon field (intensity
Iph(z)) and the carrier probability distributions is
expressed as

Icoupling ¼

n Ð
FvðzÞ



IphðzÞ

�1=2FcðzÞ dz
o2

Ð
IðzÞ dz

½15�

5. Optical mode density. The emission rate also
depends upon the density of optical modes

Figure 9 Illustration of a downward optical transition of an electron from a state in the nz ¼ 1 conduction sub-band to an empty state

(hole) in the nz ¼ 1 valence sub-band resulting in emission of a photon of energy hn ¼ E1 2 E2: The spatial probability distribution of the

electron and hole is specified by their respective envelope functions Fc(z) and Fv(z) and the probability of the transition occurring is

proportional to their overlap integral, eqn [14].
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available to receive the recombination radiation.
In most situations the emission occurs into the
cavity of free space which is very large compared
with the wavelength of the radiation so the modes
are very closely spaced and the cavity can accept
radiation at any transition energy (this is the well-
known Raleigh–Jeans theory of cavity radiation).
However, in some special situations the cavity has
dimensions comparable with the wavelength of
the radiation (microcavities) and then the modes
are widely spaced. In such a microcavity, the
optical cavity effectively controls the electronic
transitions.

Optical Absorption

Figure 10 is an optical absorption spectrum for a
GaAs quantum well measured with light incident
normal to the plane of the quantum wells. A series of
steps can be seen which correspond to absorption at
increasing photon energy between increasing orders
of sub-bands, E1e ! E1h; E2e ! E2h; etc. Normally
nz ¼ 1 to nz ¼ 2 transitions are forbidden in rec-
tangular wells. At each step there is a pair of peaks
(not always resolved) and above each step the
absorption is roughly constant, following the step-
like density of states function sketched in Figure 4.
The peaks are due to the formation of excitons
which are weakly bound electron–hole pairs. In
bulk materials excitons are only observed at low
temperatures whereas in quantum wells the locali-
zation increases the binding energy (EbX, typically
6–8 meV) such that they are observed at room

temperature. The excitonic peak is at an energy EbX

below the sub-band separation. There are in fact two
different kinds of electrons in the valence band with
different masses so there are pairs of nz ¼ 1;2;3;…
sub-bands due to the different confinement energies
for the different valence electrons. Spectra of this kind
provided the first evidence for the distinctive sub-
band structure of quantum well systems produced by
carrier confinement. Absorption measurements pro-
vide data on the energy spacing of the sub-bands in
the well, and it is possible to determine the well width
and depths, from which the band offsets can also be
determined.

The strength of the absorption is also of interest
because it provides a measure of the optical matrix
element if the Fermi factors fc and fv are known. If
the incident optical beam is very weak such that the
absorption process excites very few electrons then
the system remains close to thermal equilibrium so
the upper states are empty ðfc ¼ 0Þ and the lower
states are full ðfv ¼ 1Þ:

In bulk material the change in photon flux over a
small distance Dx is proportional to the flux F and the
distance traveled

DF ¼ 2FaDx ½16�

where a is the absorption coefficient which has
units L21. This results in an exponential decrease of
photon flux with distance traveled through the
material

FðxÞ ¼ F0 expð2axÞ ½17�

For a quantum well structure with light incident in
the z-direction perpendicular to the plane of the
quantum well, the fraction of light absorbed by a
single well by transitions between a single sub-band
pair (e.g., transitions between the nz ¼ 1 conduction
and valence sub-bands) is independent of the thick-
ness of the well because the density of states for a
single sub-band is independent of well thickness.
The strength of the absorption cannot be expressed
by an absorption coefficient but by the fraction of
light absorbed per well:

DF ¼ 2gwF ½18�

This arises because the quantum well is effectively a
sheet in the z-direction: changing its thickness
does not change the density of states per unit area
(eqn [9]) and we cannot specify the electron
concentration along the z-direction. This behavior
also occurs because the well is much thinner than the
wavelength of the light and it is not possible to

Figure 10 Absorption spectrum of a multiple quantum well

structure having 10 nm GaAs wells measured at room tempera-

ture. The absorption edges corresponding to transitions between

nz ¼ 1; 2; and 3 pairs of sub-bands can be identified. The peaks

are due to absorption by formation of excitons.
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specify the variation of photon flux on a distance
scale smaller than the wavelength. The barrier
material surrounding the well has a wider band
gap and does not absorb at the photon energies
absorbed by the well. The well thickness does affect
the sub-band spacing and at a fixed photon energy
the absorption increases as the well width is
decreased as light is absorbed by transitions between
more sub-bands. Equation [18] applies individually
to each sub-band because the density of states is the
same for each sub-band.

In a multiple well system, the fraction of light
transmitted through N independent wells is

TN ¼ f1 2 gwg
N ½19�

so the fraction of light absorbed by such a system is

DF

F
¼ 2

h
1 2 f1 2 gwg

N
i
¼ 2Ngw ½20�

which is proportional to the number of wells when
gw ,, 1:

The fraction of light absorbed by transitions
between a single pair of sub-bands for a rectangular
GaAs quantum well is predicted to be about 0.01,
and a similar value has been obtained from
absorption measurements. In a rectangular well the
envelope function overlap is complete; however, in a
triangular well of the same material the absorption
is reduced by the smaller overlap of the envelope
functions.

Photoluminescence and Spontaneous Emission

We turn now to discuss the optical emission from
quantum wells as a result of external excitation. An
external light source with photon energy above the
effective band gap produces excess electron–hole
pairs by excitation of electrons from the valence
band. These rapidly lose their excess energy and
thermalize to the sub-band edges to take up
Fermi energy distributions. The electrons sub-
sequently recombine to vacant valence band states
by spontaneous emission. The low energy edge of this
spectrum corresponds to the sub-band separation and
the shape of the spectrum at higher energies
corresponds to the thermal distribution of carriers
in the bands. At very low excitation intensities where
the excess electron population is small the lumines-
cence may be due to recombination of electrons
within an exciton and occur at an energy EbX below
the sub-band separation. Generally the sub-band
separation is several kBT so only the lowest sub-
band is populated and photoluminescence is not seen

from higher sub-bands. In this respect absorption
measurements provide a more complete characteriz-
ation of the structure.

While the energy position of features in the
photoluminescence spectrum provides useful infor-
mation, it is difficult to use the strength of the
photoluminescence signal to provide quantitative
information about the rate of optical transitions
within the material because the excitation power
and volume within the sample must be known and a
known fraction of emitted light must be collected
and measured with a calibrated detector. The
relative intensity of photoluminescence under stan-
dard conditions does provide comparative infor-
mation and the linewidth of the spectrum at
low intensity provides a qualitative indication of
‘quality’ (e.g., well width variations in the struc-
ture). A quantitative determination of the internal
recombination rate can be obtained by measuring
the decay of the luminescence signal following
short-pulse excitation. Fuller discussion can be
found in books dealing with the characterization
of semiconductor structures.

Concluding Remarks

We have shown that an understanding of the
electronic structure of quantum wells follows natu-
rally from quantum mechanical treatments of elec-
trons in bulk materials. When one of the dimensions
of the structure is reduced to be similar to the de
Broglie wavelength, quantization of the electron
motion in this direction becomes apparent. The sub-
bands which are formed have a profound effect on the
electronic and optical properties when their spacing
exceeds thermal energies such that only one band is
significantly populated with carriers. The density of
states function is a series of steps, each corresponding
to a sub-band, and this produces characteristic step
features in the optical absorption spectrum. The
effective band gap of the structure is controlled by the
width of the well. Quantum confinement also
increases the binding energy of excitons compared
with bulk materials and under low excitation
conditions absorption and luminescence spectra are
dominated by excitonic features even at room
temperature.

One of the most successful application areas of
quantum well structures has been in laser diodes.
Figure 11 shows experimental data for laser emis-
sion wavelengths as a function of well width,
showing the dramatic reduction which can be
achieved simply by changing the width of the
quantum well. Furthermore the step density of
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states function, characteristic of quantum wells, is
one of the fundamental reasons for the reduction in
threshold current of quantum well lasers relative to
bulk GaAs devices.

We have considered GaAs because it is a model
material system for production of quantum well
structures. The concepts developed in this chapter
are, however, quite general and can be applied to
other material systems, other forms of quantum well
and quantum wires and dots.

List of Units and Nomenclature

E energy
Ef Fermi energy
Eg bandgap
F envelope wavefunction
f(E) Fermi–Dirac distribution function
g2D two-dimensional density of states

[energy]21 [area]21

" Planck’s constant divided by 2p
Iph optical field intensity
k wavevector
kB Boltzmann’s constant
m electron mass

n carrier density, expressed per unit area in
quantum well structures

Qc, Qv heterostructure band offset ratios
r position vector
t time
TN fraction of light transmitted at normal

incidence through N quantum wells
kxl unit vector along x-direction, similarly for

y, z directions
a optical absorption coefficient in a bulk

material, per unit length
g fraction of light absorbed by a quantum

well at normal incidence to the plane of
the well

l wavelength
F photon flux (photons per unit time cross-

ing unit area)
C electronic wavefunction
n light frequency

See also

Semiconductor Materials: Band Structure Engineering;
Quantum dots; Type-II Quantum Wells and Superlattices.
Semiconductor Physics: Excitons; Outline of Basic
Electronic Properties.
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Introduction

In studies of recombination there occur considerable
complications; many are associated with interactions
between electrons, electrons and phonons, excitons,
bi-excitons, impurity centers, etc. Most of these are
not required in the present exposition. Modern work
normally assumes that the basics of recombination
physics are understood and the present exposition
offers an appropriate outline.

Basic Assumptions

Electron–Electron Interactions for Electrons
in Bands

The recombination problem in semiconductors is
greatly complicated by the interaction of the electrons
with each other. This allows one to speak only of the
quantum states of the semiconductor crystal as a
whole. However, as in metals, so also in semiconduc-
tors, a simplified picture is successful. In this, the
electron interactions, and other interactions, are first
neglected, but are later taken into account as a
perturbation. Thus, the electrons are first treated as if
they can move through each other; the fact that they
collide and deflect each other by virtue of their
Coulomb interaction is treated as a perturbation.
The transitions are still described within the frame-
work of the single-particle states of the unperturbed
problem.

The Effect of Electron–Boson Interactions

Our first approximation is to neglect most (but not
all) electron interactions. Later we take into account
the two-electron transitions that arise. This two-
particle recombination process is referred to as Auger
recombination and its inverse as the generation of
current carriers by impact ionization. In addition,
electrons interact with the radiation and lattice
fields and emit or absorb photons or phonons.

These electron–boson interactions result in tran-
sitions of single electrons in an energy band scheme.
We shall attach a superfix ‘S’ (for single-electron) to
the recombination coefficients for such processes.
These are then denoted by B S or T S depending
whether only bands are involved or whether traps are
also involved. They are illustrated in Figure 1, where
the solid horizontal lines represent the conduction
and valence band edges and the dashed line refers
to traps. Note that the two-electron transitions do
not have the superfix ‘S’, while n and p refer to the
electron and hole concentrations; N0 and N1 are the
concentration of unoccupied and occupied trap
states, respectively.

Electron–Electron Interaction in Traps

Electron–electron interactions can at least formally
be taken into account in connection with electrons
trapped in a center: the spectrum is a function of the
number, r ð¼ 1; 2;3;…;MÞ; of electrons captured.
The ‘irremovable’ electrons can be included with
the ion core. Given that the center captured r
electrons (say), it can still be in a variety of quantum
states, and they will be denoted by the symbol ‘;

yielding a set of quantum states ð‘; rÞ for a center. The
energy of such a state, divided by kT to make it
dimensionless, is denoted by hð‘; rÞ; yielding the
canonical partition function

Zr ¼
X
‘

exp½2hð‘; rÞ� ½1�

The location of a center in space will here be
considered to be of no significance.

Centers can capture several electrons. This brings
in a need for the chemical potentials (or Fermi levels)
for r-electron centers. They are here denoted by g

(when divided by kT) and the suffix ‘eq’ denotes an
equilibrium value. Thus, the equilibrium probability
of finding an r-electron center in state ‘ is given by:

Pð‘; rÞeq ¼
exp½rgeq 2 hð‘; rÞ�XM

s¼0

ðexp sgeqÞZS

½2�
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One can identify the dominant energies from optical
or electrical experiments.

To understand the properties of these centers,
suppose we can arrange for the equilibrium Fermi
level to rise from the valence band to the conduction
band. At first practically no electrons are captured
ðr ¼ 0Þ: As the Fermi level rises the states correspond-
ing to r ¼ 1 begin to appear. The states ‘ of the center
which correspond to the ground states in equilibrium
are always more highly populated than the states ‘

corresponding to excited states, so that we can often
confine attention to them. As the Fermi level rises, the
ground states for r ¼ 2 become more important, and
there may now be hardly any centers which have
captured fewer electrons. If a larger number of
electrons cannot be captured, by the time the Fermi
level reaches the conduction band, then states of the
center with r . 2 can (normally) be neglected as
unstable. That this is a satisfactory picture is our
second approximation.

Assumptions for Nonequilibrium Statistics

The now much simplified recombination problem is
still complex because of the many states available to
electrons in bands and centers. A key simplification
arises from the fact that it is often possible to talk
about a small number of groups of quantum states: let
I ð¼ 1; 2;…Þ label quantum states in a group i, let
J ð¼ 1; 2;…Þ label quantum states in a group j, etc.
Within each group it is supposed that the transitions

are much more rapid than they are between groups.
In that sense electrons in each group are in
equilibrium among themselves. Their quasi-equili-
brium is then characterized by what is called a quasi-
Fermi level. The dimensionless version, obtained
by dividing it by kT, is denoted by gi; gj; etc.,
for groups i, j, etc. That this is reasonable is our
third assumption. Thus gc, gv are quasi-Fermi levels
which refer to the quasi-equilibrium of the
conduction and valence band, respectively, and gI

to an I-electron center. Groups of states with
different quasi-Fermi levels are not in equilibrium
with each other.

Recombination problems can now be discussed by
neglecting transitions within one (quasi-equilibrium)
group, because they proceed at exactly the same rate
as their reverse transitions. The number of transition
types to be considered is thereby greatly reduced.
Away from equilibrium we shall adopt eqn [3]
instead of [2] in order to allow for distinct
quasi-Fermi levels:

Pð‘; rÞ ¼
exp½rgr 2 hð‘; rÞ�XM

s¼0

ðexp sgSÞZS

½3�

Equation [3] is not always correct, but is an
approximation arising from the quasi-Fermi level
assumption. Among the improved theories are, for
example, the ‘cascade’ theories.

Figure 1 Definition of recombination coefficients. Transition rates per unit volume are stated with each process, and, in

brackets, for the reverse process. Thus B1, B2, T1–T4 refer to Auger processes; Bs, T1
s, T2

s refer to single-electron recombination;

Y s, X1
s, X2

s refer to carrier generation processes; Y1, Y2, X1–X4 refer to impact ionization processes. Arrows indicate transitions

made by electrons.

22 SEMICONDUCTOR PHYSICS / Recombination Processes



The assumption of a quasi-Fermi level for each
state of charge of a center implies that all the excited
states of an r-electron center are populated according
to eqn [2].

The Main Recombination Rates

General Results and The Two-Band Case

Recombination and its converse, generation, consist
of a transition of an electron from one state to
another. The observed rate is the net rate of
recombination and is the algebraic sum of the
recombination and generation processes. During
these processes both total energy and total momen-
tum must be conserved. This is achieved by creation
or absorption of photons, or phonons, excitation of
secondary electrons, etc.

The transition probability per unit time, SIJ, for a
single-electron transition from state I in a band to
state J requires that state I should be occupied, with
probability pI say, and state J should be vacant with
probability qJ say. The general expression for the
average rate of the transition from I to J then takes the
form pISIJqJ: For the reverse process electron state J
has to be occupied and state I vacant. Thus the rate of
this reverse process is pJSJIqI: The net recombination
rate per unit volume of the process I to J can then be
written as:

uIJ ¼ ðpISIJqJ 2 pJSJIqIÞV
21 ½4�

By the principle of detailed balance, this expression
vanishes at equilibrium. If one puts XJI ;
SIJpIqJ=SJIpJqI; one has uIJ ¼ pJSJIqIðXJI 2 1ÞV 21.
In equilibrium XJI ! ðXJIÞeq ¼ 1; and the recombina-
tion rate is zero.

One can say a little more if one assumes that states I
and J are in conduction or valence bands, each with a
quasi-Fermi level (divided by kT to make it dimen-
sionless). If these are denoted by ge and gh, then pI ¼

½1 þ expðhI 2 geÞ�
21 for a conduction band. For the

total recombination rate per unit volume between the
bands i and j one finds:

uij ;
"X

I[i

X
J[j

pJSJIqI

#�
exp

�
lelf
kT

�
2 1

�
V21 ½5�

where f is essentially the difference between the
quasi-Fermi levels: ge 2 gh: The first factor depends
on the bands involved and it has been assumed that
the transition probability ratio SIJ=SJI is independent
of the excitation.

A transition rate, when multiplied by the charge of
current carriers, is a current, and when divided by the

area of the surface involved, is a current density. If i
and j denote the states of the conduction and valence
bands of a semiconductor, excitation independence
may often be assumed, and one then expects a current
density proportional to expðlelf=kTÞ2 1: This is
characteristic of the current through pn junctions,
metal semiconductor junctions, etc. In these configur-
ations the Fermi level difference between the ends of
the device determines the voltage across it. When
radiation is involved, however, excitation dependence
of some of the parameters introduced above (e.g. SJI)
tends to spoil this simple story.

The Case of Defects

So far we have considered only two bands. When a
trap is involved matters are rather different. Because
of the interactions among the electrons on a center it
is not possible to talk of the same level being occupied
or vacant. Consequently, identification of forward
and reverse processes in terms of levels becomes
impossible. Instead one deals with a center, say an
r-electron center, as a whole; we then need the
probability that a given center is an r-electron center.
For example, the capture of an electron converts an
ðr 2 1Þ-electron center into an r-electron center. Thus
the p’s and q’s must be replaced by more complicated
expressions. It is convenient to denote uij by ucv in the
simple two-band case and its structure is given (with a
sign change) by a recombination coefficient:

ucv ¼ BSnp½1 2 expðgh 2 geÞ� ; BSnp 2 YS ½6�

using Figure 1a. Here, n and p are the electron
and hole concentrations. Auger effects in Figures 1b
and 1c can also be included, at least formally. Then
B S has to be replaced in eqn [6] by BS þ B1n þ B2p:
Analogous replacements are found for recombination
processes involving defects.

In the simplest case of one type of localized defect
one finds a steady-state recombination rate per unit
volume of the form:

u ¼
np 2 ðnpÞ0

tn0ðp þ p1Þ þ tp0ðn þ n1Þ
½7�

Here tn0; tp0 are parameters with the dimension of
time and p1, n1 are parameters with the dimension of
concentration. The recombination increases with the
defect concentration, which is actually in the denomi-
nators of tn0 and tp0: This is an old and much used
result associated with the names of W Shockley and
W T Read.
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Radiative Transitions

Spontaneous and Stimulated Emission

Quantum theory was initiated by Planck’s law for
black-body radiation at temperature T. This gives the
spatial energy density as a function of frequency n in
this system as

f ðn;TÞ ¼
8pn2

c3

hn

expðhn=kTÞ2 1
½8�

For low frequencies one finds the Rayleigh–Jeans law
which makes [8] proportional to kT in agreement
with the classical equipartition theorem. For high
temperatures [8] diverges, as required.

The result [8] may also be obtained by writing

N ¼ ½A þ Bf ðn;TÞ�Nu ½9�

for the emission rate of photons by atoms, where Nu

is the number of atoms in the upper of two states
which are separated by the energy hn. The first term
on the right-hand side is due to the normal decay of
an excited state (‘spontaneous emission’). The second
term refers to additional emission (‘stimulated emis-
sion’) induced by the radiation of frequency hn itself.

The first factor in [8] is due to the density of states
and the second factor is due to the fact that the energy
is considered. If one considers the number of photons
of energy hn at temperature T one comes up with

Nn ¼

�
exp

hn2 m

kT
2 1

�
21

ðBose–Einstein distributionÞ

½10�

Here m is a possible chemical potential of the
radiation which is non-zero only in nonequilibrium
situations such as in a semiconductor laser.

In a pn junction the two bulk materials several
diffusion lengths away from the junction are approxi-
mately in equilibrium even if a modest current is
flowing. On one side one has then just one quasi-
Fermi level, say mI, and on the other side one has just
one quasi-Fermi level, say mJ. Then the difference

m ; mI 2 mJ ¼ qw ½11�

corresponds to the applied voltage w. This is in
agreement with eqn [10], in that w ¼ 0 implies no
current and hence thermal equilibrium is possible.

Statistical mechanics teaches one the rule that, in
equilibrium, occupation probabilities of individual
quantum states are always less for states of higher
energies. This ensures that the total energy of a
quantum system converges, the occupation prob-
ability p being a kind of convergence factor. However,

if one is away from equilibrium, the above rule can be
suspended and one can have population inversion.

For hn ¼ m there is trouble with [10] because the
steady-state photon occupation diverges. This does
not correspond to a ‘death ray’, but is the result of
imperfect modeling; for example, the leakage of
photons from the cavity may have been neglected.
A formula of type [10] is also needed in connection
with solar cells.

Donor–Acceptor Pair Recombination

A striking demonstration of radiative donor–accep-
tor transitions in GaP at low temperature (1.6 K) was
revealed by sharp lines (Figure 2) at photon energies
hni given by

hni ¼ EG 2 EA 2 ED þ e2
=1Ri ½2E� ½12�

where Ri is the distance between the ith-order nearest
neighbors.

The discrete nature of the peaks is due to the fact
that the impurities involved settle in general on
lattice sites so that only definite separations Ri are
possible. The energy gap is EG; the value of EA þ ED

can be inferred from the experimental lines by
extrapolation to Ri !1: The energy term E is
sometimes neglected.

The ZnS phosphors were the first materials in
which donor–acceptor radiation was hypothesized.
However, it is hard to control its stoichiometry and its
impurity content, and it has relatively large carrier
mass and hence relatively large impurity activation
energies. In such cases spectra such as those shown in
Figure 2 are hard or impossible to obtain. This applies
in general to many II–VI compounds.

Quantum Efficiency

The quantum efficiency is the radiative recombination
as a fraction of the total recombination. It can also
be regarded as the average number of electrons
produced per incident photon. Consider an intrinsic
semiconductor, i.e., one in which the electron and
hole concentrations are equal. Then with the notation
of Figure 1 the radiative band–band recombination
rate is Bsn2: The nonradiative rate is ðB1 þ B2Þn

3:

We shall add another nonradiative rate, An say,
proportional to the injected carrier density n , p:
The quantum efficiency is then

h ¼
Bsn2

An þ ðB1 þ B2Þn
3 þ Bsn2

½13�
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Figure 2 Comparison of the positions and intensities of the sharp line spectra at 1.6 K corresponding to both ZnS and CdS acceptor–donor pairs with the predicted pair distribution.

The lower scales show the pair separation (R) and the Coulombic energy derived from R. The emission energy scales for the two measured spectra are shown at the top. Reproduced

with Gershenzon M, Logan RA, Nelson DF, et al. (1968) Proceedings of the International Conference on Luminescence. Budapest, Hungary: Akademia Kiada.
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Traps are here neglected, and one finds a maximum

hmax ¼

�
1 þ

2

Bs A1=2ðB1 þ B2Þ
1=2

	21

½14�

For a high-quality epitaxial AlGaAs/GaAs double
heterostructure of great purity we may take

A , 0:5 £ 106 s21
; B , 10210 cm3 s21

;

B1 þ B2 , 10229 cm6 s21 ½15�

whence n1 , 2 £ 1017 cm23; hmax , 0:96:

Detailed Balance

It is clear that the radiative recombination rate from a
material should be obtainable in terms of its optical
‘constants’, the absorption coefficient a(l) and the
refractive index m(l). Both are functions of the
wavelength. This connection can be formalized by
comparing the optical absorption process with the
emission process and this can be done by using the
principle of detailed balance. This equates the rate of
disappearance by absorption of photons with the rate
of production of photons by radiative recombination.
The radiative recombination rate can thus be
obtained as an integral over the optical functions.
This relationship, pioneered by van Roosbroeck and
Shockley in 1954, has been used a great deal because
the optical quantities are often known with some
accuracy.

This result corresponds to balancing the rate Bsnp
and the rate Y s in Figure 1a. Analogous detailed
balance results are obtainable for the other pairs of
processes in Figure 1. Thus, the Auger recombination
rate can be related to an integral over the impact
ionization rate. However, this connection is
less useful since impact ionization data are generally
less well known than the optical absorption
information.

Nonradiative Processes

Auger Effects

The Auger effect was discovered in 1925 in gases by
Pierre Auger. An atom is ionized in an inner shell. An
electron drops into the vacancy from a higher orbit
and a second electron takes up the energy which is
used to eject it from the atom. In solids the effect is
roughly analogous. One of its characteristics is that it
is not radiative. Since radiation is what is seen in
many experiments, the Auger effect is suspected if

and when there is less radiation than expected in the
first place. It is rather harder to investigate than
radiative transitions.

The effect has proved to be important as it
limits the performance of semiconductor lasers,
light-emitting diodes and solar cells, and it can be
crucial in transistors and similar devices whose
performance is governed by lifetimes. When heavy
doping is required, as it is in the drive towards
microminiaturization, its importance tends to
increase, since the Auger recombination rate
behaves roughly as n2p or p2n (see Figure 1)
compared with the radiative rate which behaves
more like np. The inverse process is impact ioniz-
ation, and is important in the photodiode, the impact
avalanche transit time (IMPATT) diode, and hot
electron devices.

Impact ionization can be regarded as an auto-
catalytic reaction of order one:

e ! 2e þ h or h ! 2h þ e ½16�

i.e., one extra particle is produced of the type present
in the first place. This is a key feature for impact-
induced nonequilibrium phase transitions in
semiconductors.

In the theory one needs wavefunctions for four
states of two electrons which are relevant after the
many-electron problem has been reduced to a two-
electron problem. In a matrix element calculation the
four wavevectors imply a 12-fold integration in k-
space to cover all possible states of the two electrons.
However, momentum and energy conservation
usually reduce this to an eight-fold integration. Such
a calculation is hard, for it requires (1) good
wavefunctions and (2) accurate integrations.

Here we shall merely concentrate on the broad
principles. In addition, the many-electron nature of
the problem implies that another approximation is
often inherent in the treatment apart from the use
of perturbation theory. This is clear if one considers
that the electron interactions are screened twice:
once by an exponential screening factor and a
second time by the dielectric constant. So there is
some double counting, and the treatment of the
effect as uncorrelated electronic transitions
mediated by screened Coulomb interactions is
another approximation. The collective effects that
enter require more sophisticated field theoretic
methods which take care of electron–hole corre-
lations, plasmon effects and the effect of free
excitons, the so-called excitonic Auger effect.
These calculations broadly confirm the results
obtained by the simpler methods used for energy
gaps large compared with the plasmon energies,
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provided the high-frequency dielectric constant is
used and doping is not too heavy. Significant
corrections are required for the narrow gap lead
compounds, for example, and a considerable
computational effort is required.

Let us now consider lifetimes for high carrier
concentrations, as limited by band–band processes.
They are best studied by looking at the emitted
radiation. In this connection we recall the striking rise
of the threshold current density J in a semiconductor
laser as the material is changed from a direct material
like GaAs to an indirect material, by mixing it with a
compound such as GaP. Figure 3 shows this
spectacular rise for GaAs12xPx at 77 K near x ¼

0:38: It is due to the drop in the radiative transition
probabilities, as the substance becomes indirect, thus
requiring a higher current density for threshold. So
we should start with band–band processes in direct
materials as most favorable for the experimentally
accessible radiative transitions.

The essential point here is that the injected carrier
density behaves as:

ninj ¼
Jt

qd
,

ð5 £ 103 A cm22Þð1029 sÞ

ð1:6 £ 10219 CÞð1024 cmÞ
, 1017 cm23

½17�

where J/q is the particle current density at threshold,
t is the lifetime of the carriers, and d is the thickness
of the active layer. As active layers are made thinner
ninj increases to 1019 cm23 or so, far in excess of
the defect concentration in the (undoped) material.

This brings in band–band Auger effects. These have
also been invoked to explain the undesirable increase
in J with temperature. Thus the interest in direct
band–band Auger effects in III–V compounds is
fuelled by the need for better and smaller opto-
electronic devices which work at long wavelengths
(1.3–1.5 mm). It matches the interest in indirect
band–band Auger and impurity Auger effects in
silicon due to the importance of heavy doping in
VLSI (very large scale integration) and transistor
technology. Figure 4 shows a typical Auger process,
called CHHS, as the conduction band (C) and the
split-off band (S) are involved. Two relevant states
are in the heavy hole band (H). State 20 is referred to
as the Auger carrier, as it has more kinetic energy
than the others.

Figure 3 Lowest values of laser threshold current density at

77 K as a function of mole fraction of GaP for Ga(As12xPx)

junction lasers. Reproduced from Neill CJ, Stillman GE, Sirkis MD,

et al. (1966) Gallium arsenide-phosphide: Crystal, diffusion and

laser properties. Solid-State Electronics 9: 735–742, with

permission from Elsevier.

Figure 4 Conduction band, heavy hole and split-off valence

bands of GaAs, all treated as parabolic with "2k2
0 =2mh ; EG 2 D:

x denotes a quadruplet of states for a most probable

transition. The two states in the heavy hole band are not

shown separately. The arrows indicate electron transitions.

Reproduced from Neill CJ, Stillman GE, Sirkis MD, et al. (1966)

Gallium arsenide-phosphide: Crystal, diffusion and laser

properties. Solid-State Electronics 9: 735–742, with permission

from Elsevier.
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Impact Ionization

The CHHS and CHCC processes and their inverses
can be written as

eC þ 2hH $ hs 2eC þ hH $ eC ½18�

where the suffix refers to the band. Viewed from
left to right these are Auger processes. Viewed from
right to left they are autocatalytic and impact
ionizations.

Such processes are important for the impact-
induced nonequilibrium phase transition in semicon-
ductors. Also reaction rates with autocatalytic
elements imply nonlinear equations in the concen-
trations and this gives rise to much interesting
behavior as regards stability and bifurcation
phenomena.

Momentum and energy conservation are very
restrictive conditions on the four states involved in
[18], and it is easily seen that they cannot normally be
satisfied if in a direct band semiconductor the
recombining electron drops from the band
minimum to the valence band maximum. This effect
raises all the kinetic energies of possible processes.
The Auger electron (on the right-hand sides of [18])
must also have a minimum energy in order that
the impact-ionization process can proceed. This
leads to an activation energy for the process. For
Figure 4, for example, and in the case of nondegene-
racy, the energetic hole has a kinetic energy at
threshold of

Eth ¼
me þ 2mh

me þ 2mh 2 ms

ðEG 2 DÞ ðCHSSÞ ½19�

As the band gap increases we see that Eth goes up and
so the Auger rate for simple parabolic bands
decreases. Values of Eth for other transitions can be
obtained from equation [19].

The total kinetic or threshold energy Eth can be
converted to an activation energy by subtracting the
basic energy which must under all conditions be part
of the Auger particle energy. In the case of eqn [19]
one finds for EG . D:

Ea ¼ Eth 2 ðEG 2 DÞ

¼
ms

me þ 2mh 2 ms

ðEG 2 DÞ ½20�

This can result in a strong temperature dependence in
accordance with an Arrhenius factor expð2Eth=kTÞ:

However, this is again lost, and the direct band–band
Auger effect will certainly be important and only

weakly temperature dependent, if EG , D: This can
occur, for example, for InAs, GaSh and their solid
solutions.

The connection between Auger processes and
impact ionization has also been formalized. Of all
Auger quadruplets of states in a set of nondegenerate
bands, the most probable Auger transition involves
the quadruplet, which yields the threshold for
impact ionization. The three crosses in Figure 4
indicate such a quadruplet (the central cross rep-
resents two states).

Identification of Auger Effects

How does one know that an Auger effect has
occurred? In pure but highly excited materials there
is the original solid-state Auger effect which leads to a
lifetime broadening of the electronic states at the
band edge. For a semiconductor this effect causes
fuzziness in the band edge which is a contributory
factor to the overall bandgap shrinkage. The mech-
anism is illustrated in Figure 5, which shows how the
lifetime of a vacant electron state near the band edge
is shortened by the Auger processes within this band.
Under normal conditions this effect is small in a
semiconductor. But under degenerate conditions the
effect leads by lifetime broadening to a low-energy
tail in emission.

The blanket term ‘Auger effect’ for all Coulombi-
cally excited two-particle transitions has been used
here. In semiconductor device work the ‘Auger effect’
has become associated with transitions in which one
electron bridges an energy gap. But there is no need to
limit the concept in this way. Its competition with
radiative effects means that it is often detrimental and
a full discussion of means of suppressing it has
recently been given by Pidgeon et al.

More spectacular and more convincing is the
detection of the energetic Auger electron or hole.
For this purpose one may look for the weak
luminescence emitted when this carrier recombines
radiatively. This has been done for the band–band
process in Si and for the band–impurity process

Figure 5 The filling of a state k by the Auger effect. The arrows

indicate electron transitions.
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in GaAs. It leads to so-called 2EG-emission. Its rate-
limiting step is the rate of the Auger process per unit
volume, B1n2p; which populates the high-
energy level. The radiative process then proceeds
at a rate B0

1n2p2 per unit volume with B0
1 , 10254 –

10251 cm9 s21:

More usual is the identification of the band–band
Auger recombination mechanism from the minority
carrier lifetime t, which behaves as

1

tp

¼ B1n2 or
1

tn

¼ B2P2 ½21�

where B1 and B2 are Auger coefficients when the
Auger particle is an electron or hole, respectively. A
more complete expression allows also for trapping
processes.

The departure from parabolic bands plays an
important part for the energetic Auger particle
(in state 20). Theory shows that when this effect is
taken into account, it tends to lower the band–band
Auger coefficient. In fact in GaAs the CHCC process
is ruled out altogether at 0 K for nonparabolic
bands, suggesting that it should be an ideal material
for radiative transitions. However, the possibility
of phonon participation brings the effect back
again, though it is still comparatively weak. The
difficulty of conserving electron energy and momen-
tum, which gives rise to the activation energies
(eqn [20]) is greatly alleviated if phonons can take
up some of the momentum in a direct gap
semiconductor.

We have seen that the activation energy barrier
against the band–band Auger effect can be overcome
by a suitable disposition ðEG ¼ DÞ of the three
direct bands and by phonon participation. It can

also be overcome if there is an indirect minimum
near a Brillouin zone edge at about half the direct
energy gap.
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M E Flatté, University of lowa, lowa City, IA, USA

D D Awschalom, University of California,
Santa Barbara, CA, USA

q 2005, Elsevier Ltd. All Rights Reserved.

Control of the generation and transport of coherent

electron spin in semiconductors suggests new ways to

probe the fundamentals of quantum decoherence in

solids and to explore device applications that rely

on coherence, including quantum computation.

The focus here will be on the physical phenomena
that govern spin transport and relaxation, with a
particular emphasis on those phenomena that are
amenable to direct manipulation. Manipulation of
material properties in general has been taken to its
most advanced level in the design of semiconductor
electronic devices, in which operations are performed
by perturbing the motion of electrons through their
electric charge; hence, ‘spintronics’ is a term intro-
duced to describe both the manipulation of electrons
by their spin and control of their spin properties, such
as g-factors.
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The study of the evolution of spin coherence first
requires the generation and detection of spin coher-
ence. Here the ultrafast optical technique for
generating and detecting spin-polarized populations
will be emphasized. The next logical component to
treat will be the persistence of spin coherence,
followed by the transport of spin coherence from
one region of a material to another. Finally the direct
ultrafast manipulation of spin-polarized populations
will be described. These components are likely to
play a prominent role in any attempt to apply the
fundamental physical phenomena of spin coherence
to specific device technologies.

Optical Generation of Spin-Polarized
Distributions

Optical pulses with definite circular polarization can
be used to generate spin-polarized distributions of
excited electrons in crystals. In order for this process
to work one of the energy bands involved in the
optical transition must be characterized by a sub-
stantial spin–orbit interaction. The selection rules for
circularly polarized photons require a change in the
orbital angular momentum of the electron projected
along the propagation direction of the photon. For
the optical transitions of an atom in free space this
azimuthal orbital angular momentum lz must increase
or decrease by ", permitting the coupling of the
p-state with lz ¼ 1 to an s-state for left circular
polarization, and of the p-state with lz ¼ 21 to that
s-state for right circular polarization. Thus the optical
selection rules pick out a particular orbital angular
momentum projection.

These selection rules by themselves do not explain
how spin-polarized populations are generated, for
both spin directions are possible for each value of lz.
In the presence of spin–orbit interaction, however,
the energy of a state with a particular lz is correlated
with the spin orientation. The six p-states, which are
degenerate in the absence of spin–orbit interaction,
split into two groups: one of four degenerate states
and the other of two degenerate states. The higher-
energy group of four degenerate states consists of two
states with L and S parallel and two states with a one-
third probability for L and S to be antiparallel and a
two-thirds probability for L and S to be perpendicu-
lar. Thus for a transition involving the four degen-
erate states, a circularly polarized photon (that selects
a particular initial lz) is three times more likely to
generate a carrier with spin parallel to the initial lz
than antiparallel to it.

In a solid, although full rotational symmetry is
lost, the band symmetries preserve some of these

selection rules. In crystals of tetrahedral symmetry,
such as zincblende semiconductors, the selection
rules for transitions from the valence to the conduc-
tion band are identical to the selection rules between
p and s states for the atom in free space. For
example, the valence heavy-hole states are those
for which L and S are parallel. Thus by setting
the optical photon energy to the fundamental gap,
the resulting excited conduction electrons and
valence holes will be spin polarized. In quantum
wells, where the energy of the heavy hole is split
from that of the light hole by quantum confinement
(and, sometimes, strain), fully spin-polarized carrier
distributions are possible. Commonly used group IV,
III–V, and II–VI semiconductors have a sufficient
spin–orbit interaction to permit the straight-
forward optical generation of spin-polarized distri-
butions. Shown in Figure 1 are the selection rules

Optical excitation of spin-polarized distributions

Polarization
~50%

1/3

2/3

sz = 1/2

jz  = 3/2 jz = −3/2jz  = 1/2
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lz = 0

lz = −1

lz = 0

lz = 1
sz  = 1/2
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sz = −1/2
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 jz = −1/2

sz = −1/2
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1/3

∆lz = −1

Figure 1 Selection rules for bulk zincblende crystals. Circularly

polarized light changes the azimuthal orbital quantum number lz
by þ1 or 21. Here Dlz ¼ 21 is shown. The orbital and spin

quantum numbers for the two degenerate conduction band edge

states and the four degenerate valence band edge states are

shown – unshaded areas correspond to spin up and shaded to

spin down. A transition with Dlz ¼ 21 couples one heavy-hole

state to the conduction band up-spin state, and one light-hole

state to the conduction band down-spin state. The orbital angular

momentum of the heavy-hole state is entirely parallel to its spin

angular momentum. In contrast only one-third of the light-hole

state has antiparallel orbital and spin angular momentum. The

rest of the light-hole state has perpendicular orbital and spin

angular momentum. Thus the oscillator strength of the transition

creating the conduction up-spin state is three times larger than

that of the transition creating the conduction down-spin state,

yielding a 50% spin polarized distribution. In quantum wells for

which the heavy–light splitting is larger than the linewidth of the

light source driving the transition, only the heavy-hole transition is

excited and the spin polarization approaches 100%.

30 SEMICONDUCTOR PHYSICS / Spin Transport and Relaxation in Semiconductors; Spintronics



which permit circularly polarized optical pulses to
generate spin-polarized carriers in the conduction
and valence band.

The evolution of a coherent spin-polarized
population can be monitored through optical
means as well. If the optical transitions used to
generate the spin-polarized population are pumped
hard enough, the transitions will be bleached. By
measuring the polarization dependence of this
bleaching the decay of the spin-polarized population
can be determined. This can be done either by
monitoring the transmission of time-delayed probe
pulses of circularly polarized light, or by monitoring
the rotation angle (Faraday rotation) of a pulse of
linearly polarized light. The first of these depends
directly on the imaginary component of the spin-
polarized dielectric function, whereas the second
depends directly on the real components. Shown in
Figure 2 is the geometry for observing Faraday
rotation from a spin-polarized distribution in the
presence of an applied magnetic field perpendicular
to the spin polarization.

Mobile Electron Spin Time Evolution:
Decoherence and Precession

Two natural phenomena in the time evolution of a
coherent spin-polarized population are decay of that
population (decoherence) and rotation of the macro-
scopic magnetization in the presence of an applied
magnetic field (precession). The time-scale of decay
of the spin coherence can be very much longer
than time-scales for the decay of other coherent

phenomena in solids. Typical orbital coherence times,
for example, are 100 fs, whereas spin coherence times
can exceed microseconds. In Figure 3 are shown time-
resolved Faraday rotation data for three bulk GaAs

Figure 2 Diagram of the experimental geometry for time-resolved Faraday rotation. A pulse of circularly polarized light illuminates the

sample, followed by a probe of linearly polarized light. The linearly polarized light can be considered as a sum of equal parts left and right

circularly polarized light. The spin-polarization of the electron population (along the photon propagation direction) induces a difference in

index of refraction for left and right circularly polarized light (circular dichroism). This produces a phase change between the left and right

polarized components of the probe, which is measured as a rotation (uF) of the linear polarization direction. Monitoring the angle

of rotation of the probe as a function of time directly indicates the spin polarization along the propagation axis of the photon as a function

of time. Reproduced with permission from Awschalom DD, Samarth N and Loss D (eds) (2002) Semiconductor Spintronics and

Quantum Computation. New York: Springer

Figure 3 Time-resolved Faraday rotation measurements on

bulk GaAs at several doping levels, indicating a sensitive doping

dependence of the transverse spin coherence time T2. T2 for ideal

doping densities can exceed 150 ns at 5 K. The magnetic field

is 4 T, and the sample is 50 mm thick. Reproduced with

permission from Kikkawa JM and Awschalom DD (1998)

Resonant spin amplification in n-type GaAs. Physical Review

Letters 80: 4313–4316.
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crystals with different doping levels. The oscillations
are characteristic of the spin precession, and the
oscillation frequency is the Larmor frequency of
the electron spin in this crystal. The crystal with the
middle doping level, 1016 cm23, has oscillations that
persist for the longest time, and therefore this
material has the longest spin coherence time.

The dominant mechanism for the decay of these
spin polarized distributions works via the same spin–
orbit interaction that permits the generation and
detection of these spin-polarized distributions.
For mobile electrons in homogeneous environments,
the mechanisms of spin coherence relate to the crystal
momentum-dependence of the eigenstates of the
electronic system. Because of time reversal invariance
the electronic states with zero momentum (at the G

point in the Brillouin zone) are doubly degenerate.
The electronic states for momentum k near the G

point occur in nearly degenerate pairs. Although it is
common usage to refer to these eigenstates as
degenerate spin eigenstates (correct in the absence
of spin–orbit interaction), with spin–orbit inter-
action the states are not spin eigenstates and are not
necessarily degenerate. As a consequence, when a
spin-polarized carrier is scattered by ordinary, non-
spin-dependent scattering from one momentum
state k to another k0, and then back again to k, the
effective orientation of the carrier spin will have
rotated by an angle dependent on the intermediate
momentum state k0. For a population of carriers in
thermal equilibrium this process will lead to misor-
ientation of the individual spin moments from the
mean, and thus a decoherence of the spin population.
This process is characterized by an increasing
decoherence rate with increasing orbital scattering.
Thus the dirtier a material is made, the faster the spin
orientations decohere.

In crystals with inversion symmetry the pairs of
nearly degenerate states are precisely degenerate.
Lack of inversion symmetry, and the consequential
energy splitting, can be viewed as an effective (crystal)
magnetic field, in which the approximate spin
eigenstates precess. The magnitude and direction of
this effective field depends on the orbital momentum
k, and because of time reversal invariance, the
effective fields for k and 2k are opposite. Thus an
initially spin-polarized population will dephase due
to experiencing different effective magnetic fields.
Ordinary spin-independent scattering can now be
seen as randomly changing the precession axis for the
spin in this effective field. Once the information about
the precession axis orientation has been lost the
dephasing is not reversible and the spin orientations
have decohered. As the precession angle increases
linearly between scattering events, the longer the time

between such scattering events the faster the spin
population decoheres. Thus for this process the
cleaner a material is made, the faster the spin
orientations decohere. This precessional decoherence
process dominates for mobile conduction electrons in
bulk and quantum-well III–V semiconductors near
room temperature.

The influence of the spin–orbit interaction is far
stronger for the valence electrons than the conduction
electrons for two reasons. First, as the effective
magnetic fields come from relativistic transform-
ations of internal electric fields, and the electric fields
are largest near the nucleus, the valence electrons,
which are closer to the nucleus than the conduction
electrons, experience a stronger spin–orbit inter-
action. Second, the valence electrons have a dominant
p-like character, whereas the conduction electrons
have dominant s-like character (and thus lack orbital
angular momentum to be coupled to the spin).
Thus the spin coherence times of valence electrons
(or holes) are commonly much shorter than the
coherence times of the conduction electrons. Spin-flip
exchange between conduction electrons and valence
holes can therefore be the dominant source of
decoherence for conduction electrons. This process
can dominate at low temperatures in clean III–V
semiconductors, and even up to room temperature in
III–V quantum wells grown along the unusual (110)
growth direction.

As a consequence one would expect the spin
coherence times of electrons in n-doped semiconduc-
tors to be longer than those of electrons in p-doped or
undoped semiconductors (in which excess holes must
also be optically generated). This expected trend is
present in Figure 3, for the n-doped materials have
longer spin coherence times than the semi-insulating
material. However, as the effect of the spin–orbit
interaction increases with increasing momentum k,
the spin coherence times of the more heavily doped
material are shorter than those of the lightly doped
material. The doping corresponding to the longest
spin coherence times may lie near the metal–insulator
transition, although the theory of spin coherence
times on the insulating side of that transition is not as
well developed as on the metallic side.

Transport and Manipulation of Spin
Coherence

An essential component of the motion of spin
coherence in semiconductors is the response of
carriers to electric fields. Outside of very unusual
electronic states in semiconductors, such as the
quantum Hall state, there is no spin–charge
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separation of elementary carriers. The carriers in the
semiconductors will move under the influence of an
electric field, and if they happen to be spin-polarized,
then a spin current will exist. Although there are
numerous possible regimes of spin transport (at least
as many as there are regimes of charge transport),
only two will be presented here, both in the low-field
diffusive limit.

Mobilities and diffusion constants are the material
properties that describe the low-field charge transport
in a homogeneous material. Spin transport can be
described similarly, and the spin mobility and
diffusion constant can be related to those of charge
motion. The relationship between the two emerges
from the nature of carrier packets that can be
maintained under low-field conditions. Deviations
from local charge neutrality cause very large space-
charge fields in the semiconductor, and thus under
low-field conditions approximate local charge neu-
trality must be maintained. Shown in Figure 4 are
charge and spin packets in an n-doped semiconductor.
The charge polarization packet, incorporating extra
conduction electrons and valence holes, is shown in
Figure 4a. The electron spin polarization packet
shown in Figure 4b is qualitatively different from the
charge packet as well as the hole spin polarization
packet (shown in Figure 4c). Only the electron
spin polarization packet does not incorporate both
conduction electrons and valence holes.

The difference in packet structure profoundly
changes the mobility and diffusion properties of the
packet. For packets consisting of both electrons and
holes the low-conductivity carrier species dominates
the packet motion (in this case, the holes). For the
electron spin packet, however, majority carriers
dominate the packet motion. Thus motion of this
spin packet is very rapid, and also sensitive to the

higher Fermi temperature of electrons relative to
holes. Experimentally this has been seen by optically
creating a local spin-polarized packet of conduction
electrons (an electron spin packet) in a thin sample
of n-doped GaAs. The application of a lateral electric
field drags that spin packet, and an optical probe
measures the transport distance (thus the mobility)
and the packet spread (yielding the diffusion con-
stant). Such an approach is very similar in concept to
the electrical probe of charge packet motion devel-
oped by Shockley and Haynes to measure minority
hole mobility and diffusion in n-doped Ge.

The picture of approximately charge-neutral pack-
ets is very helpful for describing spin motion in
homogeneous materials, but most semiconductor
devices are based on inhomogeneous configurations
of semiconducting material. For example, the most
ubiquitous charge-based semiconductor device is
the p–n diode, whose nonlinear current–voltage
characteristics have been used as building blocks for
numerous other devices. Such devices rely on the
ability of a current to traverse an interface between
two dissimilar materials – either different in doping
density or different in host structure. Experiments in
metallic ferromagnetic systems indicated that,
whereas charge current was easily passed from one
ferromagnetic metal to another through an interface,
the same was not always true for the spin current.
Differences in band structure or interface roughness
are usually expected in such systems to strongly
diminish the efficiency of spin current transfer across
the interface.

Semiconductors, however, offer a possible new
regime. The bulk band structures of most III–V
semiconductors are very compatible – the variations
in bandgap may be substantial, but the orbital wave-
functions are very similar. Current growth techniques
permit the fabrication of atomically smooth interfaces
between two semiconductors, so long as the lattice
constants are almost identical. Thus one might
expect the spin current to be transferred across such
interfaces without tremendous degradation.

The transfer process for spin current across the
GaAs/ZnSe interface has been investigated in
detail. Here the ZnSe material was n-doped, and
GaAs layers that were n-doped, p-doped, and semi-
insulating were investigated. Electron spin polariz-
ation was generated optically in the GaAs layer.
For n-doped GaAs in the absence of an electric
field only a small signal for spin-polarized electrons in
the ZnSe was detected. An applied electric field,
however, which drove the electrons within the
GaAs towards the interface, produced a substantial
spin-polarized population in the ZnSe. This indicates
that spin-polarized packets can be created in one

Figure 4 Inhomogeneous carrier packets in n-doped semicon-

ductors in the low-field regime. The charge polarization packet

(a) is constructed of approximately equal numbers of electrons

and holes. The electron spin polarization packet (b) can be

constructed without any excess holes, whereas the hole spin

polarization packet (c) requires both excess electrons and excess

holes. The presence of minority carriers in a packet significantly

alters the mobility and diffusion properties of the packet.
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semiconductor, and then controllably moved into a
second semiconductor with an applied electric field.
This ability may become a key component of
manipulating spin in semiconductors.

One reason the p–n diode is a paradigm of charge-
based semiconducting electronics is that it exhibits
the crucial phenomenon of minority spin injection.
Manipulation of minority spin injection permits great
control of charge current, for its amplitude is very
sensitive to barriers (such as those introduced by
gates). Spin-polarized minority carrier injection has
not been shown yet experimentally, however the
complementary process of minority carrier extraction
has. This process corresponds to optically generating
spin-polarized electrons in p-doped GaAs, where
the electrons are minority carriers. The built-in
electric field of the p–n junction drives these
electrons out of the GaAs into the n-doped ZnSe
with great efficiency. Thus one may imagine that
spin-polarized minority carrier injection is plausible
in these systems.

A hybrid of these two situations is the spin-
polarized light-emitting diode. Here spin-polarized
carriers (either electrons or holes) are electrically
injected into the insulating region of p–i–n structure.
In the insulating region they recombine with
unpolarized carriers of the other species and emit
light. Due to the selection rules described before, the
emitted light is circularly polarized, and the degree of
circular polarization is an indication of the spin-
polarization of the recombining carriers. This device
demonstrates that large numbers of spin-polarized
carriers can be accumulated in the insulating
region, although the spin-polarized carriers are not
minority carriers.

Methods of manipulating electron spin coherence
externally without electric fields are also under
investigation. One demonstrated technique relies on
the shift of energy levels in a semiconductor under
illumination by laser light with frequencies below the
fundamental bandgap. When the laser light is
circularly polarized this ‘ac Stark effect’ shifts the
energy levels of spin-up states and spin-down states
differently, generating an effective magnetic field.
Rotations of electron spin by angles greater than p/2
have been demonstrated in this ultrafast effective
magnetic field in semiconductor quantum wells.

Transfer of Spin Coherence from
Mobile Electrons to Other Spin
Systems

Another fundamental phenomenon in spin coherence
is the transfer of spin coherence from one system to

another. If one spin system has an extremely long
coherence time, this transfer can be viewed as
establishing a reservoir of spin coherence that can
be drawn on at later times. Explorations of transfer
phenomena have focused on establishing spin coher-
ence in a system that is coupled to the conduction
electrons, such as core electron polarization or
nuclear polarization. The polarization of these other
spin systems can be detected because, when polarized,
they exert an effective field on the conduction
electrons. For example, when the nuclear system is
polarized it exerts an effective field on the electrons
through the hyperfine coupling.

It is also possible to polarize these other systems
indirectly through their interaction with the conduc-
tion electron system. When the conduction electron
system is driven far from equilibrium by optically
pumping the spin polarization, the coupled spin
systems also become spin polarized. In the case of
the nuclear spin system this effect is the Overhauser
effect. While continually generating conduction
electron spin polarization with optical pumping the
polarization of the nuclear system begins to rise
with a time-scale characterized by the coupling
between the nuclear spins and the conduction
electron spins (hyperfine coupling). Because of the
substantial difference between the nuclear spin
coherence times parallel to and perpendicular to
the applied magnetic field, the effective nuclear
polarization is generated parallel to the applied
magnetic field independent of the orientation of the
conduction electron spin polarization. In bulk GaAs
at 5 K the percentage polarization achieved was a few
per cent, yielding an effective field through the
hyperfine interaction of ,0.4 T. These nuclear
polarizations and effective fields are increased over
an order of magnitude in certain quantum wells,
suggesting that nanostructure design can be used to
control the effective fields. The induced nuclear
polarization persists for time-scales characteristic of
the nuclear longitudinal spin coherence time, on
the order of minutes. If the optical pumping is
turned off, the conduction electron spin polarization
decays away rapidly, whereas the nuclear spin
polarization persists for time-scales characteristic of
the nuclear longitudinal spin coherence time, on the
order of minutes. This nuclear hyper-polarization,
and its manipulation through an optically pumped
time-dependent conduction electron spin polariz-
ation, suggests a possible general technique of
ultrafast all-optical nuclear magnetic resonance in
solids.

A similar spin-coherence storage effect has been
obtained for core electron polarization in Mn-doped
ZnSe quantum wells. Again, the optically pumped
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conduction electron spin polarization generates a
nonequilibrium spin polarization of the paramagnetic
core electron spins (3d in the case of Mn) through the
core-conduction electron coupling. This core electron
spin polarization persists long after the conduction
electron spin polarization (and, in undoped systems,
long after the conduction electron density) has
decayed away. The magnetic polarization of the
paramagnetic Mn spins dephases over the very
long time-scales determined by spin– lattice
relaxation, and thus is an interesting avenue towards
information storage.

The above systems are not ferromagnetic – the
spin systems involved in the process are paramag-
netic spin systems coupled to the conduction
electrons, which are ‘super-polarized’ through the
conduction electron spin polarization. An alternative
approach to manipulating the conduction electrons
has recently been demonstrated using a thin layer of
a ferromagnetic material placed on top of n-doped
GaAs. Here the presence of this ferromagnetic
material, even if only a few nanometers thick, leads
to a remarkable enhancement of the nuclear spin
polarization in the GaAs. For example in the
presence of a mere 1000 G applied magnetic field,
the ferromagnetic layer generates an effective field on
the electrons from the nuclei of up to 9000 G. This
effective field also depends on the orientation of the
magnetism in the ferromagnetic layer. This intriguing
effect has yet to be fully explored, but may yield a
new type of magnetic ‘gate’ on the mobile electrons
in a semiconductor without a direct form of
electrical spin injection.

The Future of Semiconductor
Spintronic Devices

Semiconductor charge-based electronics (e.g., tran-
sistors and integrated circuit chips) and magneto-
electronics (e.g., hard disk read heads) are two of the
most successful electronic technologies of the twen-
tieth century. A union of elements of these two
technologies is anticipated in the area of semicon-
ductor spintronics. Immediate approaches involve
placing hybrid magnetic elements within known
semiconductor devices. Semiconductor spintronic
devices, however, are unlikely to compete with
the most successful devices from each of these
two areas – the semiconductor transistor is an
extremely effective and efficient device, as is the

magnetoelectronic hard disk read head. As has
occurred with many other new technologies perhaps
the most important applications of semiconductor
spintronics have not even been envisaged yet.

Despite this, one significant application without a
dominant technology suggests itself – that of quan-
tum computation. Recent advances in the theoretical
understanding of quantum information technology,
including novel algorithms, error-correcting codes,
and plausible scalable device architectures, suggest
that calculations involving quantum mechanical
coherent states are possible. Here the extremely
long spin coherence times in semiconductor systems,
and the demonstrated ability to manipulate that
coherence on ultrafast optical times, indicate that
spins in semiconductors (whether electron or nuclear)
may constitute a good basis for a physical realization
of a quantum computer.

See also

Quantum Optics: Quantum Computing with Atoms.
Semiconductor Physics: Outline of Basic Electronic
Properties.

Further Reading

Abragam A (1961) Principles of Nuclear Magnetism.
Oxford, UK: Oxford University Press.

Awschalom DD and Kikkawa JM (1999) Electron spin and
optical coherence in semiconductors. Physics Today
52: 33–38.

Awschalom DD, Samarth N and Loss D (eds) (2002)
Semiconductor Spintronics and Quantum Computation.
New York: Springer.

Ivchenko EL and Pikus GE (1997) Superlattices and Other
Heterostructures, 2nd edn. New York: Springer.

Jeffries CD (1963) Dynamic Nuclear Orientation.
New York: Wiley.

Meier F and Zachachrenya BP (eds) (1984) Optical
Orientation. Amsterdam, The Netherlands: North-
Holland.

Slichter CP (1992) Principles of Magnetic Resonance,
3rd edn. New York: Springer.

Wolf SA, Awschalom DD, Buhrman RA, et al. (2001)
Spintronics: a spin-based electronics vision for the
future. Science 294: 1488–1495.

Yafet Y (1963) g factors and spin-lattice relaxation of
conduction electrons. In: Solid State Physics, vol. 14.
New York: Academic Press.

SEMICONDUCTOR PHYSICS / Spin Transport and Relaxation in Semiconductors; Spintronics 35



Surface Photovoltage Spectroscopy of Semiconductors

L Kronik, Weizmann Institute of Science, Rehovot,
Israel

Y Shapira, Tel-Aviv University, Tel-Aviv, Israel

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

Surface photovoltage spectroscopy (SPS) is a well-
established contactless technique for semiconductor
characterization, which relies on analyzing illumina-
tion-induced changes in the surface voltage. SPS
traces its origins to the pioneering work of Brattain
and Bardeen in the early 1950s, and was extended
into a powerful spectroscopic tool by Gatos,
Lagowski and Balestra in the early 1970s. It has
been used as an extensive source of surface and bulk
information on various semiconductors and semi-
conductor interfaces. In the following, we present the
basic theory behind SPS, its experimental setup, and a
range of its applications.

Principles of Operation

In general, a surface is defined as a boundary of media
with different physical properties. The periodic
structure of an ideal crystalline semiconductor results
in the appearance of allowed energy bands separated
by forbidden energy gaps. In particular, semiconduc-
tors are characterized by a nearly full ‘valence band’,
separated by a forbidden bandgap from a higher
lying, nearly empty ‘conduction band.’ Electron
transport takes place within the latter and hole
transport takes place within the former. The mere
termination of this periodic structure at the surface,
as well as the chemical changes in the surface
associated with this termination, allow for the
formation of surface-localized electronic states within
the semiconductor bandgap. Electrons or holes in
these local states are referred to as ‘trapped carriers’,
as opposed to the ‘free carriers’ in the conduction and
valence bands.

The appearance of surface-localized states induces
charge transfer between bulk and surface in order to
establish thermal equilibrium between the two.
The free carrier density in the vicinity of the surface
therefore deviates from its equilibrium value in the
bulk. This results in a surface space charge region
(SCR), which is electrically non-neutral, implying

a nonzero electric field in it and therefore a
potential drop across it. Thus, even under equilibrium
conditions the surface potential, Vs, is different from
the electric potential far away in the bulk. As a
specific example which illustrates these concepts,
consider an n-type semiconductor with a depleted
surface. The majority carriers are electrons and
some of them have been trapped in surface states,
such that their concentration in the vicinity of the
surface is smaller than its equilibrium value but
larger than that of the holes (see Figure 1a). The
potential drop across the SCR is manifested by the
bending of the semiconductor bands, which is
such that electrons are repelled from the surface
and holes are attracted to it, due to the trapped
surface electrons. We note that, by definition, the
energy band edge is lower the higher the electrical
potential, so that a positive Vs corresponds to
downward-bent bands.

Generally, the photovoltaic effect comprises an
illumination-induced change in the equilibrium
potential distribution and is typically the result of
some charge transfer and/or redistribution within the
device due to the incident illumination. This is the
basic principle behind devices ranging from photo-
diode detectors to photovoltaic solar panels. A
specific variant of the photovoltaic effect is the
surface photovoltaic effect, which is at the center of
this text. It is important to note that the formation
of a surface photovoltage (SPV) occurs only if
carrier photogeneration per se is followed by net
charge redistribution. Usually, no significant driving
force for such redistribution is found beyond the
SCR and the underlying bulk remains quasineutral.
Thus, we are interested primarily in the surface SCR.

The SPV mechanism depends strongly on whether
the incident photon energy is larger or smaller than
the semiconductor bandgap (denoted below as the
super-bandgap and sub-bandgap, respectively).
Dominant SPV mechanisms are demonstrated below
for a depleted n-type surface. The dominant mech-
anism by which super-bandgap illumination results
in surface photovoltage generation is shown in
Figure 1b. The electric field in the SCR causes excess
electrons to be swept away from the surface and
excess holes to be swept towards it. This serves to
reduce the density of surface-trapped electrons and
decreases the band-bending. In a second mechanism,
shown in Figure 1c, either electrons or holes are
preferentially trapped at surface defects. This effec-
tively charges the surface and thus modifies the
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surface potential. This second mechanism is usually
apparent in bulk samples only if the equilibrium
surface band-bending is fairly small, but increases in
importance in polycrystalline materials with decreas-
ing crystallite size, because of the increasing surface
to volume ratio.

The most common mechanism for sub-bandgap
SPV involves the direct modification of the surface
charge, and hence potential, by excitation of trapped
carriers, as shown in Figure 1d. Illumination by
photons with energy hn . Ec 2 Et may produce
electron transitions from a surface state at an energy

Et into the conduction band, where they are quickly
swept to the semiconductor bulk by means of the
surface electric field. Hence, the negative surface
charge is reduced and the band-bending decreases.
Conversely, illumination by photons with energy
hn . Et 2 Ev may produce electron transitions from
the valence band into a surface state situated at an
energy Et above the valence band maximum, Ev

(which are equivalent to hole transitions from the
surface state to the valence band). Such transitions
increase the surface negative charge and therefore the
surface band-bending. For a SPV to develop in this
case, it is necessary to have a significant diffusion of
the excess holes into the bulk and/or a significant
recombination of electrons and holes inside the SCR,
as there is no field-assisted driving force of holes into
the bulk.

A typical SPV spectrum shows the SPV as a
function of incident photon energy. Its most import-
ant features – the ones to watch for when attempting
to interpret an SPV spectrum – are the sharp slope
changes (‘knees’) associated with an abrupt onset of
an additional carrier excitation mechanism. Consider,
as an illustrative example, the top SPV curve in the
right-hand part of Figure 2 (the rest of the figure is
discussed below). In this curve, two ‘knees’ are
shown. The first ‘knee’ (marked by an arrow) occurs
at sub-bandgap photon energies and corresponds to
the onset of carrier excitation from surface states (as
in Figure 1d). The second ‘knee’ occurs in the vicinity
of the bandgap energy and corresponds to the onset of
band-to-band carrier excitation (as in Figure 1b,c).
The proper interpretation of the energy position of
these ‘knees’, their sign (negative or positive SPV
change), and the relation of both to the SPV
mechanism at work, is elaborated below in the
‘Applications’ sections.

So far, our discussion has been devoted solely to
a study of semi-infinite, uniform bulk samples.
However, actual semiconductor samples may be
thin, i.e., not much larger than the diffusion length
and/or the absorption length, so that excess carriers
may be present near their back part as well.
Many optically and electronically interesting
structures (advanceddetectors, transistors, lasers) con-
sist of a multilayer structure, which has several buried
interfaces.

Any change in the potential drop across a buried
surface will also be measurable at the front surface,
because potential drops are additive. For example,
the photo-induced potential drop across a photodiode
is measured at its contacts, which can be many
microns away from its active region. Thus, the
sensitivity of SPV measurements to a certain
region in the semiconductor is limited only by the

Figure 1 Schematic band diagrams of the surface space

charge region at a depleted n-type semiconductor surface under

different conditions: (a) thermal equilibrium; (b) super-bandgap

illumination with carrier separation under an electric field;

(c) super-bandgap illumination with preferential trapping of:

(i) electrons, (ii) holes; (d) sub-bandgap illumination with

excitation of trapped: (i) electrons, (ii) holes. In all diagrams,

solid and dashed lines indicate band positions in the dark and

under illumination, respectively. Straight arrows denote carrier

generation and curved arrows denote carrier trapping. Adapted

from Gal D, Mastai Y, Hodes G and Kronik L (1999) Bandgap

determination of semiconductor powders via surface photovoltage

spectroscopy. Journal of Applied Physics 86: 5573. Reproduced

by permission of the American Institute of Physics.
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absorption length of the photons, i.e., by the
possibility of introducing an excess of free carriers
in the region of interest.

Experimental Details

SPV measurements are nontrivial because the surface
potential is a built-in potential, rather than an external
potential. In other words, the surface potential is not
equal to the difference in Fermi levels between the
front and back surfaces. Therefore, it cannot be simply
measured using some form of voltmeter. Moreover, in
the case of a free surface, the application of any contact
to indirect electrical measurements of the built-in
voltage (e.g., current–voltage or capacitance–voltage
analyses) will invariably alter the surface properties
and hence the quantity under measurement.
Consequently, most of the prevalent techniques for
measuring the surface potential (or at least changes
of it upon illumination) are based on capacitive
coupling schemes that do not require a direct electrical
contact.

The two most commonly used methods rely on
bringing a metallic probe close to the free surface, but
never touching it, thus forming a parallel-plate
capacitor. An alternating current, from which surface
potential changes can be calculated, is then excited by

(a) vibrating the metallic probe, which results in
alternating capacitance, or (b) using ‘chopped’
illumination. The two approaches are known as the
Kelvin probe and the ac-SPV schemes, respectively.
In principle, they provide similar information, but
their somewhat different physical principles result in
several relative strengths and weaknesses, which
make the method of choice application-dependent.
In a nutshell, the Kelvin probe is more suitable
for following phenomena with large time constants
(in particular surface states with long relaxation
times) and does not perturb the true band-bending of
the free surface. The ac-SPV technique is more
suitable for following fast relaxation phenomena,
allows for a systematic modification of the
surface band-bending in the dark as an extra degree
of freedom, and does not require an ohmic back-
contact.

Both Kelvin probe and ac-SPV measurements may
also be employed in a scanning mode, which allows
for recording lateral variations in the SPV, by
scanning a small probe or a well-focused light
beam, respectively, across the surface. Both
approaches are typically limited to a lateral resolution
roughly of the order of ,1 mm. SPV measurements
can also be performed by a limited modification of
two high-resolution techniques for topographic

Figure 2 SPV spectra of: (a) an n-type GaAs(110) surface, UHV cleaved (top curve) and with an Al overlayer (bottom curve); (b) a

p-type InP(110) surface, UHV cleaved (top curve) and with an Au overlayer (bottom curve). Arrows denote the onset of optically induced

transitions and labels denote the corresponding defect level. Adapted from Burstein L, Bregman J and Shapira Y (1991)

Characterization of interface states at III–V compound semiconductor–metal interfaces. Journal of Applied Physics 69: 2312.

Reproduced by permission of the American Institute of Physics.
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mapping of surfaces that have emerged in the 1980s:
scanning tunneling microscopy (STM) and atomic
force microscopy (AFM). This opens new horizons
for SPV mapping with a resolution on the nanometer
scale or even the atomic scale.

A schematic view of a complete, generic SPS setup
is given in Figure 3. The sample under study is
typically placed inside a metallic box, which serves as
both a dark box and a Faraday cage. This box must be
such that it effectively includes the probe.

Clearly, for spectroscopic purposes one needs to
generate the SPV signal using a broadly tunable light
source. The default choice would therefore be the use
of a ‘white-light’ source in conjunction with a
monochromator. Because the typical super-bandgap
absorption coefficient is typically orders of magnitude
larger than the sub-bandgap coefficient, SPS is
vulnerable to the spurious contribution of high-
order diffraction peaks and stray light. Use of a
monochromator where these effects are as small as
possible is therefore highly recommended. For some
applications, use of an auxiliary light source (e.g.,
white light, laser light, ultraviolet light, etc.) allows
for a ‘photobias’ of the system and/or for additional
quantitative analysis.

The actual recording of an SPV spectrum is
coordinated by a real-time computer program. This
program controls the monochromator motor and
thus wavelength changes, operates the control elec-
tronics of the probe, reads the measurement results by
interfacing with the probe read-out electronics via an
analog-to-digital converter, and finally stores the
obtained spectrum for subsequent display and
analysis.

Applications I: Uniform
Semiconductors

An elementary application of SPS is the approximate
determination of the semiconductor bandgap. This
determination is based on the large increase in
absorption coefficient near the bandgap energy, Eg,
found in most semiconductors. This increase brings
about a significant change of the SPV signal, which is
easily identified as a sharp change in slope of the SPV
curve and is often the most significant one in a given
spectrum. An example is shown in Figure 2, where the
slope changes related to the bandgaps of GaAs and
InP are clearly identified. Indeed, the bandgaps of
most known semiconductors have been analyzed
using this approach.

The use of SPS for extraction of Eg is at heart
nothing more than an emulation of an absorption
spectrum. However, as opposed to, e.g., transmission
spectroscopy, SPS does not require light collection.
It can therefore be performed on arbitrarily thick
samples (or on layers sandwiched within a hetero-
structure – see below) and does not require the
sample to be removed from the substrate or grown on
a transparent one. It is also inherently insensitive to
reflection and scattering and is thus eminently useful
for micro- and nanocrystallites.

One must bear in mind that the value of Eg

obtained from an SPS plot by inspection is only
approximate. Indeed, detailed experimental compari-
sons between SPV and absorption spectra reveal
that the two are often similar, but never identical.
Thus, the nominal bandgap is nearly always found
within the onset of the largest SPV signal, but is
usually relatively broad, the exact position of Eg

within it is by no means obvious, and the error in Eg is
often ,0.1 eV. However, it has been shown that this
error can be reduced significantly – often by one to
two orders of magnitude – by a careful quantitative
analysis of the experimental data.

We now turn our attention to determining the type
(p or n) of the semiconductor. This may be achieved
with the help of the sign of the knee associated with
the onset of the super-bandgap SPV. Most semicon-
ductor surfaces are depleted, which means that the
bands of p-type semiconductors are bent downwards
towards the surface, whereas the bands of n-type
semiconductors are bent upwards. Since super-band-
gap illumination typically tends to decrease the
surface band-bending, this would result in a positive
SPV in n-type semiconductors and a negative SPV in
p-type semiconductors. For example, the SPV spectra
of n-type GaAs and p-type InP, shown in Figure 2,
clearly feature opposite onset signs which obey the
above rules.

Figure 3 Schematic block diagram of a generic SPS setup.

Adapted from Kronik L and Shapira Y (2001) Surface

photovoltage spectroscopy of semiconductor structures: at the

cross-roads of physics, chemistry and electrical engineering.

Surface and Interface Analysis 21: 954. New York: John Wiley

and Sons, Inc.
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While in many cases the type of the semiconductor
is known a priori, this is not always the case and SPS
can become very useful in determining the semicon-
ductor type. For example, SPS was used for fast and
nondestructive verification of the semiconductor type
in GaN films, where the p-doping is known to be
nontrivial and subject to compensation by its native
n-type doping.

We note that under conditions where the SPV is
dominated by trapping of carriers, as shown in
Figure 1c, the sign convention described above clearly
does not apply. For example, etched CdSe quantum
dot films were found to exhibit a p-type response in a
humid ambient and an n-type response in a dry
ambient, on account of preferential trapping of holes
or electrons in a dry or humid ambient, respectively.

A key strength of SPS is in the determination of the
energy position and type of surface states. Because
photons of sufficient energy may excite charge carriers
from a surface state to a band or vice versa, we expect
a knee in the SPV spectrum whenever the photon
energy exceeds the threshold energy of a certain
transition. If the latter involves excitation of electrons
from the surface state to the conduction band
(Figure 1d(i)),a positive change in the surface charge
is induced, and hence a positive SPV is expected.
Conversely, excitation of holes to the valence band
(Figure 1d(ii)) makes the surface charge more negative
and a negative SPV is expected. Thus, the combi-
nation of the SPV threshold energy and slope sign
makes the determination of the approximate position
of the surface state within the bandgap possible.

As an illustrative example, consider how SPS can be
used to monitor metal-induced surface states, as
shown in Figure 2. After cleaving in ultrahigh
vacuum, neither GaAs nor InP surfaces display any
knees associated with deep surface states, as expected
for these surfaces. However, upon deposition of a
very thin metallic overlayer, distinct sub-bandgap
knees emerge. These knees, associated with positive
and negative SPV changes at the Al/GaAs and Au/InP
interfaces, respectively, indicate the formation of
surface states situated ,0.8 eV below the conduction
band edge and ,0.92 eV above the valence band
edge, respectively.

Because SPS is contactless and nondestructive, it
can be applied not only to clean surfaces, but also to
real ones, in practically any ambient. This makes SPS
highly suitable for a direct correlation of surface
electronic structure with chemical treatments.
One such area of active research is the study of
surface passivation treatments. An illustrative
example, in which the passivating effects of various
liquids on a specific p-InP surface (denoted as (100))
was studied in situ, is shown in Figure 4. The negative

SPV change at ,1.3 eV found in all spectra shown is
clearly due to the onset of band-to-band transitions in
the InP sample, with its sign indicating a p-type
sample, as appropriate. The SPV spectrum of the
water-exposed sample (which is similar to that
obtained in air (not shown)) features two surface
states: the negative SPV slope change, at ,1 eV, is due
to a photo-induced population of a surface state
situated ,1 eV above the valence band edge. The
positive SPV slope change at ,1.2 eV is due to a
photo-induced depopulation of a surface state situ-
ated ,1.2 eV below the conduction band edge.
Interestingly, exposure to HF eliminates the latter
state, but not the former. The opposite is true for
exposure to H2O2. Finally, exposure to a Na2S
solution results in removal of both surface states, in
agreement with the known passivating action of
this solution. This is just one example of many
illustrating the strength of SPS for revealing the
link between chemical/physical treatments and
device-affecting electronic properties, already at the
material level.

Figure 4 SPV spectra of the p-InP(100) surface in air and after

successive immersion in (from top to bottom in the lower energy

part): A – 18 MV H2O; B – 0.4% HF; C – 30% H2O2; D – a 1.3 M

Na2S solution. Arrows denote the onset of optically induced

transitions and labels denote the corresponding defect level.

Adapted from Bastide S, Gal D, Cahen D and Kronik L (1999)

Surface photovoltage measurements in liquids. Review of

Scientific Instruments 70: 4032. Reproduced by permission of

the American Institute of Physics.
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While we have so far considered only surface states,
SPS is sensitive to bulk states too, as long as charge
excited from or trapped in them can be separated
(typically under the electric field of a space charge
region). Accordingly, SPS has been used for studying,
e.g., Cr-related defects in GaAs or Fe-related defects
in InP. The simplest distinction between surface and
bulk states in SPS is obtained by examining whether
the pertinent spectral feature disappears after surface
(e.g., etching) or bulk (e.g., doping) treatment,
respectively.

We note that in recent years, SPS has also been
applied successfully along the lines outlined here for
the study of bandgaps, doping type, and surface and
bulk defects in the emerging field of organic
semiconductors and organic treatments of semicon-
ductors, as well as for nanostructures, such as
fullerenes and nanotubes.

Additional, quantitative analyses of the SPV
spectra allow for a determination of densities,
thermal and optical transition rates, and the spatial
site of gap states. Such analyses are usually
based on the SPV response to a systematic modifi-
cation of one or more external parameters, e.g., time
(for transient responses), illumination intensity,
temperature, etc.

Applications II: Multilayer Structures

Beyond the study of surface properties, the appli-
cation of SPS to heterojunctions, multilayer struc-
tures, and actual device structures has been most
rewarding in recent years. The SPS of multilayer
structures is illustrated by Figure 5. This figure
features the SPV spectra of a ZnO:Al/ZnO/CdS/

Cu(In,Ga)Se2 layered structure, used for the fabrica-
tion of thin-film solar cells. Distinct spectral knees at
,1 eV; ,2:4 eV; and ,3:1 eV; corresponding to the
bandgaps of Cu(In,Ga)Se2, CdS, and ZnO, respect-
ively, are clearly observed. The unequivocal identifi-
cation of all three bandgaps confirms the above-
mentioned theoretical prediction of SPS sensitivity to
buried interfaces. Interestingly, the magnitude of the
SPV signal is seen to increase with increasing
annealing time (in air, at 200 8C), in agreement with
the increase in overall solar cell efficiency with such
annealing.

Another feature of growing importance in SPS is
that it allows for the characterization of quantum
wells and other low-dimensional heterostructures.
An illustrative example of the SPS of a multiple-
quantum-well (MQW) GaAs/AlGaAs structure is
shown in Figure 6a. The spectral knees at ,1.4 eV
and 1.78 eV correspond to the onset of band-to-
band absorption in the GaAs epilayer and the
AlGaAs cap layer, respectively. In between these
two knees, the shape of the SPV spectrum resembles
typical absorption spectra of MQW structures and
the observed MQW-related maxima agree well with
calculated energy values of the hole level-electron
level transitions denoted as 1HH-1E and 2HH-2E
transitions. Note that before etching, a nonnegligible
sub-bandgap SPV signal was apparent at photon
energies below 1.38 eV, indicating the presence of
optically active gap states. Since no such signal was
observed after etching, these states were located at
the external AlGaAs surface and were not associated
with the MQW region. Moreover, the SPV spectrum
in the MQW absorption energy range has not
changed at all (other than undergoing a uniform
shift) after etching, showing that the signal SPV
in the MQW absorption range is not interfered by
surface effects. Thus, all allowed hole–electron
transitions have been resolved, at room temperature.

As SPV analyses of multilayer structures offer the
possibility of performing contactless and nondes-
tructive electrical and optical characterization of
buried interfaces, they have found significant uses in
the field of process monitoring and quality control
of actual device structures. This is because the
possibility of assessing the quality of a layered
structure before any actual device processing takes
place presents an opportunity for significant savings
in time and money. Recent applications include the
identification of defective batches and prediction of
ultimate performance of solar cells and x-ray
detectors, the prediction of energy levels and lasing
wavelength in modern laser heterostructures, the
assessment of bandgap narrowing and ultimate gain
of heterojunction bipolar transistors, and the

Figure 5 SPV spectra of ZnO:Al/ZnO/CdS/CIGS structures

for various annealing times, in air, at 200 8C. Adapted from Gal D,

Beier J, Moons E, et al. (1995) Band diagram and band line-up

of the polycrystalline Cds/Cu(In,Ga)se2 heterojunction and its

response to air annealing. AIP Conference Proceedings 353: 453.

Reproduced by permission of the American Institute of Physics.
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characterization of the electronic structure of high
electron mobility transistors and vertical cavity
surface emitting lasers.

As an example of such studies, consider the recent
characterization of an In-GaAs/GaAs/AlGaAs
vertical-cavity surface-emitting laser, shown in
Figure 6b. It is readily observed that SPS resolves
both the gain providing 1C-1H transition and the
lasing-wavelength-related cavity mode, as well as a
rich oscillatory structure above ,1.37 eV due to
interference effects from the distributed Bragg
reflector stacks. The measured SPV spectrum is also
in very good agreement with the calculated depen-
dence of the photo-excited carrier density on
photon energy, also shown in Figure 6b. In fact,
SPS is the first contact-less technique to resolve all of
these features in one measurement, and it also
allows for a temperature-resolved determination of
these quantities.

Summary

SPS features a theory that is relatively straightfor-
ward (at least at the qualitative level), and offers
typical experimental setups that make the method
contactless, nondestructive, ambient insensitive,
and capable of any lateral resolution. It can provide

a detailed picture of the electronic structure at
surfaces, interfaces, heterojunctions, and even com-
plicated multilayer structures. The wide range of
SPS applicability also makes it easy to compare and
link changes in electronic structure to changes in
chemical/physical properties on the one hand, and
electrical/optical device properties and performance
on the other.

See also

Semiconductor Materials: Modulation Spectroscopy of
Semiconductors and Semiconductor Microstructures.
Semiconductor Physics: Band Structure and Optical
Properties; Impurities and Defects; Outline of Basic
Electronic Properties; Quantum Wells and GaAs-Based
Structures.
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Introduction

Optical spatial solitons, once considered an exotic
and rather abstract concept belonging to the realm of
mathematics or mathematical physics, nowadays are
pursued both experimentally and theoretically in
terms of their rich dynamics and variegated features,
with important perspectives in applications to signal
processing and switching, routing, filtering and –
generally – light-by-light controlling. In an intuitive
description of a bright spatial soliton, a self-focusing
response balances natural diffraction of a light beam,
allowing for its invariant propagation in transverse
size and intensity. Spatial solitons can be regarded as
the stationary or time-independent self-guided ‘eigen-
waves’ of Maxwell equations in a material system
with a nonlinear optical response. Basically, ‘bright’
spatial solitons (we will not address ‘dark’ cases here,
i.e., a dip on an illuminated background) bear the
same relationship to nonlinear optics in space as
temporal, or fiber, solitons do in time. While both

temporal and spatial solitons are special cases of light
localization in the (3 þ 1) dimensions (light bullets)
encompassing time and two transverse coordinates in
space in addition to propagation; the spatial case
requires particular attention compared to the fiber
inasmuch as, in general, two transverse coordinates
(2D) complement the direction of propagation. In
other words, the scenario is potentially one-dimen-
sion richer than for ‘standard’ temporal solitons,
where light confinement, i.e., the effect of the
nonlinearity, takes place along a single coordinate.
In this respect, the latter case finds a direct
counterpart with spatial solitons in planar wave-
guides, i.e., (1 þ 1)D solitons, where light confine-
ment occurs linearly in one spatial dimension,
providing group-velocity dispersion in time is
replaced by beam diffraction in space, respectively.

When both transverse dimensions are involved,
i.e. when a light beam propagates in bulk, in the
simplest case of Kerr self-focusing, the nonlinearity
can become overcritical and cause filamentation and
catastrophic collapse. Additional mechanisms (such
as saturation, nonlocality, or higher-order effects) or
inherently different nonlinear responses (parametric
or molecular), need therefore to be involved in the
description of spatial solitons. In several instances, the
mathematics differs from the nonlinear Schrödinger
equation originally invoked to define a 1D bright
optical soliton, leading to nonintegrable systems and
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to a wider class of solutions, called solitary waves.
Since solitary waves constitute the vast majority of
the observed spatial light-localization phenomena,
we will refer to spatial solitons even in those cases
when their model is nonintegrable, defining them as
non-diffracting beams in a self-focusing material.
While retaining the distinction between 1D and 2D
cases, in the following sections we will discuss bright
spatial solitons and their features, grouping them on
the basis of the underlying nonlinear mechanism and
corresponding model, trying to provide a direct link
with experimental observations. In doing so, we will
leave out discussions on dark solitons and modula-
tionally unstable phenomena, as well as more
involved subjects ranging from higher-order to vector,
vortex, photonic-crystal, and incoherent spatial
solitons.

The General Model of Bright
Spatial Solitons

Assuming the paraxial approximation to be valid, the
general structure of the evolution equations which
lead to spatial solitons propagating along z takes the
so-called Foch–Leontovich form:

2ik
›A

›z
þ 72

’A ¼ 22k2 Dn

n0

A ½1�

where A is the complex amplitude of the linearly
polarized electric field, k ¼ v=c ¼ 2pn0=l; with l the
wavelength, v ¼ 2pn the pulsation, n0 the bulk
refractive index, and DnðrÞ the index change induced
by the nonlinear effect. In anisotropic materials, both
n0 and Dn may depend on the polarization of the
envelope A: The latter is normalized such that the
optical intensity is I ¼ lAl2: Hence the whole optical
field is

Eopt ¼ Re

2
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2Z0

n0

s
Ae2 ivtþikz

3
5 ½2�

with Z0 being the vacuum impedance.
Hereafter we will neglect material losses and

assume DnðrÞ to be real-valued. In the simplest case
it is a function of the field intensity I calculated in r.
Typical models are the Kerr medium with Dn ¼ n2I;
or the saturable Kerr with Dn ¼ n2I=ð1 þ I=IsÞ and Is

a saturation value; they are particular cases of local
nonlinear media defined by a relation of the type
F½DnðrÞ; IðrÞ� ¼ 0; with F a ‘well-behaved’ function.

There is also the possibility that the refractive index
modification depends on the electromagnetic pertur-
bation (e.g. the intensity) in a finite region, as hap-
pens with nonlocal solitons. In the latter case, F needs

to be substituted by an integro-differential system
of equations, i.e., it represents a functional between
DnðrÞ and IðrÞ:

Relevant exceptions to eqn [1] are spatial solitons
due to a quadratic nonlinearity, where a system of
two coupled equations must be taken into consider-
ation, and a description in terms of a refractive index
change only holds in an approximate, and by no
means physical, sense. Quadratic solitons will be
discussed later. Here, instead of embarking into a
general classification, we will describe the relation-
ships to some representative cases. In this simple
framework, spatial solitons are defined as solutions of
the type A ¼ a expðibzÞ; with a real-valued and
satisfying the equation:

1

2k2
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n0
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Equation [3] is the z-independent counterpart of
eqn [1]. It has the form of the stationary Schrödinger
equation (with a field-dependent Hamiltonian oper-
ator), where the kinetic energy and the potential are
given by the diffraction term and by the nonlinear
correction to the refractive index, respectively.
Its solutions correspond to solutions of eqn [1] due
to the balance between diffraction and nonlinearity. b
is the nonlinear correction to the dispersion relation
k ¼ n0v=c; i.e., it yields the resulting longitudinal
wavevector K ¼ k þ b: Solitary solutions are often
classified in terms of their dimensionality. Solutions of
eqn [3], which depend on either 1 or 2 transverse
coordinates, define 1D or 2D solitons, respectively.
1D solitons refer to situations in which a bulk
nonlinear medium is illuminated with a highly elliptic
beam (such that the diffraction along a transversal
dimension, denoted by y, is negligible), or a planar
waveguide is excited with a linear mode fixing the
transverse profile in one of the dimensions (denoted
by y). The nonlinear dynamics and the corresponding
steady-state solutions are then described by eqns [1]
and [3], with ›y ¼ 0:

Spatial Solitons in Kerr Media

1D Kerr Spatial Solitons and the Nonlinear
Schrödinger Equation

The simplest example of a spatial soliton is an optical
beam diffracting in one transverse dimension in the
presence of the so-called Kerr effect, i.e., a refractive
index that increases linearly with the local intensity I:

n ¼ n0 þ n2I ½4�
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where n2ð.0Þ is measured in m2 W21 and has typical
values of 10220 for silica and 10217 for semiconduc-
tors at photon energies below half-bandgap, i.e.,
leaving aside two photon absorption and higher-
order effects. For 1D Kerr spatial solitons, eqn [1]
becomes

2ik
›A

›z
þ

›2A

›x2
¼ 22k2 n2

n0

lAl2A ½5�

Equation [5] is known as the nonlinear Schrödinger
equation (NLS), and is the basic model in describing
temporal soliton, i.e., nondispersing pulses propaga-
ting in optical fibers, provided the variable x is
intended as the temporal coordinate. The importance
of eqn [5] is due to several remarkable, in some sense
unique, mathematical properties, and to the fact that
it can be considered a fundamental model for diverse
nonlinear phenomena. This circumstance is often
referred to as the ‘universality of the NLS’.

In the framework of optical spatial solitons, the
NLS relevance is moderated by the fact that most
experimentally explored environments involve pro-
cesses significantly more complicated than the Kerr
effect. Nevertheless, it settles the basic principles and
constitutes a reference point in optical soliton
assessment.

Trying to gain some physical insight, the starting
point is the beam spreading when n2 ¼ 0 in eqn [5],

i.e., the linear regime corresponding to low intensi-
ties. The diffraction is inherent to the spectrum of
plane waves in a finite beam (along x). To underline
the role of the nonlinear response, one can consider
the NLS without the diffraction term (the second
derivative with respect to x), obtaining:

Aðx; zÞ ¼
ffiffiffiffiffi
IðxÞ

p
exp

�
ik
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n0
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Equation [6] shows how the nonlinearity yields
a phase-front curvature related to the sign of n2:
the medium is self-focusing (a converging beam)
for n2 . 0 or self-defocusing (a diverging beam) for
n2 , 0 (see Figure 1). In the absence of diffraction,
i.e., for a plane wave, the Kerr effect modifies the field
phase by increasing (n2 . 0) or decreasing ðn2 , 0Þ
the local refractive index (and hence the effective
optical path) proportional to the intensity. For a beam
of finite transverse extent, nonlinearity and diffrac-
tion act together. In a self-focusing medium, the
concave phase-front due to diffraction can be
balanced by the nonlinearity, and the natural
tendency of a beam to spread can therefore be
compensated. For this to happen, the length-scales
associated to the diffraction, i.e., the Rayleigh range
LR ¼ kw2

0; and the Kerr effect must be comparable.
A characteristic length LN ¼ n0=ðkn2I0Þ; over which
the nonlinear phase shift equals 1, can be associated

Figure 1 Kerr spatial solitons. Top: sketch of the mechanism leading to Kerr soliton formation. In the absence of diffraction, self-

focusing of a Gaussian beam provides a converging phase-front (dashed lines). Conversely, diffraction by itself causes beam

divergence. When these two effects act jointly, they can balance each other and soliton generation can be observed, with a flat phase-

front. (Adapted with permission from Stegeman GI, Christodoulides DN and Segev M (2000) Optical spatial solitons: historical

perspectives. IEEE Journal of Selected Topics in Quantum Electronics 6:1419–1426). Bottom: beam propagation method used to

simulate the propagation of a one-dimensional Gaussian beam by integrating the nonlinear Schrödinger equation, for (a) low-power

input, (b) input high enough to generate a self-trapped solitary wave. The transverse coordinate x is expressed in units of the beam

waist, the propagation coordinate z in Rayleigh lengths.
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to the nonlinearity, with I0 the peak intensity across
the beam profile. When the two lengths LR and LN

are nearly equal, i.e., w2
0I0 < n0=ðk

2n2Þ; the balance
between the phase-front curvatures, due to
diffraction and nonlinearity, yields a self-localized
nondiffracting beam. Such a situation is described by
the exact solutions of eqns [1] and [3], which takes
the form:

Aðx;zÞ¼aðxÞeibz with aðxÞ¼
ffiffiffi
I0

p
sech

0
@x

ffiffiffiffiffiffiffiffiffi
k2n2

n0

I0

s 1
A
½7�

and b¼ n2I0=2n0 is determined by the peak intensity
or, equivalently, by the power P1 carried by the
soliton per unit of transverse wavefront along y:

P1¼
ð1

21
lAl2 dx¼

ffiffiffiffiffiffiffiffi
4n0I0

k2n2

s

Note that the overall phase-front is flat, and the
spatial extension in width yields 1=ðn2k2I0Þ

1=2; as
anticipated. The relationship between the soliton
width – which determines the strength of diffraction –
and the intensity – responsible for the nonlinear phase
shift – is known as the existence curve, and is
characteristic of the specific nonlinear mechanism.

Equation [7] is the fundamental soliton of the NLS
and the paradigmatic 1D spatial soliton. Its sech
shape specifically results from the type of nonlinear-
ity; as discussed below, other effects (including
parametric generation) can yield different profiles.

Figure 1 shows the simulation of a 1D Kerr soliton
generated from a Gaussian input. Self-trapping is
attained when the peak intensity or, equivalently, the
power, reaches a threshold value depending on
experimental details, the size of the nonlinear
response, and the beam profile.

Figure 2 shows experimental results on the
formation of a 1D Kerr soliton in a semiconductor
(AlGaAs, n0 < 3:5) waveguide. At low power (center
panel) the output beam exhibits diffraction, whereas
the soliton (bottom) reproduces the input beam
profile (top panel) at the end facet of the sample.
These results were obtained at l ¼ 1:55 mm; using
pulsed laser beams, with temporal pulse durations
of about 1 ps and peak powers of about 500 W;
the generated 1D solitons had waists of tens of
microns.

In a physically intuitive sense, self-trapping is due
to the refractive index increase across the beam
profile. Such an increase gives rise to a graded index
optical waveguide able to confine all the plane wave
components with angles of propagation within the

numerical aperture of the input beam. Large spatial-
frequency components kx cannot be trapped and are
emitted as radiation during soliton formation. It is
possible to experimentally verify that this self-
induced waveguide is also able to guide a weak
probe uncorrelated to the soliton, provided it is above
the cutoff for dielectric confinement. The use of
spatial solitons for intensity-controlled or all-optical
lightwave circuitry can therefore be envisaged. The
first experiments on optical 1D Kerr spatial solitons
date back to 1985, and were performed in carbon
disulfide. Since then, 1D Kerr spatial solitons have
been reported in glasses, semiconductors, and
organic materials.

Kerr Spatial Solitons in Two Transverse
Dimensions: Saturable and Nonlocal Media

When the dynamics of the optical beam encompasses
two transverse dimensions, the idealized discussion
above no longer applies. As long as the medium is
described by the simple Kerr law (eqn [4]), 2D
propagation does not admit stable self-trapped

Figure 2 1D Kerr soliton in a planar AlGaAs waveguide.

Transverse beam profiles at the input (top) and output facets of a

planar waveguide in AlGaAs, at low (center) and high (bottom)

power, showing diffraction and soliton formation, respectively.

(Adapted with permission from Aitchison JS, Al-hemyari K, Ironside

CN, Grant RS and Sibbett W (1992) Observation of spatial solitons

in AlGaAs waveguides. Electronic Letters 28: 1879.)
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stationary beams. Because of this, two alternatives
are available: (i) the beam diffracts; or (ii) the beam
progressively self-focuses until it undergoes cata-
strophic collapse: in the absence of additional limiting
phenomena, such as plasma formation or nonpar-
axial/vectorial coupling, its waist keeps shrinking
with a corresponding unbound increase in peak
intensity (beam power is conserved). Which regime
actually applies, depends on whether the excitation is
lower or higher than a self-focusing critical power
Pc ¼ ð0:61lÞ2=8n0n2: The latter corresponds to a
diffraction-driven divergence equal to the critical
angle for total internal reflection in the induced
waveguide. The self-focusing instability, first pre-
dicted by Kelly in 1965, is related to the so-called
Derrick’s theorem: particularly related to spatial
solitons in a positive ðn2 . 0Þ Kerr medium, it states
that the equilibrium between diffraction and non-
linearity in 2D is unstable.

The situation is markedly different when saturation
is present: self-focusing arrests at the maximum value
of the nonlinear refractive index increase, and stable
self-trapped beams are allowed. The simplest model
for a saturating nonlinearity yields the following
stationary-state equation:

1

2k2
72
’a þ

n2

n0

I

1 þ I=Is

a ¼
b

k
a ½8�

Its solutions, while retaining a bell-shaped profile,
depart from the purely Kerr model corresponding to
Is !1; and can only be obtained numerically.

Gases, and specifically sodium vapors, were the
first media in which spatial solitons of a saturable
Kerr-like nonlinearity were observed in 1974. Histori-
cally, these were the first 2D optical spatial solitons.

Most recent developments on optical spatial
solitons involve more complicated environments
and nonlinear responses. In the next sections we
will consider those most investigated experimentally:
photorefractive solitons, nonlocal solitons in liquid
crystals and parametric solitons.

Spatial Solitons in
Photorefractive Media

In recent years, research on spatial optical solitons in
photorefractives has been among the most active.
Self-trapping in photorefractive materials was first
predicted in 1992 and observed in 1993. However, a
clear assessment of this result came with the
demonstration of the so-called steady-state screening
photorefractive solitons in 1994.

The principle underlying the photorefractive
response can be described as a feedback mechanism

relating to the optical induction of a static electric
field E. In specific materials, such as semiconductors
or ferroelectrics, a light beam generates free charges
which diffuse and drift under an externally applied
voltage. Owing to free carriers and donor/acceptor
sites, the resulting net spatial charge produces a static
electric field which, in turn, modifies the refractive
index n0 via the electro-optic effect, phenomenologi-
cally described by

Dnij ¼ 2
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Equation [9] is a series expansion of the index change
in powers of the static electric field: all terms are
present if the medium is noncentrosymmetric, other-
wise only even-powered terms need be included. In
essence, eqn [9] entails the feedback mediated by the
static electric field on the optical wave.

The feedback leads to stable solutions under
appropriate conditions. These are steady-state soli-
tons if the inhomogeneous light-induced index
change makes a suitable waveguide for the beam.
The three main types of such self-localized beams are
screening, photovoltaic, and centrosymmetric photo-
refractive solitons. Boundary conditions determine
the induced static field to be inserted in eqn [9] and in
the propagation eqn [1]. In the simplest cases we
consider, the light-wave is linearly polarized and the
tensorial nature of the index perturbation in eqn [9]
can be neglected.

The equations encompassing most of the physics of
the photorefractive effect constitute the Kukhtarev
model and can be shown as:

sðI þ Ib þ IdarkÞðNd 2 Ni
dÞ2 grrNi

d ¼ 0

7·J ¼ 7·
�
qmrE þ kBTm7rþ bphðNd 2 Ni

dÞIcopt

�
¼ 0

7·E þ
q

1S

ðrþ NA 2 Ni
dÞ ¼ 0 ½10�

The relevant quantities in eqns [10] are: the current
density J; the free charges (electrons) density r; the
density of ionized (total) donors Ni

d ðNdÞ; the density
of negatively charged sites NA; the photo-ionization
cross-section s, the background density Ib (due to
background laser light), the dark irradiance Idark

(sIdark is the dark generation rate, typically
Ib >> Idark), the recombination rate gr; the
electron mobility m, the low frequency dielectric
constant 1S ¼ 101r; the Boltzmann constant kB; the
versor copt of the optic axis, and the temperature T.
In the second of eqn [10], the pertinent element bph

of the photovoltaic tensor needs be taken into
account only for the photovoltaic solitons described
below. The above must be completed by boundary
conditions for the bias V – the line integral of
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E – and the geometry of the metal contacts. Typically,
Nd < 1018 cm23 >> Na; Idark < 1023 –1026 W=cm2;

Ib < 10 W=cm2; 1r < 103 and solitons are observed
in the visible.

Equations [10] determine the field E in terms of the
optical intensity I in steady-state, and E is inserted in
eqn [9] to yield the optically induced index change. A
major signature of photorefractive solitons is the
cumulative process they rely on: the space-charge field
E builds up in time along with the distribution of
carriers, until equilibrium is reached. Hence the
phenomenon does not require high optical intensities
but, conversely, a sufficiently long time (of the order of
minutes or hours). Photorefractive solitons are typi-
cally observed at modest excitations, as low as a few
microwatts, with typical waists of tens of microns.

Screening and Photovoltaic Solitons

When an externally applied bias lowers the refractive
index of a crystal through its electro-optic response,
a light beam can screen this effect, defining a self-
waveguide supporting a spatial soliton. In a noncen-
trosymmetric photorefractive, the beam raises the
conductivity in the illuminated region, locally low-
ering the voltage drop compared to dark regions. The
induced space-charge screens the applied static field,
and it may bring the refractive index back to its
unbiased value. This can be seen as a voltage divider
formed by a small optically controlled resistance and
two large ones corresponding to the dark regions. The
resulting solitary waves are called screening photo-
refractive solitons. For them to be stable (in time),
additional illumination of intensity Ib at the same
wavelength is required on the crystal in order to
increase the conductivity of the (dark) regions
surrounding the soliton. The charge accumulation
in the beam-tails would otherwise flatten the induced
index distribution and destroy the soliton.

The simplest description of screening solitons is
provided by the saturating relationship between the
electric field E and the light intensity I:

E ¼ 2
V

L

1

1 þ I=Ib

½11�

to be used in eqn [9] to get the index perturbation via
the electro-optic effect. L is the width across which
the voltage is applied. Since the quadratic term in
eqn [9] (weighed by the tensor gijkl) can be neglected
in noncentrosymmetric crystals:

Dn < 2
1

2
n3

0reffE ½12�

where reff is the relevant component of the electro-
optics tensor; typically n0 < 2; reff < tens or hundreds

of pm/V, and the overall index perturbation is of the
order of 1024–1023, with V=L <103 V/cm. This
description applies to 1D solitons; for 2D solitons,
sometimes referred to as ‘needle’ solitons, the whole
set of constitutive equations must be solved numeri-
cally. Nevertheless, in most cases the saturating
model, even if not rigorous, describes well solitons
and related phenomena both theoretically and
experimentally, especially when nonlocal effects can
be ignored.

Figure 3 shows the propagation of a 2D spatial
screening soliton (top) compared to the linear case
(bottom). The diffractive regime is realized by
artificially ‘turning off’ the nonlinearity acting on
the applied voltage (when V ¼ 0 in eqn [11] then
Dn ¼ 0; corresponding to no induced perturbation).

Another class of photorefractive spatial solitary
waves is that of photovoltaic solitons. In this case the
electric field in the crystal has an additional com-
ponent through the photovoltaic effect, the latter
being relevant in materials such as LiNbO3. To sustain
bright solitons the index perturbation due to the
photovoltaic current, which induces the space-charge
field, must be positive. This is the case for Cu:KNSBN,
where 2D photovoltaic solitons were first observed.

The space-charge field, due to the photovoltaic
effect, can be derived from the Kukhtarev model:

E ¼ 2Eph

I=Ib

1 þ I=Ib

½13�

with Eph is a constant depending on the material
(Eph < 103 V/cm) and Ib is the dark-irradiance
controlled by the background laser light. Typical

Figure 3 2D photorefractive soliton. Top view photograph of a

10 mm wide spatial soliton propagating in strontium barium

niobate (top), and for comparison, the same beam diffracting

when the nonlinearity if ‘turned off’ (bottom). (Adapted with

permission from Stegeman GI, Christodoulides DN and Segev M

(2000) Optical spatial solitons: historical perspectives. IEEE

Journal of Selected Topics in Quantum Electronics

6: 1419–1426).
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geometries account for the tensorial nature of the
effect, and are arranged to make Ib of the same
magnitude of the beam intensity I. If Eph . 0; as in
Cu:KNSBN, eqn [13] in eqn [12] shows that a
positive index change of the saturating type can be
induced and support bright solitons. This model is
successfully used for both 1D and 2D bright photo-
voltaic spatial solitons.

Photorefractive Solitons in
Centrosymmetric Media

Most experiments on screening solitons were per-
formed in ferroelectric noncentrosymmetric crystals.
When brought above the Curie temperature Tc;

such materials exhibit a phase-transition to a
centrosymmetric paraelectric state. Crystals such as
Potassium Lithium Tantalate Niobate have room-
temperature phase-transitions, conveniently enabling
experimental investigations. In paraelectrics, the
second-order electro-optic tensor rijk is zero because
of symmetry, but the photorefractive effect is still
available through the third-order coefficient gijkl

in eqn [9]. By properly choosing the orientation,
eqn [12] can then be replaced by

Dn ¼
1

2
n3

01
2
0ð1r 2 1Þ2geffE

2 ½14�

Operation near Tc greatly enhances the relevant
electro-optic coefficient geff . 0 (geff < 0:1 m4 C22),
making the observation of photorefractive screening
solitons possible. Using eqn [11] in eqn [14] the model
is saturating and works for both 1D and 2D bright
solitons.

Thanks to the low powers involved and a mature
crystal technology, the photorefractive effect and
related soliton phenomena have contributed several
impressive results in optical morphology of nonlinear
light propagation, including incoherent and white
light excitations.

Spatial Solitons in Nonlocal Media,
Liquid Crystalline Media

A link, such as the Kerr law (eqn [4]), between the
index perturbation and the optical intensity is ‘local’,
because Dn at a given point ðx; y; zÞ only depends on
the intensity at the same location. Otherwise the
medium is said to be ‘nonlocal’, e.g., one of those
described by the general Kukhtarev model (eqn [10])
although, sometimes well approximated by eqns [11]
or [13].

There are various mechanisms yielding non-
locality, mainly through spatial diffusion of the

index perturbation far from the excitation. Remark-
able nonlocal effects are expected when the spatial
features of the beam, e.g., its waist, are significantly
smaller than those of the induced polarization.

One of the most important effects of nonlocality is
the stabilization against the catastrophic self-focusing
in 2D, as experimentally investigated by Suter and
Blasberg in 1992. Evidence of a highly nonlocal
behavior has been very recently reported in liquid
crystals, where the nonlinearity can be thermal or
re-orientational. In the former case the index pertur-
bation is much wider than the beam waist due to
thermal diffusion associated to (absorption mediated)
heat transfer. In the latter case the elastic properties of
the medium produce a widening of the self-waveguide
far from the beam axis. In nematic liquid crystal
(NLC), the re-orientational response stems from the
optically induced tilt of the elongated molecules
towards the linearly polarized field versor. The light
forced re-orientation increases the refractive index,
thus creating the self-guiding conditions for spatial
solitons. However, since in the nematic phase the
molecules are linked together in a wide-scale order,
the region (kernel) affected by this process is
determined by the elastic properties of the medium
and can extend to tens of microns.

An effective approach to describe spatial solitons in
a highly nonlocal medium (where the kernel is much
larger than the beam) postulates that the punctual
relationship between Dn and I is replaced by a link
between Dn and the beam power P. In such a way the
transverse integral of the intensity is fully embedded
in the index perturbation.

Assuming n ¼ nðP; rÞ with the beam mainly subject
to the refractive perturbation near its axis, one can
write:

n2ðr;PÞ ¼ n2
0ðPÞ2 r2g ðPÞ ½15�

with n2
0ðPÞ ø n2

0 the on-axis value. gðPÞ depends on
the specific geometry and determines the wavefront
convexity at the origin. The overall profile is basically
determined by the constitutive relationships of the
medium. The propagation equation can be shown as

2ik
›A

›z
þ 7

2
’A ¼

k2

n2
0

g 2ðPÞr2A ½16�

Equations like [16] also describe the transverse profile
of a beam linearly propagating in optical fibers, as
well as the quantum harmonic oscillator (interpreting
z as time). The soliton is its nondiffracting solution,
a particular stationary case of a more general
Gaussian beam with waist variable in propagation.
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For intensities:

IðzÞ ¼
P

pw2ðzÞ
e2r2=w2ðzÞ ½17�

the spot-size obeys:

w2ðzÞ

w2
0

¼ 1 þ

"
1

k2
0w4

0g
2ðPÞ

2 1

#
sin2

�
n0z

gðPÞ

	
½18�

Therefore, for a Gaussian excitation, the waist
oscillates along z between the values w0 – in general
determined by the launch conditions – and wm ¼

w0g ðPSÞ=gðPÞ: Ps is the ‘soliton power’ for which
wm ¼ w0 and k02w4

0g
2ðPSÞ ¼ 1; hence for P , Ps or

P . Ps the beam pulsates cyclically with z (breathes).
Such a dynamic balance between diffraction and
nonlinearity stems from the spectral broadening
associated to an increased beam shrinking: when the
spectrum widens sufficiently, diffraction starts to
prevail and the beam spreads again. This process
repeats itself in propagation.

The stationary solution for P ¼ Ps corresponds to a
point in the existence curve of waist versus power, i.e.:

k0w2
0gðPSÞ ¼ 1 ½19�

Such exact balance is critical, and experimentally
observed solitary waves in highly nonlocal media
appear as breathers.

Figure 4 displays the intensity profile of a soliton
propagating in nematic liquid crystals, as acquired
by a digital camera placed on the top of the cell

and retrieving the scattered light (see Figure 5).
The waist oscillation in the self-trapped beam and
the dependence of the period on excitation are
apparent.

A specific highly nonlocal nonlinear system is
formed by a linearly polarized beam in NLC with
molecules pre-tilted (by an external electric or
magnetic field) at u0 ¼ p=4 with respect to the
input polarization. As sketched in Figure 5, the light
wave induces an additional tilt C. At the lowest
order of approximation, the relevant set of equations
can be shown as:

2ik
›A

›z
þ 72

’A ¼ 2k2 n2
a

n2
0

CA

K7
2
’C2 GCþ

n2
a

2cn0

lAl2 ¼ 0

½20�

with K the NLC elastic constant (K < 10211 N, for
NLC of the E7 type), n0 < 1:5; n2

a the optical
anisotropy ðna < 1Þ; i.e., the difference between
relative permittivities along the two principal axes,
G a constant determined by the specific geometry of
the NLC cell and the pre-tilt angle u0: Since, for
K ¼ 0; eqn [20] represents a Kerr medium, it can be
considered one of the simplest nonlocal generali-
zations of local models for spatial solitons. The length
Rc ¼

ffiffiffiffiffiffi
K=G

p
quantifies the diffusion of the index

perturbation away from the beam axis, such that C
decays according to the modified Bessel function
K0ðr=RcÞ: Typically, Rc < 20 mm and solitons are
observed in the visible and near-infrared.

Figure 4 Nonlocal breather. (Top) top view photograph of a

spatial soliton in NLC. Beam waist oscillations are apparent in

propagation, as graphed (bottom panels) versus z for various

excitations.

Figure 5 Sketch of a liquid crystal cell for the observation of

nonlocal solitons. u(x) is the orientation of the main axis of the

ellipsoidal molecules, fixed by an external bias. The alignment is

planar, with molecules parallel to the cell facets. The optical beam

propagates in the center of the cell, where u(x) ¼ u0, and induces

an additional re-orientation c. (Adapted from Conti C, Peccianti M

and Assanto G (2003) Route to nonlocality and observation of

accessible solitons. Physics Review Letters 91: 073901).
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Solitary wave profiles are found with the ansatz
A ¼ a expðibzÞ; obtaining:

72
’a

2k2
þ

n2
a

2n2
0

Ca ¼
b

k
a

R2
c7

2
’Cþ

R2
c n2

a

2Kcn0

a2 ¼ C

½21�

No analytical solutions of eqns [21] are known in 2D,
hence the profiles have to be derived numerically.
Conversely, it can be shown that 1D sech2 solutions
exist (see next section on parametric solitons). From
eqn [21], the whole family can be parameterized
by a dimensionless a ¼ 1=ð2kbR2

c Þ: Since ð1=2kbÞ1=2

measures the soliton waist (see eqn [7]), a relates the
beam size and the extension of the induced pertur-
bation. Small a solutions access the highly nonlocal
regime, as shown in Figure 6, where the ratio R
between the index perturbation and the soliton waist
is graphed. The insets show sample profiles of a and c

in two limits, respectively. On the other hand, when
K ¼ 0; Rc ¼ 0; and a!1; the local limit yields an
index perturbation comparable in size to the beam
waist.

It is worth pointing out that a model such as
eqn [16], also derived in the framework of plasma
physics, predicts unconditionally stable self-trapped
beams. Nonlocal solitons realize an energy minimum,
thus preventing beam collapse such as in saturable

(Kerr) media. The oscillations observed in experi-
ments can be regarded as fluctuations around the
lowest energy state.

Parametric Spatial Solitons
in Quadratic Media

Solitons due to parametric processes, such as second-
harmonic generation, belong to a different class with
respect to previous sections. In fact, no refractive
index modification can be physically associated to
parametric effects. Parametric solitons are characte-
rized by a power spectral density peaked around at
least two carrier harmonic frequencies. It is the
interaction between these components which pro-
vides the diffraction beating mechanism. Their
existence was predicted in the early 1970s by
Sukhorukov and Karamzin, while the first experi-
mental evidence was reported in 1995.

The simplest process to address is second-harmonic
generation (SHG): a fundamental frequency (FF)
wave at v interacts with a component at 2v. The
latter can be spontaneously generated in noncentro-
symmetric crystals (e.g., LiNbO3, KNbO3, BBO,
KTP, etc.) or externally seeded.

For plane waves, this process is ruled by:

i
dA1

dz
þ

vdeff

c
Ap

1A2 e2 iDkz ¼ 0

i
dA2

dz
þ

vdeff

c
A2

1 eiDkz ¼ 0

½22�

with Dk ¼ k1 2 2k2 ¼ 2v
�
cðn1 2 n2Þ the phase mis-

match, deff the nonlinear coefficient, n2 and n1 the
indices at SH and FF, respectively, and

Eopt ¼Re

2
4 ffiffiffiffiffiffiffi

2Z0

n1

s
A1e2ivtþ ik1z þ

ffiffiffiffiffiffiffi
2Z0

n2

s
A2e22ivtþ ik2z

3
5

the overall electric field. deff relates to the quadratic
susceptibility dð2Þ

eff (measured in mV21) through

to deff ¼ dð2Þ
eff

ffiffiffiffiffiffi
2Z0

p �
ðn1

ffiffiffi
n2

p
Þ; and typically deff <

10210 m2 W21=2:

Equations [22] show that, in general, the harmo-
nics with amplitudes A1 and A2 affect each other’s
phase and intensity during propagation. The solution
with constant moduli, i.e.:

A1 ¼
ffiffiffi
I1

p
exp

�
i
v

c
Dn1z

	

A2 ¼
ffiffiffi
I2

p
exp

�
i
2v

c
Dn2z

	 ½23�

Figure 6 Spatial solitons versus nonlocality. Graph of the ratio

R between the waist of the induced index perturbation in a

nonlocal medium and the soliton waist versus parameter a. The

insets show (in normalized units) soliton (solid line) and

perturbation profiles (dashed line) for two different a, i.e., in the

local (a ¼ 100) and highly nonlocal (a ¼ 0.01) regimes. (Adapted

from Conti C, Peccianti M and Assanto G (2003) Route to

nonlocality and observation of accessible solitons. Physics

Review Letters 91: 073901).
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with I1 and I2 the respective intensities, provides a
‘pure’ phase variation and ‘apparent’ index changes
Dn1 and Dn2 on either wave. The latter satisfy:

Dn1 ¼ d2
eff

I2 2 I1=2

n1 2 n2

Dn2 ¼ d2
eff

I1

2I2

I2 2 I1=2

n1 2 n2

½24�

with the constraint (for plane waves to exist):

I1 ¼ 2I2 2 2
n1 2 n2

deff

ffiffiffi
I2

p
½25�

Equations [24] encompass a great deal of the physics
in self-trapping via SHG. When eqn [25] is satisfied
(at least approximately), the effect of SHG is
exclusively on the phase. Assuming eqn [24] is valid
for (wide) beams, the propagation in the presence of
diffraction can be described by two coupled equations
of the type [1] with relevant perturbations (eqn [24]).
This shows that the sign of the term ð2I2 2 I1Þ=

ðn1 2 n2Þ is crucial, because focusing at both harmo-
nics ðDn1;2 . 0Þ requires ð2I2 2 I1Þ=ðn1 2 n2Þ . 0:

When just a fundamental frequency (v) is
launched, solitons are generated for Dk . 0: a small
2v component is provided via SHG and I1 . 2I2: In
fact, since SHG ðvþ v ¼ 2vÞ is followed by differ-
ence frequency generation (2v2 v ¼ v; DFG), for
any finite mismatch Dk . 0; a portion of the FF
travels for a while at 2v before it is back-converted:
this is commonly named ‘cascading’ and, as a con-
sequence, part of the FF undergoes a positive phase
shift. The converse happens in the DFG þ SHG
process. Finally, if an SH beam with a small FF seed
is input, solitons form for Dk , 0 being 2I2 . I1:

From a physical point of view, these mechanisms
create the phase-front distortion required to counter-
act diffraction. Figure 7 is an artist’s sketch on the
formation of an SHG soliton.

Equations [24] are approximately valid and rely on
a plane-wave insight, but they point out the wealth of
possibilities offered by three-wave interactions for
light transverse localization via parametric processes.
The full set of coupled equations describing
parametric solitons from SHG differs from eqn [1]:

i
dA1

dz
þ

1

2k0n1

72
’A1 þ

vdeff

c
Ap

1A2e2 iDkz ¼ 0

i
dA2

dz
þ

1

4k0n2

72
’A2 þ

vdeff

c
A2

1eiDkz ¼ 0

½26�

as it includes diffraction terms added to eqn [22].

The self-trapped solutions are found as in eqn [23],
with

A1 ¼ a1ðx; yÞ expðibzÞ

A2 ¼ a2ðx; yÞ expðiDkzÞ expð2ibzÞ; and

a1;2ðx; yÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
I1;2ðx; yÞ

q ½27�

These show that, even in the presence of diffraction,
SHG can give rise to pure phase effect if the profiles
satisfy:

1

2k0n1

72
’a1 þ

vdeff

c
a1a2 ¼ ba1

1

8k0n2

72
’a2 þ

vdeff

2c
a2

1
¼ bþ

Dk

2
a2

½28�

which are the space-dependent counterpart of
eqn [25]. Again, b is a nonlinear contribution to the
FF wavevector, and determines the corresponding
correction b2 ¼ 2bþ Dk at SH. b is univocally
determined by the power of the two harmonics in
the solutions of eqn [28].

In the particular case:

Dk ¼ b
n1 2 4n2

2n2

½29�

1D parametric solitons exhibit profiles

a1 ¼

ffiffiffiffiffi
n1

n2

r
3c

4vdeff

b sech

0
@ ffiffiffiffiffiffiffiffiffiffi

bk0n1
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1
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2

s
x

1
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Figure 7 Parametric solitons via SHG. Intuitive description of

soliton formation with an FF Gaussian input. At low powers

(top) and for a small amount of generated SH (center) linear

diffraction dominates. Above threshold parametric gain efficiently

counteracts diffraction, originating a spatial soliton via quadratic

cascading.
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and the powers per unit of transverse wavefront along
y at the two components are:

P1 ¼
ð1

21
a2

1ðxÞdx ¼
n1

n2

3
ffiffi
2

p
c2

4v2d2
eff

ffiffiffiffiffiffi
k0n1

p b3=2

P2 ¼
ð1

21
a2

2ðxÞdx ¼
3
ffiffi
2

p
c2

4v2d2
eff

ffiffiffiffiffiffi
k0n1

p b3=2

½31�

with the total soliton power P1 þ P2; directly related
to b:

Equation [29] implies that, for n1 . 4n2 and
therefore Dk . 0; 1D parametric solitons exhibit the
sech2 profile. Otherwise, no analytical solutions are
known even in 1D, and numerical techniques need to
be employed. The same applies to 2D soliton profiles
in all instances.

Notably, eqns [28] are essentially identical to eqns
[21] for solitons in NLC. Therefore, Figure 4 provides
the features of 2D parametric solitons as well, with ‘a’
replaced by ‘a1’, and ‘C’ by ‘a2’. For parametric
solitons a ¼ 4n2ð1 þ Dk=2bÞ=n1; showing that at
phase-matching (n2 ¼ n1; Dk ¼ 0) a ¼ 4; while
large a’s correspond to large Dk or small b’s, e.g.,
low power and very wide solitons. The sech2 profile
for 1D solitons corresponds to a ¼ 1: 1D and 2D
soliton solutions exist for any a . 0:

The model for SHG solitons is more complicated
than the previously discussed Kerr or saturable
cases. The stability question can be formulated as
the constrained-minimum problem of a specific
functional, the Hamiltonian H: In general, for a
given soliton power (the sum of the powers at the two
harmonics) two branches exist for H: They corre-
spond to two solitary solutions, differing in the ratio

between the two powers. The solution with P2 . P1

corresponds to higher H; and is unstable via
parametric amplification. When a harmonic field
propagates in the presence of energy at a sub-
harmonic (e.g., a small amount of FF), it tends to
break up and transfer energy to it. Looking at
Figure 4, this corresponds to small a’s, only attainable
when Dk , 0: As a result, quadratic solitons with a
relevant SH content are unstable and thus, more
difficult to observe.

The generation of a parametric soliton with a
Gaussian input at FF, has a threshold (see Figure 7).
This is because the input has to generate sufficient
SH in order to produce and ‘feel’ the nonlinear
phase-shift. A numerical simulation of eqn [26]
shows the formation of a parametric spatial soliton,
as displayed in Figure 8. As shown in (a), if only a
small second-harmonic is generated by an FF
excitation, diffraction dominates. Above threshold,
as in (b), a stable self-trapped two-color beam is
generated.

Two significant experimental results are
reproduced in Figures 9 and 10. The photograph in
Figure 10 shows a soliton propagating in periodically
poled KTP (PPKTP) over five Rayleigh ranges,
obtained by imaging the out-of-plane scattered
light. Parametric solitons are typically observed
with the FF in the near-infrared and the SH in the
visible.

Figure 10 shows the output spots at FF and SH of a
beam propagating in PPKTP for various FF exci-
tations, until a soliton is generated (right end).

We close this section by observing that more
general models must be considered to describe the
whole physics of solitons in media with a quadratic

Figure 8 Parametric solitons via SHG. 1D numerical simu-

lations using the beam propagation method. (a) An FF Gaussian

excitation diffracts at low powers; (b) at high FF powers, after a

transient both harmonics propagate undiffracted as a parametric

spatial soliton. (Adapted with permission from Assanto G and

Stegeman GI (2002) Simple physics of quadratic spatial solitons.

Optics Express 10: 388–396).

Figure 9 2D parametric solitons via SHG. Top view photograph

of a soliton in PPKTP (20 ps pulses at l < 983 nm and pulse

energy of about 0.3 mJ). The dashed lines illustrate the diffractive

behavior in the absence of nonlinear effects. (Adapted with

permission from Malendevich R, Jankovic L, Polyakov S, Fuerst R,

Stegeman G, Bosshard C and Gunter P (2002) Two-dimensional

type I quadratic spatial solitons in KNbO3 near non-critical phase-

matching. Optics Letters 27: 631–673.)
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response. We mention, for example, the subtleties
associated to anisotropy (walk-off), nondegenerate
three wave interactions, additional Kerr and higher-
order effects.

Conclusions

Bright spatial solitons are widespread, and have been
reported in several materials using various wave-
lengths and geometries. The brief overview presented
above was intended to introduce the variety of basic
mechanisms underlying their generation and propa-
gation, but could not even touch upon the wealth of
additional properties and potential applications of
individual and multiple spatial solitons, their inter-
actions and collisional properties, their stability and
their control with other linear and nonlinear light
waves, as well as with additional nonoptical effects
(temperature, voltage, acoustic, and magnetic fields,
etc.). Fascinating phenomena involve bright spatial
solitons and are the subject of current research.
Among them we like to mention all-optical logic and
signal readdressing, beam shaping and filtering,
limiting, sub-wavelength spatial compression, and
digital imaging. To learn more on the subject, we
encourage the interested readers to look up the vast

literature covering both fundamental and applied
aspects of optical spatial solitons.

List of Units and Nomenclature

Angular frequency [s21] v

Beam waist [m] w
Boltzmann constant [J K21] kB

Current density vector [A m22] J

Density of ionized donors [m23] Ni
d

Dielectric constant of
vacuum [F m21]

10

Director angle perturbation [rad] c

Director orientation angle [rad] u0

Electric field amplitude,
normalized [W1/2 m21]

a;A

Electric field amplitude,
optical frequency [Vm21]

Eopt

Electric field vector, low
frequency [V m21]

E

Electron charge [C] q
Electron density [m23] r

Electron mobility [m2 V21 s21] m

Electro-optic second-order
tensor [m V21]

r; rijk

Figure 10 2D parametric solitons via SHG. Beam spots at FF (top row) and SH (bottom) for various input intensities in a

PPKTP crystal. (Adapted with permission from Stegeman GI, Jankovic L, Kim H, et al. (2003) Generation of, and interactions

between quadratic spatial solitons in non-critically-phase-matched crystals. Journal of Nonlinear Optical Physics and Materials.

12: 1–20).
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Electro-optic third-order tensor
[m4 C22]

geff; gijkl

Element of the photovoltaic
tensor [C m3 J21]

bph

Kerr nonlinear coefficient [m2W21] n2

Low frequency permittivity [F m21] 1S

Medium elastic constant [N] K
Medium forcing constant [N m22] G
Non local decay distance [m] Rc

Nonlinear length [m] LN

Nonlinear wavevector
correction [m21]

b;b2

Optic axis versor copt

Optical background
intensity [Wm22]

Ib

Optical dark intensity [Wm22] Idark

Optical index anisotropy na

Optical intensity [Wm22] I
Optical saturation intensity

[Wm22]
IS

Photo-ionization cross-section
[m2 J21]

s

Photovoltaic index perturbation
constant [V m21]

Eph

Power [W] P
Power per wavefront unit

[W m21]
P1;P2

Propagation coordinate [m] z
Rayleigh length [m] LR

Recombination rate [m3 s21] gr

Refractive index n
Refractive index perturbation Dn
Relative dielectric constant 1r

Sample width [m] L
Second order effective

susceptibility [m V21]
dð2Þ

eff

Second order nonlinear
coefficient [m W21/2]

deff

Self-focusing power [W] Pc

Soliton power [W] PS

Speed of light in vacuum [ms21] c
Static dielectric constant [F m21] 1s

Temperature [K] T
Total density of negatively

charged sites [m23]
NA

Total donor density [m23] Nd

Transverse coordinates [m] x; y; r
Transverse wave-vector [m21] kx

Vacuum impedance [V] Z0

Wavelength [m] l ¼ 2pn=k
¼ 2p=k0

Wavevector in medium [m21] k ¼ nv=c
Wavevector in vacuum [m21] k0 ¼ v=c
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Introduction

In the last few decades there has been considerable
effort made in understanding energy-localization
phenomena in many areas of physics. Optical fibers
constitute excellent media where such phenomena
are routinely observed by means of relatively simple
experimental setups. A well-known example of
those energy-localization phenomena is the optical
soliton, which corresponds to a light pulse that can
propagate in optical fibers over relatively long
distance without experiencing significant degra-
dations. From a fundamental point of view, the
high stability of the optical soliton results from a
delicate balance between the fiber chromatic dis-
persion and the nonlinear refractive (or Kerr) index.
The idea of using optical solitons as information bits
in high-speed communication systems was first
proposed in 1973, and then demonstrated experi-
mentally in 1980. After these discoveries, interest in
optical soliton transmission started to increase. In an
ideal fiber, optical solitons can be modeled approxi-
mately by the nonlinear Schrödinger equation,
whose solutions are well known. In this article we
present the main types of soliton behavior and the
fundamental physical processes that are involved in
soliton stability.

The Nonlinear Schrödinger Equation

In optical fibers, there are many nonlinear phenom-
ena that are difficult to understand by direct analysis
of the nonlinear polarization (e.g., the soliton effect)
but that can be readily understood by use of the
nonlinear Schrödinger equation (NLSE). Let us
consider an optical pulse that propagates in the
z-direction, in a dielectric Kerr medium such as an
optical fiber, with frequency v0; wavenumber k0; and
an envelope A:

E ¼ A exp½iðk0·r 2 v0tÞ� ½1�

We assume that the wave envelope A varies slowly in
time and space compared with the fast variations of
the carrier wave v0: In this situation, the Fourier
spectrum of the wave is restricted to frequencies and

wavenumbers close to v ¼ v0 and k ¼ k0; respect-
ively. Then, the wavenumber k can be expanded in a
Taylor series around k0; as follows:

kðvÞ ¼k0 þ

�
›k

›v

�
v0

ðv2v0Þþ
1

2

 
›2k

›v2

!
v0

ðv2v0Þ
2

þ

 
›k

›lAl2

!
A0¼0

lAl2 þ · · · ½2�

The nonlinear term Q¼
�
›k=›lAl2

�
A0¼0 arises from

the optical Kerr effect, as k¼ nv=c¼ kðv; lAl2Þ:
Setting K ¼ k 2 k0; V ¼ v2 v0; b1 ¼ ð›k=›vÞv0

and b2 ¼
�
›2k=›v2

�
v0
; one can rewrite eqn [2] as

K ¼ b1V þ
1

2
b2V

2 þ QlAl2 ½3�

where b1 is the inverse of the group velocity and b2 is
the group velocity dispersion (GVD) coefficient.
Equation [3] represents the nonlinear dispersion
relation for the envelope. Using a Fourier transform
method in which K is replaced by a spatial operator
2i ›=›z ; and V by a temporal operator i ›=›T ; one can
apply eqn [3] on the envelope A to obtain the
following equation:

i
›A
›z

þ ib1

›A
›T

2
1

2
b2

›2A
›T2

þ QlAl2A ¼ 0 ½4�

In practice it is more convenient to make use of the
quantity A ¼ ðaAeffÞ

1=2A; for which lAl2 represents
the wave power. The parameter Aeff is the effective
core area, which takes into account the variation of
the light intensity across the transverse section of
the fiber. The value of Aeff strongly depends on the
mode distribution. Using a system of coordinates
that moves at the group velocity vg; i.e., replacing
T by t ¼ T 2 z=vg; eqn [4] reduces to the basic
NLSE:

i
›A

›z
2

1

2
b2

›2A

›t2
þ glAl2A ¼ 0 ½5�

where g is the nonlinear coefficient defined by
g ¼ Q=ðaAeffÞ ¼ v0n2=ðcAeffÞ and expressed in
W21m21. This equation is formally analogous to
the Schrödinger equation in quantum mechanics but
with a nonlinear potential. Furthermore, in this basic
NLSE, all higher-order terms that describe effects
such as the fiber losses, third-order dispersion, or
stimulated Raman scattering, are neglected. The
NLSE for pulse propagation in optical fibers was
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first derived in 1973 by Hasegawa and Tappert. It has
also found applications in other areas of physics, such
as in plasma physics, fluid dynamics and electrical
transmission lines. From a fundamental point of view,
the basic NLSE involves the combined effects of the
group velocity dispersion (GVD) and self-phase
modulation (SPM), which are described by the second
and third terms in eqn [5], respectively. Each of these
two effects is analyzed below.

Group Velocity Dispersion

The individual effect of the GVD on pulse propa-
gation can be obtained by setting the nonlinear
coefficient to zero ðg ¼ 0Þ. In this case, eqn [5]
reduces to

i
›A

›z
¼

1

2
b2

›2A

›t2
½6�

In the frequency domain, eqn [6] becomes

i
› ~A

›z
¼ 2

1

2
b2v

2 ~A ½7�

where ~A represents the Fourier transform of A.
The solution of eqn [7] is given by

~Aðz;vÞ ¼ ~A
�
0;vÞ expðib2v

2z
�
2
�

½8�

As eqn [8] shows, the GVD changes the phase of
each spectral component of the pulse by an amount
that depends on the propagated distance and the
frequency of the spectral component. But this
effect does not modify the power spectrum:
ðl ~Aðz;vÞl2 ¼ l ~Að0;vÞl2Þ. This phase change can
modify the shape of the pulse envelope. For
example, a Gaussian pulse with a width of d0 at
z ¼ 0; Aðz ¼ 0; tÞ ¼ exp{ð2t2

�
ð2d2

0Þ}; will transform
into

Aðz;tÞ ¼
�
d2

0=ðd
2
0 2 ib2zÞ

	1=2
exp

�
2 t2

=2ðd2
0 2 ib2zÞ

	
½9�

at a distance z. In other words, the pulse width
increases from d0 to d0

�
1þðz

�
LDÞ

2
	1=2

: The para-
meter LD ¼ d2

0

�
lb2l defines a dispersion length, that

is, a length scale over which the dispersive effects
become important. At z¼LD the Gaussian pulse
broadens by a factor of

ffiffi
2

p
: Thus, the GVD causes

the spectral components of the pulse to move at
different velocities, which broadens the pulse, as
shown by Figure 1.

Another important effect of the GVD comes from
the time dependence of the pulse phase, which one
can easily obtain by rewriting eqn [9] as Aðz; tÞ ¼
lA�z; t�l exp

�
if
�
z; t
�	
: It turns out that the GVD

induces an instantaneous variation of the frequency
across the pulse, called a frequency chirp. For the
initially unchirped Gaussian pulse, the GVD induces
a chirp given by

dv ¼ 2
›f

›t
¼

tb2

�
z
�
LD

�
lb2ld2

0

�
1 þ ðz

�
LDÞ

2
	 ½10�

As eqn [10] illustrates, the GVD-induced frequency
chirp depends on the sign of b2; and varies linearly
across the pulse.

Self-Phase Modulation

Similarly to dispersion effects, nonlinear effects in
optical fibers require a minimum propagation dis-
tance to develop significantly. The distance over
which nonlinear effects become important is defined
as the nonlinear length LNL; given by LNL ¼ 1

��
gP0

�
;

where P0 is the peak power.
Let us consider the propagation of a light pulse in a

fiber of length L, such that LNL , L ,, LD: In this
particular case, the effects of dispersion can be
neglected, and then the NLS equation becomes

i
›A

›z
þ glAl2A ¼ 0 ½11�

It results from this equation that lAðz; tÞl2 ¼

lA�z ¼ 0; t
�l2: This means that the pulse shape

remains unchanged during propagation. The solution
of eqn [11] is given by

A
�
z; t
�
¼ A

�
0; t

�
exp

�
iFNLðz; tÞ

	
½12�

Figure 1 Temporal evolution of the power of a Gaussian pulse,

as a function of the propagation distance. The simulation

parameters are the following: input peak power P0 ¼ 1 mW;

b2 ¼ 220 ps2 km21; g ¼ 3 £ 1023 m21 W21 and d0 ¼ 10 ps:

The dispersion length is LD ¼ 1:8 km:
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where FNLðz; tÞ ¼ glAð0; tÞl2z: Thus, the Kerr effect
causes the phase of the wave envelope to vary during
the propagation. The nonlinear phase shift FNL

increases with the propagated distance z. The
maximum phase shift Fmax

NL occurs at the pulse center
and is given by Fmax

NL ¼ glAð0; 0Þl2z ¼ gP0z: One can
see that the nonlinear length represents the propa-
gation distance at which Fmax

NL ¼ 1: Since the non-
linear phase shift FNL depends on the initial pulse
shape, it varies nonlinearly with time t. This implies
that the instantaneous optical frequency differs across
the pulse from its central value v0: The frequency
chirp is given by

dvðtÞ ¼ vðtÞ2 v0 ¼ 2
›FNL

›t
¼ 2

›lAð0; tÞl2

›t
gz

½13�

The modification of the phase of the wave envelope
by itself is called self-phase modulation. The fre-
quency chirp increases with the propagated distance,
thus implying that new frequencies are continuously
generated as the pulse propagates through the fiber.
This spectral broadening depends on the initial pulse
shape. Figure 2 shows the variation of FNL and
the corresponding induced frequency chirp across
the pulse at z ¼ LNL for the case of an initial
Gaussian pulse.

The SPM-induced chirp exhibits several interest-
ing features. dv is negative near the leading edge
(red shift) and is positive near the trailing edge
(blue shift). The chirp is linear (and increases)
in the central region of the pulse. In fact, the chirp

dv at a given propagation distance z depends on
the initial chirp. As Figure 3 shows, at a sufficiently
long propagated distance, the SPM-induced spec-
trum exhibits several peaks due to interference
effects across the pulse. Indeed as Figure 2 shows,
the same frequency chirp occurs at two distinct
times associated with two distinct nonlinear phase
shifts.

The spectrum width can be estimated by calculat-
ing the maximum value dvmax of the frequency chirp.
For an initial unchirped Gaussian pulse one obtains

dvmax <
0:86gP0z

d0

½14�

Thus, the spectral width increases linearly with the
propagated distance z and the input peak power P0;

and is inversely proportional to the initial pulse
width d0: The SPM can be detrimental for optical
communication systems. The SPM broadens the
spectrum of the signal and makes it then more
susceptible to GVD effects. Note that in wavelength
division multiplexing (WDM) systems, the phase
modulation of a given channel can come not only
from the power in the considered channel itself
(SPM) but also from the power in a different
channel of the WDM system (CPM, i.e., cross-phase
modulation). By appropriate dispersion compen-
sation, the impact of SPM and CPM can be
significantly reduced. On the other hand, the SPM,
combined with dispersive effects, leads to very
useful effects such as pulse compression, or the
generation of optical solitons (described below).

Figure 2 Temporal variation of the nonlinear phase shift (a) and

the corresponding frequency chirp induced by SPM (b), for a

Gaussian pulse.

Figure 3 Evolution of the SPM-induced spectral broadening of

an initially unchirped Gaussian pulse, as a function of the

propagation distance. Here the normalized distance is z=LNL:
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Optical Solitons

Bright Solitons

Soliton propagation results fundamentally from a
delicate balance between two phenomena: GVD and
SPM. As we mentioned above, the GVD causes the
spectral components of the pump to move at different
velocities, thus leading to a temporal broadening of
the pulse as shown in Figure 1 in the case of a
Gaussian input pulse. Moreover, eqn [10] shows that
the effect of GVD on a propagating Gaussian pulse is
associated with a linear frequency chirp dv and a
parabolic temporal phase, proportional to b2: On the
other hand, eqn [12] shows that the SPM induces a
frequency chirp across the pulse proportional to the
temporal derivative of the pulse intensity. The chirp
induced by SPM is then linear only in the central
region of the pulse as long as the initial pulse shape is
nonparabolic. As a consequence a Gaussian input
pulse cannot propagate in a distortion-free manner
since the GVD for anomalous dispersion ðb2 , 0Þ is
able to completely cancel the intensity-dependent
phase shift from SPM only over the central region of
the pulse. On the other hand we show below that, in
the anomalous dispersion regime, the exact cancella-
tion of the nonlinear and dispersive temporal phase
components (and corresponding chirps) is obtained in
the case of the propagation of a hyperbolic secant
pulse, which corresponds to the fundamental bright
optical fiber soliton.

We consider the propagation of an unchirped
hyperbolic secant pulse at a wavelength of 1.55 mm
in a standard telecommunications fiber with b2 ¼

221 £ 1023 ps2 m21 and g ¼ 1:2 £ 1023 W21 m21:

The input pulse at z ¼ 0 is given by Að0; tÞ ¼ffiffiffiffi
P0

p
sech ðt=d0Þ with d0 ¼ 10 ps and P0 ¼ 175 mW:

With this choice of parameters the dispersion length
is equal to the nonlinear length, i.e. LD ¼ LNL ¼

4:76 km: In fact, these conditions correspond to those
which would support a propagating soliton. How-
ever, let us consider first how SPM and GVD modify
the incident pulse when acting independently. Figure 4
shows numerically computed results from the
solutions of eqns [12] and [8] to illustrate the effects
of nonlinear and dispersive evolution over a range of
propagation distances. The figure shows the pulse
intensity as well as the time-dependent phase and the
corresponding frequency chirp. The evolution is
clearly very different in the presence of only nonlinear
or dispersive effects. Nonlinear SPM alone induces no
change in the temporal intensity of the pulse, but the
magnitudes of the SPM-induced phase and chirp
increase with propagation distance. In contrast,
GVD induces changes in both the intensity and the

phase of the pulse as it propagates, and the temporal
broadening with propagation is associated with a
significant change in the functional forms of the
phase and frequency chirp. In particular, whilst for
large propagation distances it can be seen that
GVD induces a parabolic temporal phase and
corresponding linear chirp, this is clearly not the
case for small propagation distances. This result
strongly differs from that obtained for a propagating
Gaussian pulse for which the temporal phase is
always parabolic. In the context of soliton propa-
gation, the results in Figure 4b are of particular
significance, since they clearly show that at z ¼ LD=10
where neither SPM nor GVD noticeably modify the
pulse intensity profile, the SPM and GVD-induced
phases and frequency chirps have qualitatively similar
forms, yet opposite sign. The split-step Fourier
method demonstrates that over a sufficiently small
propagation distance (e.g., dz ¼ LD=10) the effects of
nonlinearity and dispersion can be considered to act
independently on a propagating pulse. This suggests
that, over the propagation segment ð0 , z , DzÞ; the
phases are capable of cancelling each other across the
entire pulse profile. It is obvious that, if the effects
cancel over this distance, then the propagation in the
following segment will begin from the same initial
condition of an unchirped pulse which was the case at
z ¼ 0: The nonlinear and dispersive phase com-
ponents will therefore continue to cancel over
successive iterations for an arbitrary length of fiber,
and we thus obtain a simple physical interpretation to
explain the distortion-free propagation of an optical
soliton. Thus, the combined effects of GVD and SPM
can prevent the occurrence of a frequency chirp
across the pulse. In this situation the pulse propagates
with a constant temporal profile. Such light pulses are
called optical solitons.

Mathematically, the basic NLSE, eqn [5], belongs
to a remarkable class of integrable nonlinear
equations, which can be solved exactly for an
arbitrary initial condition by means of the inverse
scattering method. The solutions depend strongly on
the sign of dispersion, and the relative importance of
dispersive and nonlinear effects, measured by a
dimensionless parameter N:

N2 ¼
LD

LNL

¼
gP0d

2
0

lb2l
½15�

In the anomalous dispersion regime ðb2 , 0Þ the
NLS equation admits envelope-soliton solutions.
The soliton order is given by the parameter N. Only
the fundamental soliton, defined by N ¼ 1; can
propagate in the fiber with a constant profile, as
schematically represented in Figure 5.

SOLITONS / Optical Fiber Solitons, Physical Origin and Properties 59



For the fundamental soliton, dispersion and non-
linearity exactly balance each other in a way such that
neither the pulse shape nor the pulse spectrum change
during the pulse propagation. The fundamental
soliton ðN ¼ 1Þ is given by

Aðz; tÞ ¼
ffiffiffiffi
P0

p
sech

�
t=d0

�
exp

�
igP0z=2

�
½16�

where the peak power required to generate this
soliton is determined by LD ¼ LNL; and given by

P0 ¼
lb2l
gd2

0

½17�

Note that the phase of this bright soliton
remains constant across the entire pulse. For a
standard single-mode fiber (SMF), at 1.55 mm
wavelength, typical values of the dispersion and
nonlinear parameters are b2 ¼ 221 ps2 km21 and
g ¼ 1:2 £ 1023 W21 m21; respectively.

Figure 4 Numerical results showing nonlinear (left column) and dispersive (right column) propagation in an optical fiber, with

parameters as described in the text, and for propagation distances as indicated. The solid lines show the pulse intensity (left axis)

whilst the dashed lines show the calculated phase (right axis, top) and chirp (right axis, bottom). Constant phase offsets have been

removed for clarity.

Figure 5 Temporal evolution of the power of a fundamental

bright soliton, as a function of the propagation distance.

The simulation parameters are the following: input peak power

P0 ¼ 67 mW; b2 ¼ 220 ps2 km21; g ¼ 3 £ 1023 m21 W21 and

d0 ¼ 10 ps: The nonlinear length is LNL ¼ 5 km:
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So, the peak power required to propagate a
fundamental soliton with pulse width d0 ¼ 10 ps; is
P0 ¼ 175 mW: This soliton is represented in Figure 5.
A further reduction of P0 can be obtained by using
dispersion-shifted fibers (DSF), for which the dis-
persion can be significantly reduced to values of the
order of 1 ps2 km21. In this situation, the power
required to create a soliton reduces to P0 ¼ 8:3 mW:

Thus, fundamental solitons can be generated at
power levels that are easily obtainable from conven-
tional laser diodes. The first experimental observation
of soliton propagation in optical fibers was reported
in 1980 by Mollenauer, Stolen and Gordon.

Note that all the higher-order solitons ðN . 1Þ
execute a recurrent deformation during their
propagation, as illustrated in Figure 6 in the case of
the second-order soliton ðN ¼ 2Þ:

Dark Solitons

In the normal dispersion regime ðb2 . 0Þ the chirps
induced by GVD and SPM reinforce each other and
thus make the hyperbolic secant pulse more
susceptible to temporal broadening. Thus, in the
normal dispersion regime bright solitons cannot
propagate. However, in this case the NLS equation,
eqn [5], admits a hole-soliton solution. In other
words, the intensity profile of this soliton exhibits a
dip in a uniform background, as represented in
Figure 7.

Mathematically, this hole-soliton, commonly
called a dark soliton, takes the following form:

Aðz; tÞ ¼ ^
ffiffiffiffi
P0

p
tanh

�
t=d0

�
exp

�
igP0z

�
½18�

As eqn [18] shows, the amplitude of the dark soliton
is given by an odd function of time. Thus its phase
exhibits an abrupt p jump at the dip center, thus
implying that dark solitons are chirped. The phase
between each jump is constant. Note that there exist
other soliton solutions that are similar to the dark
soliton, but for which the intensity at the dip center
does not fall to zero and the phase variation is more
gradual and smaller. These solutions are often called
gray solitons.

A common feature of bright and dark solitons is
their robustness. This property is very important for
ensuring practical applications in optical communi-
cations. Moreover, optical solitons emerge
unchanged from collision processes. However, dis-
sipative perturbations such as material loss or Raman
scattering can destroy such solitons.

Dispersion-Managed Solitons

As we mentioned above, the fundamental soliton is
based on a delicate balance between dispersion and
nonlinearity, through the relation LD ¼ LNL: In
addition, the existence of this soliton requires that
only these two effects are present in the fiber. But in
practice, additional linear and nonlinear effects such
as fiber losses, Raman scattering, or third-order
dispersion, are always present in the fiber. In
particular, the fiber losses cause the soliton power to
continually decrease during the propagation. The use
of lumped amplifiers along the transmission line
allows one to compensate for the power loss, but does
not prevent the occurrence of chirp. As a con-
sequence, the fundamental soliton does not survive
over long distances (a few tens of kilometers), without
in-line control. Moreover, this soliton is not stable

Figure 6 Temporal evolution of the power of a second-order

soliton, as a function of the propagation distance. The simulation

parameters are the following: input peak power P0 ¼ 267 mW:

The fiber parameters are the same as in Figure 5. The nonlinear

length is LNL ¼ 1:25 km.

Figure 7 Temporal evolution of the power of a dark soliton, as a

function of the propagation distance, for an input peak power

P0 ¼ 67 mW.
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against phenomena such as CPM and FWM
processes that occur unavoidably in WDM systems.
The CPM between the pulses in a given channel and
the pulses in other channels induce a frequency chirp
(in the considered channel), which is converted into
amplitude variations by the fiber dispersion. The
FWM induces energy-exchange processes between
different channels, which lead to pulse distortions.

A new transmission scheme, called dispersion
management, was recently proposed to resolve the
above-mentioned limitations. Basically, the dis-
persion-management technique utilizes a trans-
mission line with a periodic dispersion map, such
that each period is built up by two types of fibers,
generally with different lengths and opposite group-
velocity dispersion. Whereas the fundamental soliton
requires total cancellation of the chirp at each
propagation distance, the dispersion-managed (DM)
soliton induces a small variation of the chirp, with a
zero mean value over each period of dispersion
management.

The DM soliton exhibits major differences with
respect to the fundamental bright soliton. First,
whereas the fundamental bright soliton possesses a
smooth profile (as Figure 5 shows), the profile of
the DM soliton exhibits an internal oscillatory
structure, with several side-lobes on each side of
the soliton’s center. A typical representation of a
DM-soliton profile is shown in Figure 8, at the free-
chirp point of the dispersion map. Another out-
standing difference is the following: whereas the
fundamental soliton propagates with a constant
profile, the DM soliton executes a periodic

deformation, with a period that coincides with
that of the dispersion map. The minimum value of
the soliton’s width occurs at the free-chirp point.
From this point, the soliton’s width can execute
several oscillations within one dispersion map, with
a peak value that can be quite large compared with
the width at the free-chirp point. Figure 9 illustrates
the propagation of a DM soliton within one
dispersion map of a lossless DM line.

Recent experiments have demonstrated that in this
new transmission scheme the pulse propagation
becomes much more stable than fundamental solitons
against linear and nonlinear effects such that SPM,
FWM, CPM, or third-order dispersion. The DM
transmission lines are currently subject to intense
research with a view both to upgrade the capacity of
existing terrestrial networks, and to design submarine
fiber systems with ultrahigh capacity.

Modulational Instability

In optical fibers, the interaction between nonlinear
and dispersive effects may lead to modulational
instability (MI), a phenomenon in which a continu-
ous or quasicontinuous wave undergoes a modulation
of its amplitude or phase in the presence of noise or
any other small perturbation. The perturbation can
originate from quantum noise (spontaneous-MI) or
from a frequency shifted signal wave (induced-MI).
MI was observed for the first time by Tai, Hasegawa
and Tomita in 1986 for a single pump wave
propagating in a standard nonbirefringent fiber
(scalar MI). Scalar MI occurs only when the group
velocity dispersion (GVD) is negative (anomalous
dispersion regime). Modulational instability in eqn [5]
is examined through a linear stability analysis (LSA)

Figure 8 Plot showing the profile of a DM soliton at the

free-chirp point of a typical DM line made up of 20.5 km of

anomalous-dispersion fiber ½b2 ¼ 21:5 £ 1023 ps2 m21; g ¼

1:4 £ 1023 W21 m21�; and 19.5 km of normal-dispersion fiber

½b2 ¼ 1:5 £ 1023 ps2 m21; g ¼ 1:4 £ 1023 W21 m21�:

Figure 9 Plot showing the evolution of the DM soliton’s profile

as a function of the propagation coordinate z.
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of its steady state solution

A ¼
ffiffiffiffi
P0

p
exp½igP0z� ½19�

Equation [19] shows that the power remains constant
through propagation along the fiber. The linear
stability of the steady state solution is examined by
looking into the system in the presence of small
amplitude and phase perturbations a; that is, we
consider

A ¼
� ffiffiffiffi

P0

p
þ a

�
exp½igP0z� ½20�

Then, the linearization of the NLSE with respect to
a yields

›a

›z
þ

i

2
b2

›2a

›t2
¼ igP0

�
a þ ap

�
½21�

Then one can assume for the perturbation a modula-
tional ansatz with wavenumber K and frequency V;

of the form

aðz; tÞ ¼ u cos
�
Kz 2Vt

�
þ iv sin

�
Kz 2Vt

�
½22�

Substitution of eqn [22] into eqn [21] leads to the
following dispersion relation for the perturbation

K2 ¼
b2

2V
2

4

h
V2 þ

4gP0

b2

i
½23�

The MI phenomenon manifests itself by an expo-
nential growth of the amplitude of the perturbation.
This behavior occurs when the wavenumber K
possesses a nonzero imaginary part. The dispersion
relation [23] clearly shows that MI strongly depends
on the sign of the dispersion. For normal dispersion
ðb2 . 0Þ; K is always real and the steady state is
stable, whereas in the anomalous dispersion regime,

MI appears for V , Vc ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
4gP0

�
lb2l

q
: The import-

ance of the phenomenon is measured by a power
gain defined by

gðVÞ ¼ 2lImðKÞl ¼ lb2lV
ffiffiffiffiffiffiffiffiffiffiffiffi
V2

c 2V2
q

½24�

Figure 10 shows the MI-gain spectra at three power
levels with fiber parameters appropriate for standard
silica fibers at l0 ¼ 1:319 mm:

The peak value of the gain, gmax ¼ 2gP0; occurs at
a frequency

Vopt ¼

ffiffiffiffiffiffiffiffi
2gP0

lb2l

s
½25�

called the optimal modulational frequency. In
practice, when the perturbation corresponds to

quantum noise, the spectral components that are
amplified by the MI-process are close to Vopt: Here,
as shown by Figure 11, the MI phenomenon leads to
two sidebands that are situated symmetrically
with respect to the pump, at frequency detunings
of < ^Vopt (see Figure 10 for a pump peak power
P0 ¼ 3 W).

In the time domain, induced-MI leads to the
break-up of the quasi-cw pump wave into a train
of ultrashort pulses. The repetition rate of the
pulses is determined by the frequency detuning
between the signal and the pump (i.e. the modula-
tional frequency). The temporal shape of these
ultrashort pulses depends not only on the powers

Figure 10 Spectral profiles of MI gain g for a pump

peak power P0 ¼ 1 W (solid), 3 W (dashed) and 10 W

(dot-dashed). The fiber parameters are b2 ¼ 23:5 ps2 km21 and

g ¼ 1:9 £ 1023 m21W21:

Figure 11 Spontaneous modulational instability spectrum (i.e.,

parametrically amplified spontaneous noise), as obtained for a

peak pump power P0 ¼ 3 W and a fiber length L ¼ 1 km: The fiber

parameters are the same as in Figure 10.

SOLITONS / Optical Fiber Solitons, Physical Origin and Properties 63



of the input waves but also on the modulational
frequency. In particular, trains of bright and dark
solitons with a terahertz repetition rate have been
generated by MI in optical fibers. Figure 12a shows
theoretically the evolution of a small initial
modulation.

As Figure 12a shows, MI causes a small initial
perturbation to evolve into a periodic pulse train,
whose period is inversely proportional to the freq-
uency spacing Df between the pump and signal
waves. Thus the technique of induced-MI can be
exploited for generating high-repetition-rate ultra-
short pulse trains. As shown in Figure 12b, such pulse
train generation manifests itself in the frequency
domain by the growth of a cascade of sidebands. The
number of harmonics ðnDf Þ is determined by the
temporal shape of the generated pulses and the initial
conditions at the fiber input.

Cross-phase modulation (CPM) between two
modes can be used to extend the instability domain
to the normal dispersion regime (positive GVD). This
is achieved by using orthogonally polarized pump
waves. This CPM-induced MI is called vector
modulational instability. The optical field evolu-
tions are described by two coupled NLS equations.

Several experiments involving two polarization
modes, or two spatial modes, have been done in
order to observe MI in the normal GVD regime.

Conclusion

The invention of soliton transmission, predicted in
1973 and experimentally demonstrated in 1980, is
one of the major discoveries made in the area of
optical telecommunication. Although from the period
of invention of optical solitons up to very recent years
the main line of research activities was based on the
concept of the ‘classical soliton’, which represents an
exact balance between the fiber group-velocity
dispersion and its intensity-dependent refractive
index, most recent experimental and theoretical
developments focus on dispersion-managed solitons.
It is now widely recognized that DM solitons in fiber-
optic links are the most promising way both to
upgrade the capacity of existing terrestrial telecom-
munication networks and to design submarine fiber
systems. Most of the current research and develop-
ment activities in this context aim to develop a non-
empirical methodology of designing ultrahigh-speed
DM fiber systems.

Figure 12 (a) Theoretical temporal evolution of the power for induced-MI, as a function of the propagation distance. (b) Output power

spectrum in logarithmic intensity scale. The pump (signal) power is 3 W (0.5 mW), the pump-signal frequency detuning is 0.34 THz, and

the fiber length is 1 km. The fiber parameters are the same as in Figure 10.

64 SOLITONS / Optical Fiber Solitons, Physical Origin and Properties



List of Units and Nomenclature

Dispersion length LD [m]
Group velocity dispersion coefficient b2

[ps2 km21 ¼ 10227 s2 m21]
Nonlinear length LNL [m]
Nonlinear parameter g [W21 m21]
Nonlinear refractive index n2 [m2 W21]
Optical intensity I [GW cm22 ¼ 109 W cm22]

CPM: cross-phase modulation
DM Soliton: dispersion-managed soliton
FWM: four-wave mixing
GVD: group velocity dispersion
LSA: linear stability analysis
MI: modulational instability
NLS (E): nonlinear Schrödinger (equation)
SPM: self-phase modulation
WDM: wavelength division multiplexing

See also

Fiber and Guided Wave Optics: Dispersion; Light
Propagation; Nonlinear Effects (Basics). Lasers: Optical

Fiber Lasers. Scattering: Scattering Theory. Solitons:
Soliton Communication Systems.
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Introduction

In 1973 Hasegawa and Tappert proposed that optical
soliton pulses in fibers could exist. A soliton is a
propagating wave packet that is localized in the sense
that it does not spread its energy during propagation,
and with the additional property that it is so stable
that it can collide with other solitons and emerge
unaffected with respect to energy, shape, and
momentum after the collision. Solitons are based on
some kind of nonlinearity in the system, and for
optical fibers the weak Kerr nonlinearity (which
makes the refractive index increase in proportion to
the optical intensity) can counteract the pulse broad-
ening induced by group-velocity dispersion (GVD).
The two effects can form a stable balance in the form
of a soliton pulse, which then propagates without
changing shape.

Due to the lack of short-pulse laser sources at
wavelengths above 1.3 mm, and low-loss silica fibers,
it took another seven years for optical soliton pulses

to be experimentally verified. In an experiment by
Mollenauer, Stolen, and Gordon in 1980, soliton
pulse transmission over 700 m fiber was demon-
strated. During the 1980s soliton research aimed
towards the use of solitons as information carriers in
optical communications, and in 1990 the first data
transmission experiment using solitons (2.8 Gb/s over
23 km of fiber) were reported by Iwatsuki et al.

During the 1990s, soliton-based communication
systems have matured, an important reason being the
development of the erbium-doped fiber amplifier
(EDFA), which made high power levels commercially
available. The most recent developments have been
towards the use of solitons in alternating dispersion
maps (so-called dispersion management), and such
systems have reached performance levels near
commercialization.

It should be stressed that fiber soliton research has
been almost exclusively devoted to single-mode fibers
at a wavelength of 1550 nm. In principle, solitons can
also be used to counteract mode dispersion in multi-
mode fibres, but that generally requires unrealistically
high peak powers, and is therefore regarded to be of
less interest. Similarly, solitons with wavelengths
around 1300 nm in single-mode fibers have been
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considered, but found to be of less interest due to the
lack of low-noise optical amplifiers in this spectral
range. Another kind of soliton, the so-called dark
soliton, can also be generated in single-mode fibers.
However, dark solitons have only been used as infor-
mation carriers in a very limited number of experi-
ments, and will also be omitted from this discussion.

In the present review we will discuss both
theoretical and experimental aspects of soliton
transmission. We will distinguish between conven-
tional solitons, which have constant dispersion
during transmission, and dispersion-managed soli-
tons (although solitary waves would be the proper
mathematical name) for which the dispersion varies
periodically during transmission.

Conventional Fiber Solitons

Group-velocity dispersion means that the group
velocity of the light changes with the optical
frequency, and it is usually defined as the second
derivative of the propagation constant b with
respect to the angular frequency v, and denoted
b00

0 [ps2 km21]. Standard single-mode fibers have a
b00

0 < 220 [ps2 km21] around a wavelength of
1550 nm, whereas dispersion-shifted fibers (DSFs)
have b00

0 close to zero in the 1550 nm region. The
dispersion is defined with respect to sign, so that the
GVD is said to be normal if the group velocity
decreases with frequency ði:e:;b00

0 . 0Þ; and ano-
malous if the group velocity increases with frequency
ði:e:; b00

0, 0Þ: A pulse propagating in a dispersive fiber
will broaden with propagation distance at a rate
proportional to the product of b00

0 and the spectral
width of the pulse. In a communication system such a
broadening is devastating, since neighboring pulses
will interfere and disperse power into adjacent bit
slots. The problem is increased for high data rates (as
this requires short pulses with broad spectra) and/or
long transmission distances.

The nonlinearity in optical fibers manifests itself as
a dependence of the refractive index with power, and
is known as the optical Kerr effect. For pulse
propagation the Kerr effect will give rise to self-
phase modulation (SPM), which means that the pulse
will get a phase modulation proportional to its
own intensity. Mathematically speaking, the ampli-
tude of an optical pulse u(0, t) [W1/2] launched at
z ¼ 0 will evolve according to uðz; tÞ ¼ uð0; tÞ
exp(2igzluð0; tÞl2), where g [W21 km21] is the non-
linear coefficient of the fiber, z [km] is the propagation
distance along the fiber, t [ps] is the time coordinate,
and lu(z, t)l2 [W] is the power level of the light. The
value of g varies between different fiber types due to
the dependence on the core area of the fiber, but for

standard single-mode fibers, in the 1550 nm region, it
is approximately 2.2 km21 W21.

Taking both self-phase modulation and dispersion
into account, one can derive a propagation equation
for light, known as the nonlinear Schrödinger (NLS)
equation. Of particular importance for the solution to
the NLS equation is solitons, which is a solution that
propagates without dispersive broadening. The soli-
ton solution arises as a result of a cancellation of the
dispersion and the self-phase modulation effects, and
it can only be formed when the dispersion is
anomalous. For normal dispersion the nonlinearity
and the dispersion will instead act together to increase
the spectral broadening of the pulse. The soliton
solution of duration t0 and dispersion b00

0 reads

usolðz; tÞ ¼

ffiffiffiffiffiffiffi
1

gLD

s
sech

�
t

t0

�
exp

�
2 i

z

2LD

�
½1�

where the dispersive length is LD ¼ t2
0 = lb00

0l ½km�:

The soliton peak power Ps [W] and energy Es [J]
can be expressed as Ps ¼ lusolðz;0Þl

2
¼ lb00

0l = gt2
0 and

Es ¼ 2Pst0 ¼ 2lb00
0l = gt0:

The fact that solitons are not broadened by
dispersion will make them ideally suited as infor-
mation carriers in a communication system. However,
the solitons are affected by various perturbations that
will affect the balance by dispersion and nonlinearity.
Unless proper care is taken in the design of the system,
those perturbations can destroy the performance of
the communication system. Next, we will review the
most important perturbations and design issues of
soliton-based communication systems.

Solitons in the Presence of Third-Order Dispersion

The third-order dispersion (TOD), or the dispersion
slope, is modeled with the derivative of the GVD,
b00

0 ½ps3 km21�; which is typically 0.1 ps3 km21 in
standard and dispersion-shifted fibers. For solitons
in dispersion-shifted fibers the effect of the dispersion
slope is increasingly important the closer the solitons
are to the zero dispersion wavelength.

When a soliton is placed close to the zero-
dispersion wavelength, it will emit radiation in the
normal dispersion regime of the spectrum, lose
energy, and recoil further into the anomalous
dispersion region so that the radiation stops and a
stable soliton is formed. As a design criterion
b000

0 = ðlb00
0lt0Þ , 0:24 have been suggested for this

phenomenon to provide negligible energy loss.

Solitons in the Presence of Amplification and Loss

The most important property that has been neglected
in the derivation of the NLS equation for optical
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pulses is the effect of loss. The loss will decrease the
power and hence the nonlinearity so that the balance
sustaining the soliton is no longer maintained. As a
result of the loss (which is of the order of 0.2 dBkm21

in standard transmission fibers) the soliton pulse will
be broadened. Partly, this can be circumvented by
requiring the launched peak power of the soliton after
each amplifier to be such that the path-average power
between the amplifiers equals the soliton power, Ps.
The peak power Ppeak falls off as exp(2az), where
a ¼ 0.042 km21 is the fiber loss coefficient, and
the average peak power over one amplifier span is
then Ppeak (l 2 exp(2aLa))=aLa ¼ Ppeak(G 2 1)=
G ln(G) ¼ Ps, where G ¼ exp(aLa) is the gain of
each amplifier and La [km] is the amplifier spacing.

Nevertheless the periodic fluctuation of power and
width over each amplifier length may cause the
solitons to become unstable and lose power to
dispersive wave radiation. To minimize this loss a
useful design criterion is that the amplifier length La

should be smaller than the dispersive length, LD.

Sources of Timing Jitter

Another transmission obstacle is the various sources of
random movement of the pulse in the bit slot, i.e.,
timing jitter of the pulses in the data transmission link.
There are various sources of timing jitter, e.g., soliton
interaction, Gordon–Haus, acoustic, and wavelength
division multiplexing collision induced jitter.

Soliton interactions
Solitons, being nonlinear pulses, will interact with
adjacent pulses in the pulse train. The interaction
between solitons of the same polarization state and
wavelength is phase sensitive so that in-phase solitons
will attract each other whereas out-of-phase
solitons will repel each other. To reduce this effect
the solitons must be sufficiently spaced in the data
stream. A typical design condition is that the pulse
width of the solitons are one fifth of the bit slot, or
one fifth of the inverse bit rate. A straightforward way
of reducing the interaction is to have alternating
amplitudes of the soliton in the pulse train, and the
solitons can then be packed more densely.

Orthogonally polarized solitons interact substan-
tially less, since it is the intensity overlap that causes
the interaction, rather than the amplitude overlap as
for copolarized solitons. In polarization multiplexed
systems where adjacent pulse have orthogonal
polarization it is usually enough with half the above
separation, i.e., a pulse duration of 2.5 less than the
bit separation.

Gordon–Haus jitter
Noise from the in-line amplifiers will give rise to a
small jitter in the carrier frequency of each soliton,
which, via the dispersion, will alter the group velocity
and hence affect the arrival time of each pulse. This is
known as the Gordon–Haus effect, and it has to be
accounted for in long-distance systems. The variance
of the timing jitter is proportional to the ratio of the
power spectral density of the noise to the energy of
the soliton, and also proportional to the transmis-
sion distance cubed. The fact that Gordon–Haus
jitter grows cubically with distance makes it particu-
larly important at transoceanic lengths, typically
exceeding 1 Mm.

Acoustic jitter
The electrostriction nonlinearity in the fiber gives rise
to a mechanical pressure proportional to the optical
intensity, which in turn modifies the refractive index
of the fiber. In particular, an intense optical pulse like
a soliton will give rise to a pressure (acoustic) wave
moving radially outwards from the fiber center. The
pulses in the wake of this wave will experience a
randomly changing local refractive index, and hence
(just as for Gordon–Haus jitter) a randomly changing
carrier frequency that transforms into a timing
jitter. The variance of this jitter will grow as the
transmission distance to the power of four.

WDM Considerations

Wavelength division multiplexing (WDM) is another
way of increasing the bit-rate of soliton systems. That
is, several frequency channels are used for solitons
transmission. The problem with WDM transmission
using solitons stems mainly from collisions between
solitons in the different wavelength channels. In a
perfectly ideal NLS equation solitons would collide
elastically without changing carrier wavelength.
However, the presence of losses and amplification
may cause the collisions to be asymmetric if they occur
around an amplifier, and the result will be a freq-
uency displacement and a concomitant timing jitter.

Soliton Control

Soliton control is the common name for methods to
control the soliton parameters such as wavelength
and position, mainly in order to reduce the deleter-
ious timing jitter effects. There are two different
approaches: passive and active control.

Passive soliton control has been suggested in the
form of filters that are inserted along the transmission
path. This helps to keep the soliton wavelength fixed.
In this way not only Gordon–Haus and acoustic jitter
can be remedied, but also interaction jitter and
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WDM-collision-induced jitter. A problem with this
kind of filtering is that it defines a spectral region with
excess gain, in which amplifier noise will grow
excessively. A way around that problem is to slightly
shift the center wavelength of the filters along the
transmission path. In that way the solitons will follow
the frequency shift, but the linear noise will not. Such
sliding filter experiments have demonstrated
8 £ 10 Gb/s WDM soliton transmission over 10 Mm.

Active control usually acts in the time domain by
using phase or amplitude modulators to retime and
reshape the solitons. Using this technique, 10 Gbit/s
over unlimited distances has been demonstrated.
However, this kind of active reshaping of the pulses
suffers from the same drawbacks as conventional
electronic regeneration, i.e., incompatibility with
WDM, complexity, and high cost.

Dispersion-Managed Solitons

Introduction

In the last years of the 1990s, solitons have become
substantially more attractive through the rapidly

emerging strategy of improving the performance of
soliton transmission with dispersion management
(DM). While the DM strategy, which involves
altering the local dispersion between a large positive
and a large negative GVD such that the average GVD
is small, has long been used in linear systems, it was
only relatively recently appreciated that the same
technique, if properly implemented, gives rise to
several very striking improvements over conventional
soliton transmission systems. While DM-solitons
are clearly nonlinear pulses they are by no means
classical solitons.

From a commercial viewpoint, however, the most
important benefit with using DM-solitons is that
they, in principle, can use the already installed
conventional fibers (with zero dispersion at
1300 nm) allowing a much more cost-effective
upgrade together with dispersion-compensating
fibers (DCF) or chirped fiber gratings, which can be
located together with in-line amplifiers at certain
intervals in the link.

In Figure 1, an example of breathing in spectral and
temporal widths of a DM-soliton can be seen,
together with its dispersion map at the bottom.

Figure 1 Plot of the spectral width (top), temporal width (middle), dispersion map (bottom) of a dispersion-managed soliton in the

lossless case (left column) and the lossy case that is periodically amplified (right column). The positions of the amplifiers are denoted by

the small triangles in the plot of the dispersion map.
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Two cases are shown; one without fiber attenuation
(left column) and one including fiber losses and
periodic, lumped amplification every 60 km. One
may note the strictly periodic behavior of both the
spectral and temporal widths in both cases, and that
the evolution of the spectral width is significantly
different in the lossy case. This is because a change of
the pulse spectrum requires nonlinearities and high
power, and the spectral broadening is therefore
highest directly after the amplifiers.

Properties

DM-solitons emerged from extensive simulation
work, and it was quite surprising to many researchers
that the simulations revealed such stable and strictly
periodic pulses. The periodicity follows that of the
dispersion variation of the system. Usually the system
under study has a dispersion map, i.e., a plot of how
the GVD varies along the transmission path. The map
has a characteristic period (typically 10–100 km) and
an average GVD which is significantly lower than the
local GVD in the map.

As a result of the massive simulation work done by
many groups the following properties of DM-solitons
have been found:

. The pulse width, chirp, and spectral width
oscillates periodically in the dispersion map.
There are two points within the period at which
the pulse is chirp-free, and those correspond to
local minima of the pulse width. One of those
points is the global minimum width, referred to as
the ‘shortest pulse’ below.

. A central parameter that is useful for the charac-
terization of DM-solitons is the map strength,
S ¼ ðL1lb00

1lþ L2lb00
2lÞT2

FWHM; where L is the length,
b00 is the dispersion, TFWHM is the minimum pulse
width in the full width half maximum sense, and
the subscripts 1 and 2 refer to the two fibers in the
dispersion map. In this example we thus assume
the map to consist of two fibers, one with normal
and one with anomalous dispersion. Physically the
map strength is the number of dispersive lengths
the pulse propagates in one period. DM-solitons
have been found for map strengths ranging
from S ¼ 0 (which is the same as conventional
solitons) to S < 12, although this upper limit is a
transition regime in which the pulses radiate and
perfect periodic evolution never arises.

. DM-solitons have been found for anomalous,
normal, and zero average dispersion b00; defined as
b00

0 ¼ ðL1b
00
1 þ L2b

00
2Þ=ðL1 þ L2Þ: Normal average

dispersion is only possible for map strengths
above 3.9.

. The shortest pulse shape ranges from hyperbolic
secant at S ¼ 0 to Gaussian for higher map
strengths, and this is also evident from the time-
bandwidth product, which increases with S from
0.32 (sech-shape) at S ¼ 0 to 0.44 (Gaussian shape)
and even higher for large values of S. In
addition, the shortest pulse has oscillating tails in
the wings.

. The energy of a DM-soliton pulse is enhanced
relative to a soliton with the same average
dispersion and pulse width.

. The interaction between DM-solitons is less than
that of conventional solitons, and an optimum map
strength exists that minimizes the interaction.

The fact that DM solitons can work for an average
net zero GVD and even for normal dispersion, was a
striking and unexpected difference from conventional
solitons. This can be understood by the fact that the
spectrum is widest in the anomalous dispersion
regime (i.e. positive values of the dispersion par-
ameter D, cf. Figure 1), and it has been conjectured
that the average dispersion, weighted by the spectral
width of the DM-soliton, should always be anom-
alous. This is then a generalization of the fact that
conventional solitons must always have a constant
anomalous dispersion.

The technical improvements with DM solitons
over conventional ones are numerous. The signal-to-
noise ratio is improved since the DM-solitons have a
larger peak power than the corresponding conven-
tional solitons. DM-solitons have less Gordon–
Haus and acoustic timing jitter, since the system
average GVD is much smaller in these systems.
A very important added benefit appears in WDM
systems. Due to the alteration between large
positive and negative GVD along the path, the jitter
induced from WDM-soliton collisions is greatly
reduced. This, in turn, allows for very dense
WDM which will improve the spectral efficiency
substantially.

An important practical consequence of using DM-
solitons is that they reduce (or eliminate) the need
for in-line soliton control such as synchronous
modulation or sliding filters. Yet soliton control
methods are still applicable and will give improve-
ment in terms of signal-to-noise ratio for DM-
solitons as well.

Quite impressive circulating loop experiments
including WDM have been reported. For example,
51 densely packed WDM channels each operating at
20 Gb/s were transmitted over 1000 km with 100 km
sections of standard fiber, clearly demonstrating the
strength of the DM soliton technique.
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Quasi-linear Transmission Intrachannel
Impairments

As a rule, map strengths in the range 1–8 make best use
of the unique features of DM-solitons. This means that
the use of installed standard fiber becomes difficult at
very high bit-rates (say beyond 30–40 Gb/s) as shorter
pulses require a more rapidly (sub-km) varying
dispersion map to maintain a proper S-value. If this
cannot be maintained, i.e. for S values significantly
above 10, one reaches the quasi-linear regime, in
which the dispersion significantly dominates the
transmission.

In the quasi-linear regime, there are a couple of
nonlinear transmission impairments that need to be
accounted for and analyzed in more detail. They are
the so-called intra-channel effects; intra-channel four-
wave mixing (ICFWM), and intra-channel cross-
phase modulation (ICXPM), and arise due to the
nonlinear interaction between two neighboring
pulses. Four-wave mixing (FWM) and cross-phase
modulation (XPM) are usually effects associated with
WDM transmission. However, the fact that the pulses
are chirped and broadened, will cause different
frequency components from neighboring pulses
within the same wavelength channel to overlap in
time, thereby causing FWM and/or XPM within the
same channel.

ICFWM arises for two neighboring pulses that, via
four-wave mixing (FWM), creates new frequency
components that in the time domain will give rise to a
new pulse (commonly referred to as a ghost pulse),
next to the two. The ghost pulse will then give rise to
intersymbol interference and reduction of the eye
opening. ICFWM is most prominent for large map
strengths and high power.

ICXPM can be viewed as pulse-to-pulse interaction,
and physically, it manifests as the frequency shift of
one pulse induced by the presence of a neighboring
pulse, which, by the dispersion transforms into a
timing jitter. The effect can be minimized by selecting
proper map strength and pre-chirp of the pulses.

Finally it should be emphasized that these intra-
channel impairments will affect also non-soliton
systems (e.g., non-return-to-zero (NRZ) modulated
systems) if the nonlinearities are significant.

Experiments and Field Trials

Soliton Pulse Sources

When doing soliton experiments, be it conventional
or DM-solitons, particular importance is placed on
the properties of the pulse source, as it sets the
lower limit of the system performance. A high

bit-rate soliton pulse source needs to produce
low-chirp, low timing-jitter pulses with proper
duration (in the ps regime), repetition rate (10–40
GHz), and shape.

One possible choice is gain-switched (GS) laser
diodes, possibly with an external cavity for tunability.
However, they suffer the drawback of producing
pulses that are strongly chirped, asymmetric and
often too wide.

For laboratory experiments, fiber ring lasers (FRL)
are very attractive, as they provide wavelength and
pulse width tunability, besides meeting the above
demands. Their drawback is that they are bulky, need
active stabilization, and sometimes also temperature
control to achieve long-term stability.

Finally it appears quite clear that electro-absorption
modulators (EAM), which can be integrated or not
with a distributed feedback (DFB) laser, are very useful
and simple sources for soliton transmission. While
such sources were developed for linear NRZ systems,
they have now proven to be near ideal in soliton
systems as well. Although EAMs are not commercially
available at 40 GHz yet, they are likely to be so soon.

Special considerations need to be taken in DM-
soliton systems, however, as the launch condition is
different from that for conventional solitons. The
pulses should have a linear chirp such that it fits
seamlessly in the periodically induced chirp variation
along the link. This can be achieved by incorporating a
proper length of fiber (or chirped fiber grating) in the
transmitter once the overall dispersion map is known.

Loop Experiments

In order to investigate really long distances (mega-
meters) of transmission, loop experiments were
developed in the early 1990s. This means that the
data pulses are injected in a loop consisting of
transmission fiber and amplifier, and then left to
propagate a number of laps corresponding to a
certain transmission distance. Acousto-optic switches
are used to switch the pulse train in and out from the
loop at proper time intervals. The drawback of loop
experiments is that they may be poor models of
reality when it comes to things like dispersion
variation along the fiber, polarization mode
dispersion (PMD), or various kinds of drift that
may arise. In addition, a real system has more options
to fine tune, e.g., amplifiers along the transmission
line. However, as long as these drawbacks are
recognized, loop experiments are very powerful
indeed, and invaluable in laboratory evaluations of
long-distance transmission.
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Field Trials

In the field, there are many transmission link design
restrictions and fiber properties which make the
systems far from optimal. The actual fiber parameters
are nonperiodic with propagation distance as the
systems are straight lines rather than relatively short
loops. Both loss (in particular when including many
contacts and splices along the link) and dispersion
might vary significantly along a fiber span. In
addition, it may not be possible to tailor the
dispersion map and amplifier locations to reach an
optimal state. All these examples of nonidealities
justify the need for field experiments.

Several soliton field experiments have been con-
ducted over the past few years in Japan by NTT, in the
US by MCI/Pirelli, as well as in Europe by ACTS
projects, and the results from those experiments are
discussed below. It is a good indication that solitons
are indeed foreseen as very interesting candidates in
commercial systems. Again, it is not very easy to
compare the results as the situation in each case differs.
All of the systems operated in the 1550 nm range, used
optical time division demultiplexing with a 10 Gb/s
electronic base rate, and the average loss/km ranged
from 0.24 to 0.33 dB/km. Dispersion-shifted fiber was
always used, apart from in two cases, where standard
fiber was used. One field trial has used DCF for
dispersion compensation, which makes this the only
DM-soliton field experiment to date.

Polarization multiplexing, for which adjacent
pulses have orthogonal polarization, have been used
in a few experiments and this serves mainly to allow
the use of relatively wide pulses, which in turn allows
for larger amplifier spans. Polarization-multiplexing,
however, is not as useful if the PMD of the system is
high, as then the orthogonally polarized pulses would
start to drift statistically in time relative to each other,
thereby creating intersymbol interference and
increasing the soliton interaction. In the 40 Gb/s
cases and above, PMD was found to be the main
capacity limiting factor.

Most of the recent experiments used a mode-locked
fiber ring laser as a source, mainly because these
provide excellent pulse quality as well as tunability
in terms of wavelength and pulse width. Other
experiments used either gain-switched lasers or
electro-absorption modulators.

Future soliton field trials are expected to (1) take
advantage of the now well-known strategy of
improving soliton transmission performance with
dispersion-management, this being very attractive
for upgrading existing fiber plants, (2) implement
dense WDM (in fiber lines that do not contain
dispersion-shifted fibers) to boost aggregate capacity,

(3) utilize different forms of in-line control, particu-
larly at high bit rates, and (4) further address the
implications of PMD and techniques to combat it.
The interesting trade-off between wavelength and
time division multiplexing (WDM–TDM) for optim-
ization of overall aggregate capacity will depend on
the details of the fiber line parameters.

Future Outlook

To conclude, we note that the motivation for using
solitons as information carriers has changed over the
years. The property of being resistant to dispersive
broadening was originally the main feature, but this
was considered less important when dispersion-
compensating fibers became commercially available.
Instead, this led to the development of the dispersion-
managed soliton. The advantages of the DM-soliton
over linear transmission are features like the
large power which gives a high signal-to-noise ratio.
On the other hand, the difference between linear
and nonlinear pulses is becoming increasingly fuzzy,
and perhaps the distinction should be made
between return-to-zero (RZ) and NRZ modula-
tion rather than between linear and nonlinear
transmission.

It is nevertheless interesting to note that solitons are
now not only considered for oceanic systems but also
for shorter terrestrial systems. There are still several
challenges and opportunities remaining in order to
take full advantage of solitons and to reach a better
understanding. Further work is also needed on WDM
soliton- and very high-speed TDM soliton-systems.
The use of DM-solitons is a very recently established
technique and there are thus many issues to consider.
These include studies of robustness to deviations of
optimum conditions, e.g., improper pulse launch
conditions, the impact of nonperiodic dispersion
maps and of PMD (both of which are difficult
to study in loop experiments), and intrachannel
effects. Nevertheless, solitons have now reached a
level of maturity such that commercialization seems
very near.

List of Units and Nomenclature
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A Tonello, Université de Bourgogne, Dijon, France

q 2005, Elsevier Ltd. All Rights Reserved.

Introduction

The fact that wave propagation phenomena are
intrinsically dispersive, that is localized disturbances
tend to spread, is part of our experience. Less well
known is the fact that the spreading of wavepackets
can be counteracted by the nonlinear response of
the host medium. Solitons are wavepackets that
exploit this principle, realizing a perfect balance of
dispersion and nonlinearity that allows them to self-
trap and travel undistorded, or at least to recover
their shape periodically, for long (virtually unlim-
ited) distances. More specifically, here we deal with
optical temporal solitons constituted by envelopes,
or pulses with relatively narrow bandwidths around
a carrier optical frequency, whose temporal profile
remains unchanged (either strictly or on average)
upon propagation. In contrast with spatial solitons
predicted earlier and such that nonlinearities are
exploited to compensate for diffractive beam
spreading even in the two transverse dimensions
(i.e., in bulk samples, for details the reader is

referred to Solitons: Bright Spatial Solitons), tem-
poral soliton trapping is intrinsically a one-dimen-
sional phenomenon typically observed in optical
fibers where diffraction is compensated by the
standard fiber guidance mechanism. Temporal
solitons were first predicted and observed in
single-mode fibers (SMFs). Their applications in
digital optical communications have increased due
to their capability to behave as nearly ideal bits.
Meanwhile, however, the concept of temporal
soliton has been considerably generalized by inves-
tigating new settings and effects such as polariz-
ation, parametric amplification (see Nonlinear

Optics, Basics: x ð2Þ-Harmonic Generation), gratings
(see Fiber Gratings), stimulated scattering (see
Scattering: Scattering Phenomena in Optical Fibers),
and fiber lasers (see Lasers: Optical Fiber Lasers),
etc. Here we briefly review the essential features of
these different families of temporal solitons. In
particular, in the section on Fiber Temporal Solitons
below, we introduce the basic model for fiber
solitons, whereas we discuss their application to
optical communications in the section on Solitons in
Optical Communications below. In the sections on
Multi-component Temporal Solitons, and Temporal
Solitons in Bragg Gratings below, we introduce
significant generalizations of the concept involving

Map strength S [2 ]
Optical field amplitude u(z, t) [W1/2]
Pulse duration t0 [ps]
Soliton energy Es [J]
Soliton peak power Ps [W]
Third-order dispersion b

000

0 [ps3 km21]
Time t [ps]
Transmission distance z [km]
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multicomponent and slow-light grating solitons,
respectively. Finally, in the section on Solitons on
Dissipative nonlinear optics we discuss issues
related to solitons in strongly dissipative systems.
Note that, throughout the paper, the word soliton is
used in the aforementioned general sense, which
does not necessarily require the underlying model to
be integrable (see the section on Fiber Temporal
Solitons below,), as implied by the more restrictive
and rigorous mathematical meaning of soliton. We
further focus our discussion to bell-shaped solitons
(for dark solitons, holes on a continuous-wave
background, see Solitons: Optical Fiber Solitons,
Physical Origin and Properties), which can be
excited by means of standard laser pulses.

Fiber Temporal Solitons

An optical pulse is described by the complex electric-
field envelope Eðz; tÞ that modulates the carrier
frequency v0: Its evolution along the z axis of a
silica SMF is described with good approximation by
the following universal model for dispersive and
weakly nonlinear systems, known as the nonlinear
Schrödinger equation (NLSE),
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›z
2

k00

2

›2E

›t2
þ glEl2E ¼ 0 ½1�

In eqn [1] the second term is responsible for dispersive
spreading of pulses ruled by the group-velocity
dispersion

k0 ¼
d2k

dv

�����
v0

(GVD, known also as chromatic or second-order
dispersion), while the first-order dispersion

k0 ¼
dk

dv

�����
v0

has been removed in eqn [1] by introducing the
retarded time t ¼ T 2 k0z measured in the pulse
frame traveling at the natural group-velocity
V ; k021 of light, T being the physical time in the
laboratory frame. The cubic term in eqn [1] is res-
ponsible for self-phase modulation (SPM) that stems
from the instantaneous optical Kerr effect character-
ized by the effective coefficient g ¼ k0n2I=Aeff ¼

ðv0=cAeffÞn2I; where n2I is the nonlinear index of
silica, i.e., the nonlinear refractive index change
divided by the intensity which has produced it. The
real-world total electric field can be recovered as
Eðz; r; tÞ ¼ Re

�
f
�
r
�
E
�
z; t
�
exp

�
ik0z2iv0T

��
; where the

transverse modal profile f ðrÞ has been averaged out
in eqn [1] to yield an effective fiber area Aeff:

The mechanism behind soliton formation can be
understood as due to the instantaneous frequency
changes along the pulse caused by the Kerr SPM,
compensating those due to the group velocity
dispersion (GVD) in the anomalous case (k00 , 0; at
carrier wavelengths longer than 1.3 mm in standard
SMFs) where the GVD induces a blue-shift on the
pulse leading edge and a red-shift on the pulse trailing
edge (in the absence of such compensation the pulse
broadens because anomalous GVD means that blue-
shifted frequencies travel faster than red-shifted
frequencies). Such mechanism of compensation
becomes ideal in the case of a soliton waveform.
This concept finds its mathematical support in the
fact that eqn [1] is a conservative (Hamiltonian)
model with the remarkable property to possess
infinite conserved quantities, a rather exceptional
feature which makes it exactly integrable. Among the
solutions, the following fundamental (so-called
N ¼ 1; see below) bright temporal soliton exists
whenever k00 , 0:

Eðz; tÞ ¼
1ffiffiffiffiffi
gLd

p sech½hðt 2 dk0z 2 t0Þ�
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2 idvt þ
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where t0 and f0 are arbitrary initial position and
phase, and Ld ¼ ðk00lh2Þ21 is the characteristic dis-
tance after which the GVD causes a significant pulse
broadening, the so-called dispersion length. Temporal
solitons [2] are characterized by two independent
parameters, namely the duration 1=h and the freq-
uency detuning dv; and possess several remarkable
features:

(i) they travel with invariant shape by realizing the
condition N ; Ld=Lnl ¼ 1; i.e., exact balance
between the two length scales associated with
eqn [1], namely Ld and the nonlinear length
Lnl ¼ ðgP1Þ

21 associated with the peak power
P1 ¼ ðgLdÞ

21 ¼ lk00lh2=g needed for the input
pulse [2] to be a soliton;

(ii) in any given fiber with fixed GVD k00 and
nonlinearity g; a larger soliton power P1 is
required for a shorter duration, i.e., narrower
solitons are taller;

(iii) solitons experience a phase retardation as a
whole (particle), which increases with P1; i.e.,
taller solitons have larger shifts;
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(iv) as a consequence of Galileian invariance, a
frequency shift dv from v0 induces the soliton
velocity to change from k021 to ðk0 þ dk0Þ21; with
dk0 ¼ dk00dv;

(v) unlike other waves in nonlinear media, collisions
between solitons with different velocities are
strictly elastic, as shown in the example of
Figure 1a; and

(vi) solitons are extremely robust: for instance
they can be excited with input peak powers
differing from P1; whereas a weak attenuation
a ðaLd p 1Þ induces the soliton to reshape
adiabatically, i.e., the peak power decreases,
yet the pulse remains locally a soliton by
adjusting its width, as displayed in Figure 1b.

More general (and cumbersome) solutions of
eqn [1] describe periodic soliton evolutions, such as
the interaction of in-phase adjacent input pulses at the
same frequency (see Figure 1c), or a single input pulse
with sech-shape but peak powers corresponding to
higher integer values of N; so-called breathers
because of their ability to recover periodically the

initial shape after ‘breathing’ (see Figure 1d for
N ¼ 3) over the distance pLd=2:

Solitons [2] describe stable propagation-invariant
pulses under ideal conditions (lossless case, relatively
long pulses and short SMFs). In practical settings, the
importance of solitons stems from their robustness
against real-world perturbing phenomena described
by terms that in turn break the integrability of the
underlying model [1]. Situations of this kind arise, for
instance, when one accounts for stimulated Raman
scattering whose effect is to down-shift continuously
the central frequency of ultra-short solitons, or in
optical communication systems treated below.

Solitons in Optical Communications

Solitons [2] represent ideal bits for RZ (return-to-
zero) optical data sequences. However, fibers have
unavoidable losses of about 0.2 dB/km at the usual
operating wavelength l0 ¼ 1550 nm. To ensure long-
haul connections, the optical signal must be period-
ically amplified, commonly using erbium-doped fiber
amplifiers (EDFAs). The pulse peak power hence

Figure 1 Fundamental features of fiber (NLSE) solitons: (a) elastic collision of two N ¼ 1 solitons with different values of parameter

pairs (frequency–velocity and amplitude–width); (b) adiabatic soliton damping in the presence of losses; (c) two-soliton bound state

(in-phase interacting solitons of equal amplitudes); (d) evolution of a N ¼ 3 soliton breather along one period of its evolution. Here the

power lE l2 is scaled in units of fundamental soliton power P1; while distance z and time t are reported in units of Ld and initial pulse-width

1=h; respectively.
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undergoes both large exponential decay, because of
distributed losses and abrupt lumped amplification
under the action of EDFAs. Therefore, the stable local
balance between GVD and nonlinearity cannot be
rigorously sustained in the fiber. If both losses and
amplifiers are accounted for, the mathematical model
for pulse envelope propagation along M spans
becomes:
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where the RHS contains the perturbing terms arising
form distributed losses ðaÞ and lumped amplifications
(described by the comb with spacing ZA).

The analysis of nonintegrable systems, such as
eqn [3], can be carried out by appropriate transform-
ations that allow the recovery of a reduced integrable
model. The key result is that, under the limitations set
by an appropriate length scale, the solitons of the
reduced system can be close to those of the original
problem. For temporal solitons, such transformation
was first called ‘the guiding center soliton’, envisaging
a similarity with the guiding center motion of a
charged particle in a magnetic field. The main
outcome is that eqn [3] can be reduced to the standard
NLSE [1], clearly showing that soliton-like propa-
gation still occurs in the presence of losses (even large,
aLd q 1) and rapid periodic amplification. The
appropriate scale for these systems is the amplifier
spacing ZA; that must be much shorter than Ld: To
reproduce an average behavior similar to the lossless
case, it is sufficient to multiply the input condition for
an enhancement factor that counteracts the effect of
fiber losses. Therefore soliton-like solutions do exist
even in fiber systems with loss management, though on
average (over several fiber spans) rather than locally.

Another issue that makes solitons suitable as
optical bits, lies in their intrinsic aptness to be
controlled either through passive or through active
systems. Solitons tend to follow their relative center
of mass in the temporal or spectral domain. For
instance, a powerful technique to overcome one of the
major problems, i.e., the growth of noise due to
amplified spontaneous emission, may be obtained by
deploying periodically along the line optical passband
filters. Mollenauer and co-workers have demon-
strated that, by sliding the filters progressively (i.e.,
changing slightly the central peak from filter to filter),
one can guide a shape-invariant soliton which adapts
its carrier frequency while effectively suppressing the

noise. Similar control techniques involve amplitude
or phase modulators and a consistent amount of work
has focused on the problem of all optical soliton
regeneration.

To exploit the idea of soliton in optical communi-
cations, however, we should consider the fact that
ultra-short optical pulses, suitable for high trans-
mission rates, require extremely low fiber GVD to
accomplish the stable balance between dispersion and
nonlinearity for a fixed pulse-width and available
power. For instance, in order to transmit at 40 Gbit/s,
we should achieve a fixed GVD coefficient
D ¼ 2ð2pc=l2

0Þk
00 . 0:25 ps/(km nm) for the whole

link.
On the other hand, in many optical systems the

fiber nonlinearity is not exploited at all but rather
considered as a perturbing effect and a source of
penalty that limits the maximum transmission dis-
tance. In such an approach the desired cumulated
GVD should be as close as possible to zero to avoid
errors coming from inter-symbol interference caused
by dispersive broadening. Dispersion-shifted fibers
may ensure low GVD only in a narrow spectral
region, thus limiting the transmission bandwidth.
Conversely GVD can be reduced to zero on average,
simply combining fiber spans with opposite GVD.
The periodic alternance of fiber types may also carry
several benefits, e.g., limiting the impact of resonant
nonlinear interactions such as four-wave mixing (see
Fiber and Guided Wave Optics: Nonlinear Effects
(Basics) for its definition). The different architectures
of dispersion management proposed with the twofold
scope of limiting nonlinear effects and reducing the
cumulated GVD, have immediately stimulated the
investigation of their impact on soliton propagation.
In the early schemes, the attention was focused on the
so-called adiabatic dispersion management, where
the GVD was changed proportionally to the soliton
power to improve soliton system performances. In
contrast with previous works, nonadiabatic map
profiles were introduced in the experiments by Suzuki
and co-workers to compensate the cumulated dis-
persion by locating periodically dispersion compen-
sating fibers (DCFs). In net contrast, Doran and
co-workers have suggested the use of a combination
of fibers with alternate normal and anomalous GVD
(i.e., a periodic stepwise variation of GVD), predict-
ing the existence of solitons with a peak power larger
than the equivalent classical soliton power, i.e.,
dispersion-managed solitons (DMSs) The periodic
stepwise GVD map is not only conceptually different
from earlier designs (with exponentially decaying
GVD), but has opened the field to real application
due to its simplicity of implementation. The innova-
tive discovery that special pulse waveforms may
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propagate in periodically dispersion managed fiber
links has triggered the interest of several groups,
leading to a complete characterization of the pro-
blem, both theoretically and experimentally.

Similar to the case of guiding center solitons, a
DMS usually shows a solitonic behavior. However,
the DMS has a Gaussian shape surrounded by
oscillating tails (see Figure 8 in Solitons: Optical
Fiber Solitons, Physical Origin and Properties), thus
being more suitable, due to its faster decaying tails, to
be closely packed in a bit sequence in comparison
with a sech-soliton (eqn [2]) of the same FWHM. We
show an example of DMS transmission line in the top
frame of Figure 2, where we sketched the variation of
the GVD of a standard SMF periodically balanced by
shorter segments of DCFs with opposite GVD. We
report, in the middle frame, the DMS pulsewidth and
chirp and in the bottom frame the pulse peak power.
As shown, the macroscopic soliton parameters are
characterized by large fluctuations: the local minima
of pulsewidth correspond to chirp-free points and at
such points one observes either a minimum or a
maximum of the pulse spectral bandwidth. None-
theless, all these pulse parameters have periodical
evolutions that are fingerprints of an invariant and
soliton-like pulse when observed at integer multiples
of ZA: The exact periodicity preserves the pulse
waveform and hence the carried information. In DMS
transmission we assist at the threefold compensation
of energy, GVD and nonlinearity. Similarly to the
guiding center solitons, the threefold compensation
has an average, rather than pointwise, connotation.
However, unlike guiding center solitons, for DMSs

the definition of average should take into account the
different relevance of pulse peak power in the map.
Consequently the nonlinearity is compensated in a
weighted manner, and it is not surprising in this
context (though astonishing if placed back in the
context of the NLSE [1] which requires anomalous
GVD), that DMSs have been observed even when the
uniform average GVD is weakly normal.

The net difference between the local and average
GVD allows simultaneous control of different detri-
mental phenomena: for instance four-wave mixing is
reduced by the large local GVD, whereas a small
average GVD limits the impact of timing jitter due to
amplified spontaneous emission (Gordon–Haus
effect). As a result, DMSs perform better than
conventional solitons.

Figure 3 shows a typical high-speed (20 Gb/s)
single-channel experiment, and the achieved perform-
ance in terms of quality factor Q versus propagation
distance, with the output after 8100 km. We recall
that the Q factor measures the bit-error-rate (an error
rate lower than 1029 corresponds to a Q higher than
, 16 dB). DMSs also allow the control of collisions
between solitons that pertain to different channels
(we recall that solitons at different carrier frequencies
go at different velocities, and hence collide), thus
enhancing performances of standard or dense WDM
systems.

Multi-Component Temporal Solitons

So far we have discussed temporal solitons described
by a single envelope. However, the same mechanism
of mutual balance between nonlinearity and dis-
persion can also be effective for multiple pulses,
leading to trap simultaneously multicomponent (or
so-called vector) solitons. Solitons of this type are, for
instance, those due to the interaction of polarization
modes in isotropic or birefringent Kerr media, higher-
order modes in large-core (multimode) fibers, or
mixing of pulses at different carrier frequencies that
interact parametrically (i.e., without net exchange of
energy with the medium). The latter case entails a
broad class of solitons since virtually any parametric
four-photon mixing process in cubic media (e.g.,
nondegenerate or partially degenerate four-wave
mixing, third harmonic generation, …), or three-
photon mixing process in quadratic media (sum- and
difference-frequency generation, second-harmonic
generation (SHG), optical rectification, etc.) is
allowed to sustain them. This opens up the field to
an entirely new class of materials, namely noncen-
trosymmetric (quadratic) materials which usually
have stronger nonlinear responses if compared with
silica fibers. SHG can be taken as a paradigm to

Figure 2 Evolution of soliton parameters along three periods of

a fiber link with lumped amplifiers and dispersion management.

Top frame: GVD map D(z) [ps/(nm km)] and EDFAs (triangles)

location; Middle frame: soliton chirp (in units of 1000 ps22, dashed

line), and pulse-width (in ps, solid line) vs. distance. Bottom frame:

DMS peak power (dBm) vs. distance.
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understand the main features of these multicompo-
nent solitons. In this case, the evolution of the
interacting envelopes Ej at carrier frequencies
jv0; j ¼ 1;2; is ruled by the coupled equations:
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where the subscript j¼ 1; 2 indicates that the relative
quantities evaluated at frequency jv0; t¼T 2k0

1z;
k00

1;2 are GVD coefficients, dk0 ; k0
2 2k0

1 is the group-
delay, x is the effective nonlinear coefficient, and
Dk¼k2 22k1 is the wave-number (or phase) mis-
match. In spite of the fact that eqns [4] are not
integrable, their stable soliton solutions can be found
(numerically) in a wide range of parameters as
symbiotic phase-locked pulses E1;2ðz;tÞ that travel
undistorted. For instance, SHG solitons exist either in
phase-matching ðDk¼ 0Þ or far-off phase-matching
(with some limitations for Dk. 0), and, unlike fiber
solitons, also in normally dispersive media ðk00

1;2 . 0Þ:
As for fiber solitons, their width is related to their
peak power, since the basic mechanism is the mutual
balance between the dispersive broadening (that
depend on the pulsewidth) and nonlinear phase-shifts

(that depend on power), which occur due to repeated
up-conversion and down-conversion processes, often
referred to as cascading. A SHG soliton is robust
enough to permit the observation of trapping, even
from an input that differs considerably from the
soliton (e.g., from the fundamental only), or in the
presence of a relatively strong group-delay which
tends to rip apart the two-component soliton,
inducing walk-off between the two envelopes.

In contrast with fibers, in this case, experiments are
necessarily made in relatively short bulk samples,
thus resulting in a limited number of dispersion
lengths. Usually broad (quasi-planewave) beams are
conveniently employed in order to make diffraction
ineffective.

The main experimental problem is that, in crystals
commonly employed for SHG, the dynamics of
typical laser pulses (duration above 100 fs) is fully
dominated by the group-delay dk0: In other words,
the material GVD becomes relevant only for pulses
as short as a few fs. Therefore, the observation of
solitons with longer pulses has been required to
tailor the dispersion, which can be accomplished by
means of pulses with tilted phase front. As displayed
in Figure 4, successful compression of 200 fs
(FWHM) tilted pulses was observed at relatively
large negative Dk in a BBO bulk crystal with effective
zero group-delay and enhanced (anomalous) GVD.

Figure 3 (a) Schematic diagram of the straight-line experiment with optical time-division multiplexing (OTDM) of soliton at

20 Gbit/s; (b) Measured Q factor vs. distance comparing experimental results obtained in the straight-line and loop configuration

(loop length of 1000 km), respectively. The waveform received after 8100 km is also shown. With permission from Suzuki M

and Edagawa N (2003) Dispersion-managed high-capacity ultra-long-haul transmission. Journal of Lightwave Technology 21:

916–929. q 2003 IEEE.
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The measured compression is a signature of soliton
formation, as clearly indicated by the example of
simulated pulse dynamics reported in Figure 5:
the pulse at second-harmonic is generated and
then trapped with the input one as a two-component
bound state. Radiation and oscillations occur, in
this case, because the launching conditions (single
envelope) are far enough from the two-component
soliton.

Temporal Solitons in Bragg Gratings

A linear periodic structure, such as a Bragg grating
with pitch L; couples counter-propagating waves
when their frequency lies close to the Bragg
frequency vB (vacuum wavelength lB ¼ 2n0L)
defined by the resonance condition kðvBÞ ¼ p=L:

Such a type of structure supports a different type
of temporal solitons, so-called gap solitons (GSs)
since they originate from a linear dispersion
relationship of the type shown in Figure 6a,
characterized by a stop-band (gap) centered around
vB: The gap is characterized by a unitary grating
reflectivity, as shown in Figure 6b, and the forward

linear propagation is therefore forbidden. However,
if the incoming wave is intense enough to induce
the refractive index to increase through the optical
Kerr effect, the Bragg resonance (and the whole
gap) is shifted downwards (in frequency) allowing
for self-transparency at the operating frequency.
GSs can be understood as bell-shaped envelopes
which are allowed to travel along the grating due
to a high-intensity core that bleaches the reflecti-
vity, while the high reflectivity seen by the tails
takes the pulse together. GSs are expected to be
slow because the slope of the dispersion curve
tends to zero when approaching the gap, while its
curvature results in the grating GVD (huge if
compared with material GVD in real-world units),
which is exactly balanced by the nonlinearity when
the GS is formed. This naive portrait is supported
by a more thorough analysis starting from the
coupled-mode equations obeyed by the forward
Eþðz;TÞ and backward E2ðz;TÞ envelopes at
frequency vB; propagating along a (e.g., fiber)
Bragg grating with Kerr effect (inducing SPM and

Figure 4 Soliton fomation via SHG: the circles show the output

pulse duration (full width at half maximum (FWHM) of

autocorrelation tcorr) vs. mismatch Dk, measured after propa-

gation of an input 200 fs tilted pulse (input tcorr ¼ 284 fs) with

13.4 GW/cm2 peak intensity, in a 7 mm BBO crystal (inset: same

with 10.4 GW/cm2). Superimposed (dotted line) is the corre-

sponding theoretical value obtained from eqn [4]. The solid

curve that fits better the data accounts for the additional effect of

the material Kerr effect. With permission from Di Trapani P,

Caironi D, Valiulis G, Dubietis A, Danielius R and Piskarskas A

(1998) Observation of temporal solitons in second-harmonic

generation with tilted pulses. Physical Review Letters 81:

570–573. q 1998 APS.

Figure 5 Dynamics of temporal soliton formation ruled by

eqn [4]. A compressed soliton is formed via strongly mis-

matched (Dk ¼ 2100 cm21) SHG from a 200 fs (FWHM) input

pulse at fundamental carrier frequency, in a crystal with x ¼

1:4 £ 1024 W21/2, effective dispersion dk 0 ¼ 0 (group–velocity

matching) and k 00
1 ¼ 21:8 ps2/m, k 00

2 ¼ 20:75 ps2/m.
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cross-phase modulation):
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The linear dispersion associated with eqn [5] is as
in Figure 6a, with a stop-band lv2vBl# G=k0

proportional to the index corrugation depth
through the Bragg coupling coefficient G: In the
nonlinear regime, GS solutions of eqn [5] differ
qualitatively from conventional fiber solitons [2]:

(i) first, GSs are indeed slow since the two envelopes
can travel locked with any soliton velocity Vsol

such that lvl ; lk0Vsoll # 1; i.e., lower than the
natural group velocity k021

;

(ii) GSs exist only in a narrow bandwidth, i.e., the
shaded area in Figure 6c, which corresponds to
the gap seen in the soliton frame (it reduces to the
conventional stop-band for still solitons and gets
wider for faster GSs); and

(iii) the gap is strongly asymmetric since lower
intensity is required to induce transparency
close to the high-frequency band-edge where,
as a consequence, GSs have low amplitudes and

Figure 7 Gap solitons in a fiber Bragg grating: (a) measured

pulse spectrum compared with the linear grating transmission,

(b) compressed (15 ps) and delayed pulse transmitted at high

intensity (dashed line), compared with the pulse transmitted at

frequency far from the Bragg resonance (solid line) where it retains

its input width of 80 ps. With permission from Eggleton BJ, Slusher

RE, de Sterke CM, Krug PA and Sipe JE (1996) Bragg grating

solitons. Physical Review Letters 76: 1627–1630. q1996 APS.

Figure 6 (a) Bragg linear dispersion relationship in normalized

(dimensionless) units: wave-number shift dk ¼ (k ðvÞ2 p=L)=G vs.

frequency detuning dv ¼k 0(v2 vB)=G; (b) linear grating reflectiv-

ity vs. dv for a grating figure of merit GL ¼ 4; (c) existence domain

(whole shaded area) of GSs in the normalized detuning–velocity

plane (dv; v ;k Vsol). The light shaded area corresponds to the

stop-band ldvl , 1 (inner region between dashed lines in a–b).

The insets show samples of GS intensity profiles vs. the moving

frame coordinate z ¼(1 2 v2)(z 2 VsolT ). Zero-velocity GSs have

symmetric envelopes (lEþl ¼ lE2l) and range from high-ampli-

tude (HA) to low-amplitude (LA) across the gap. The third inset

shows a moving GS in the experimentally accessible region,

where it retains LA but has a stronger component in the direction

of motion.
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are stable (the amplitude grows moving towards
the low-frequency bandedge, where GSs become
unstable).

Experimentally, GSs have been typically observed
with pulses at frequency close to the blue bandedge
of fibers (see Figure 7a) and AlGaAs waveguides
with built-in Bragg gratings of a few centimeters.
The typical signature of GSs, illustrated in Figure 7b,
is the enhanced pulse transmission observed under the
operating conditions of Figure 7a when the input
intensity is sufficiently high. The transmitted pulse
experiences pulse compression and a significant
group-delay (measured with respect to the transit-
time at frequency far off the stop-band), witnessing its
nature of slow-light solitons.

Finally, we emphasize that grating solitons can also
be supported in the case where the two modal
envelopes propagate in the forward direction along
a grating whose period L is long enough to be
resonant with the modal phase slippage, thus indu-
cing efficient linear coupling between them. In this
case, the structure has a gap in wave-number, and
solitons are slow in the frame traveling at the average
modal group-velocity. Soliton formation is expected
to lead to grating-induced compensation of the
group-delay between the modes. Experiments on
such types of structures have been carried out only
recently.

Solitons in Dissipative Nonlinear
Optics

Temporal solitons can also be observed in nonlinear
optical interactions that involve changes of the state
(energy level) of matter as in inverted media or
scattering phenomena. For instance, early studies in
the 1960s have demonstrated that coherent pulses
with energy above a critical level can pass through
resonant (two-level) atoms without being absorbed, a
phenomenon denoted as self-induced transparency.
Such pulses are temporal solitons solutions of
the Maxwell–Bloch model which describes the
atom–light interaction.

Also scattering phenomena occurring in optical
fibers, such as Raman and Brilluoin scattering,
possess three-wave solitons, in which the pump and
scattered (Stokes) light waves are coupled to a
phonon field of the acoustic or optical branch (for
Brillouin or Raman, respectively).

Perhaps more important from the point of view of
the modern applications, are fiber lasers composed by
spans of active and/or passive fiber closed to form a
recirculating loop. These types of structures can often

be described by distributed (averaged over several
round-trips) models, which take the form of
a dissipative perturbed NLSE, known as the
Ginzburg–Landau equation (GLE):
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where g is the excess (net) gain ðg. 0Þ or loss ðg, 0Þ;
gnl and q describe the nonlinear gain mechanism and
its saturation (usually introduced to control the
mode-locking), and Vf is linked to spectral filtering.
Several soliton (pulse) solutions of the GLE [6] can
be found even when the parameters ðg; gnl; q; VfÞ are
such as to constitute a strong perturbation of the
NLSE. Unlike NLSE solitons [2], pulse solutions of
the GLE [6] are usually chirped (i.e., possess a
nonlinear phase profile), and have fixed amplitude
for a given value of the parameters. The set of soliton
waveforms is generally richer and includes, for
instance, flat-top stationary pulses, two-pulse
bound-states, solitons moving at fixed velocity, etc.
Although instabilities of the background (for g. 0)
or of the pulse itself can affect their observability,
large islands of stability in the parameter space can
be found. The relevant role of stable solitons in
mode-locking and intra-cavity pulse formation
mechanisms has been demonstrated in many differ-
ent fiber laser geometries, for which we refer the
reader to the more specialized papers listed as
Further Reading at the end of this article. We point
out that some schemes, for instance the stretched
pulse-fiber laser developed at MIT, involve a basic
configuration (alternating GVD within the cavity
length) which is quite similar to that seen in the
framework of DMSs, thus exhibiting the same basic
physical mechanism (strong compression and
stretching of the pulse along each round-trip which
play the role of the map period for a DMS).

List of Units and Nomenclature

BBO b-barium borate
DCF dispersion compensating fiber
DMS disperion managed soliton
EDFA Erbium doped fiber amplifier
GLE Ginzburg–Landau equation
GS gap soliton
GVD group-velocity dispersion
NLSE nonlinear Schrödinger equation
OTDM optical time-division multiplexing
SHG second-harmonic generation
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SPM self-phase modulation
WDM wavelength division multiplexing
Amplifier spacing LA [m]
Bragg frequency vB [Hz]
Bragg period L [m]
Central wavelength l0 [nm]
Coupling coefficient G [m21]
Dispersion coefficient D [ps nm21 km21]
Dispersion length Ld [m]
Effective area Aeff [m2]
First-order dispersion k0 [s/m]
Fundamental soliton power P1 [W]
Gain (linear) g [m21]
Gain (nonlinear) gnl [m21]
Group-delay d [s/m]
Group-velocity V ¼ k021 [m/s]
Group velocity dispersion k00 [ps2 m21]
Inverse pulse-width h [s21]
Light velocity in vacuum c [m/s]
Loss coefficient a [m21]
Nonlinear coefficient (fiber) g [m21 W21]
Nonlinear coefficient (quadratic bulk

materials) x [W21/2]
Nonlinear refractive index n2I [m2 W21]
Nonlinear length Lnl [m]
Refractive index (linear) n0

Retarded time (in the moving frame) t [s]
Spectral filtering coefficient Vf [Hz m1/2]
Time in the laboratory frame T [s]
Wave-number mismatch Dk [m21]

See also

Fiber and Guided Wave Optics: Nonlinear Effects
(Basics); Nonlinear Optics. Fiber Gratings. Lasers:
Optical Fiber Lasers. Nonlinear Optics, Basics: x(2)–
Harmonic Generation. Optical Communication Sys-
tems: Wavelength Division Multiplexing. Scattering:
Scattering Phenomena in Optical Fibers. Solitons: Bright
Spatial Solitons; Optical Fiber Solitons, Physical Origin
and Properties.
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Introduction

Visible light occupies a portion of the electromagnetic
spectrum between frequencies of approximately 400
terahertz (THz) to 750 THz, where 1 THz is 1012

oscillations per second. Optical radiation, which
includes adjacent infrared and ultraviolet portions
of the spectrum, covers a frequency range of
approximately 15–1500 THz. The techniques
required for measuring frequencies in this range are
qualitatively different from those currently employed
in the radio frequency (RF) and microwave portions
of the spectrum, where high-speed electronic counters
make a direct measurement possible.

The frequency of an oscillatory phenomenon is the
number of oscillations that occurs in unit time, or
alternatively, the inverse of the period of one
oscillation. Thus, to understand frequency, we must
understand time, which is intrinsically related to
phase. Only a time interval, the time elapsed between
two events, has fundamental physical meaning. The
‘time’ that we are most familiar with, the time of day
(including the date), is based on an arbitrarily chosen

starting point. The starting point chosen in current
international agreements can be traced to noon on
December 31st, 1899. Furthermore, the time defined
by those agreements, Universal Coordinated Time
(UTC), is periodically adjusted relative to atomic time
(discussed below) to compensate for irregularities in
the rotation of the Earth.

Knowledge of the transition frequencies (energies)
in simple atoms gives detailed information on the
structure of the atoms. This can be used to test our
understanding of the fundamental interactions in
nature by comparing the measured frequencies with
predictions of fundamental physical theories, in this
case quantum electrodynamics (QED). Beautiful
results along these lines are exemplified by precision
measurements of transition frequencies in hydrogen
and helium. In addition, the ability to measure and
precisely control laser frequencies promises tremen-
dous advances in the performance of the next
generation of atomic clocks and frequency standards.
These have potential applications to navigation and
communication systems.

The measurement of frequency and time intervals
also involves a choice, that of the unit of time, i.e., the
definition of the second. The original definition of the
second was based on the rotation of the Earth.
However, not only is it irregular, but it is slowing
down. Both of these facts limit its utility as a
frequency standard. Once atomic clocks were highly
developed, the second was redefined in 1967 to be the
time it takes for the F ¼ 4, mF ¼ 0 ! F ¼ 3, mF ¼ 0
transition in the hyperfine structure of the ground
state of 133Cs to undergo 9192 631 770 oscillations.
Thus an ‘absolute’ measurement of time interval, and
hence frequency, must be directly connected to this
defining frequency. The basic structure of an atomic
clock is shown in Figure 1.
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Frequency standards (or clocks) are charac-
terized by three properties: accuracy, stability, and
reproducibility. Accuracy describes how well the
natural and fundamental atomic frequency is pro-
duced by the atomic frequency standard. Stability
describes the frequency fluctuations on short time-
scales (an accurate but unstable standard produces a
frequency that fluctuates around a constant mean
that is the atomic frequency). Reproducibility
between standards addresses whether or not two
implementations of the standard produce exactly the
same frequency. Atomic clocks are intrinsically
accurate because the frequency of the transitions
they are based on is determined by identical atoms in
nature. The largest inaccuracies are usually due to
environmental perturbations such as tiny variations
in the local magnetic field.

A careful analysis of all of these issues, together
with technical considerations, yielded the choice of
cesium for the current definition of the second. Other
common frequency standards include quartz crystal
oscillators, hydrogen masers, and rubidium vapor cell
standards. Quartz oscillators are inexpensive and
have good stability, but in comparison to atomic
standards they suffer from accuracy and reproduci-
bility issues. Hydrogen masers have the best stability,
but also poor accuracy and reproducibility compared
to cesium. Vapor cell rubidium standards can be
small and inexpensive but have poorer accuracy
than cesium beam standards due to cell and buffer
gas effects.

There are several motivations for using optical
sources rather than RF or microwaves to measure

time intervals and frequencies. Obviously, a higher
oscillation frequency can divide time into smaller
units and this can provide higher measurement
precision. It is thus natural to use the highest
oscillation frequency that can be precisely counted
to measure time and frequency. Not long after
lasers were invented, suggestions were made that it
would be possible to make optical frequency
standards using lasers locked to narrow atomic
resonances.

A basic feature of optical transitions is that they
have a very high Q factor (the ratio of the center
frequency to the linewidth). This allows them to be
measured to very high precision (current measure-
ments are good to a few parts in 1015). It may be
possible to use this high precision to build improved
atomic clocks that use optical transitions instead of
the microwave transition currently being used.
Candidates for optical standards include both
trapped ions (Hgþ, Ybþ, Srþ, and Inþ are under
investigation) and laser-cooled neutral atoms (Ca, Sr,
Mg, Ba, and Ag). The high precision is also utilized
for fundamental tests of quantum electrodynamics
by comparing transition frequencies (usually of
hydrogen or helium atoms) to first-principle calcu-
lations. For comparison Figure 2 shows the relevant
transitions and energy levels in the Cs microwave
standard and the Hgþ optical frequency. It is even
possible to use the precision of atomic clocks for high-
sensitivity tests of variation in the fundamental
constants with time. Finally, because the speed of
light is constant length measurements based on the
wavelength of light with a known frequency, the
precision of length metrology ultimately rests on
optical frequency metrology.

An obvious question, which might occur to many
in the field of optics, is why a standard spectrometer
does not provide absolute frequency measurements.
All spectrometers measure wavelength, not freq-
uency, based on interference between light traveling
two different path lengths. Thus, knowledge of the
path length is needed to determine the wavelength.
However, since length is now defined using the
speed of light, the definitions become circular
unless a source of light with known absolute
frequency is available. In addition, frequency
measurement is intrinsically more precise and reliable
than mechanical length measurement.

Recently, there has been a significant breakthrough
in optical-frequency metrology and optical clocks by
using mode-locked lasers that generate optical pulses
with durations of a few femtoseconds. Before discuss-
ing optical frequency metrology based on mode-
locked lasers, we will review earlier techniques to
provide the necessary background. After describing
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Figure 1 An atomic clock has three basic components: an

atomic resonance, an oscillator to probe and lock to the atomic

resonance, and a counter that records the number of oscillations

and thus displays the time interval since some chosen starting

time.
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methods that use mode-locked lasers, we will then
provide a summary of current measurements and
standards. Finally we will briefly describe the outlook
for the future of absolute optical frequency metrology.

Background

To imagine being able to measure the frequency of
light we need to have laser sources with high
coherence, like that of radio waves, where the phase
is stable enough to be measured. Even though the first
beat-note between two lasers was demonstrated in the
1960s, most lasers were not coherent (stable) enough
that the optical phase could be tracked for much
longer than about 10 to 100 ns. After many years of
research and inspiring technological achievements,
Hall, Chebotayev, Bergquist and others were able to
stabilize the frequency of tunable laser sources to the
point that lasers could indeed be considered coherent
sources, with the phase continuously measurable and
even predictable for times as long as seconds. Once
the lasers were stable enough to be counted, there was
still the essential problem that no counter was fast
enough to actually count optical frequencies.

With spectrally pure laser sources it was possible
toconceiveofmeasuringoptical frequenciesbyextend-
ing the nonlinear methods that are used to generate
and measure RF and microwave frequencies. By using
simple nonlinear components such as diodes, it is easy
to generate high harmonics of an input frequency in
the RF and microwave regions of the spectrum.
At least in principle, and by direct analogy, it seemed
that it should be possible to multiply coherent sine

waves from radio frequencies up through the micro-
wave region to reach the THz frequencies of far-
infrared lasers, and then to use nonlinear optical
methods to multiply on up to the infrared (IR) and
eventually to the visible region of the spectrum. The
concept is simple enough, f ! 100 £ f ! 1000 £ f !
2000 £ f ! 4000 £ f… until you reach an optical
frequency. Multiplication up to the microwave region
works quite well, but unfortunately the nonlinear
optical processes in the far-infrared, IR, and optical
regions are typically quite inefficient; the power at
the second harmonic is typically only 1025 times
the square of the fundamental power in watts. Just
multiplying a single-frequency laser by a factor of two
can be a technological challenge. After reaching
a microwave frequency of about 50 GHz we still
require a multiplication factor of 104 to reach the
visible at 500 THz. Since we are usually forced
to multiply in the IR and optical by factors of 2, we
have 2N ¼ 104, which means we require N < 13
multiplication stages. This is approximately the
number of stabilized laser oscillators that are required
to span the frequency gap from the microwave to
the visible. Notwithstanding these technological
limitations, Evenson and collaborators did a ground-
breaking demonstration of a harmonic frequency
chain in 1972 that connected a microwave atomic
frequency standard and a stabilized HeNe laser in
the IR at 88 THz. With a concerted multiperson effort,
more lasers, and 10 years of research, Jennings and
co-workers finally succeeded in extending the
harmonic optical frequency chain to the visible. That
original optical frequency chain from the RF to the
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Figure 2 Simplified energy level diagram of Hgþ and Cs.
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visible is diagramed in Figure 3. In the succeeding
18 years, only three other harmonic frequency chains
were built world-wide that connected the microwave
standards to optical frequencies.

An alternative scheme for measuring optical
frequencies is the optical bisection method, a
conceptually simple technique proposed by Telle,
Meschede and Hänsch, for dividing down from
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Figure 3 Schematic of the first frequency chain used to measure optical frequencies relative to the Cs standard.

SPECTROSCOPY / Absolute Optical Frequency Metrology 85



optical frequencies to microwaves. In fact, the
bisection method divides an arbitrary optical freq-
uency interval in half by utilizing second-harmonic
generation and sum-frequency-mixing, and forcing
the condition that 2f3 ¼ f1 þ f2. Thus, the laser at
frequency f3 ¼ ðf1 þ f2Þ=2 bisects the frequency inter-
val between the lasers at f1 and f2. The optical
bisection method has the following two significant
advantages over the multiplication method: the phase
noise is decreased in successive divisions (rather than
increased by multiplications), and the system could be
constructed out of one convenient and reproducible
laser technology, say diode lasers in the near-visible.
In principle, any optical frequency could be measured
by successive operations of the optical bisector.
Optical frequency intervals as large as 8 THz have
been measured with this method, but even though it is
feasible, no bisection system has been built to date
that connects the optical region all the way to
countable microwave frequencies. The main limi-
tation is the same as that facing the multiplication
scheme: it still requires lots of stabilized laser sources
to divide by factors of 2 from 1015 to 5 £ 1010 Hz.
The problem can be reduced somewhat by taking
advantage of an optical-frequency comb generator
based on an electro-optic modulator inside a resonant
optical cavity. These systems, developed by Korougi
and others, generate many coherent microwave
sidebands on a laser so that optical frequency
intervals on the order of 5 THz can be measured.

Even combining all of these ideas and techniques, a
convenient system to count optical frequencies
remained elusive. This has now changed with the
revolutionary new optical frequency combs based on
mode-locked femtosecond lasers.

Optical Frequency Metrology with
Femtosecond Combs

Recently, the introduction of mode-locked lasers into
the field of absolute optical frequency metrology has
resulted in an important advance. The extremely
complex frequency chains described above can be
replaced by a single mode-locked laser if it produces
pulses with sufficiently large bandwidth. Although
the underlying ideas are not new (they were originally
discussed by Hänsch and Chebotayaev in the 1970s)
it is only recently that mode-locked lasers with the
required characteristics were developed and the
concept carefully tested.

The dramatic simplification of a frequency chain
that uses a mode-locked laser means that absolute
optical-frequency measurements can now be made by
a single person as compared to the team of

approximately 10 highly trained scientists required
to run the previous chains. This has resulted in a large
number of measurements being reported in the last
2 years. The simplicity also allows longer averaging
times and a greater number of measurements to be
used in determining the final reported frequency. In
addition, since a simpler system has fewer sources of
error, it has improved the quality of measurements
made in a given amount of time.

Mode-locked lasers produce ultrashort pulses of
light. For a typical modern high-quality mode-locked
laser, the pulse duration is around 10 fs (1 fs ¼ 10215

second), corresponding to three or four optical cycles
in the near-infrared, where these lasers typically
operate. The current best mode-locked lasers can
produce pulses that are shorter than two optical
cycles in duration (5–6 fs). Since the spectrum of
these lasers is complicated, the bandwidth is signifi-
cantly larger than it would be for a smooth pulse such
as one with a Gaussian or hyperbolic-secant temporal
intensity profile.

At first sight, using mode-locked lasers for optical-
frequency metrology seems counter-intuitive, because
optical-frequency metrology clearly requires very
well-defined frequencies in contrast to the broad
frequency spectrum of ultrashort pulses. This appar-
ent conundrum is resolved by the fact that a mode-
locked laser actually produces a very regularly spaced
train of ultrashort pulses. The ultrashort pulses
emitted by a mode-locked laser are replicas of a
steady-state pulse that circulates inside the cavity of
the laser. Every time the internal pulse impinges on
the output coupler, which is a partially reflective
mirror, a portion of it is transmitted, producing the
output. The timing between these output pulses is
determined purely by the time, tc, for the intracavity
pulse to make one round trip, which is typically
between 1 and 20 ns. The spectrum of a train of
pulses is a regularly spaced ‘comb’ of frequencies
spaced by the repetition rate of the train, frep ¼ 1=tc.
If all of the pulses are identical, then these comb
lines are just integer multiples of frep. However, due
to dispersion, the group and phase velocities are
different inside the cavity of a mode-locked laser. This
leads to a pulse-to-pulse shift in the phase between the
carrier and envelope (which we call the carrier–
envelope phase; fce, the pulse-to-pulse shift of fce is
designated by Dfce). The presence of Dfce results in a
rigid shift of all the comb lines by an amount
d ¼ 2pDfce=frep. Thus the frequencies of the comb
lines are given by nn ¼ nfrep þ d , where n is a large
integer of order 106. The essential point of this
equation is that it gives optical frequencies in terms
of RF frequencies ( frep and d) that can easily
be measured with conventional electronics and
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compared to the microwave cesium frequency
standard. The relationship between the time and
frequency domains is shown in Figure 4.

Given such a comb of frequencies, a heterodyne
measurement readily yields the frequency difference
between the unknown optical frequency of a narrow-
band source (typically a single frequency laser) and
the optical frequency of a nearby comb line. Thus, the
absolute unknown frequency can be determined if the
absolute frequencies of the comb lines are known.
This requires measurement of frep and d. The repetition
rate, frep, is easily measured with a fast photodiode.
Measurement of d requires somewhat greater effort.

The development of a ‘self-referencing’ method to
easily measure d is the key enabling breakthrough that
has brought about the recent revolution in optical-
frequency metrology. It is called self-referencing
because it provides a direct measure of d with no
other optical frequencies as input. It works by
comparing frequencies that differ by a factor of two
(typically these lie in the wings of the spectrum) using
second-harmonic generation. Specifically, the fre-
quency difference between the second harmonic of
a comb line n and the comb line 2n is given
by 2fn 2 f2n ¼ 2ðnfrep 2 dÞ2 ð2nfrep 2 dÞ ¼ d . Such a
frequency difference is easily measured using a
heterodyne beat. This technique is shown schemati-
cally in Figure 5. Other variations on this basic idea are
possible; for example, rather than frequency doubling

the comb itself, it is also possible to extract the same
information by comparing the comb lines to a single-
frequency laser and its second harmonic.

Implementation of the self-referencing technique
requires a pulse spectrum that spans a factor of two
in frequency (an optical octave). Although a laser
has recently been demonstrated that produces such a
broad spectrum, they are not commonly available.
However, the development of microstructured fiber
has made it easy to broaden the spectrum of
ordinary mode-locked lasers so that it spans an
octave, as was first demonstrated by Ranka and
co-workers at Bell Labs. The broadening occurs
because optical nonlinearity in the fiber results in
self-phase modulation of the laser pulse. Micro-
structure fiber achieves guiding by surrounding the
core region with microscopic air holes, as compared
to regular fiber that uses doping to produce a
difference in the index of refraction. The much
larger difference in the index of refraction in
microstructure fiber allows a smaller core region to
be used, which increases the effective nonlinearity. It
also makes it possible to modify the dispersion such
that the group velocity dispersion goes through zero
for light with a wavelength close to 800 nm. This is
crucial because group-velocity dispersion in ordinary
fiber causes ultrashort pulses to temporally spread,
which lowers the peak power and hence nonlinear-
ity. It is possible to implement self-referencing
techniques using less bandwidth if higher orders of
nonlinearity are used; for example, if the difference
between the second harmonic of the high-frequency
end and third harmonic of the low-frequency end of
the comb are used, only a half-octave bandwidth
is required.

Given the ability to measure both frep and d, and as
long as its frequency lies within the comb spectrum,
it is possible to measure the optical frequency of any
optical source by measuring the heterodyne beat
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Figure 4 Time–frequency correspondence and relationship

between Df and d. (a) In the time domain, the relative phase

between the carrier and the envelope evolves from pulse to pulse

by the amount Df. (b) In the frequency domain, the elements of

the frequency comb of a mode-locked pulse train are spaced by

frep. The entire comb is offset from integer multiples of frep by an

offset frequency d ¼ Dffrep=2p.

Fundamental
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Second harmonic
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Figure 5 Schematic of the self-referencing technique for

determining the offset frequency of the frequency comb produced

by a femtosecond mode-locked laser. The frequency difference

between the fundamental comb and its second harmonic is the

offset frequency. In the region where overlap occurs, this is easily

detected as a heterodyne beat.
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with a nearby comb line. Thus, an absolute optical
frequency measurement comes down to measuring
three RF frequencies. It is often advantageous to
actively control either one or both of frep and d to
hold them to a fixed frequency. This requires real-
time adjustment of some parameters of the mode-
locked laser to affect the necessary feedback.
Controlling frep is straightforward; it is achieved by
simply changing the cavity length of the laser,
typically by mounting a mirror on a piezoelectric
transducer. Controlling d is more challenging, as it
requires a differential change between the cavity
group delay and phase delay. This has been achieved
by adjusting the pump power, which in turn controls
the energy of the intracavity pulse, and/or by tilting
the end mirror of the cavity in lasers that employ
prism dispersion compensators. Since the optical
spectrum is spread out across this mirror, tilting it
can be thought of as a frequency-dependent
change in the cavity length, with the optical
frequency corresponding to the pivot point of the
tilt experiencing no length change, while those on
opposite sides of the pivot point see changes with
opposite signs.

In addition to the three RF frequencies, it is
necessary to know the large integer n that describes

the comb line that is beat against the unknown
source. If a priori knowledge about the unknown
source is available with precision somewhat better
than frep/2 or better, n can readily be determined. For
typical mode-locked lasers, standard commercial
wavemeters can provide this level of precision.
In the absence of additional outside information, n
can also be determined with some effort and precision
measurements by changing frep and d in a systematic
fashion. In the end, the simple formula fn ¼ nfrep þ d

gives the optical frequency of any arbitrary nth mode
of the femtosecond optical comb. With this estab-
lished, the frequency of any single-mode laser within
the octave span of the comb can be determined simply
by measuring the frequency of the beat-note gener-
ated in a photodiode between the cw laser and the
known frequencies of the comb.

The diagram in Figure 6 shows how a femtosecond
comb acts as an optical frequency synthesizer, which
provides frequencies that are known relative to the
input frequency (provided by a hydrogen maser in the
figure). A typical series of measurements is shown in
Figure 7 for the NIST Hgþ single ion standard. The
inset shows the results of numerous measurements
for the frequency of Hgþ relative to the NIST primary
cesium standard.

Figure 7 Actual frequency measurements of the beat-note

between a hydrogen maser stabilized optical frequency comb

(as shown in Figure 6) and the NIST Hgþ optical frequency

standard. The scatter in the data for counter gate time of

10 seconds corresponds to a fractional frequency uncertainty of

about 4 £ 10214, consistent within the instability in the maser.

The inset shows the results from numerous datasets of

measurement of the frequency of the Hgþ optical standard

relative to the cesium primary standard at NIST. The frequency

data are plotted relative to 1064 721 609 899 142.6 Hz. The

dotted lines give estimates of systematic uncertainties in lieu of a

complete accuracy evaluation.

Figure 6 Schematic example of how the femtosecond comb is

configured to make optical frequency measurements relative to

the reference frequency provided by a hydrogen maser (Maser)

that is in turn calibrated to a cesium atomic frequency standard.

The repetition rate of the pulses from the Ti:Sapphire laser are

detected in a photodiode and are controlled using a piezoelectric

transducer (PZT) that changes the length of the laser cavity. The

microstructure fiber and second harmonic crystal (SHC), provide

the ‘self-referencing’ beat-note signal that is used to control the

offset frequency, d, by changing the power of the pump laser with

an electro-optic modulator (EOM). This ‘self-referenced’ system

then provides a set of modes with known frequencies spanning

the visible. An unknown laser frequency can then be measured by

making a beat-note with one of the modes of the comb.
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Summary of
Measurements/Standards

Starting with the first measurement of the frequency
of the methane-stabilized HeNe laser in 1972, a new
laser frequency measurement was reported every year
or so using harmonic frequency chains. These are
summarized in Table 1. An indication of the history
of frequency measurements of stable laser references
is given in Figure 8. The accuracy, in terms of
fractional frequency uncertainty, improved from
10210 in 1972 to 10212 in 1999, at which time the
femtosecond optical frequency combs came on line
and there was a dramatic improvement in the
precision as well as the number of measurements
that were completed. It is impossible to predict with
certainty but some have projected that optical
standards can ultimately reach uncertainties as
small as 10218.

Outlook

Three separate technologies have now reached a
level of maturity that it is possible to build
high-performance optical-frequency standards and
clocks. The essential achievements are: laser cool-
ing and trapping of atoms (first proposed by
Wineland and Dehmelt, and Hänsch and
Schawlow), highly stabilized narrow-linewidth cw
lasers, and femtosecond optical frequency combs.
Combining these key ingredients, we can construct
an optical atomic clock as shown schematically in
Figure 9.

Here, for comparison with Figure 1, the cold atoms
or single ion provide the narrow atomic resonance,
the cw laser serves as the local oscillator to probe the
resonance, and the femto-comb serves as the counter.
Optical frequency standards of the future are
expected to provide orders of magnitude better
stability and improved accuracy over the existing
atomic frequency standards that now use microwave
transitions in atoms. As described in the previous
section, frequency combs produced by femtosecond
lasers can directly measure the frequency of a stable
laser locked to an atomic transition relative to a
known microwave frequency standard. This gives
fundamental information about the atomic energy
levels, and structure, and allows comparisons
between different elements. However, to take

Table 1 Summary of optical frequency measurements of a selection of molecular, atomic, and ionic transitions. Recent

measurements listed for all and additional measurements are given for a few to indicate the level of agreement

Atom/molecule/ion Wavelength (nm) Frequency (THz) Uncertainty Year First author and institution

^Hz Frac.

OsO4 10318.0 29.054 057 446 660 50 2 £ 10212 1985 Clarion, LPTF

29.054 057 446 579 10 3 £ 10213 1999 Ducos, LPTF

CH4 3392.2 88.376 181 627 000 50 000 6 £ 10210 1972 Evenson, NBS

88.373 149 028 553 200 2 £ 10211 1998 Ering, PTB

Rb–2 photon 778.11 385.285 142 367 000 8000 2 £ 10211 1993 Nez, ENS

385.285 142 374 800 3000 8 £ 10212 2000 Diddams, JILA

Srþ 674.03 444.779 904 409 540 200 4 £ 10213 1999 Bernard, NRC

Ca 657.45 455.986 240 495 150 8 10 £ 10214 2003 Helmcke, PTB

455.986 240 494 158 26 6 £ 10214 2000 Udem, NIST

I2 a15 of R(127) 11-5 632.99 473.612 340 492 000 74 000 2 £ 10210 1983 Jennings, NBS

I2 a16 of R(127) 11-5 632.99 473.612 353 604 800 1200 3 £ 10212 2000 Ye, JILA

I2 a10 of R(56) 32-0 532.24 563.260 223 480 000 70 000 1 £ 10210 1995 Jungner, JILA

563.260 223 514 000 5000 9 £ 10212 2000 Diddams, JILA

Ybþ 435.51 688.358 979 230 931 6 9 £ 10215 2001 Stenger, PTB

H 2S-8S 389.01 770.649 561 581 100 5900 8 £ 10212 1997 de Bouroir, ENS

Hgþ 281.57 1064.721 609 899 140 10 9 £ 10215 2000 Udem, NIST

Inþ 236.54 1267.402 452 899 920 230 2 £ 10213 2000 von Zanthier, MPQ

H 1S-2S 121.57 2466.061 413 187 100 46 2 £ 10214 2000 Holzwarth, MPQ
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Figure 8 Progress in the accuracy of optical frequency
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advantage of the high stability of the optical
references we run the system as an optical clock
(Figure 9) where the stable laser and the femto-comb
are locked to the atomic resonance, and the clock
output comes as pulses at the repetition rate (e.g.,
1 GHz) of the femtosecond mode-locked laser. With a
judicious choice of control parameters it is possible to
have the pulse repetition frequency, i.e., the clock
output, at an exact subharmonic of the optical
transition frequency. It is intriguing to note that a
portable optical clock could measure time and length
at the same time.

See also

Instrumentation: Spectrometers. Quantum Electro-
dynamics: Quantum Theory of the Electromagnetic Field.
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Introduction

Fourier transform spectroscopy (FTS) has emerged as
one of the most powerful spectroscopic techniques
since the first instruments became commercially
available in the late 1960s. With this method, high

spectral resolution, high wavenumber accuracy,
broad spectral range, high optical throughput, and
high signal to noise ratio can be achieved simul-
taneously. Because of these combined advantages that
will be discussed in more detail throughout this
article, especially in the far- (10–500 cm21) and mid-
infrared (FIR and MIR) spectral region (500–
5000 cm21), FTS has become the method of choice
for the most sensitive spectral investigations. In this
article, an overview of the setup, the working
principle, and the computation of spectra from the
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Figure 9 Simplified schematic of an optical clock.
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measured interferograms will be given. Finally, by
comparing FTS to dispersive spectroscopic methods,
the conditions under which FTS can be exploited to
advantage, will be discussed.

Spectrometer Setup

Almost all commercially available Fourier transform
(FT) spectrometers are based on a Michelson inter-
ferometer. A typical layout of this interferometer is
sketched in Figure 1. A collimated beam with spectral
density SðsÞ entering the spectrometer is divided into
two beams by a beamsplitter. Here, s denotes the
wavenumber that is related to the wavelength (l) of
the radiation by s ¼ 1=l: As shown in Figure 1, one
part of the radiation is reflected by the beamsplitter
and propagates through the compensator plate to a
fixed mirror. The mirror reflects the beam through the
compensator plate back onto the beamsplitter. The
other part of the radiation beam is transmitted
through the beamsplitter and its substrate, and hits
a moveable mirror from which it is reflected back
onto the beamsplitter. At the beamsplitter, both
beams are divided again. As shown in Figure 1, two
beams, one propagating to the source, the other
propagating to the detector, finally result. Both beams
contain a contribution that was reflected by the fixed
mirror and a second contribution that was reflected
by the moveable mirror. In Figure 1, lines indicate the
paths of the beams schematically. In the case of a
reflection on the beamsplitter, the line type is changed
in Figure 1, whereas for a transmission, the line type
remains unchanged. The widths of the lines in Figure 1

indicate the size of the field amplitudes and, therefore,
are reduced for each reflection/transmission on the
beamsplitter. For clarity, the lines indicating the
beams reflected into themselves by the fixed and
moveable mirrors in Figure 1 are offset laterally.

By changing the position of the moveable mirror
along the beam axis, a difference between the optical
paths from the beamsplitter to the fixed and moveable
mirror is generated. The compensator consists of
the same material and has the same thickness as the
beamsplitter substrate and, therefore, minimizes the
influence of the dispersion of the beamsplitter
substrate on the optical path difference.

Fourier Analysis and Interferometry

To calculate the intensities of the combined beams
falling on the detector and on the source, we start by
considering the phase difference between the reflected
and transmitted beams leaving the beamsplitter. For
simplicity, we ignore the compensator and beams-
plitter substrate, since ideally, they generate the same
phases in both arms of the interferometer, and
therefore, do not contribute to the phase difference.
Thus the beamsplitter is regarded as a freestanding,
dielectric slab with thickness d: The complex reflec-
tion ðRÞ and transmission ðTÞ coefficients, including
the effect of multiple internal reflections within the
beamsplitter layer, are given by:

R ¼ rð1 2 ei2gÞ=ð1 2 r2ei2gÞ

T ¼ eigð1 2 r2Þ=ð1 2 r2ei2gÞ

½1�

Here, r is the Fresnel reflection coefficient that
describes the ratio of the moduli and the phase
difference between incoming and reflected electrical
field for a electromagnetic wave incident under a
angle Q1 on the surface of a dielectric with dielectric
constant n, and g ¼ 2ps nd cosðQ2Þ is the phase
difference evaluated at P1 and P2 in Figure 1 for a
single pass of the electromagnetic wave through the
dielectric slab under the angle Q2 (by Snellius law,
sinðQ1Þ ¼ n sinðQ2Þ). Since n is real, so is r and,
therefore, the phase difference Dw between R and T is
calculated from eqn [1] according to:

R

T
¼

lRl
lTl

eiDwRT ¼
r

1 2 r2
ðe2 ig 2 eigÞ

¼ 22i
r

1 2 r2
sinðgÞ ½2�

i.e., DwRT ¼ 2p=2: With this result, we are able to
calculate the phase difference between the two rays
falling on the detector and the two rays falling back

Figure 1 Schematic sketch of the layout of a Michelson

interferometer. The paths of the rays are indicated by lines and

arrows. At a reflection on the beamsplitter, the line type is

changed, whereas for a transmission it remains unchanged. The

widths of the lines indicate the size of the field amplitudes. For

clarity, the lines indicating the beams reflected into themselves by

the fixed and moveable mirrors, are offset laterally. The inset

shows a magnified cross-section of the beamsplitter. In the inset,

the geometrical details used for calculating the phase difference

between R and T are defined.
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on the source. The geometry considered in the
following is sketched in Figure 1. The coefficients R
and T connect the phases and magnitudes of reflected
and transmitted electric field amplitudes at the points
P1 and P2. From these points, the radiation beams
travel back and forth to the fixed and moveable
mirrors, thereby accumulating phases according to:
wf ¼ 2p2xfs and wm ¼ 2p2ðxf þ DxÞs, where we
have defined Dx ¼ xm 2 xf and xm, xf denote the
distances of moveable and fixed mirrors from
the points P1 and P2. The two planewaves falling on
the detector interact twice with the beamsplitter. Each
planewave is once reflected at and once transmitted
through the beamsplitter. Therefore, the beamsplitter
adds no additional phase difference to the two
planewaves and the total phase difference is given
by Dw ¼ wm 2 wf: The situation is different for the
two beams falling back on the source. Here, one beam
is reflected at both interactions with the beamsplitter,
whereas the other is transmitted at both interactions.
According to eqn [2], between these two beams an
additional phase shift of p results. Quantitatively, the
total field amplitude at the detector, neglecting an
arbitrary phase, is given by ED ¼ E0RTðeiwm þ eiwf Þ,
and the corresponding intensity is:

ID / EDEp
D ¼ 2lE0l

2lRl2lTl2{1 þ Re½eiðwm2wfÞ�}

¼ 2lE0l
2lRl2lTl2{1 þ cosð4psDxÞ} ½3�

The sum of the field amplitudes falling back on the
source is ES ¼ E0ðR

2eiwm þ T2eiwf Þ: For the intensity
one gets:

IS / ESE
p
S ¼ lE0l

2{lRl4 þ lTl4 þ 2Re bR2Tp2eiðwm2wfÞc}

½4�

Denoting the complex coefficients R and T by their
modulus and their phase R ¼ lRleiwR , T ¼ lTleiwT and
using eqn [2], one gets:

IS / lE0l
2{lRl4 þ lTl4 þ 2lRl2lTl2cosð4psDx þ pÞ}

½5�

Both intensities, ID and IS contain a constant
component and a component that varies with
cosð4psDxÞ: The varying parts have the same
amplitude 2lE0l

2lRl2lT2l but are out of phase by p:

Consequently, a maximum in ID corresponds to a
minimum in IS and the sum of both intensities is
independent of the mirror displacement Dx.

In most of the commercially available spec-
trometers, only ID is used for spectral measurements.
Usually, the detector signal is amplified by an AC
coupled electronics. Therefore, in a measurement of
IDðDxÞ, the constant part of the signal is suppressed.

Assuming a spectral density SðsÞ of the source and an
ideal detector with a responsivity RD linear in the
intensity and independent of the wavenumber s, the
detector signal DðDxÞ is given by:

DðDxÞ ¼ RD

ð1

0
SðsÞcosð4psDxÞds ½6�

The information about the spectrum is contained in
SðsÞ and can be extracted from the interferogram
DðDxÞ by a cosine Fourier transformation. The
transformation has to be done numerically and,
therefore, it is more convenient to use a complex,
fast Fourier transform algorithm. For that purpose,
eqn [6] is modified by using the complex expansion of
the cosine cosðxÞ ¼ ðeix þ e2 ixÞ=2:

DðDxÞ¼
RD

2

�ð1

0
SðsÞei4psDxdsþ

ð1

0
SðsÞe2i4psDxds

�

¼
RD

2

 ð1

0
SðsÞei4psDxdsþ

ð0

21
Sð2sÞei4psDxds

!

½7�

Extending SðsÞ to negative wavenumbers according
to:

S0ðsÞ¼

8<
:SðsÞ for s$ 0

Sð2sÞ for s, 0
½8�

leads to the following expression for the interfero-
gram:

DðDxÞ¼
RD

2

ð1

21
S0ðsÞei4psDxds ½9�

and the spectral density S0ðsÞ can be obtained by the
complex Fourier transform according to:

S0ðsÞ¼
4

RD

ð1

21
DðDxÞe2i4psDxdðDxÞ ½10�

In the following, we will skip the prime and S will
refer to the spectral density extended to negative
values of s.

To calculate the spectral density according to eqn
[10], one has to use an interferogram extending from
21 to þ1 measured at infinitely small sampling
distances dðDxÞ: In practise, of course, the interfero-
gram is measured only between finite mirror dis-
placements 2Dxmax and Dxmax, at sampling points
equally spaced by j.

The effect of the finite mirror displacement on
the resulting spectral density S can be included into
eqn [10] by multiplying the interferogram DðDxÞ
with a function that vanishes for lDxl . Dxmax:

As an example, we use the boxcar function
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uðDx þ DxmaxÞuðDxmax 2 DxÞ, where uðxÞ is the Hea-
vyside step function with values 0 and 1 for x , 0 and
x . 0, respectively, and calculate the output spectrum
for a spectral density S1ðsÞ consisting of a single line
at wavenumber s0 : S1ðsÞ ¼ ðdðs2 s0Þ þ dðsþ

s0ÞÞ=2 (note that the spectral density is extended to
negative wavenumbers according to the definitions
given above). According to eqn [9], the interferogram
is D1ðDxÞ ¼ ðRD=2Þcosð4ps0DxÞ: Multiplying the
interferogram with the boxcar function and Fourier
transforming the product back using eqn [10], the
resulting spectral density S1

box is:

Sbox
1 ¼ 2Dxmax

(
sin


4p ðs0 2 sÞDxmax

�
4p ðs0 2 sÞDxmax

þ
sin


4p ðs0 þ sÞDxmax

�
4p ðs0 þ sÞDxmax

)
½11�

Therefore, the approximation to a monochromatic
spectrum is a sum of sincðz^Þ ð¼ sinðz^Þ=z^Þ functions
where z^ ¼ 4p ðs0 ^ sÞDxmax: The lineshape func-
tion S1

box is plotted around s0 in Figure 2 by the full
line. Compared to the monochromatic spectrum S1,
the lines of S1

box have a finite linewidth with a
fullwidth at half maximum (FWHM) of approxi-
mately 0:3=Dxmax: As a general rule in spectroscopy,
two spectral lines of equal intensity and linewidth
have to be separated at least by their FWHM, in order
to be clearly distinguishable. According to this
definition, the limit of resolution of a FT spectrometer
Dsmin is inversely proportional to the maximum
mirror displacement and given by Dsmin ¼ 0:3=Dxmax:

A less precise, but more intuitive definition of the
resolution refers to the difference of the phases of the
interferograms corresponding to two monochromatic

lines separated by Ds. The two lines are defined to be
resolvable if the phases of their interferograms
differ by more than 2p between the mirror positions
2Dxmax and Dxmax, i.e., the beating in the super-
position of the interferograms shows at least one
period. It is easily seen that, according to this
definition Dsmin ¼ 1=ð2DxmaxÞ, a result in good
agreement but slightly larger than that obtained by
the more precise definition given above.

As shown in Figure 2 by the full line, the sinc
function has negative side-lobes with magnitudes of
up to 22% of the maximum value. For some
spectroscopic applications this side lobes are
unwanted since they lead to a suppression of smaller
peaks separated by approximately the resolution limit
of the spectrometer. Thus, in these cases, it appears to
be reasonable to multiply the interferogram by a
(apodization) function different from the natural
boxcar function. Usually, triangular or trapezoidal
functions vanishing for lDxl . Dxmax are used. By
Fourier transformation of these functions, it can be
shown that no negative side lobes are generated.
However, these functions have a larger (up to ,50%)
peak FWHM than the sinc function. For comparison,
in Figure 2, also the lineshape of a monochromatic
spectrum using a triangular apodization function
AðDxÞ¼uðDx þ DxmaxÞuðDxmax2DxÞð12 lDx=DxmaxlÞ
is shown by the broken line. In this case, the negative
sidelobes are strongly suppressed but the FWHM
is increased.

Generally, the output spectrum SAðsÞ correspond-
ing to an arbitrary spectral density SðsÞ and an
apodization function AðDxÞ is given by the convolu-
tion SAðsÞ ¼ 2



S^AFT

�
ðsÞ, where the lineshape func-

tion A FT is the Fourier transform of AðDxÞ:

AFTðsÞ ¼
ð1

21
AðDxÞe24psDxdðDxÞ ½12�

and

½f^g�ðtÞ ;
ð1

21
f ðtÞgðt 2 tÞdt ½13�

Discrete Sampling

In order to discuss the effect of the discrete, equally
spaced sampling points with a mutual distance of j on
the output spectrum, Dx is replaced by xn ¼ nj in eqn
[10], where n is an integer and runs from 2Nmax to
Nmax and Nmaxj ¼ Dxmax: Instead of the continuous
interferogram DðDxÞ, a discrete interferogram:

Dn ¼
RD

2

ð1

21
SðsÞei4pnjsds ½14�

Figure 2 Normalized lineshape functions for boxcar (full line)

and triangular apodization (broken line). In the inset, the

corresponding apodization functions are shown.
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results. From eqn [14], it is readily seen (by shifting
the integration variable) that replacing SðsÞ with
S½sþ m=ð2j Þ�, where m is an integer, does not change
the discrete interferogram Dn: Keeping in mind that
according to our definition Sð2sÞ ¼ SðsÞ, it is clear
that S½2sþ m=ð2j Þ� also leads to the same interfer-
ogram as SðsÞ: Therefore, to be able to transform the
interferogram to the spectral density SðsÞ for a
wavenumber band [0, smax] unambiguously, one
has to make sure, by electronically and/or optical
filtering, that no wavenumbers outside this range
contribute to the interferogram and that the sampling
interval j is small enough so that smax , 2smaxþ

1=ð2j Þ, i.e., smax , 1=ð4j Þ: In Figure 3, a schematic
sketch of a spectral density SðsÞ, consisting of two
spectral bands shown by the full and dashed lines, is
plotted. For the spectral band shown by the full line,
the sampling interval j is small enough so that in the
interval [0, 1/(4j)] no ambiguity arises. For the
spectral band shown by the dashed line, the inter-
ferogram appears to be under-sampled: j is too large,
and, therefore, the part of the spectral band at
negative wavenumbers shifted by þ1/(2j ) falls into
the interval [0, 1/(4j)] (shown by the dotted line in
Figure 3). Thus, for the sampling interval j, the
interferogram for the sum of spectral bands, shown
by the full and the dashed lines in Figure 3, is the
same as for the sum of the spectral bands shown
by the full and dotted lines. Since the interferograms
are the same, the two spectra are indistinguishable
at sampling intervals j. This ambiguity of spectra
for an under-sampled interferogram is called
aliasing. Comparing the correct sampling interval

j , 1=ð4smaxÞ with the period of the interferogram
Dn corresponding to a spectrum consisting of a single
line at smax ðDn ¼ RDcosð4p njsmaxÞÞ, it follows that
the interferogram has to be sampled more than two
times per period in order to obtain an unambiguous
result (Nyquist Theorem).

Mathematically, the spectral density is calculated
from the discrete interferogram Dn by a discrete
Fourier transformation:

Sm ¼
2

RDN

XN
n

Dne22p inm=N ½15�

where N is the number of sampling points ðN ¼

2Nmax þ 1Þ and the wavenumbers corresponding to
Sm are given by sm ¼ m=2jN:

In order to obtain a high accuracy in the sampling
intervals j, usually a reference interferogram of a
monochromatic laser line (for example from a HeNe
laser) is measured simultaneously with the interfero-
gram of the actual experiment. By counting, for
example, the zeros with positive slope in the
interferogram of the laser line, uniformly spaced
sampling points can be achieved with high accuracy.
If, in an experiment many interferograms have to be
averaged, the absolute position of the sampling points
is important, in order to ensure that only points of
equal mirror displacement are averaged. Therefore, in
some spectrometers, the interferogram of a broad-
band source is measured simultaneously with the
interferograms of the laser and the experiment and
the maximum of the interferogram of the broadband
source is taken as the origin for counting the zeros of
the laser interferogram.

Phase Correction

Ideally, the interferogram is expected to be symme-
trically around the position of equal optical path in
the two arms of the interferometer. However, in
practise this is seldom the case. Many reasons can
lead to an asymmetric interferogram, the most
obvious being that none of the discrete sampling
points of the interferogram coincides with the mirror
position for equal optical path in the two inter-
ferometer arms. Let Dxm be the measured mirror
displacement that differs from the real mirror
displacement Dx by x0, i.e., Dx ¼ Dxm þ x0: In that
case the measured interferogram is:

DðDxmÞ ¼
RD

2

ð1

21
SðsÞei½4psðDxmþx0Þ�ds ½16�

and the Fourier transformation, according to eqn [10]
with Dxm as the integration variable, results in

Figure 3 Schematic sketch of aliasing for under-sampled

interferograms. For spectral density shown by the full line, the

sampling interval j is chosen correctly and the 1/(2j) wavenumber

ambiguity indicated by the arrows in the plot does not result in

erroneous features in the spectral range [0;1=(4j)]. The situation is

different for the spectral band sketched by the dashed line: For this

band, the sampling interval j is too large, and consequently, the

1/(2j) wavenumber ambiguity maps the line from the negative

wavenumber region into the range [0;1=(4j)]. The mapped

spectral band is indicated by the dotted line.
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SðsÞei4px0s, that is, in a spectrum with both real and
imaginary parts. Also, mirror or compensator mis-
alignment can result in a wavenumber-dependent
optical path at a fixed mirror position. Finally, for
rapid-scan interferometers, in that the movable
mirror is scanned at a constant velocity v, the
electronic filtering and amplification of the detector
signal will also add different phases, depending on the
signal frequency n that is correlated to the wavenum-
ber s by n ¼ 2s v: In general, as long as the phase w

depends only on the wavenumber and not on the
mirror displacement, the measured interferogram is:

DðDxmÞ ¼
RD

2

ð1

21
SðsÞei½4psDxmþwðsÞ�ds ½17�

and by the Fourier transformation, according to
eqn [10], one obtains SðsÞeiwðsÞ: There are several
methods implemented in the software of commer-
cially available Fourier spectrometers to eliminate the
phase from the Fourier transform. In most exper-
imental cases, in that the measured interferograms
correspond to spectra with SðsÞ $ 0 for all
s [ ½0;smax�, these methods usually give the correct
results. However, care has to be taken if spectra
contain positive and negative components. This can
be the case, for example, if the transmission of a
sample is periodically modulated by externally
applied voltage or a laser light and the detector signal
is amplified by a lock-in technique before it is fed into
the electronics of the Fourier transform spectrometer.
If the modulation increases the sample absorbance in
one part of the spectral range and decreases it in a
different part, then the measured interferogram
corresponds to a spectrum with both negative and
positive regions. In the following, first the phase
correction methods for spectra with positive values
only are discussed before it is argued, why these
methods might fail for spectra with positive and
negative parts.

For spectra with only positive values, the most
simple method to eliminate the unknown phase is to
measure the interferogram symmetrically around
Dxm ¼ 0 and calculate SðsÞeiwðsÞ according to eqn
[10]. Including the effect of finite scan length, the
output spectrum becomes SA ¼ 2½SðsÞeiwðsÞ�^AðsÞFT:

Under normal experimental conditions, the phase
wðsÞ does not vary over the peak FWHM of AðsÞFT

and, therefore, the phase term can be put outside
the integral of the convolution and SA ¼

2eiwðsÞ½SðsÞ^AðsÞFT� results. Since AðDxmÞ $ 0, and
chosen to be symmetric around Dxm ¼ 0, the
convolution is real and positive and the true spectrum
with instrumental resolution 2½SðsÞ^AðsÞFT� can be
obtained by calculating the modulus of S A without

any knowledge about wðsÞ: However, for several
reasons this method for phase correction is not ideal.
First of all, since the maximum spectral resolution of
a Fourier transform spectrometer is inversely pro-
portional to the maximum mirror displacement, for a
given spectrometer layout with a fixed maximal
mirror scan length L, the maximal achievable spectral
resolution is reduced by a factor of two if scans
symmetric around Dx ¼ 0 have to be performed.
Secondly, for signals closer to or smaller than the
noise level of the spectrometer, the random noise will
be entirely positive by taking the modulus. Hence, for
small signals, the noise level will be increased relative
to the signal level by taking the modulus.

Therefore, usually the ‘Mertz phase correction
method’ is used. This method is based on the
assumption that the phase wðsÞ is a slowly varying
function of s. In this case, wðsÞ can be determined
with low spectral resolution, i.e., by a short,
symmetric scan of length 2L1 around Dx ¼ 0: It can
be shown that from this scan the phase can be
obtained according to:

wðsÞ ¼ arctan

(
Im½SðsÞeiwðsÞ^AFTðsÞ�

Re½SðsÞeiwðsÞ^AFTðsÞ�

)

þ p ðif denominator is negativeÞ ½18�

Here, SðsÞeiwðsÞ^AðsÞFT results from the Fourier
transformation of the short interferogram measured
between 2L1 and L1 and the apodization function
AðDxmÞ is adjusted to 2L1 and L1: The addition of p
for negative denominators is a consequence of the
assumption that SðsÞ is positive everywhere. Under
this assumption, a negative denominator in eqn [18]
corresponds to a phase angle lwðsÞl . p=2, that is
mapped into ½2p=2, p=2� by the arctan-function.
To get the correct phase angle, p has to be added
to the phase angle, thereby extending the range of
wðsÞ to ½0; 2p�:

With wðsÞ known, the interferogram has to be
recorded only for mirror displacements Dxm $ 0,
since the information about the interferogram for
Dxm , 0 is contained in the phase spectrum and
the interferogram for Dxm $ 0: Therefore, with this
method, the totally available mirror displacement
length can be used for increasing the spectral
resolution.

However, for spectra containing positive and
negative spectral bands, the Mertz phase correction
usually fails, due to the addition of p if the
denominator in eqn [18] becomes negative. For
spectra with positive and negative bands, the sign of
the denominator is determined by both SðsÞ and wðsÞ:

Applying the Mertz algorithm in a negative region of
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the spectrum with a vanishing physical phase angle,
results in a calculated phase angle of w ¼ p: As a
consequence, the negative spectral band appears as a
positive band in the output spectrum calculated
according to the Mertz algorithm.

To avoid erroneous phase-flips, the addition of p in
eqn [18] for negative denominators can be omitted
and the allowed values for wðsÞ are reduced to
½2p=2;p=2�: The corresponding phase correction
method is usually referred to as the ‘Mertz signed
method’. However, it is immediately clear from the
discussion above, that in this case any physical phase
angle outside the range ½2p=2;p=2� results to an
erroneous p-jump of the phase. According to eqn
[16], a physical phase shift larger than p=2 can, for
example, be the consequence of a large offset x0, i.e.,
of an inaccurate alignment of Dxm and Dx. At Dx ¼ 0,
all contributions to the interferogram add construc-
tively and the height of the interferogram is pro-
portional to the area under the spectral curve SðsÞ, as
can be readily seen by setting Dx ¼ 0 in eqn [10].
Therefore, for SðsÞ . 0 the position Dxm ¼ 0 is
usually estimated by the global maximum of the
measured interferogram. However, for spectra with
both positive and negative bands, in most cases the
interferogram does not exhibit a maximum at Dx ¼ 0
(for positive and negative bands of equal height and
width, the interferogram vanishes at Dx ¼ 0), and
estimating Dxm ¼ 0 by an extremum of the interfer-
ogram results, therefore, in a large offset x0. Thus, in
order to be able to use the ‘Mertz signed’ algorithm,
Dxm ¼ 0 has to be determined separately in a
calibration experiment in that the condition SðsÞ .
0 is fulfilled. However, even for accurately determined
Dxm ¼ 0, erroneous phase jumps can appear if lines
of different intensity and opposite sign are spaced
approximately equal to the resolution used for
determining the phase spectrum wðsÞ:

In conclusion, there are no general strategies to
completely exclude phase jumps in the Fourier
transformation of interferograms corresponding to
spectra with positive and negative bands. The
experimentalist has to check from case to case if
lines with strange shapes appear in the output spectra,
and modify the phase correction accordingly. More
elaborate strategies for phase correction, that are
beyond the scope of this article, are reported in
literature.

Example of Experimental Results

To illustrate the features of FTS discussed in the
previous paragraphs by a practical example, in
Figure 4 the results of a typical measurement in the
MIR between 500 cm21 and 5000 cm21 are shown.

The experiments were performed with a BRUKER
IFS113 spectrometer using a silicon carbide glowbar
as a source for the infrared radiation, a potassium
bromide beamsplitter, and a liquid-nitrogen cooled
mercury cadmium telluride detector. The spec-
trometer used for the experiments is set up in a
vacuum chamber. The two interferograms shown in
Figure 4a were measured at two different pressures
(broken line: 10 mbar; full line: 300 mbar), i.e., at
two different levels of absorption of the atmospheric
gas in the interferometer chamber (for clarity, the
interferograms are offset vertically). The abscissa axis
is broken in Figure 4a and shows portions of the
interferograms around zero mirror displacement and
around the maximum mirror displacement of 2.5 cm
(chosen for 0.2 cm21 spectral resolution). For higher
chamber pressures, the increased absorption of the
atmospheric gas results in an increased amplitude of
the wiggles of the interferogram apparent for large
mirror displacements in Figure 4a. The amplitude of
these wiggles is approximately three orders of
magnitude smaller than the detector signal observed
at the center-burst of the interferogram around zero
mirror displacement. However, in the corresponding
spectra (Figure 4b) calculated from the interfero-
grams after phase correction, the absorption of the
atmospheric gas is clearly evident by a strong
increase of the dense and narrow absorption
lines in the spectral regions 1200 cm21–2200 cm21,
2300 cm21–2400 cm21, and 3200 cm21–4000 cm21

(note that in Figure 4b the spectra are offset vertically
by 0.1 for clarity). The lines observed between
2300 cm21–2400 cm21 are due to absorption of the
CO2 molecule and are shown in more detail in
Figure 4c from 2335 cm21 to 2345 cm21. In order to
simulate the contribution of the CO2 lines to the
interferogram shown in Figure 4a, two neighboring
lines in Figure 4c were fitted to a doublet of Lorentz-
absorption lines (indicated by the symbols in
Figure 4c). The corresponding interferogram was
calculated by Fourier transformation of the Lorentz
lines and is shown in Figure 4d. It consists of a rapid
oscillating, cosine-like signal (see inset for an
expanded plot between 0.6 and 0.602 cm) with an
amplitude modulation corresponding to the differ-
ence of the resonance wavenumbers of the two
Lorentz lines. The ordinate axes of Figures 4a,d
have the same arbitrary units and, therefore, the
amplitudes of the interferograms shown in these
two panels can be directly compared. From Figure 4a,
d we conclude that the two CO2 lines contribute
approximately with only one in 105 parts to the
center-burst of the measured interferogram, i.e.,
theses lines absorb only a fraction of 1025 of the
integrated (over the wavenumbers) intensity of
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the incident radiation. Despite this small fraction,
they are extremely well resolved with a large signal-
to-noise ratio in Figures 4b,c, thus demonstrating the
ability of FTS to measure spectra simultaneously with
high resolution and over a large spectral range. This
ability is one of the advantages (the so-called multi-
plex advantage) inherent in FTS and will be discussed
in more detail in the following paragraph.

Advantage of FTS Over Dispersive
Spectrometer

The two main advantages of FTS over dispersive
spectroscopic methods, using, for example, a grating
for the spectral decomposition of an incoming
radiation, are directly connected with the working

principle of FT spectrometers; high optical through-
put and multiplexed measurement over the whole
spectral range of interest. These advantages are
discussed in the following, in more detail.

For a fair comparison of the optical throughput,
spectrometers with equal spectral resolving power r

have to be compared. Here, r ¼ smax=Ds, where smax

is the maximum wavenumber analyzed and Ds is the
spectral resolution. For an ideal Fourier transform
spectrometer, the limit for smax depends on the
divergence angle of the beams propagating in the
spectrometer. As sketched in Figure 5, the divergence
angle a is determined by the radius ra of the entrance
aperture and the focal length f of the collimating lens
by a < ra=f : This angle causes a phase shift between
the rays propagating parallel to and those propagat-
ing under the angle of a inclined to the optical axis

Figure 4 Measurement of the absorption of atmospheric gas for different pressures in the interferometer chamber (broken lines:

10 mbar, full lines: 300 mbar). (a) Interferograms (note the break in the axis of the mirror displacement). For clarity, the interferograms

are offset vertically by 0.1 and 0.0002 on the left and right side of the axis break. On the right side of the axis break, the interferograms

are amplified by a factor 500. (b) Spectra corresponding to the interferograms shown in (a). The spectra are offset vertically by 0.1 for

clarity. (c) Part of the CO2 absorption lines on an expanded wavenumber axis. The symbols indicate a fit of two Lorentz lines to

neighbouring CO2 absorption lines. The fit is used for calculating the interferogram shown in (d). (d) Simulated interferogram

corresponding to the two CO2 lines shown by the symbols in (c). The arbitrary units of the ordinate axis are the same as those used in (a)

but the interferogram is amplified by a factor 105. In the inset, the interferogram is shown on an enlarged scale between 0.6 and

0.602 cm mirror displacement.
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through the interferometer. The phase difference wdiv

depends on the mirror displacement according to
wdiv ¼ 4psDxðð1=cosðaÞÞ2 1Þ and can be approxi-
mated for small a by wdiv < 2psDxa2: It can be
shown, that as long as wdiv does not exceed
approximately p, the influence of the divergence on
the interferogram can be tolerated, i.e., smax <
1=ð2Dxmaxa

2Þ: Using Ds < 1=ð2DxmaxÞ for the resol-
ution, one obtains for the resolving power of a FT
spectrometer, r ¼ ðf =raÞ

2:

The optical throughput Q describes the allowable
energy per unit time that the system can let through
and is related to area pr2

a of the aperture and the solid
angle V of the collimating (or focusing) optics by
Q ¼ pr2

a V: Using V ¼ AFTS=f
2, where AFTS is the

clear area of the collimating lens (for a collimating
mirror, AFTS is the area of the mirror projected on a
plane perpendicular to the beam direction), results in
QFTS ¼ pAFTSr2

a=f
2 ¼ pAFTS=r: For a grating spec-

trometer, Qgrating ¼ hAG=fr: (see respective chapter of
this encyclopedia) where h is the height of the slit, f
the focal length of the collimating optics, and AG the
projected area of the grating. Generally, h=f is smaller
than 1/20 in up-to-date grating spectrometers. Thus,
for the same resolving power r and similar instrument
size, FT spectrometer can offer a more than pf =h <
60 times larger energy gathering capability. There-
fore, for measurements with weak signals in that the
detector noise is the dominant noise source, the large
throughput of a FTS greatly increases the spectral
signal to noise ratio that can be achieved for a fixed
measuring time.

The other major principal advantage compared to
dispersive methods relies on the simultaneous (multi-
plexed) gathering of information about all spectral
bands Ds over a broad spectral range from smin and
smax. For a grating spectrometer using a single
detector element, the measurement time Tm available

for recording the spectrum in that range has to be
distributed between the M ¼ ðsmax 2 sminÞ=Ds spec-
tral bands so that for a single spectral band the
available integration time is Tm=M and the integrated
signal increases proportional to Tm=M: If the domi-
nant noise source is the detector noise which is
independent of the signal level, then the noise will be
proportional to ðTm=MÞ1=2 and, therefore, the signal to
noise ratio for the grating spectrometer ðS=NÞG is:

ðS=NÞG / ðTm=MÞ1=2 ½19�

For a FTS the situation is different, since it detects in
the band ½smin;smax� all M small bands over the
whole measurement time Tm via their contribution to
the interferogram. So the integrated signal in a small
band Ds is proportional to Tm. If the noise is again
assumed to be random and independent of the signal
level, for the FTS:

ðS=NÞFTS / T1=2
m ½20�

results. For the same detector, assumed in the grating
spectrometer and in the FTS, the proportionality
constants are the same in eqns [19] and [20] and,
therefore

ðS=NÞFTS

ðS=NÞG
¼ M1=2 ½21�

Equation [21] shows that the multiplex advantage
becomes increasingly important for measurements of
broad spectral bands with high resolution. In this
case, an enhancement of the ðS=NÞFTS over ðS=NÞG by
2–3 orders of magnitude can be achieved. However,
it has to be noted that the multiplex advantage of a
FTS can be exploited only in cases where the detector
noise is the dominant source of noise. In the visible
and near infrared spectral region, low noise detectors,
that allow single photon detection, are available.
With these detectors, the spectral noise is dominated
by the photon noise that is proportional to the square
root of the intensity. It is evident that in this case the
multiplexed detection is not an advantage, since for
M spectral bands of width Ds contributing to the
interferogram at a given mirror position, the noise is
enhanced by M 1/2 compared to the noise that would
be measured for a single band (here, it is assumed that
all M bands contribute with the same intensity to the
interferogram). Consequently, in this case, the noise
enhancement by M 1/2 cancels the beneficial factor
M 1/2 in eqn [21] and with single-detector grating and
FT spectrometers, the same S=N ratio is achieved for a
given measurement time Tm. In addition, using linear
detector arrays with dispersive spectrometers, the
multiplex advantage increases the S=N ratio for the
dispersive spectrometer. However, detector arrays

Figure 5 Entrance aperture and collimating element for an

interferometer. For simplicity, the beamsplitter and fixed mirror are

omitted in the sketch. The extreme rays entering the inter-

ferometer are indicated by the full and broken lines. Due to

divergence a, a monochromatic light with wavenumber s0

produces all periods in the range ½4ps0;4ps0=cos(a)] in the

interferogram.
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and low-noise detectors are mainly available for
spectral regions with s . 6000 cm21, i.e., in the near-
infrared and visible spectral region. In the FIR and
MIR region ðs , 6000 cm21Þ in that such detectors
are absent, the multiplexing inherent in FTS makes it
the method of choice if low-noise, broadband, and
high-resolution spectroscopic data are required.

List of Units and Nomenclature

Angle of incidence for radiation on
beamsplitter

Q1

Angle of propagation of radiation in
the beamsplitter layer

Q2

Beam divergence angle a

Beam splitter thickness (cm) d
Complex reflection coefficient R; r
Complex transmission coefficient T; t
Detector Signal normalized to detector

area (A cm22)
D

Difference between real and measured
mirror displacement (cm)

x0

Dirac delta-function d

Discrete interferogram (A cm22) Dn

Discrete spectral density (W cm21) Sm

Distance from beamsplitter to fixed
mirror (cm)

xf

Distance from beamsplitter to movable
mirror (cm)

xm

Electric field amplitude of incident
radiation (V/m)

E0

Electric field amplitude of radiation
falling back on source (V/m)

ES

Electric field amplitude of radiation
reaching detector (V/m)

ED

Focal length (cm) f
Fourier transform of apodization

function A (cm)
AFT

General apodization function A
Heavyside step function u

Intensity falling back on
source (W cm22)

IS

Intensity on detector (W cm22) ID

Maximum mirror displacement (cm) Dxmax

Maximum wavenumber (cm21) smax

Measured mirror displacement (cm) Dxm

Measured single line spectral density
for a finite scan length (W cm21)

S1
box

Measured single line spectral density
for a finite scan length using the
apodization function A (W cm21)

SA

Measurement time for complete
spectrum (s)

Tm

Minimum wavenumber (cm21) smin

Mirror displacement Dx
Mirror velocity (cm s21) v
Modulation frequency (s21) n

Number of sampling points of the
interferogram

N

Number of spectral bands M
Optical throughput (cm2) Q

Optical throughput for FTS (cm2) QFTS

Optical throughput for grating
spectrometer (cm2)

Qgrating

Phase accumulation due to optical
path to fixed mirror

wf

Phase accumulation due to optical
path to moveable mirror

wm

Phase angle g

Phase angle w

Phase difference Dw

Phase difference between beams
reflected at and transmitted through
beamsplitter

DwRT

Phase difference due to beam divergence wdiv

Phase jump for reflection at beamsplitter wR

Phase jump for transmission through
beamsplitter

wT

Projected area of collimating element
of FTS (cm2)

AFTS

Projected area of grating (cm2) AG

Radius of entrance aperture (cm) ra

Refractive index n
Responsivity (A W21) RD

Sampling interval (cm) j

Signal to noise ratio for FTS (S/N)FTS

Signal to noise ratio for grating
spectrometer

(S/N)G

Single line spectral density (W cm21) S1

Solid angle V

Spectral bandwidth (cm21) Ds

Spectral density (W cm21) S
Spectral resolving power r

Wave length (mm) l

Wave number (cm21) s,s0

Wave number resolution (cm21) Dsmin

See also

Interferometry: Overview; Phase Measurement Inter-
ferometry.
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Introduction

Consider the task of measuring the spectra of a
source, the spectra of an array of contiguous sources,
or simply the broadband irradiance of an array of
sources. These measures are commonly known as
spectrometry, spectral imaging, and imaging, respect-
ively. The sensitivity at which spectrometric, spectral
imaging, and imaging systems can be operated is
often dominated by noise associated with the detec-
tion system and the ability of the optics employed to
deliver sufficient photonic flux to the detector
subsystem to overcome this noise limitation. The
ideal case is where the optical system can be fashioned
in such a way as to deliver greater signal to the
detector in order to maximize the signal-to-noise
ratio (SNR) for a given finite source irradiance and
detector noise.

Let us consider the number of discrete spectral
resolution elements of spectrometers, spatio-spectral
resolution elements of spectral imagers, and
spatial resolution elements of imaging systems as
being the N quantities of interest we would like to
measure. We wish to measure these N quantities in
time T with the greatest accuracy and precision as
determined by the maximum SNR possible given a
finite source flux and a fixed detector noise floor. One
option might be to use a multi-element detection
system (multi-channel detection system) with N
detectors, so each detector is measuring one of the
N quantities for the full time T in order to maximize
the available integration time. However, in practice,
these detectors can be problematic or simply not

available for many applications when compared to
single-element detectors. When a single-element
detector is employed in spectrometry, spectral ima-
ging, or imaging, the measurement methodology
required becomes N measurements, each for a time
T=N; so that each of the N quantities is measured
separately or alternatively, one can record N measure-
ments, each for time T=N; for various groups of the N
quantities. The measurement procedure for various
groups of the N quantities requires an encoding
procedure to choose which of the N quantities to
include in each of the N measurements and a decoding
procedure to recover the values for each of the N
individual quantities. When combinations of N
quantities are measured, the signal at the single
detector element is increased and the procedure is
called multiplexing. Multiplexing may be defined as
measuring the sum of groups of quantities rather than
measuring each quantity separately with the primary
goal of increasing SNR. Multiplexing can and does
increase SNR when the detection system of the
measuring device is operating in the detector noise
limit. The detector noise limit is defined as the noise of
the detector output that is independent of the
amplitude of the signal. Photon-noise-limited detector
systems can benefit from multiplexing strategies,
however, one must be careful not to realize a
multiplex disadvantage when the source of noise is
not detector noise limited.

Fourier Transform Multiplexing

In optical spectrometry a common multiplexing
method employs the Michelson interferometer in a
Fourier transform (FT) spectrometer where, in the best
case, as much as half of the spectral energy of
the source entering the aperture is incident upon the
single detector element for the duration of the
measurement. The output of the detector is recorded
as an interferogram, which is the detector response as a
function of optical retardation (twice the path
difference between the arms of the Michelson inter-
ferometer). The recorded interferogram is decoded
using a Fourier transform algorithm to yield the
desired spectrum. FT spectrometers are routinely
employed in near-infrared, mid-infrared, and
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far-infrared spectrometry. In Raman spectrometry,
FT spectrometers are used in the near-infrared
spectral region typically using an Nd:YAG laser
providing an excitation wavelength of 1064 nm.
FT techniques are also employed in nuclear
magnetic resonance (NMR) spectrometry and mass
spectrometry.

Hadamard Transform Multiplexing

Hadamard transform multiplexing in dispersive opti-
cal spectrometry can be accomplished by use of an
encoding mask at the focal plane of a dispersive
spectrometer, that is operable to select different
combinations of spectral resolution elements that are
allowed to pass to the single detector element for each

of the N required measurements. The specification of
which ones of the N quantities are included in each of
the N measurements of groups of the N quantities is
called a weighing design. The term weighing design
originally referred to a procedure for accurately
determining the mass of a number of objects by
weighing them in groups rather than one at a time. The
optimal weighing designs and corresponding optimal
encoding masks are specified by Hadamard math-
ematics. The Hadamard matrix or H matrix has all
elements of þ1 and 21 and provides the optimal
weighing design for a two-pan balance or an optical
instrument having two detector elements for the þ1
and 21 measures. The Hadamard matrices specify
which quantities go to each balance pan or detector
element.

Figure 1 Simple schematic of a conventional and a Hadamard transform spectrometer. The top shows a conventional spectrometer

where only one of seven spectral resolution elements (N ¼ 7) impinge upon the single element detector for each of N measurements.

The bottom shows a Hadamard transform spectrometer where N ¼ 7: One more than half of the spectral resolution elements impinge

upon the single element detector for each of the N measurements.
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One and Two Detector Hadamard
Encodement Matrices

In the case of a dispersive spectrometer with a single
detector element, the optimal weighing designs and
corresponding optimal encoding masks are provided
by the simplex matrix or S matrix derived from the H
matrix. The type of S matrix that is most convenient
for optical applications is the cyclic or left circulant S
matrix where only the first row needs to be known to
generate the complete cyclic S matrix of N columns
and N rows. Each row is obtained by shifting the
previous row by a left-shift registration in which the
element in the far left column moves to the far right
column of the next row and each of the other N 2 1
elements moves one column to the left. Each of the N
rows of the cyclic S matrix specifies one of the N
encodements and each of the N columns specifies one
of the N spectral resolution elements. The elements of
the cyclic S matrix are 1 and 0 instead of the þ1 and
21 found in the H matrix implementation. Spectral
resolution elements allowed and not allowed to reach
the single detector element are given as 1’s and 0’s,
respectively. Each row and each column of the cyclic S
matrix is a different sequence of ðN þ 1Þ=2 elements of
1’s and ðN 2 1Þ=2 elements 0’s so that each encode-
ment in the row of the cyclic S matrix has a different
combination of ðN þ 1Þ=2 spectral resolution
elements that are incident upon the single detector
element. Just as the positions of the 1’s in a row show
which spectral resolution elements are included in a
particular encodement, the positions of the 1’s in
a column show which encodements include that
particular spectral resolution element. The result is
that provided the detector noise is independent of its
output signal, the SNR is increased by a factor of
ðN þ 1Þ=ð2

ffiffiffi
N

p
Þ; approximately ð

ffiffiffi
N

p
Þ=2; when com-

pared to the method of measuring each spectral
resolution element separately as in a raster scan
performed by a classical scanning dispersive
spectrometer.

Multiplexing in dispersive optical spectrometry as
introduced in the previous paragraph is called
Hadamard transform spectrometry (HTS) (see
Figure 1). It is a unique combination of dispersive
and multiplexing spectrometries. The choice of
transparent or opaque for the elements of a multislit
array or Hadamard encoding mask provides an
encoding of spectral information that may be
decoded into a conventional spectrum by Hadamard
mathematics. In a typical dispersive spectrometer, the
source energy is collected and separated into its
individual spectral resolution elements by a spectral
separator and then collected and focused for spatial
presentation on a focal plane. Unlike a scanning

dispersive spectrometer, which possesses a single exit
slit, the Hadamard transform (HT) spectrometer
employs a multislit array as a Hadamard encoding
mask. This arrangement allows for the simultaneous
measurement of a multitude of spectral resolution
elements at a single-element detector and produces a
multiplexing spectrometer.

Theory of Hadamard Multiplexing

The operation of the HT spectrometer can be
described using matrix algebra with column vectors
[D] and [I] and the N-order square matrices SN, SN

21,
SN
T , and TN. [D] is a column vector of N rows

containing the detector responses for the N encode-
ments. [I] is a column vector of N rows containing
the N spectral resolution elements to be determined.
SN is the cyclic S matrix of order N that is the
basis for construction and design of the Hadamard
encoding mask. SN

21 is the inverse of SN and is given
by ð2=ðN þ 1ÞÞTN: TN is a matrix of þ1 and 21

Figure 2 An encodegram (top plot) and the corresponding

single-beam spectrum (bottom plot) as a result of decoding the

encodegram using Hadamard mathematics.
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elements obtained from SN
T , the transpose of SN, with

TN having þ1’s and 21’s where SN
T has 1’s and 0’s,

respectively. A cyclic matrix is required to be
symmetric so that an interchange of columns and
rows can recover the original matrix and SN

T then
becomes equal to SN. The encoding of the radiation
by the HT spectrometer is given by [D] ¼ SN[I] and
the resulting primary data are a record of detector
response versus encodement number. The plot of
detector response versus encodement number is
called an encodegram (analogous to the interfero-
gram produced by an FT spectrometer). The decod-
ing of the encodegram to recover the conventional
spectrum using a Hadamard transform can be
described by [I] ¼ SN

21[D], obtained by left multiply-
ing [D] ¼ SN[I] by SN

21. In practice, it is not necessary
to invert SN because there is a fast Hadamard
transform (FHT) algorithm available when N is of
the form N ¼ 2w 2 1; w being an integer. There are
three known methods for generating the first row of
cyclic S matrices of order N ¼ 2w 2 1: Consider the
example of N ¼ 7 for w ¼ 3 where the first row of

S7 is 1 1 1 0 1 0 0: Figure 2 shows an encodegram
and the result of decoding using Hadamard math-
ematics. Figure 3 contains the matrices and matrix
equations for N ¼ 7:

Hadamard Encoding Masks

The key component of any HT spectrometer is the
Hadamard encoding mask (Figure 4). Two choices for
the Hadamard encoding mask are the moving
mechanical mask and the stationary electro-optical
mask. The moving mask for N spectral resolution
elements requires 2N 2 1 mask elements that are
either completely open with a transmittance of 1 or
completely closed with a transmittance of 0. The
stationary mask for N spectral resolution elements
requires only N mask elements that are selected to be
either transparent: transmittance Tt ¼ 1 or ,1 or
opaque: transmittance To ¼ 0 or .0. The resulting
SNR is dependent upon DT ¼ Tt 2 To; which has its
optimal value of unity only for an ideal mask which is
Tt ¼ 1; To ¼ 0: The advantage of the moving mask is

Figure 3 Matrices and matrix equations (note since S7 is symmetric S7
T ¼ S7).
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no optical transmission problems. However, it suffers
the disadvantage of having moving parts and position
repeatability problems. For the case of the stationary
mask, it has the advantage that it has no moving
parts and no positioning repeatability problems.
The disadvantage of the stationary mask is the optical
transmission problem where Tt , 1 and To . 0: The
moving Hadamard encoding mask of 2N 2 1 mask
elements is changed to the next encodement by
translation of the Hadamard encoding mask to the
left past the aperture by a single mask element. For
N ¼ 7 and 2N 2 1 ¼ 13; the assignment of 1 and 0 to
positions 1 through 13 is ½1 1 1 0 1 0 0 1 1 1 0 1 0�:
For example, the first encodement corresponding
to the first row of S7 in Figure 3 is from
positions 1 through 7 as ½1 1 1 0 1 0 0� and the
fourth encodement corresponding to the fourth row
of S7 in Figure 3 is from positions 4 through 10 as
½0 1 0 0 1 1 1�:

2D Encoding Masks for Multiplexing in
Spectral Imaging and Imaging

If the conventional one-dimensional (1D) Hada-
mard encoding mask is folded in some manner, the
result is the generation of a two-dimensional (2D)
Hadamard encoding mask (Figure 5). Similar to the
1D Hadamard encoding masks that are used for
spectral mutiplexing, 2D Hadamard encoding
masks can be used for the spatial multiplexing
done in Hadamard transform spectral imaging
(HTSI) and Hadamard transform imaging (HTI). It
is important to note that spectrometry as HTS,
spectral imaging as HTSI, and imaging as HTI all
realize the same theoretical SNR improvement
based on the number of spectral, spatio-spectral,
or spatial resolution elements ðNÞ; respectively.
Consider the folding of a 1D Hadamard encoding
mask for N ¼ 15 into a 2D Hadamard encoding
mask of three rows and five columns (Figure 6).
A cyclic S15 has a first row of ½0 0 0 1 0 0 1 1 0 1 �

0 1 1 1 1� so the 2D Hadamard encoding mask has a
first row of ½0 0 0 1 0�; a second row of ½0 1 1 0 1�;
and a third row of ½0 1 1 1 1� from columns 1
through 5, 6 through 10 and 11 through 15,
respectively, from S15.

Figure 6 Spectrometry to imagery: The folding of a ID

encoding mask that can be used for spectrometry is used to

generate a 2D encoding mask that can be used for imaging.

Note that using a symmetric aperture window where only 3 £ 2

elements are used, the mask element that is not included in

the windowed aperture can be used as a measure of the dark

noise of the system, however, a more conventional encode-

ment matrix might be one that can be divided into an integer

number of rows and columns such as N ¼ 15 where one can

construct a 5 £ 3 2D encodement mask for imagery and use a

symmetric aperture that uses the entire length of the

encodement matrix.

Figure 5 A two dimensional encodement of length N ¼10,007

in a 100 £100 format generated by quadratic residue construc-

tion. The remaining 7 elements are shown as the last 7 elements

in the bottom row on the right. In practice these ‘extra’ data points

can be masked off and used as a measure of system noise

characteristics.

Figure 4 A linear encodement of length N ¼43 generated by

using a quadratic residue construction.
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Hadamard Mathematics

Consider a general multiplexing problem where
one seeks to measure N quantities, X ¼

{x0;x1;…; xN21}; in the presence of noise, and
wishes to determine a vector function FðXÞ; such
that the measurement of FðXÞ yields the best
estimate of X: Conservation of energy and super-
position principles dictate a restriction to linear
functions. The principle of rank suggests that we
restrict our measurements to N-dimensional linear
combinations. Determining the best linear combi-
nation is the challenge. In the case of constant
error for each measurement, an answer is provided
by Hotelling’s theorem, which proves Hadamard
matrices are optimal for such measurements.
Hadamard matrices uniquely achieve the optimal
bound for root-mean-square measurement error. A
Hadamard matrix is a matrix H for which
Hi; j ¼ ^1; and H21 ¼ 1

N HT: The definitions of
matrix inverse, transpose, and multiplication dic-
tate that the rows of the matrix H form an
orthogonal basis with each basis element having
norm

ffiffiffi
N

p
: The norms of the rows of H follow

from the entries of the matrix that are ^1,
and place no additional restriction on H. The
columns of H are also an orthogonal basis with
these same norms. The rows (columns) of the
matrix 1ffiffi

N
p H form an orthonormal basis. From

these few statements and definitions, one can
already derive estimates of the multiplex advan-
tage. For example, one seeks to measure X and in
one case measures Y1 ¼ X þ 1; where 1 is a
random noise or error that has a Gaussian
distribution with a mean of 0 and variance s 2:

In another case, suppose that one measures Y2 ¼

HX þ 1: In this second case, one would estimate

X2 ¼
1

N
HTðHX þ 1Þ ¼ X þ

 
1ffiffiffi
N

p

!2

HT1

¼ X þ
1ffiffiffi
N

p 11

where 11 is random noise with the same charac-
teristics as 1: It follows that the measurement error
in the second case has a standard deviation s that
is less than in the former case, with an improve-
ment by the factor 1ffiffi

N
p :

Hadamard Computations

The ^1 Hadamard matrices can be applied to two
detector optical systems, and 0,1 matrices can be
applied to single detector systems. In a two
detector system HT is proportional to H21 and

one can invert these transforms. Suppose that one
has chosen a particular Hadamard matrix H, with
which to conduct a multiplexed measurement. One
can show that multiplication of any row or any
column by 21 does not affect the efficacy of H in
improving SNR. Hence one may assume that the
first row and first column of H are all þ1. From
H, we can form a new ðN 2 1Þ £ ðN 2 1Þ matrix S
by deleting the first row and column of H, and
then changing each 1 to a 0, and each 21 to a 1.
This new matrix S, an S-matrix, is the one
corresponding to H that is to be used for single-
element detector optical systems. It is known that S
matrices are optimal for 0,1 matrices just as
Hadamard matrices are optimal for ^1 matrices,
with signal to noise improvement by a factorffiffiffiffiffi

N21
p

2 ; where here N is the dimension of H.
Letting I be the identity matrix, and J be the matrix

whose entries are all 1, it follows that STS ¼ N
4 ðI þ JÞ;

where N is the dimension of H. From this we can
ascertain that a multiplexed system using the matrix
S, multiplied by the encoded parameters of ST

recovers the original signal to within the addition of
an offset. In practice this is what is done to recover the
original X: In certain cases, there is also a fast
algorithm for computing STY, without ever explicitly
computing ST.

Constructions for Hadamard Matrices

It is known that if H is an N £ N Hadamard matrix,
then N must be 1, 2, or a multiple of 4 and so
nontrivial S-matrices must be of size one less than a
multiple of 4. It is conjectured that Hadamard
matrices exist for each N which is a multiple of 4.
Some constructions of Hadamard matrices are
enumerated below.

Walsh–Hadamard Construction

A Hadamard matrix of size N ¼ 2K can be con-
structed by sampling the first N Walsh functions at
0;1=N; 2=N; 3=N;…; ðN 2 1Þ=N; where the Walsh
functions are defined by W0ðxÞ ¼ 1; for 0 # x , 1;
W0ðxÞ ¼ 0 otherwise, and the recurrence relations,
for each non-negative integer n:

W2nðxÞ ¼ Wnð2xÞ þ Wnð2x 2 1Þ; and

W2nþ1ðxÞ ¼ Wnð2xÞ2 Wnð2x 2 1Þ
½1�

Tensor Product Construction

Walsh is a special case of iterating this construction,
starting with the matrix H1 ¼ ½1�. In general, if HN is
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a Hadamard matrix of size N £ N; then:

H2N ¼

2
4HN HN

HN 2HN

3
5 ½2�

is a Hadamard matrix of size 2N £ 2N:

Quadratic Residue Construction

This construction is an example of a cyclic S-matrix:
one for which each row is a cyclic shift of the previous
row. Given a prime number p ¼ 4n þ 3; define, for
i ¼ 0;…; p 2 1; the values S1;i ¼ 1 if there is some
integer k; such that the remainder of dividing k2 by p
is i; and S1;i ¼ 0 otherwise. Taking the cyclic matrix
with the first row given by S1;i; yields a Hadamard
S-matrix.

Other constructions are possible. Maximal length
shift register codes, and a construction involving
quadratic residues of twin primes are two
examples.

Fast Hadamard Transforms

The fast Walsh transform can be deduced from
eqn [1]. The basic idea is that, in eqn [1], the
function Wn is specified by log2 n recurrence
relations. For this reason, a Walsh transform (or
its transpose) can be computed in Oðn log2 nÞ steps.
The algorithm goes as follows, for a sequence of
length N ¼ 2n:

(i) begin with Y0;0;Y0;1;…;Y0;N21¼Y0;Y1;…;YN21

(ii) for i ¼ 1;…;n 2 1; let Yi;k ¼ Yi21;2k þ Yi21;2kþ1;

and Yi;n=2þk ¼ Yi21;2k 2 Yi21;2kþ1; for k ¼

0;…;N=2
(iii) output Xi ¼ Yn21;i

Then the resulting Xi is the inverse Walsh transform
of Yi:

Note that cyclic S matrices that come from
maximal length shift registers are known to be
permutations of the Wzalsh–Hadamard S matrices,
and hence there is also a fast algorithm for
inverting these, albeit involving some tedious
permutations.

Optics for Hadamard Encoded
Apertures

Hadamard optical systems utilize spatially encoded
apertures that can be employed either at the entrance

aperture of the optical system, the exit aperture or
both. They have the common attribute that they
encode the available aperture spatially where the
spatial resolution elements that make up the encode-
ment dictate the spectral, spatio-spectral, or spatial
resolution elements that propagate through the
optical system, including diffractive optical elements
and on to the sensor or exit aperture. These masks
have some spatial extent that places special require-
ments on the optics of the system. As the encodement
mask grows either by longer length encodements with
fixed subapertures or as the subaperture dimension
grows for a fixed encodement length, the spatial
resolution elements making up the subapertures in the
encodement mask depart from the optical axis. When
the resolution elements depart from the optical axis
or paraxial condition, it becomes important to
employ optics that can image the off-axis resolution
elements without inducing excessive aberrations that
degrade the performance and cripple the advantages
gained by HT multiplexing.

Typically the optical path for conventional mono-
chromators begins with a source that is focused onto
an aperture plane that has a large aspect ratio
aperture know as a slit. This slit is often very small in
extent in the dispersion plane compared to the other
extent in the spatial plane. However, it is not
required that this aspect ratio is large. If the aspect
ratio is close to 1 then simple spherical optics can be
employed that perform well as long as the departure
from the optical axis is kept to a minimum.
However, most monochromators have a large aspect
ratio in order to increase the opportunity to
maximize throughput, and detectors must be able
to ‘see’ the large extent of the slit aperture. The light
entering the slit aperture is then dispersed and
focused onto an exit slit aperture. Monochromators
are only required to perform well on the optical axis
and do not typically employ optics that can manage
rays that depart from the optical axis in the plane of
dispersion as required by HT multiplexing instru-
ments. To employ encoding techniques the optical
system is required to utilize optical performance
attributes normally found only in imaging and
spectral imaging systems. This requirement is driven
by the extent of the encoding mask. The extent of the
encoding mask is governed by the diffraction limit of
the wavelengths within the bandpass, the encode-
ment length N; and the attributes of the optical
system.

In a conventional dispersive spectrometer the
radiation from a source is collected and separated
into its individual spectral resolution elements by a
spectral separator such as a diffraction grating or
prism and then is collected and focused for spatial
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presentation on a focal plane. The dispersive spec-
trometer uses a single exit slit to select one spectral
resolution element at any given time, out of N possible
spectral resolution elements for measurement by the
detector. The Hadamard transform spectrometer
(HTS, Figure 7) uses an array of slits (i.e., a mask) at
the focal plane to select one more than half, ðN þ 1Þ=2;
of the spectral resolution elements at the focal plane
for measurement by the detection system. The optical
challenge to effect an HT multiplexing spectrometer is
to collect all of the spatially distributed individual
bandpass images of the entrance slit and transfer them
to as small a detector as possible. One desires to keep
the area of the detector at a minimum as the noise of
many detectors increases with the square of the area. If
the optics are able to illuminate a single detector
element with all of the available light impinging upon
the focal plane containing the spatially distributed
images of the slit for each of the N bandpass resolution
elements, a multitude of spectral resolution elements
can be measured simultaneously using a single
detector element. This arrangement results in a multi-
plexing spectrometer. The recovery of N spectral
resolution elements requires measuring the detector
response for N different encodements of ðN þ 1Þ=2
open mask elements. The raw data are recorded as the
detector response versus encodement number and is

called an encodegram. Hadamard transformation of
the encodegram yields the spectrum.

The History of Applied Hadamard
Multiplexing

The Hadamard transform instruments developed in
the 1960s and 1970s employed moving masks.
Significant problems such as misalignment and
jamming associated with a moving mask led to a
reputation of poor reliability and contributed to a
dormant period in the development of HTS and
HTI. Interest was rekindled in the 1980s using
stationary Hadamard encoding masks based on
liquid crystal (LC) technology. The first generation
1D stationary Hadamard encoding mask was a
cholesteric LC with N ¼ 127 mask elements and
used polarization as its operating phenomenon.
Two parallel polarizers and rotation or lack of
rotation of the polarized radiation generated the
opaque and transparent states, respectively. The
second generation 1D stationary Hadamard encod-
ing mask was fabricated using a polymer dispersed
liquid crystal (PDLC) material with N ¼ 255 mask
elements and used light scattering as its operating
phenomenon. The PDLC contained LC droplets
dispersed in a polymer matrix whose index of
refraction matched the index of refraction in one
direction in the birefringent LC droplet. Alignment
of the LC droplets optical axis under an applied
voltage removed discontinuities in index of refrac-
tion at the polymer matrix/LC interface to generate
a good transparent state while random orientation
of LC droplets in the polymer matrix generated the
opaque state from light scattering by the disconti-
nuities in index of refraction at the polymer
matrix/LC droplet interface. A 2D stationary
Hadamard encoding mask was also based on LC
technology. A ferro-electric liquid crystal positioned
between a pair of polarizers with perpendicular
orientation operated as an electro-optic half-wave
plate when a þvalue of applied voltage rotated the
plane of polarization by 90 degrees to produce the
transparent state and a 2value of applied voltage
left the plane of polarization unaltered to produce
the opaque state.

Development based on stationary Hadamard
encoding masks continued in the 1990s and a 2D
moving Hadamard encoding mask was also fabri-
cated and used to perform imaging in the near-
infrared and mid-infrared spectral regions. Note
that the mid-infrared spectral region is not generally
accessible via Hadamard encoding masks based on

Figure 7 Example implementation of a Hadamard transform

spectrometer with reflective optics. Light from a source passes

through a sample, is transferred into an entrance aperture,

bounced off of a concave grating, and then a reflective mask, and

finally transferred to a detector.
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LC technology, since any LC material is expected to
have strong absorption bands in the mid-infrared
spectral region. From the mid-1990s to the present,
the stationary Hadamard encoding mask of choice
for the visible and near-infrared spectral regions has
been the digital micromirror device (DMD), a
device based on micro-optoelectromechanical sys-
tems (MOEMS) technology and developed by Texas
Instruments for projector display applications. One
DMD format incorporates 508 800 micromirrors in
an 848 column by 600 row array that is 14.4 mm
wide by 10.2 mm high. Each individual micromirror
is 16 mm square and adjacent micromirrors are
separated by a 1 mm gap. The micromirrors are
individually addressable and rotate by þ10 or 210
degrees about the diagonal axis to produce binary
‘on’ and ‘off’ states. The on state has Tt determined
by the mirror reflectivity and approaches 1 while
the off state approaches To ¼ 0: The ideal condition
of on and off is not realized due to diffraction of the
light off of the small and periodic features of the
micromirror device. The DMD is an array of spatial
resolution elements that may be selected as groups
of super-resolution elements or as individual resol-
ution elements consisting of a single micromirror.
The DMD resolution elements are realized as
spectral resolution elements in the spectrometer
with the columns attributed to the frequency or
wavelength dimension and the rows attributed to
the slit height dimension. The DMD resolution
elements are utilized as spatio-spectral resolution
elements in the imaging spectrograph with the
columns as the frequency or wavelength dimension
and the rows as a vertical spatial dimension with
the horizontal spatial dimension being accessed, if
desired, by translating the sample relative to the
imaging spectrograph. The DMD resolution
elements are spatial resolution elements in the
imager with the columns for the horizontal dimen-
sion and the rows for the vertical dimension and the
frequency or wavelength dimension provided by
other instrumentation. If a photo-acoustic detection
system is present then the depth dimension of the
sample may also be accessed by changing the
modulation frequency used in the photo-acoustic
detection system.

Some important features of HTS to keep in mind
are:

(i) it is a dispersive technique using a spectral
separator;

(ii) it is a multiplexing technique using a single-
element detector;

(iii) it uses a Hadamard encoding mask (multislit
array) in a focal plane;

(iv) it sends one more than half the resolution
elements to the single-element detector in each
encodement;

(v) it uses a number of encodements equal to the
number of resolution elements desired and
the number of mask elements (pixels) in the
stationary Hadamard encoding mask (a moving
Hadamard encoding mask has 2N 2 1 mask
elements);

(vi) it has each encodement containing a different
combination of one more than half the resol-
ution elements;

(vii) it has as its primary data the encodegram, a
record of detector response versus encodement
number; and

(viii) it uses a FHT of the encodegram to decode the
encodegram and generate the spectrum or
image.

Note that all of these, except for item (i), also
apply to HTSI and HTI. The DMD promises to be
the best Hadamard encoding mask yet developed
for the visible and near-infrared spectral regions.
However, its potential applications in spectrometry
and imaging are by no means limited to HT
techniques since the information corresponding to
any micromirror in the DMD may be included in
or excluded from any measurement as desired by
the investigator. An instrument with no moving
parts, other than the micromirrors in the DMD,
promises to provide a compact and robust instru-
ment for operation in potentially hostile environ-
ments ranging from process control to outer space.
It is our belief that the combination of a DMD
with a single-element detector may provide an
important advance in spectroscopic instrumentation
and that instrumentation based on the DMD may
lead to a host of environmental, industrial,
medical, and military applications.

See also

Fourier Optics. Imaging: Multiplex Imaging. Optical
Communication Systems: Optical Time Division Multi-
plexing. Spectroscopy: Fourier Transform Spectroscopy.
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Introduction: Linear and Nonlinear
Spectroscopy

Light propagates in transparent or weakly absorbing
media by inducing the atoms or molecules in the
material to oscillate in response to the electromag-
netic field of the light. The induced dipole oscillations
set up a polarization field P which radiates the wave
in the propagation direction. The induced polariz-
ation P is proportional to the amplitude of the electric
field E in the incident light:

P ¼ 10x
ð1ÞðvÞE ½1�

where 10 is the permittivity of free space and xð1ÞðvÞ is
the first-order, frequency-dependent, susceptibility of
the material. This interaction of the light with the
medium generally results in some absorption of
energy from the field and a shift in the phase of the
propagating light. Both the phase delay and the
absorption depend on the frequency v (and wave-
length l) of the light. The phase shifting is responsible
for dispersion – the variation, as a function of
frequency, of the speed (phase velocity) of light in the
medium. The dispersion and absorption effects are
described by the real and imaginary parts, respect-
ively, of the complex susceptibility:

xðvÞ ¼ xReðvÞ þ ixImðvÞ ½2�

This susceptibility parameter describes the optical
properties of the medium. Linear spectroscopy uses
the frequency-dependent property of the xðvÞ to
create spectra by absorption or dispersion of specific
frequencies that are resonant with transitions

between internal energy states of the molecules. The
electric field in the incident light is considered to be
weak when it leaves the atomic and molecular
properties essentially unaffected. Nonlinear optical
spectroscopy, however, is based on the ability of
intense laser light to modify the optical properties of
the medium through which it propagates. These
effects are also frequency dependent and so can be
used to generate spectra. When the strength of the
electric field becomes comparable with the electric
fields within the atoms or molecules (typically
,1011 V m21) then the induced polarization
becomes nonlinear and is described by a power series
expansion:

P ¼ 10½x
ð1ÞðvÞE1 þ xð2ÞðvÞE1E2 þ xð3ÞðvÞE1E2E3

þ higher-order terms� ½3�

xð2ÞðvÞ and xð3ÞðvÞ are the second- and third-order
susceptibilities respectively. The real and imaginary
parts of these susceptibilities (and of the higher-order
terms) describe observable effects arising from
absorption and dispersion. The associated inter-
actions involve two and three photon processes,
respectively. In general, nonlinear interactions
involve multiphoton processes and will be described
by the appropriate term in the expansion of the
induced polarization.

Broadly speaking, nonlinear spectroscopy is based
on detection of these multiphoton interactions by
either incoherent or coherent processes. Incoherent
processes include fluorescence and ionization where,
following the multiphoton interaction, photons or
electrons respectively are emitted spontaneously in all
directions. Coherent processes, on the other hand,
arise from the coupling of the input driving fields
via the nonlinear polarization of the medium.
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The waveform of the polarization oscillations is a
distorted form of the driving field. Fourier analysis of
these nonlinear oscillations would reveal extra
frequencies not present in the incident field. When a
suitably phased array of dipoles is established, the
nonlinear optical process is detected by emission of
coherent directional light. The efficiency with which
this coherent signal beam is generated is crucially
dependent upon the correct phasing of the radiating
molecules. This process is known as phase matching
and is achieved by geometrical arrangements of the
input beams or by modifying the refractive index to
counteract dispersion between the generating polar-
ization wave and the radiated signal wave.

Apart from the general division of nonlinear
spectroscopy according to whether the detection
uses incoherent or coherent emission, the techniques
are characterized as frequency or time domain
methods, according to how the signal is generated
and detected. In most cases the signals recorded in
either domain may be related by a Fourier transform-
ation to an equivalent signal in the other.

The advantages of nonlinear spectroscopic tech-
niques lie in their ability to provide high spectral,
temporal, and spatial resolution. In particular, it is
possible, using a variety of nonlinear optical pro-
cesses, to eliminate inhomogeneous broadening of the
spectral lines recorded. Second, when coherent signal
beams are generated they can be readily distinguished
from incoherent background emissions, thus permit-
ting high signal-to-noise ratios. Third, the use of short
laser pulses, down to the order of 10215 s, allows high
temporal resolution. High spatial resolution is
achieved by generating signals from interaction
regions defined by crossed and focused beams.
Although the coefficients of successive terms in the
power series expansion of the nonlinear polarization
decrease by many orders of magnitude with increas-
ing order, signal strengths may be made comparable
to those of linear spectroscopy. Strong signals are
obtained by the use of resonant enhancement of the
nonlinear susceptibility, high field strengths from
laser sources, and the use of sensitive photodetectors.

Second-Order Nonlinear Effects

Weak light fields leave unaffected the optical proper-
ties of the medium through which they propagate.
When, however, the second-order susceptibility xð2Þ

contributes significantly to the induced polarization,
the complex refractive index includes a field-depen-
dent term:

P ¼ 10½x
ð1ÞðvÞ þ xð2ÞðvÞE1�E2 ½4�

Owing to the symmetry properties of xð2Þ, second-
order nonlinear effects are absent in isotropic media
or those possessing a center of inversion symmetry.
They may, however, be observed in anisotropic
materials such as crystalline solids where they are
the basis of frequency mixing schemes leading to
second-harmonic generation, sum- and difference-
frequency generation, and optical parametric ampli-
fication and oscillation. The symmetry of gas phase
media, such as atomic vapors, may be broken by
application of an external electric or magnetic field.
Resonantly enhanced second-harmonic generation
has been achieved in alkali metal vapors in the
presence of a magnetic field giving potential for
spectroscopy. Symmetry breaking is achieved also on
solid surfaces where sum-frequency generation has
been used to study surface morphology, monatomic
layers, and catalytic effects of adsorbed materials.

Third-Order Nonlinear Spectroscopy

In gas phase or isotropic solid and liquid media, the
first nonlinear term is of third order and leads to a
refractive index that is dependent on the field
intensity jEj2:

P ¼ 10½x
ð1ÞðvÞ þ xð3ÞðvÞE2�E ½5�

Intensity-dependent refractive index effects lead to a
wide range of nonlinear optical phenomena. In
general, the polarization contains terms that are the
product of three input fields generating Fourier
components at sum and difference frequencies.
Phase matching constraints will generally determine
which of the possible interactions will be observed. A
wide range of physical effects contribute to xð3ÞðvÞ.
The simplest of these nonlinear effects is saturation of
the absorption.

Linear absorption is defined by the situation where
the intensity decays exponentially with propagation
distance x, according to Beer’s Law:

IðxÞ ¼ Ið0Þ exp{2a0ðvÞx} ½6�

where Ið0Þ and IðxÞ are the intensity values at x ¼ 0
and x, respectively, and a0ðvÞ is the weak field
absorption coefficient. The fractional power absorbed
in this case is, therefore:

½Ið0Þ2 IðxÞ�=Ið0Þ ¼ a0ðvÞx ½7�

and is independent of the intensity. When the
incident intensity increases, until the rate of sti-
mulated absorption from the lower level equals the
spontaneous emission rate out of the upper level,
the medium is said to be saturated. The intensity is
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then Isat. A simple rate-equation analysis shows that
the absorption coefficient in the presence of a strong
light field is:

aðvÞ ¼
a0ðvÞ

½1 þ I=Isat�
½8�

The absorption is then no longer independent of the
light intensity.

Saturation Spectroscopy

In the case of a homogeneously broadened transition
the effect of a saturating monochromatic light field is
to reduce the absorption across the entire line
profile. This is shown in Figure 1a where the
frequency of the incident light wL is detuned from
line center v0. The degree of saturation and the effect
on the absorption coefficient depends on the intensity
I and the detuning Dv ¼ vL –v0.

For a transition dominated by inhomogeneous
broadening a monochromatic light field interacts

strongly only with a sub-group of atoms. This sub-
group is determined by those having a resonance
frequency within the spectral range covered by the
homogeneous width and centered on the incident
frequency. Saturation in this case results in ‘hole
burning’ as shown in Figure 1b. A dip in the
absorption coefficient a(v) is produced centered on
vL of width given by the homogeneous width.

Saturation affects the population of both upper and
lower levels involved in an optical transition and so
affects both absorption and amplification (gain). The
phenomenon shows itself as a narrow dip in the
spectral profile of lasers operating on an inhomogen-
eously broadened gain line (e.g., a HeNe gas laser).
These ‘Lamb dips’, as they are called, are the result of
saturation by the laser mode which has a very narrow
spectral width. Only those atoms in the Maxwell–
Boltzmann velocity distribution are saturated, whose
velocity results in a Doppler shift of the light that
brings it into resonance, i.e., to within the atom’s
homogeneous linewidth of the resonance frequency.
When the laser mode frequency is detuned from
atomic line center two velocity subgroups of atoms,
within the distribution, are saturated corresponding
to positive and negative Doppler shifts for counter-
propagating fields of the mode. When the mode
frequency is tuned to atomic line center, the counter-
propagating fields interact with the same (zero)
velocity subgroup. The saturation effect is thereby
enhanced, reducing the gain by depletion of the
population inversion, leading to a dip in output
intensity at line center. The width of the dip is the
homogeneous width of the transition (Figure 2).

The variation of output intensity around the Lamb
dip is used to provide an error signal in one scheme
for laser frequency stabilization. A feedback system is
employed to adjust the cavity length, L, in order to
maintain the mode frequency, n, exactly on atomic
line-center (n ¼ mc=2L where m is an integer). This
scheme uses gain saturation of the amplifying
medium, whereas an alternative uses saturated
absorption. In this scheme, a cell of gas having a
narrow absorption line, within the gain profile of
the laser, is placed inside the cavity. When the laser
mode is tuned to absorption, line-center saturation
reduces the absorption loss, resulting in a narrow
peak in the laser emission. Drifting off this peak can
be used as an error signal, as before, to stabilize the
mode frequency.

Saturated absorption spectroscopy uses the same
mechanism by placing the absorbing specimen out-
side the laser cavity. The effect is detected by
monitoring the transmission of a weak probe beam
in the presence of a strong counter-propagating
‘pump’ beam. Both probe and pump beams are

Figure 1 Absorption lineshapes for (a) homogeneously broa-

dened and (b) inhomogeneously broadened lines centered at v0.

Dashed lines in both figures show lineshape measured by weak

probe. Solid lines show lineshape measured by weak probe in

presence of a monochromatic, saturating beam at frequency

vL – v0.
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derived from the same laser using a suitable
beamsplitter and, thus, have identical frequency.
When tuned to line-center of the absorbing sample,
the transmission of the probe increases owing to
saturation by the strong pump beam interacting with
the same subgroup of the inhomogeneously broa-
dened medium (Figure 3).

The elimination of the first-order Doppler effect, in
gaseous media, using this technique results in very
high-resolution spectra. The residual linewidth is
determined by homogeneous processes such as life-
time broadening, collisional (or pressure) broadening
and power (or saturation) broadening. The latter
effect is inevitable, as saturation is necessary, but may
be controlled so as to contribute very little to the
overall broadening. Power broadening becomes
significant only when the laser intensity is appreciably
in excess of the saturation intensity. Another limiting
effect is transit time broadening: moving atoms spend
only a limited time interacting with the narrow beams
as they pass through. The consequent limit on the

interaction time leads to conjugate broadening of the
frequency of the transition as a result of the
uncertainty principle.

The general problem of the spectral lineshape of
signals in saturation spectroscopy is complex. Apart
from the effects mentioned above, the lineshape
will be affected by relativistic effects (second-order
Doppler shifts), velocity-changing collisions, recoil
effects from photon absorption and emission,
velocity-dependent transit time broadening, optical
pumping and laser lineshape effects.

Saturation spectroscopy is widely used in high-
resolution spectroscopy for measurement of atomic
and molecular transition frequencies, time and
frequency standards using stabilized lasers, measure-
ment of fundamental constants such as the Rydberg
constant and the fine structure constant. Dynamical
effects such as atomic collisions are also studied using
saturation, whereby the relaxation of hole burning is
measured in the time or frequency domain.

Polarization Spectroscopy

An important variation of saturation spectroscopy
uses the change induced by a saturating beam in the
real part of the complex refractive index, i.e.,
dispersion rather than absorption. Specifically, the
technique of polarization spectroscopy employs a
saturating beam that is circularly polarized to effect
optical pumping on the degenerate lower level of a
transition. The degenerate states may be identified,
for example, with magnetic substates based on
orientation of the intrinsic atomic or molecular
angular momentum and labeled by the quantum
numbers mJ. In equilibrium, the populations of all
these degenerate substates will be equal and the
optical properties of the system will then be isotropic.
In particular, the polarization state of a linearly
polarized probe beam will be unaffected by passage

Figure 2 (a) Holes burned in gain profile by two counter-

propagating monochromatic waves at vL – v0. (b) ‘Lamb dip’ in

gain profile g(v) (or absorption profile a(v)) when vL ¼ v0.

Figure 3 Schematic diagram of saturated absorption spec-

troscopy experiment. The saturating pump beam is chopped or

modulated and the signal is processed using phase-sensitive

detection to improve the signal-to-noise ratio.
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through the medium. This probe is totally rejected by
an analyzer (a linear polarizer set to transmit only
light in an orthogonal plane). The linear polarized
beam is a linear combination of two oppositely
circular polarization states, sþ and s2, and both
components experience the same complex refractive
index. In the presence of a circularly polarized
saturating pump beam, the distribution of population
amongst the degenerate substates is disturbed from its
equilibrium by optical pumping. The result will be an
excess of population in higher or lower mJ states (a
condition known as orientation) and this leads to
optical anisotropy in the medium. The refractive
index for sþ light is now different from that for s2

light and a relative phase shift is introduced between
these components of the linearly polarized probe
resulting in elliptical polarization. A component of
this elliptically polarized light will then be trans-
mitted by the analyzer and is detected. When the
strong pump beam is closely counter-propagating to
the probe, then both beams interact with the same
velocity subgroup as in Doppler-free saturation
spectroscopy. The inhomogeneous (Doppler) broad-
ening is thus significantly reduced. The technique
provides a signal above an essentially ‘zero’ back-
ground and is thus capable of a higher signal-to-noise
ratio than saturated absorption spectroscopy. How
close to ‘zero’ the background is depends crucially on
the degree of extinction by the analyzer. High-quality
polarizer/analyzer devices can achieve extinction
ratios of 1:1028. Stress-induced birefringence in the
windows of the cell containing the sample is a
common limiting factor (Figure 4).

A probe laser of intensity Iprobe is transmitted
through a sample of length l with an intensity IPSðvÞ

given by the following expression, that takes account

of different contributions to the detected signal:

IPSðvÞ ¼ Iprobe

"
jþ w2 þ b2 þ

1

2

bDa^l

ð1 þ x2Þ

þ
1

2
wDa^l

x

ð1 þ x2Þ
þ

�
1

4
Da^l

�2 1

ð1 þ xÞ2

#
½9�

where x ¼ 2ðv0 2 vÞ=g is the detuning from the
resonance frequency v0 normalized by the halfwidth
g of the collision broadened line. The frequency-
dependent terms provide absorptive (Lorentzian) and
dispersive contributions to the total lineshape. The
first three, frequency independent, terms in eqn [9]
are responsible for a constant background signal.
They originate from residual transmission of the
polarizers ðj Þ, their accidental uncrossing ðwÞ, and a
possible residual birefringence ðbÞ from optical
elements between both polarizers in the probe beam
path. ðjþ b2Þ, normally is in the range 1026. The
differential absorption coefficient for left and right
circularly polarized light, Da^, at resonance ðx ¼ 0Þ,
is given by:

Da^ðx ¼ 0Þ ¼ Da0
^ ¼ aþ

2 a2 ¼ a0S0DCJJ1
½10�

where a0 is the unsaturated absorption coefficient, S0

is the saturation parameter for the pump wave
ðIpump=IsatÞ, and DCJJ1

are Clebsch–Gordan coeffi-
cients for the respective transition and coupling case.

The dispersion-shaped component may be made to
dominate by deliberately uncrossing the polarizer/
analyzer combination to a small extent. This tech-
nique enhances the resolution of the transition
frequency. Linewidths are limited by residual Doppler
broadening owing to finite crossing angles of pump
and probe beams, collisional broadening, transit time
broadening, etc.

Applications of the technique have included
Doppler-free spectroscopy of atomic transitions for
precision measurements of fundamental constants,
molecular spectroscopy and detection of atomic,
molecular, and radical species in flames. By employ-
ing a different laser to accomplish the induced optical
anisotropy from that used to probe the medium,
molecular spectra can be simplified by the technique
of ‘polarization labeling’. Signals are obtained only
when the probe and pump excite transitions sharing a
common level and the particular transitions observed
are sensitive to the selection rules for DJ, governing
both pump and probe transitions. In this way P- and
R-branch transitions can be distinguished.

Advantages of polarization spectroscopy include
high sensitivity (102–103 times that of saturation
spectroscopy), high signal-to-noise, simplification of

Figure 4 Schematic diagram of polarization spectroscopy

experiment. Circularly polarized pump beam may be modulated

for phase-sensitive detection of transmitted probe beam.
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molecular spectra by polarization labeling, dispersion
profiles for enhanced resolution, and for frequency
stabilization techniques.

Multiphoton Absorption Spectroscopy

Multiphoton absorption is the term used to describe a
process in which an atom or molecule makes a single
transition between two of its allowed energy levels by
absorbing the energy from more than a single photon.
Sequential transitions, by which successive photons
are absorbed via single-photon transitions between
stationary energy levels, take place provided photons
arrive within the lifetime of the intermediate state.
Multiphoton transitions take place via ‘virtual’
energy levels. The lifetime of a virtual level is
determined by the uncertainty principle to be the
inverse frequency detuning from the nearest station-
ary energy level. Thus a high photon flux is usually
required for multiphoton effects to be observed
(Figure 5).

The simplest multiphoton effect, two-photon
absorption, may be observed using strong atomic or
molecular electronic transitions, even with modest
laser power. The absorption is detected by observing
the fluorescence from the spontaneous, radiative
decay of the excited state. Two-photon absorption
spectroscopy may be made Doppler-free by arranging
absorption of one photon from each of two counter-
propagating beams. The moving atoms experience
opposite Doppler shifts k·v from each beam. The
transition energy is thus:

E ¼ ð"vþ k·vÞ þ ð"v2 k·vÞ ¼ 2"v ½11�

Absorption of two photons from a single beam is
prevented by choosing a transition between levels of
the same parity and angular momentum quantum
number, i.e., DJ ¼ 0 and using circularly polarized
light. Absorption of two sþ or s2 photons gives
DJ ¼ ^2, which would be forbidden, e.g., on a
n2S–n02S transition in an alkali metal. This method
of Doppler-free spectroscopy has the advantage that
it involves all the atoms and not just the zero-velocity
subgroup, as in saturation or polarization spec-
troscopy. In principle, it is also possible to use
three-photon absorption, with the momentum of the
wavevectors arranged to sum to zero, to achieve
Doppler-free absorption on a transition between
opposite parity states.

Instead of observing fluorescence following multi-
photon absorption, the excited atom or molecule may
be ionized by atomic collisions or by applying a d.c.
electric field. Excitation of Rydberg levels (i.e., having
high value of the principal quantum number n) by
two- or three-photon absorption is readily accom-
plished. The sensitivity of this technique is enhanced
by using two lasers. One laser at frequency v1 is tuned
to a two-photon transition (energy ¼ 2"v1) and the
second laser v2 is tunable to excite transitions from
the two-photon intermediate state to higher-lying
levels (energy ¼ 2"v1 þ "v2). Thus, energy levels
normally requiring excitation in the vacuum UV
may be reached using visible frequency lasers. In such
cases ionization detection may be more efficient than
fluorescence since the nonradiative decay rate of these
highly excited levels may exceed the fluorescence
decay rate. The ion signal produced may be signifi-
cantly amplified by the process of space charge
amplification. A weak discharge established in the
atomic vapor creates a space charge around
the cathode. A single ion moving slowly through the
space charge cloud acts to cancel the local field
allowing many (up to 106) electrons to escape to the
anode with a resulting amplification of 106 in the
‘photoionization current’.

Multiphoton ionization spectroscopy is a sensitive
method of recording highly excited energy levels. The
sensitivity is enhanced in the technique of resonance
ionization spectroscopy (RIS): two lasers are used
such that the frequency of one laser is fixed close to a
two-photon allowed transition and the second is
tuned to excite a range of higher excited states.
Absorption of an even number of photons allows
excitation of levels having the same parity as the
ground state and thus not accessible to normal
absorption spectroscopy. In combination with a
mass spectrometer to detect the ions produced by
the multiphoton absorption resonance ionization
mass spectrometry (RIMS), affords additional species

Figure 5 Multiphoton absorption spectroscopy. (a) Two-photon

absorption using fluorescence detection of radiative decay at vF.

(b)Three-photon absorption spectroscopy using fluorescence

detection of radiative decay at vF. (c) Three-photon absorption

spectroscopy using ionization detection following photoionization,

collisional or field ionization. (d) Two-photon resonant multi-

photon ionization spectroscopy; laser at frequency v1 is fixed and

laser at v2 is tuned over transitions to high-lying levels.
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selectivity and sensitivity. RIMS finds application in
high-resolution spectroscopy of rare isotopic species
and is the basis for a scheme for isotope separation.

Coherent Third-Order Processes

An important class of spectroscopic techniques
exploits the coherent interaction of three input
waves via the nonlinear response of the medium.
Specifically, the third-order term has the form:

Pð3Þ
i ðv4; ~rÞ ¼ x

ð3Þ
ijklðv1;v2;v3;v4ÞEjðv1; ~rÞ

£ Ekðv2; ~rÞElðv3; ~rÞ ½12�

where EmðvnÞ are complex field amplitudes and the
subscript m ¼ i; j; k; l refers to each of the Cartesian
coordinates x; y; z of the electric vector. x

ð3Þ
ijkl is a

fourth-rank tensor. In condensed phase media, the
third-order nonlinearity is readily observed, even
with modest laser intensities. In the gas phase,
although x

ð3Þ
ijklðvÞ is small relative to xð1Þ, its effect is

enhanced when the incident fields are resonant and
this nonlinear response may be used for spectroscopy.
Equation [12] shows that the induced polarization
couples three waves to radiate a fourth and describes a
class of interactions known collectively as four-wave
mixing.

The physics of four-wave mixing interactions may
be visualized as the formation and read-out of a
volume hologram. The three input beams are denoted
as two pumps and one probe. The process involves
the interference of one pump with the probe to form a
spatially periodic grating pattern in the electric field
distribution. The nonlinear response of the medium
via xð3Þ leads to a spatial modulation of the refractive
index – a laser-induced grating. The second pump
beam generates a signal by scattering off this grating
in a manner analogous to Bragg scattering of X-rays
from regular crystal planes. The condition for
generating a coherent scattered beam is equivalent
to matching the momentum (or wavevectors) of the
interacting photons, i.e., phase matching.

Degenerate Four-Wave Mixing
(DFWM) Spectroscopy

The simplest case of four-wave mixing spectroscopy
involves pump and probe beams of identical (i.e.,
degenerate) frequency to generate a signal at the same
frequency. Spectra are generated as the frequency is
tuned through atomic or molecular resonances where
the interaction is strongly enhanced. In this degen-
erate case, the pump and probe interference pattern is
stationary and the remaining pump beam scatters off

this grating with the same frequency. As with all
parametric processes, the interaction is phase
matched by a suitable geometrical arrangement of
the beams. A probe intersecting with counter-
propagating pump beams leads to a signal that
counter-propagates with the probe. This arrangement
provides ‘Doppler-free’ lineshapes, since only those
atoms with essentially zero velocity along the line of
intersection of the beams contribute to the signal.
Alternatively, pump and probe beams may be
arranged to cross at an angle (usually small) in the
forward direction – the ‘forward geometry’, with the
resulting signal propagating at the same small angle
to the incoming beams. Signals in this case are
stronger, since all velocity classes may contribute but
the lineshape is Doppler broadened (Figure 6).

An additional feature of the counter-propagating
pump geometry is that the phase-matched signal
arises from terms that involve products of fields
with the complex conjugate of the incident

Figure 6 Degenerate four-wave mixing: (a) all input frequencies

are degenerate, v1 ¼ v2 ¼ v3 and give signal at the same

frequency, v4. Phase matching geometries are shown in (b)

counter-propagating pump (phase conjugate) and (c) forward

geometry. (d) and (e) show the grating formation and read-out

respectively.
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probe field. The induced polarization radiating the
signal wave has a component given by:

Pð3Þ
signalðvÞ ¼ xð3ÞðvÞEpumpðvÞEpumpðvÞE

p
probeðvÞ ½13�

The backward propagating signal appears as a
phase conjugated reflection of the incident probe
wave. A probe wave that has propagated through a
phase-distorting medium thus generates a signal with
an initial phase distortion that will be undone as it
retraces the path through the distorting medium. This
phase conjugating property finds application in
adaptive optics but also lends an advantage when
DFWM is used as a spectroscopic probe in hostile or
distorting environments, such as flames or plasmas.
The counter-propagating pump geometry is often
referred to as the phase conjugating geometry.

The intensity of the DFWM signal beam may be
calculated using perturbation theory to derive xð3ÞðvÞ

arising from saturated absorption. In the perturbation
approximation, the probe beam is assumed to be
weak and interacts with stationary atoms in the
presence of counter-propagating, saturating pump
fields. The signal is found from the phase-matched
terms in the wave radiated from the induced
polarization. When integrated over the atomic
resonance line, the signal intensity, Iint

sig, is given by
analytic expressions in the two limiting regimes of
weak and strong saturation by the pump:

Iint
sig ¼

lm12l
8N2k2T2

1T3
2

½1 þ 4Ipump=Isatð0Þ�
5=2

I2
pumpIprobe ½14�

when Ipump p Isatð0Þ and

Iint
sig / lm12l

3N2k2T21=2
1 T1=2

2 I21=2
pumpIprobe ½15�

when Ipump q Isatð0Þ.
In these relations m12 is the atomic dipole moment,

N the atomic number density, ISð0Þ ¼ h2=T1T2lm12l
2

is the line-center saturation intensity, and T1 and T2

are the longitudinal and transverse relaxation times,
respectively. Extensions of the basic theory accom-
modate the effects of moving absorbers (Doppler
effect) in both the phase-conjugate and forward phase
matching geometry.

These results are derived using perturbation theory,
by assuming that the probe field is weak. In practice
the signal is optimized when pump and probe are of
equal intensity and approximately equal to the
saturation intensity. This situation violates the
perturbation theory assumption but the signal inten-
sity may be derived using nonperturbative analytical
methods, although the resulting expression is more
complicated. Alternatively, the quantum mechanical

equations for the nonlinear susceptibility can be
solved numerically to find the signal level for
arbitrary intensity of the incident fields. Optimum
signal-to-noise ratio in the spectra is achieved using
approximately saturating intensities.

The sensitivity of resonant DFWM and the
coherent nature of the signal beam suits the process
to spectroscopy of nonfluorescing or trace molecular
species, such as radicals created in chemical reactions.
Equation [15] shows that the DFWM signal becomes
relatively insensitive to collisional effects when the
incident lasers saturate the transition. This feature of
DFWM gives it an additional advantage over laser-
induced fluorescence in optical diagnostic appli-
cations where quantitative evaluation of fluorescence
intensity is hampered by collisional quenching. The
state and species selectivity afforded by resonant
DFWM is exploited in diagnostics of combustion and
plasma processes, where the reduction of Doppler
broadening allows high-resolution spectra from high-
temperature gases. The relative intensity of spectral
lines is used to derive temperature and concentration
information with time and space resolution.

Additional selectivity is provided by using
two input frequencies in two-color four-wave mixing
(TC-FWM), to probe molecular excited state
dynamics. The TC-FWM process uses resonant
enhancement on two coupled transitions, i.e., the
pump beams excite one transition and the probe and
signal are generated on another transition having a
common level with that excited by the pumps.

Coherent Raman Spectroscopy

The classical theory of spontaneous Raman scattering
shows that a nonresonant pump of frequency vp wave
can excite a resonance vm in a molecule with a
nonlinear polarizability bðxÞ. (x is the spatial coordi-
nate of the internuclear potential.) The wave resulting
from this inelastic scattering is a Stokes wave of
frequency vS ¼ vp 2 vm. The propagation of the
Stokes wave is governed by the complex Raman
susceptibility (Figure 7a):

xRamanðvsÞ ¼ x 0
RamanðvsÞ þ ix 00

RamanðvsÞ ½16�

This generated Stokes wave may then couple with the
pump to drive the molecular resonance coherently
leading to amplification of the Stokes wave at the
expense of the pump. This process of stimulated
Raman scattering (SRS), provides gain if the ampli-
fication exceeds the loss due to absorption, scattering,
etc. There is, therefore, a definite threshold intensity
that the pump must satisfy to observe SRS. The SRS
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gain gðvsÞ at the Stokes frequency vs is given by:

gðvsÞ ¼ 2
ks

2n2
s

lEðvLÞl
2
x 00

RamanðvsÞ ½17�

where ks and ns are the wavevector and refractive
index for the Stokes wave, EðvLÞ is the field amplitude
at the pump laser frequency vL, and x 00

RamanðvsÞ is the
imaginary part of the complex Raman susceptibility:

x00RamanðvsÞ¼

210N

�
›b

›x

�2

g

32mevv

(
ðvm2 ðvL2vSÞÞ

2þ
g2

4

)

½18�

In this expression ›b=›x is the variation of polariz-
ability b with internuclear displacement x, N is the
molecular population density, and g is the linewidth
due to damping. Spectroscopy based on SRS
provides signals that are many orders of magnitude
stronger than those from spontaneous Raman
scattering, and is widely used to study spectra of
complex molecules having no absorption spectra in
the visible region.

A four-wave mixing interaction, involving a pump
and probe beam of different frequencies, generates a

nonstationary grating. The signal generated by
scattering of a second pump beam off this moving
grating is Doppler-shifted to lower or higher fre-
quency. These signal beams correspond respectively
to Stokes or anti-Stokes waves in Raman scattering.
A probe beam at the Stokes frequency will thus
interact with a pump beam to generate a coherent
signal at the anti-Stokes frequency; a process
known as coherent anti-Stokes Raman scattering
(Figure 7b). A probe at the anti-Stokes frequency
correspondingly gives the process of coherent
Stokes Raman scattering (CSRS). Phase matching is
necessary for both CARS and CSRS and is satisfied by
an appropriate arrangement of the incident
wavevectors (Figure 7c,d and e).

CARS has proven to be a valuable spectroscopic
technique in a wide variety of applications. A CARS
spectrum is generated by scanning the frequency of
the probe, i.e., the Stokes laser. The signal strength is
given by

I4 ¼ ICARS ¼
v2

4

n2
1n2n4c412

0

I2
1I2lxCARSl

2l2




�
sinðDkl=2Þ

Dkl=2

�2

½19�

where I1 and I2 are the intensity of the pump and
Stokes beams, respectively, l is the interaction length,
and ni are the refractive indices at frequency vi. The
maximum signal is generated when the phase
mismatch Dk ¼ 0. The third-order susceptibility,
xð3Þ ¼ xCARS, in general consists of a nonresonant
part xð3Þnr , which is independent of the frequency of
the exciting beams, and a Raman-resonant contri-
bution xð3Þr :

xð3Þ ¼ xð3Þnr þ xð3Þr ½20�

The lineshape in coherent Raman spectroscopy is
affected by interference between resonant and non-
resonant contributions. This effect is exploited to
derive the concentration of the resonant (Raman
active) species relative to that of the background of
known density. A more common application of
CARS, however, is for temperature measurement.
The dependence of the signal intensity on lxCARSl

2,
and therefore on the square of the molecular
population of the initial state, yields a spectrum
from which the temperature may be derived by
assuming a Maxwell–Boltzmann distribution over
the state populations.

A particularly useful application of CARS
employs a narrow linewidth pump laser and a

Figure 7 Coherent Raman spectroscopy. (a) Spontaneous

Raman scattering of input pump vL producing Stokes wave vS in

inelastic scattering. (b) Coherent anti-Stokes Raman scattering

(CARS). Phase matching geometries for CARS is shown for a

nondispersive medium in (c) and dispersive media in (d) and (e).

The planar boxcars geometry in (e) may be folded along the

dotted line (folded boxcars geometry) to separate the signal into

an orthogonal plane from the pump beams to reduce scattered

pump light reaching the detector.
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broad bandwidth Stokes laser. CARS signals are
generated simultaneously on all frequencies such that
the corresponding Stokes frequency is available from
the broadband probe. The spectrum recorded with a
single laser pulse can thus provide population
information on a wide range of molecular states,
giving time- and space-resolved measurement of
temperature and concentration.

CARS and CSRS spectroscopy is applied to
both gas and condensed phase media. Owing to the
higher density in the latter, signals may be strong in
spite of the two-photon nature of the resonant
interaction.

Time Domain Four-Wave Mixing
Spectroscopy

Four-wave mixing spectroscopy may also be executed
in the time domain. The three incident waves may
arrive as pulses separated in time by variable delays.
The interaction is, therefore, mediated by the atom or
molecule’s induced polarization or coherence.
DFWM, CARS, and CSRS processes may thus be
used to study ultrafast relaxation since the signal
intensity gives a measure of the coherence decay in the
intervening delay between the pulses. These processes
are intimately related to coherent transient spec-
troscopy using measurements of free induction decay,
photon echoes, and stimulated photon echoes.

Laser-Induced Grating Spectroscopy

The four-wave mixing processes discussed above
involve a spatial modulation of the molecular
population and a consequent modulation of the
refractive index for resonantly interacting waves.
The signals are radiated by the coherent oscillations
of the molecular populations that decay rapidly.
Relaxation processes result in transfer of energy from
the excited molecular states, leading to a temperature
and density grating in the bulk medium with a period
L, given by:

L ¼ lpump=ð2 sin u1Þ ½21�

where u1 is the angle between the interfering beams of
wavelength lpump. A nonresonant wave of wave-
length lprobe may be scattered by this laser-induced
grating provided it is incident on the grating at the
angle u2 satisfying the Bragg condition:

u2 ¼ sin21ðlprobe=2LÞ ½22�

The periodic temperature/density grating, when
induced by a short duration laser pulse, is
accompanied by two oppositely propagating acous-
tic waves. The reflectivity of Bragg scattering is
temporally modulated as the acoustic waves tra-
verse the stationary grating at the local sound
speed. Measurement of the period of these oscil-
lations yields the sound speed from which the
temperature may be derived. The stationary grating
and acoustic waves decay by diffusive and damping
processes, dependent upon the bulk medium prop-
erties. Measurement of the decay time of the
grating induced in gas phase media yields the gas
pressure if the gas dynamic parameters are known
(Figure 8).

Laser-induced grating spectroscopy (LIGS), has
been widely employed for studies of condensed
phase relaxation processes. Applications have also
been developed for gas phase studies using resonant
absorption to enhance the thermal grating com-
ponent. A grating may, however, also be induced in
response to the electrostrictive effect of the high
electric field in the interference pattern of two intense
pump waves. Such electrostrictive gratings do not
require resonant absorption and their spectroscopic
utility centers on the study of relaxation effects in the
molecular medium.

Figure 8 Laser-induced thermal grating spectroscopy. (a)

Absorption of energy from pump lasers creates excited molecular

population in grating pattern shown in (b). Spacing of laser

induced grating L is set by angle of intersection of pumps.

Quenching, Q, of excited population by collisions transfers heat to

bulk medium and forms thermal grating. (c) Probe incident at

Bragg angle u2 is scattered to form signal.
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List of Units and Nomenclature

Formulae are expressed in SI units
c Speed of electromagnetic wave in vacuo
E Electric field amplitude
g0ðvÞ, gðvÞ Gain coefficient at line center, at

frequency v

h Planck’s constant
I Intensity of electromagnetic wave
Isat Saturation intensity of medium
k, k Wave vector, scalar value of wave

vector v=c
me Mass of electron
nm Refractive index of medium for mth

beam
N Atomic or molecular population

density
P Polarization field amplitude
T1 Longitudinal relaxation time
T2 Transverse relaxation time
a0, aðvÞ Absorption coefficient at line center, at

frequency v

bðxÞ Molecular polarizability as function of
internuclear separation x

10 Permittivity of free space
m12 Dipole moment for transition between

energy levels 1 and 2
n Frequency of electromagnetic wave
x(n) nth order susceptibility
v Angular frequency of electromagnetic

wave

See also

Coherent Transients: Coherent Transient Spectro-
scopy in Atomic and Molecular Vapours; Foundations

of Coherent Transients in Semiconductors; Ultrafast
Studies of Semiconductors. Fiber and Guided Wave
Optics: Nonlinear Optics. Imaging: Adaptive Optics.
Nonlinear Optics, Applications: Phase Matching.
Nonlinear Optics, Basics: x (2)–Harmonic Generation;
Four-Wave Mixing; Kramers–Kronig Relations in Non-
linear Optics. Phase Control: Phase Conjugation and
Image Correction. Physical Applications of Lasers:
Sum-Frequency Generation at Surfaces. Scattering:
Raman Scattering; Stimulated Scattering. Spec-
troscopy: Raman Spectroscopy; Second-Harmonic
Spectroscopy.
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Demtröder W (1996) Laser Spectroscopy, 2nd edn. Berlin:
Springer-Verlag.

Dreier T and Ewart P (2002) Coherent techniques for
measurements with intermediate concentrations. In:
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Introduction

Inelastic light scattering, the optical analogue of
Compton scattering, had been predicted to occur by
Smekal in 1923, but it was Chandresekar Venkatara-
man Raman who provided the first experimental
demonstration of the phenomenon in February 1928.
Only a few months later in 1928 the Russian
scientists, Landsberg and Mandelstam observed
inelastic light scattering from a quartz crystal.

In spite of initial claims to the contrary, this was the
same effect that had been observed by Raman,
although the Russian scientists did not acknowledge
this, preferring to call the effect ‘combinatorial
scattering’. It was not until the 1970s that the effect
became known as Raman scattering everywhere,
including Russia.

As typically practised, Raman spectroscopy
involves laser excitation of a sample and measure-
ment of the wavelength and intensity distribution of
the scattered Raman light. When a microscope is used
for delivering laser excitation and/or collecting the
inelastically scattered light, the technique is referred
to as Raman microscopy. However, it is important to
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recognize that, apart from the differences in sampling
configuration, there are no fundamental differences
between Raman microscopy and Raman spec-
troscopy; the terms merely identify the different
sampling techniques.

Since its invention in 1960, major advances in the
technology of the laser have occurred, resulting in the
wide variety of laser light sources that are currently
available for Raman spectroscopy. Characteristic
properties of laser systems for Raman microscopy
will be described in this chapter, following an
introduction to the technique and its applications in
the next section below. Then, the commonly used
laser sources for Raman microscopy are categorized
according to the wavelength regions of their emis-
sions, along with their merits and drawbacks for each
application. The chapter will consider mainly con-
tinuous wave laser sources, because pulsed laser
beams that are tightly focused with microscope optics
give very high irradiance that would destroy most
samples.

Raman Microscopy

The first experimental Raman microscopes were
developed in the mid-1970s by two independent
groups, and it was not long before the first generation
of Raman microscopes were subsequently commer-
cialized. Many of these early instruments simply
consisted of commercial optical microscopes coupled

to Raman spectrometers, as shown in Figure 1. It was
recognized that the use of a microscope for sampling
in this way can facilitate the Raman examination of
tiny particles of micrometer dimensions.

The optical lay-out in Figure 1 shows an infinity
corrected microscope. The advantage of using this,
rather than a standard tube length microscope, is that
its length can be extended in order to incorporate
additional optical elements that are required for
coupling to the Raman excitation and collection
optics. In the optical layout, the incident laser beam is
spatially filtered by a pinhole, D1, in order to remove
the diffraction rings and give a point source. The laser
light is then partially reflected by beamsplitter, B1,
and focused on to the sample by the microscope
objective. The back-scattered Raman radiation is
collected by the same microscope objective, partially
transmitted by the beamsplitter, and directed into the
entrance slit of the Raman spectrometer by means of
coupling optics. The accurate location of an aperture,
D2, at the focal point improves the spatial resolution
and allows depth profiling of transparent samples.
The two pinholes, D1 and D2, act as spatial filters and
are referred to as confocal diaphragms. The Raman
microscope is described as being confocal, because
out-of-focus light, collected from outside the focal
volume, is rejected.

The use of the beamsplitter, in the optical path
of early Raman microscope designs, gives rise
to significant losses of the precious Raman

Figure 1 Diagram of the optical layout of a visible Raman microscope (Reproduced from Turrell G, Delhaye M and Dhamelincourt P

(1996) Characteristics of Raman microscopy. In: Turrell G and Corset J (eds) Raman Microscopy. Development and Applications, 2.

London: Academic Press).
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scattered light. If a 50:50 beamsplitter is used then
half of the incoming laser light is lost by transmission
at B1 and, more significantly, half of the Raman
scattered light is lost by reflection at B1. As long as a
higher laser power can be employed, it is better to use
a 90:10 beamsplitter that transmits 90% of the light
and reflects 10%; then, only 10% of the incoming
laser light is directed by B1 on to the sample, but 90%
of the Raman scattered light is transmitted by B1

towards the detector and only 10% of the Raman
light is lost by reflection at B1. The efficiency of a
beamsplitter can be defined as the product of the
reflectivity at the laser wavelength and the trans-
mission at the Raman-shifted wavelength. Thus,
conventional 50:50 and 90:10 beamsplitters would
have efficiencies of 25% and 9%, respectively.
Recently, however, holographic notch filters have
been developed which can be used as higher efficiency
beamsplitters. These typically have a laser rejection
contrast ratio of better than 104, reflecting ca. 90% of
the laser excitation and transmitting ca. 90% of the
Raman scattered light, thus giving an efficiency of ca.
81%. Due to these considerations, higher through-
put, commercial Raman microscope designs usually
incorporate a holographic notch filter.

The importance of Raman microscopy stems from
the fact that it is the only microanalytic method
available today, by use of which it is possible to
identify, or characterize, small particles of
micrometer dimensions in situ. It is also advan-
tageous that no sample preparation is required when
performing Raman microscopy.

The fundamental limit of the lateral spatial
resolution (i.e., for a diffraction limited focus) is the
separation at which the maximum of one Airy disc
function just touches the first minimum of an adjacent
Airy disc, given by:

Lateral spatial resolution ¼
1:22l

2NA
½1�

where l is the wavelength of the light and NA is the
numerical aperture of the microscope objective.

The axial Airy disc function determines the
resolution in the longitudinal direction. A good
estimate of the axial resolution limit for low
numerical aperture is given by:

Axial spatial resolution ¼
2l

ðNAÞ2
½2�

When the sample is heterogeneous and exhibits
fluorescence that is not evenly distributed within the
sample, a region of the sample can be selected with
the microscope that shows the minimum amount of
fluorescence. If the fluorescence is intrinsic to the
sample itself, then it is possible to use the shift

subtract technique and/or temporal discrimination
between the fluorescence and the Raman scattering.
The latter can be achieved by Kerr gate fluorescence
rejection, in which a pulse of light is used to close a
Kerr gate shutter. The problem with this approach,
however, is that it uses a laser pulse, and even pulses
of modest energy will have extremely high irradiance
when focused to a tiny spot by a microscope
objective. Such laser pulses would inevitably destroy
the sample under a microscope.

Another approach for reducing fluorescence is to
use near infrared excitation, which is low enough in
energy so that absorption cannot occur to promote
electronic transitions. The technique of Fourier
Transform Raman (FTR) spectroscopy often offers
the best chance of obtaining Raman spectra from
fluorescent samples for this reason. Low energy
excitation of wavelength equal to 1064 nm, provided
by a Nd:YAG laser, is normally used for FTR.
Disadvantages are that the Raman scattering effi-
ciency is low relative to that obtained with visible
excitation, due to the n 4 dependency (n 4 refers to
Rayleigh scattering of the Raman light). This is
compensated to some extent by employing a high
throughput (Jacquinot advantage) interferometer.
However, this works better for macro rather than
micro samples. This is because the coupling of a
microscope to an FT Raman spectrometer has a
fundamental drawback; the microscope is throughput
limited, so the high throughput advantage of the FTR
spectrometer cannot be realized in FTR microscopy.
The image of the Jacquinot stop (the large circular
aperture which is the entrance to the interferometer)
at the sample plane typically has a diameter of a few
hundred mm, which is much larger than particles with
diameters of ca. 1 mm having similar dimensions to
the waist diameter of the 1064 nm light excitation at
its diffraction-limited focus. Consequently the
throughput advantage of the interferometer is not
fully exploited and there is a trade-off of spatial
resolution with signal-to-noise at the detector. For
this reason, the typical spatial resolution that is
achieved is in the range of 15–100 mm rather than
4 mm, as claimed in the literature. Bruker has
commercialized an FTR microscope by coupling an
optical microscope to an FTR spectrometer with near
infrared optical fibers.

An approach that offers more promise for reducing
fluorescence and achieving spatial resolution close to
the diffraction limit is to use near infrared excitation in
conjunction with dispersive Raman microscopy. For
example, semiconductor lasers operating from 785 to
852 nm can be used in conjunction with sensitive
multichannel silicon-based CCD arrays. If longer
excitation wavelengths are necessary, in order to
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overcome the problems with fluorescence, then diode
lasers can be used that emit at longer wavelengths in
conjunction with dispersive Raman spectrometers
equipped with multichannel near infrared (NIR)
detectors, e.g., Ge- or InGaAs-array detectors.

The applications of Raman microscopy cover many
areas, including material science, the earth sciences,
environmental science, biology and medicine, foren-
sic science, and even the analysis of artworks. These
areas are too wide ranging to be described in detail
here, but the interested reader is referred to the
Further Reading section at the end of this article.

Characteristics of Laser Sources

The laser is an excellent light source for Raman
spectroscopy to such an extent that the terms ‘Raman
spectroscopy’ and ‘laser Raman spectroscopy’ are
synonymous for all but the most esoteric experiments,
for example, with synchotron sources. Indeed, the
advent of the laser was the stimulation for the
renaissance of Raman spectroscopy in the 1960s,
given its special properties, such as monochromati-
city, high intensity, beam collimation, and coherence.

The characteristics of laser light and the advantages
it offers to Raman microscopy are now considered.

Beam Quality

The light inside a laser tube is formed from a number
of standing waves having distinct vibrational modes.
There are a limited number of these modes transverse
to the beam and these are characterized by the TEMpq

number (where p and q can be 0, 1, 2,…) where TEM
is an acronym for ‘transverse electromagnetic’. When
a laser is operating in its fundamental TEM00 mode,
light rays are reflected on axes between the end
mirrors of the laser cavity. The ‘00’ indicates that
there are no nodes in the beam profile (Figure 2a), and
the laser beam has a Gaussian intensity profile in the
radial direction:

IðrÞ ¼ I0 exp

 
2

2r2

w2

!
½3�

where IðrÞ is the irradiance at a radial distance r from
the axis of the beam, I0 is the axial irradiance, and w
is the beam radius.

For higher-order modes, a number of nodes are
observed in the beam profile, which arise from off-
axis light rays being reflected between the end
mirrors, for example, the TEM11 mode has two
nodes which are mutually perpendicular (Figure 2b).

The propagation characteristics of a Gaussian
beam can be fully defined, either by the diameter of
the beam waist or by the far-field divergence.

Consequently, it is only necessary to know the
diameter of the beam waist ð2w0Þ, or the diameter
of the beam ð2wzÞ at a longitudinal distance z from
the waist, in order to determine the propagation
characteristics of the beam:

wðzÞ ¼ w0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ

�
z

zR

�2
s

½4�

RðzÞ ¼ z

"
1 þ

�
zR

z

�2
#

½5�

where the quantity zR ¼ pw2
0=l is known as

the Rayleigh range of the beam, l is the wavelength
of the laser radiation, and RðzÞ is the radius of
curvature of the wavefront at a distance z from the
beam waist.

The wavefront is planar at the minimum beam
waist and the Rayleigh range is the distance from the
beam waist to the location at which the wavefront is
most curved (Figure 3), the region from the waist to

Figure 2 Transverse electromagnetic modes formed with

confocal concave mirrors, (a) TEM00, and (b) TEM11. (Repro-

duced with permission from Young M (1977) Optics and

Lasers: an Engineering Approach. Berlin, Heidelberg: Springer-

Verlag
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the Rayleigh range being the near field. Beyond
approximately ten times the Rayleigh range, in the far
field, the beam diverges as a cone with approximately
straight sides. It can be seen by substituting z ¼ zR

into eqn [4] that the beam diameter at the Rayleigh
range is

ffiffi
2

p
times the waist diameter.

Unfortunately laser beams do not conform to pure
Gaussian functions and therefore they do not
propagate according to the above equations. As a
result, a dimensionless beam propagation parameter
was devised in the early 1970s. This parameter,
known as the M2 factor or the ‘times diffraction
limit’, is based on the brightness theorem, which
states that for any laser beam the product of the beam
diameter and the far-field divergence is a constant.
Thus, M2 is defined as the ratio of the laser beam’s
multimode diameter-divergence product to the
ideal diffraction-limited (TEM00) beam diameter-
divergence product:

M2 ¼

 
2wm Qm

2w0u0

!
½6�

where Qm is the laser beam’s multimode divergence,
u0 is the theoretical diffraction-limited divergence,
2wm is the laser beam’s multimode waist diameter,
and 2w0 is the ideal diffraction-limited beam waist
diameter.

Alternatively, M2 can be defined as the square of
the ratio of the multimode beam diameter ð2wmÞ to
the diffraction-limited beam diameter ð2w0Þ:

M2 ¼

 
2wm

2w0

!2

½7�

The intensity of the beam has a Gaussian distri-
bution in the radial direction, but the accepted
definition of beam diameter is the distance at which
the intensity has fallen to 1=e2 (i.e., ca. 13.5%) of its
axial intensity, as can be seen by setting r ¼ w in eqn
[3] above. This definition only applies properly to
Gaussian beams; for other beam profiles the diameter
can be calculated using a second moment measure-
ment of the entire beam.

The real beam, then, can be treated as Gaussian by
substituting an artificial wavelength M2l into the
equations that apply to an ideal diffraction-limited
TEM00 beam. The ideal TEM00 Gaussian can be
superimposed as an ‘embedded Gaussian’ on the
optical diagram of the real multimode beam
(Figure 3). It can be seen that the multimode beam
has a waist diameter and a divergence that are both M
times larger than those of the embedded Gaussian.

The M2 factor has a value of unity for an ideal
diffraction-limited TEM00 beam, and values of
greater than unity for all other beams; it can be as
high as several hundred for a distorted beam of poor
quality. This is an important parameter where a
tightly focused laser spot (e.g., confocal Raman
microscopy) or low divergence (e.g., remote sensing)
are required.

Polarization

Although polarization is not an inherent property of
laser light, lasers provide plane polarized light when
the end windows of the laser tube are mounted at
Brewster’s angle ðuBÞ:

uB ¼ tan21n ½8�

Figure 3 The Rayleigh range and embedded Gaussian (adapted from http://beammeasurement.mellesgriot.com/tut_m2.asp).
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where n is the refractive index of the window material
for the appropriate wavelength of laser light. For this
angle, reflected light is completely plane polarized
and consequently the laser light that is generated is
also plane polarized. Brewster windows are often
used inside the laser cavity in order to reduce
reflection losses. This is important in low-gain lasers
such as HeNe lasers where laser action could be
prevented by reflection losses. Air-cooled ionic gas
lasers typically deliver highly linearly polarised
output with ratios exceeding 1000:1.

The polarization property of the exciting light is
used a great deal in Raman spectroscopy. In
combination with the polarization properties of the
Raman scattered light, it can be used to determine
the depolarization ratios, r, of Raman bands in the
solution state. In solid state studies it can be used to
determine the degree of orientation, for example, in
polymeric fibers or films, and in single crystal studies
it can be used to determine the symmetry classes of
the Raman active vibrations. In such studies a linear
polarizer is used to improve the degree of plane
polarization of the laser light, and a half-wave plate is
used to rotate the plane of polarization by 908.

Plane polarized laser light can be converted to
circularly polarized laser light which is required for
Raman optical activity (ROA) studies. For example,
plane polarized 514.5 nm laser light provided by an
argon ion laser can be converted to circularly
polarized light by an electro-optic modulator. As
CCD detectors are usually employed in present-day
ROA experiments and they have relatively long
sampling times, slow polarization modulation is
required which can be achieved by periodically
rotating a quarter-wave plate or by applying a square
quarter-wave voltage to a Pockels cell.

Whereas optical isomers or enantiomers give
identical Raman spectra, they are distinguished in
the ROA experiment by the sign of the ROA signal.
Indeed, the sign can be used to determine the absolute
configuration of a chiral molecule. Also the enantio-
meric excess of mixtures of enantiomers can be
determined in such experiments, with obvious appli-
cations in the pharmaceutical industry, and the
conformations of biological molecules, for example,
proteins, nucleic acids, sugars, and viruses, can be
determined.

Up until now, the ROA technique has been
practised by no more than a handful of research
groups world-wide, but it is expected that this
situation will change in the near future, since the
first commercial ROA spectrometer (the ChiralRA-
MAN spectrometer) has recently been launched by
Biotools Inc. This spectrometer makes use of a solid
state laser as the source of the polarized laser light.

Beam Divergence

Referring to Figure 3, the full divergence angle, Q, for
the fundamental TEM00 Gaussian beam is given by:

Q ¼ lim
z!1

2wðzÞ

z
¼

2l

pw0

½9�

From eqn [4] it can be seen that the spot size
increases linearly with the longitudinal distance z
and, from eqn [9], that it diverges at a constant cone
angle, Q. It can also be seen from eqn [9] that the
smaller the spot size, w0, the greater the beam
divergence angle, Q.

Indeed, a highly divergent beam is a problem with
edge-emitting laser diodes due to the small dimen-
sions of the light source. Furthermore, it is much
smaller in the vertical direction than in the horizontal,
giving rise to an elliptical output beam that diverges
much more rapidly in the vertical direction than in the
horizontal. The highly divergent, elliptical beam can
be corrected, to an extent, with a cylindrical lens, but
the inherent problem of a small, elliptical source can
never be completely corrected.

In contrast, vertical-cavity surface-emitting semi-
conductor lasers (VCSELs) do not have the same
limitations on beam divergence because the cavity is
in the vertical direction and the light emission occurs
from the surface, which has a much larger area than
the light source of an edge emitter. Indeed, frequency-
doubled green and blue semiconductor lasers are now
available, having beams with M2 values of less
than 1.1 and beam divergences of a few milliradians.
In terms of these beam characteristics, it appears
that these lasers are beginning to challenge the argon
ion laser.

Emission Linewidth

The laser linewidth limit, DnL, is given by the
Schawlow–Townes expression:

Dn L ¼
2phnðDncÞ

2

Pout

½10�

where Dnc is the linewidth of the passive resonator, hn
is the photon energy, and Pout is the laser power
output.

The power output, Pout, is equal to the number of
photons, Np, in the resonator times the energy per
photon, hn, divided by the photon lifetime, tc:

Pout ¼
Nphn

tc

½11�

Furthermore, the width Dn of the resonance curve, at
which the intensity has fallen off to half the maximum
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value, is given by:

Dnc ¼ ð2ptcÞ
21 ½12�

Substituting for Pout and Dnc from eqns [8] and [9]
into eqn [10] gives the limit for the linewidth, DnL:

Dn L ¼
Dnc

Np

½13�

The linewidth of a laser is characterized by its Q
factor:

Q ¼
n

Dn
½14�

where n is the frequency of the laser line and Dn is the
linewidth.

Other useful relationships involving linewidth
parameters are:

Q ¼
l

Dl
½15�

and

D ~n ¼ 2
Dl

l2
½16�

where l and Dl are the wavelength and linewidth (in
units of metres), respectively, and D ~n is the linewidth
expressed as a wavenumber (in units of cm21).

The Q factor can be as high as 108 which is of great
use in high resolution spectroscopy.

Visible Lasers

Helium-Neon Laser

The helium-neon laser is continuously pumped
electrically using a high dc voltage of up to 1 kV.
The gain medium consists of a gas mixture of about
10 parts helium to each part of neon at a pressure of
about 3 Torr. The gain of this medium is extremely
low, hence the requirement for Brewster-angle win-
dows to eliminate reflection loss of the light polarized
in the plane that includes the axis of the laser and the
normal to the Brewster window. Due to this require-
ment, the light output is necessarily plane polarized.

The pumping excites helium atoms by electron
impact, and resonant energy transfer to neon atoms
then occurs via collisions of the gaseous atoms
(Figure 4). This creates a population inversion in
the neon atoms, enabling the laser transition to occur
at 632.8 nm. Following emission, the neon atoms
decay nonradiatively down to their metastable 2p53s1

level from which they decay back down to the
ground state via collisional de-excitation with the

walls of the tube. This mechanism restricts the
maximum achievable power output to ca. 50 mW,
because of the need to depopulate the metastable
neon atoms by wall collisions.

An advantage of using helium-neon lasers for
Raman spectroscopy is that they generally operate
in the fundamental TEM00 mode, which is critically
dependent on the ratio of the length of the tube to its
diameter. For this reason they are designed to have
small tube diameters of around a few millimetres and
lengths of 0.15–0.50 m, the small diameter also
aiding collisional de-activation with the walls due to
the relatively large surface to volume ratio of the tube.
Another advantage of this laser for Raman spec-
troscopy is that the linewidth of the 632.8 nm
emission line is ca. 1.5 GHz.

A disadvantage of the helium-neon laser is that it
emits a large number of spontaneous emission lines
originating from the excited neon atoms. These
plasma emissions are observed in the Raman spec-
trum as sharp lines unless they are filtered out, for
example, by a pre-monochromator or an interference
filter. It should be mentioned, in passing, that these
plasma lines are not always unwanted, because they
can be very useful for wavenumber calibration of the
Raman spectrometer.

The low output power of ,50 mW is not generally
a disadvantage for Raman microscopy since higher
laser powers can often cause photolytic or thermal
degradation of the sample. This is due to the high
irradiance at the sample when the laser light is
focused to a tight spot by the microscope objective.
The excitation wavelength of 632.8 nm is suitable for
combined use of the laser with a silicon-based CCD

Figure 4 Energy levels of the He-Ne laser.
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detector in Raman spectroscopy, because large Stokes
shifts in the 3000–4000 cm21 region lie well within
the quantum efficiency curve of this detector. It is also
possible, though less common, to operate the helium-
neon laser on weaker transitions that include the
green 543.5 nm line.

Argon Ion Laser

The argon ion laser was one of the first lasers to be
discovered following the invention of the laser and up
until now it has been used extensively for Raman
spectroscopy, among many other applications. Exci-
tation is provided by a continuous electrical dis-
charge, and because of the high energy required to
ionize the argon atoms and then promote the ions to
an excited state, the efficiency of the laser is very small
(ca. 0.1%). In spite of this, once population inversion
has been achieved, the gain of the laser is very high
and output powers of up to 25 W can be obtained for
the strong lines at 488.0 and 514.5 nm and up to
50 W for multiline operation.

An advantage of the argon ion laser is that it can
provide emission at more than 35 discrete wave-
lengths, the strongest of which are listed in Table 1.
These lie in the green, blue, and near ultraviolet
regions of the spectrum, a number of the ultraviolet
lines only being obtained on the larger frame argon

ion lasers. Discrete laser emission lines are selected by
tuning a prism or grating inside the cavity. The argon
ion laser can also be operated in multiline mode, for
example, for pumping dye or Ti:sapphire lasers.

The linewidths of the argon ion emission lines at
488.0 and 514.5 nm are around 4.0 GHz. The high
temperature laser tube has a diameter of approxi-
mately 12 mm and a length in the range of 0.1 to
1.8 m. A 240 V three phase power supply and ca.
35 A are required for pumping a medium power 5 W
argon ion laser. The tube also requires water cooling
at a flow rate of ca. 10 L/min and a pressure of 25 psi
because of the large amount of heat dissipation.

For Raman microscopy smaller, air-cooled argon
ion lasers, which only require a 240 V single phase
power supply, can be used to provide output of a few
hundred milliwatts on the 488.0 and 514.5 nm lines.
For this application, the excitation is provided by
argon ion lasers, which are designed to operate in the
TEM00 mode.

Until recently, the argon ion laser has been a
workhorse as the most common excitation source for
Raman spectroscopy, but it is now losing ground to
solid state lasers. The principle reasons for this are
that the latter are much more efficient and conse-
quently do not in general have three phase power and
water-cooling requirements. Nevertheless, argon ion
lasers still have a niche when high excitation powers
on the order of watts are required in conjunction with
a good beam quality ðM2 , 1:1Þ, for example, for
Raman spectroscopy of gaseous samples. Another
advantage of argon ion lasers over solid state lasers is
their multiline capability.

Krypton Ion Laser

The krypton ion laser has useful discrete emission
lines in the near ultraviolet, blue, yellow, red, and
near infrared regions of the electromagnetic spec-
trum; the strongest lines of a Coherent Inc. Innova
400 krypton ion laser are listed in Table 2.

The argon ion and krypton ion lasers are close
relatives, thus the large frame krypton ion laser has
similar power and water-cooling requirements to
those mentioned above for the argon ion laser. Also,
like the argon ion laser, air-cooled models with
lower power output are available. The character-
istics of the two lasers are also similar; for example,
the linewidths of the krypton ion transitions at
530.9, 568.2, and 647.1 nm are about 4.0 GHz, the
laser tube has similar dimensions (0.1–2.0 m in
length) and the laser can be operated in either
TEM00 or multimode.

The krypton ion laser is even less efficient than the
argon ion laser, consequently lower-power outputs of

Table 1 Continuous wave argon ion laser wavelengths and

output powers for the Coherent Inc. Innova 300 argon ion laser

system

Wavelength (nm) Power (mW)

228.9 30

238.3 100

244.0 400

248.3 180

257.3 750

275.4 5

300–305.5 20

333.4 40

333.8 30

335.8 20

351.1 200

351.4 60

363.8 240

454.5 140

457.9 420

465.8 180

472.7 240

476.5 720

488.0 1800

496.5 720

501.7 480

514.5 2400

528.7 420

The five lines below 260 nm are frequency doubled.
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up to about 20 W can be achieved when operated in
multiline mode.

Mixed argon and krypton ion laser tubes are also
commonly used that provide laser lines originating
from both argon ion and krypton ion transitions. As
with the individual argon ion and krypton ion
lasers, sharp plasma lines, due to spontaneous
emission from the rare gas ions, are observed in
the Raman spectrum unless they are filtered out. If
interference filters are used for this, each laser line
requires its own filter that is tailored to the specific
emission wavelength.

HeCd Laser

Laser lines at 325 and 442 nm, both capable of
providing milliwatts of output power, can be
obtained from the helium-cadmium laser. These
emission lines result from electronic transitions in
free cadmium atoms.

It is obviously advantageous to use blue, rather
than longer wavelength, excitation (e.g., provided by
the 442 nm line of the HeCd laser) for off-resonance
Raman spectroscopy, due to the n 4 dependence of the
Raman light scattering efficiency, provided that the
efficiencies of the illumination/collection optics and
Raman spectrometer throughput are optimized in the
blue region of the spectrum. Unfortunately, far more
samples fluoresce when excited with blue light than
with red or near infrared radiation, which explains
why red or near infrared lasers (e.g., HeNe, semi-
conductor lasers) are more commonly used for
general Raman applications.

Near Infrared Lasers

Although the traditional laser systems for Raman
spectroscopy have been the argon ion, krypton ion,
and helium-neon lasers for discrete excitation wave-
lengths, the diode laser has gained popularity over
recent years.

The principal advantage of near infrared semicon-
ductor lasers for Raman microscopy is that they
generally excite less fluorescence in the Raman
spectrum than visible lasers due to their longer
wavelength. Commonly available wavelengths are
670, 785, 830, and 852 nm and, of these, the first two
can be used in conjunction with silicon-based CCD
detectors to give Stokes Raman shifts over the whole
range of fundamental vibrations, up to 4000 cm21.
However, for excitation wavelengths of 830 and
852 nm, only Stokes Raman bands in the fingerprint
region can be detected with a silicon-based CCD
detector because higher wavenumber Raman shifts
approach the bandgap of the silicon semiconductor
(l . ca. 1050 nm).

The disadvantages of diode lasers are that they
cannot supply high power of narrow linewidth in
single-mode and they are susceptible to mode
hopping which gives rise to a shift in the excitation
wavelength. This latter drawback is particularly
disadvantageous for Raman spectroscopy because it
results in a shift in the wavenumber positions of the
Raman bands. When good beam quality is not
required, broad stripe, high power laser diodes can
be used; these can have output powers that are greater
than 1 W but their emission linewidths are equal to
ca. 2 nm, which is far too wide for Raman spectro-
scopic applications. These laser diodes find appli-
cations as pumps of solid state lasers, for example,
Nd:YAG, Nd:YVO4 lasers, however. Additionally,
amplified stimulated emission (ASE) gives an
unwanted background signal that can be very broad
(ca. 20–30 nm) and 0.1–1% of the intensity of the
laser line. This necessitates the use of bandpass filters
in order to reduce this unwanted background.

Although laser diodes having an output of less than
200 mW can operate in TEM00 and in single
longitudinal modes, mode hopping can occur due to
optical feedback or fluctuations in environmental
factors and this causes severe broadening of the
linewidth. The sensitivity to optical feedback can be
greatly reduced, hence the laser linewidth can be
narrowed appreciably, by confining the frequency of
the photons either in an internal cavity containing a
small diffraction grating or in an external cavity. The
former types of laser are sometimes called ‘distributed
feedback’ (DFB) lasers because the feedback is
distributed over the length of the grating, rather

Table 2 Continuous wave krypton ion laser wavelengths and

output powers for the Coherent Inc. Innova 400 krypton ion laser

system

Wavelength (nm) Power (mW)

206.5 4

234 8

337.5–356.4 2000

406.7 900

413.1 1800

415.4 280

468.0 500

476.2 400

482.5 400

520.8 700

530.9 1500

568.2 1100

647.1 3500

676.4 900

720.8 45

752.5 1200

793.1–799.3 300

The 206.5 and 234 nm lines are frequency doubled.
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than occurring all at once at a mirror. The wavelength
that is fed back is determined by the period of the
grating. Usually, a DFB laser has a grating fabricated
into the entire length of the laser. A variation referred
to as a distributed Bragg reflector (DBR) laser has a
distinct grating fabricated into the substrate on each
side of the active area. The external cavity semi-
conductor laser (ECSL) is fabricated by placing the
laser diode in a separate resonator like a conventional
gas or solid-state laser. The DBR and ECSL lasers are
now discussed.

Distributed Bragg Reflector Lasers

The DBR laser consists of a grating on each side of
the active region (Figure 5); these gratings act as
mirrors having a reflectivity that is optimized at one
particular wavelength, in addition to narrowing the
laser linewidth. At present, DBR lasers are only
commercially available having an excitation wave-
length of 852 nm.

The emission linewidth is less than 4 MHz, which
is suitable for the vast majority of Raman spectro-
scopic applications and the laser operates in single
TEM00 mode. The disadvantages of DBR lasers are
that the maximum output power is restricted to
around 150 mW, so an optical isolator is usually
necessary in order to prevent external facet damage
caused by external optical feedback, and only an
excitation wavelength of 852 nm is currently
available.

External-Cavity Semiconductor Lasers (ECSL)

ECSLs provide higher output power (up to ca. 1 W)
and a wider range of excitation wavelengths (630 nm
to around 850 nm), as well as being less expensive
than DBR lasers. They use the semiconductor chip
only as the gain medium and employ an external
grating, both as the frequency selector and the
reflective mirror. Specific excitation wavelengths are

becoming widely adopted in Raman microscopy
employing single grating spectrograph in conjunc-
tion with CCD detection, such as 670, 785, 830,
and 852 nm. The ECSLs have emission linewidths
as low as a few MHz, but in general they span the
range 2 MHz–30 GHz, and can operate in a nearly
diffraction-limited transverse mode.

Three different cavity designs employing a diffrac-
tion grating have been discussed in the literature:
Littrow type-I, Littrow type-II, and Littman configur-
ations. In the Littrow type-I design, the laser diode
light is incident on the grating at an angle of incidence
equal to uLittrow (Figure 6a). The diffracted light in
first order is re-directed back to the laser diode to
provide feedback and the output is the zeroth order
(i.e., specularly reflected) light. A disadvantage of this
design is that the bandwidth of the grating is
relatively large because a single pass geometry is
used. In the Littrow type-II design, light from the rear
facet of the laser diode is collimated by a lens and
directed on to a grating at an angle of incidence equal
to uLittrow (Figure 6b). The diffracted light in first
order is re-directed back to the laser diode, in a
similar fashion to the Littrow type-I design, in order
to provide optical feedback, and the output is the
laser light emitted from the front facet. Disadvantages
of the Littrow type-II design are the requirement for

Figure 5 Diagram of the cavity of the DBR laser (adapted from

Pan M-W, Benner RE and Smith LM (2002) Continuous lasers for

Raman spectrometry. In: Chalmers JM and Griffiths PR (eds)

Handbook of Vibrational Spectroscopy, 1. Chichester, UK: Wiley).

Figure 6 Diagrams of the cavities of (a) Littrow type-I, (b) Littrow

type-II, and (c) Littman external cavity diode lasers (adapted from

Pan M-W, Benner RE and Smith LM (2002) Continuous lasers for

Raman spectrometry. In: Chalmers JM and Griffiths PR (eds)

Handbook of Vibrational Spectroscopy, 1. Chichester, UK: Wiley).
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custom fabrication of antireflection coatings on both
facets and the sensitivity to external optical feedback.
In the Littman design, the laser diode light is
collimated by a lens and directed on to a grating at
a grazing angle of incidence. The diffracted light is
reflected by a mirror and diffracted back to the laser
diode by the grating in order to provide optical
feedback (Figure 6c). An advantage of this design is
that the grating bandwidth is less than half that of the
Littrow designs due to the double pass geometry, but
a disadvantage is that the external cavity length is
longer, resulting in a narrower spacing of the cavity
modes. Another advantage of this design is that the
tuning is accomplished by rotating the mirror instead
of the grating, thus the alignment of the output beam
is not altered when tuning. For Littrow type I and II
and Littman ECSL designs, filtering of the ASE is
required, as it can have an intensity of ca. 0.1 to 1%
of the intensity of the laser line. Thus, these designs
necessitate the incorporation of a bandpass filter
(having a rejection of better than 1024 at the ASE).

Nd:YAG Laser

Under normal conditions, the Nd:YAG laser oscil-
lates on a transition in the near infrared at 1064 nm,
and this is the excitation line that is used in most
commercial Fourier Transform Raman spec-
trometers. The gain medium is a crystal of yttrium
aluminium garnet (Y3Al5O12, YAG) doped with ca.
1.0 mol% Nd3þ cations that substitute Y3þ ions in
the cubic YAG lattice.

The Nd:YAG laser is a four-level system (Figure 7),
which has high gain and low threshold due to the
narrow fluorescent linewidth of the laser transition.
Absorption bands of the Nd3þions around 808 nm
conveniently match the energy of commercially

available high-power multimode diode lasers that
serve as the pump. The Nd3þ ions decay nonradia-
tively to the upper laser level, the 4F3/2 state, thereby
creating a population inversion. This is because the
lower laser level, the 4I11/2 state, has no appreciable
thermal population at room temperature, since it is
.2000 cm21 above the 4I9/2 ground state, and the
4F3/2 excited state has a relatively long lifetime of
230 ms.

The high thermal conductivity of Nd:YAG enables
the laser to operate at high power in either continuous
wave (CW) or Q-switched modes, and the diode
pumped solid state (DPSS) variety of the cw Nd:YAG
laser can currently achieve an output power in excess
of 20 W on the 1064 nm line. The laser can be
designed to operate in the fundamental TEM00 mode
and the full width at half maximum (FWHM)
linewidth of the spontaneous emission of the
1064 nm laser transition is 120 GHz (ca. 0.45 nm).
Advantages of the diode pumped Nd:YAG laser are
that it is air-cooled and can be operated at 240 V
single phase. Also, being all solid state and having a
small footprint, it is robust and portable. The lifetime
of the laser is dependent on the laser diodes used for
pumping, but some Nd:YAG laser designs enable
these to be replaced in the field.

The frequency-doubled Nd:YAG laser emitting
green light, having a wavelength of 532 nm, is
also commonly used nowadays for dispersive
Raman spectroscopy, and an output power of 10 W
on the 532 nm laser line is provided by commer-
cially available frequency-doubled diode-pumped
Nd:YAG lasers.

It is worth mentioning that Nd:YAG lasers have
also been fabricated that emit either at 946 or
1330 nm, by suppressing the strong emission at
1064 nm and optimising the optics for the desired
wavelength.

Nd:YVO4 and Nd:YLF Lasers

An intracavity, frequency-doubled DPSS Nd:YVO4

laser has recently become commercially available,
and it has some advantages over the Nd:YAG laser
including a larger stimulated emission cross-section
and a higher absorption coefficient (along the
extraordinary direction of the birefringent crystal).
It has the same emission wavelength as the frequency-
doubled Nd:YAG laser, i.e., 532 nm, and Nd:YVO4 is
the material of choice for cw end-pumped lasers
having around 5 W output power. This is because
the diode laser pump beam is tightly focused in the
end-pumped system, but a small waist diameter
cannot be retained over a distance of more than aFigure 7 Energy levels of the Nd:YAG laser.
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few millimeters, consequently a high absorption
coefficient and gain are very beneficial.

The gain medium of the Nd:YLF laser consists of a
crystal of yttrium lithium fluoride (YLF) that is doped
with Nd3þ ions on the Y3þ cation sites. Unlike the
Nd:YAG and Nd:YVO4 lasers, the emission does not
occur at 1064 nm; instead the 4F3/2–4I11/2 emission
occurs at wavelengths of either 1047 or 1053 nm,
depending on the polarization that is selected. The
former is due to extraordinary polarized light,
whereas the latter is due to ordinary polarization,
and either of these emission wavelengths can be
selected using an intracavity polarizer. The Nd:YLF
laser can offer benefits in Q-switched operation when
the longer fluorescence lifetime (480 ms) of Nd3þ ions
in the 4F3/2 state enables a higher energy to be stored
for the same number of pump laser diodes.

Ti:Sapphire Laser

The Ti:sapphire laser is tunable over the approximate
range of 670–1070 nm with the peak of the gain
curve at ca. 800 nm. In the gain medium, ca. 0.1% by
weight Ti3þ is doped into a crystal of sapphire grown
by the Czochralski method. The Ti3þ ions substitute
for Al3þ ions in the Al2O3 of the sapphire and the
laser emission is due to the 2E–2T2 transition of the
Ti3þ cation, which has a 3d1 valence electronic
configuration (Figure 8). The laser has a large
stimulated emission cross-section but the fluorescence
lifetime of the upper laser level (2E state) is quite short
(3.2 ms), thus the laser is usually laser (e.g., by argon
ion or frequency-doubled Nd:YAG or Nd:YVO4

lasers) rather than flashlamp pumped because a very
high pump flux is required.

The absorption and emission bands are broad and
widely separated, due to the vibronic coupling
between the Ti3þ host and the Al2O3 lattice
(Figure 9). The lower laser level is any one of the
vibronic levels of the 2T2 state. Following the laser
transition, the Ti3þ ions decay from the upper
vibronic levels of the 2T2 state down to the lower
vibronic levels. Hence, this is a four-level laser.

The broad spontaneous emission linewidth of the
2E–2T2 laser transition is around 100 THz, the ouput
power can be as high as 50 W, and the laser can be
operated in either TEM00 or multimodes.

UV Lasers

UV laser sources offer numerous advantages over
visible laser sources for Raman spectroscopy. A major
consideration is that many analytes have absorptions
in the near UV, making them amenable to resonance
Raman spectroscopic studies. The signal enhance-
ment (up to 106), that can be achieved in resonance
Raman spectra, results in a large increase in detection
sensitivity. Furthermore, some vibrational modes,
which normally give rise to weak bands in the off
resonance Raman spectrum, can show strong
enhancement in the UV excited resonance Raman
spectrum. A good example of this is the amide II band
of peptides and proteins, which is due to a combi-
nation of N–H in plane bending and C–N stretching
modes of the peptide linkage. This band is normally
weak in the Raman spectrum but strong in the
infrared spectrum; however, the amide II band

Figure 9 Absorption and emission spectra of the Ti3þ ion in

sapphire. Al2O3 (adapted from Pan M-W, Benner RE and Smith

LM (2002) Continuous lasers for Raman Spectrometry. In:

Chalmers JM and Griffiths PR (eds) Handbook of Vibrational

Spectroscopy, 1. Chichester, UK: Wiley).

Figure 8 Energy levels of the Ti:sapphire laser (adapted from

Pan M-W, Benner RE and Smith LM (2002) Continuous lasers for

Raman Spectrometry. In: Chalmers JM and Griffiths PR (eds)

Handbook of Vibrational Spectroscopy, 1. Chichester, UK: Wiley).
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can show strong enhancement in the UV excited
resonance Raman spectrum and this can be useful for
determining secondary structure in proteins. A
further benefit of UV excited Raman spectroscopy is
that fluorescence can often be avoided as it tends to
occur at a lower energy, outside the Stokes Raman
spectral window.

It can be advantageous to use cw rather than pulsed
excitation for UV resonance Raman spectroscopy, if
the analyte has a long excited state lifetime relative to
the pulsewidth of the pulsed laser. This is because the
concentration of analyte molecules in the ground
state is significantly depleted during pulsed exci-
tation, due to Raman saturation giving a lower signal
to noise ratio in the Raman spectrum than for the case
of cw excitation. It has been found that pulse energy
flux densities should be less than 1 mJ/cm2 and
flowing or spinning samples should be used, in
order to ensure that nonlinear phenomena and
saturation effects do not occur.

For UV Raman microscopy, where the laser beam is
focused into a small spot of micrometer dimensions
on the sample, it is essential to avoid using pulsed
lasers delivering high peak powers. This is because
such pulsed lasers can cause dielectric breakdown,
and even at lower peak powers they can cause
nonlinear effects and Raman saturation phenomena.
Consequently, with UV Raman microscopy, one is
restricted to the use of cw or quasicontinuous laser
excitation.

It is only recently that high thoughput UV Raman
microspectrometers have been developed. It has been
demonstrated for visible Raman spectroscopy that a
significantly higher throughput can be achieved by
employing a single stage spectrograph with a notch
filter instead of a double or triple monochromator. In
the UV region, blocking the Rayleigh scattering is a
problem because notch filters are not currently
available. However, it has been discovered that this
can be overcome by introducing two modifications to
the design of the optical layout of a visible Raman
microscope. First, two novel dielectric longpass filters
were used instead of a notch filter in order to reject
the elastically scattered light. Second, an all-reflecting
Cassegrain microscope objective was used, instead of
a lens, in order to block the specular reflection, and
thereby further reduce the Rayleigh scattering back-
ground. These design modifications have enabled a
single stage spectrograph with a holographic grating
to be used to disperse the Stokes Raman radiation in a
UV Raman microspectrometer (Figure 10).

In the optical layout of Figure 10 it can be seen that
the laser excitation is not focused by the Cassegrain
microscope objective because an epi-illumination
configuration is not employed. Instead the laser is

focused by a separate lens and directed on to the
sample with a turning prism located directly under-
neath the Cassegrain objective. This minimizes loss of
laser beam throughput or scattered light throughput
to the spectrometer at the expense of spatial
resolution, since the laser light is focused by a longer
focal length lens than the microscope objective. An
additional difference between the optical layouts of
the visible and UV Raman microscopes shown in
Figures 1 and 10, respectively, is that pinhole spatial
filters are not shown in the latter. However, better
axial spatial resolution could be achieved if this
UV Raman microscope was made confocal by
introducing a pinhole and lens.

Frequency-Doubled Argon Ion Laser

The frequency doubled argon ion laser is a popular
choice among UV laser sources. The cw UV laser
contains a nonlinear optical beta-barium borate
(BBO) crystal, which is located within the laser
cavity; this crystal frequency doubles the strong Arþ

lines to give five UV lines below 260 nm which are
listed in Table 1 for the Coherent Inc. Innova 300 Arþ

ion laser system. Of these UV lines, the 228.9 nm line
is almost ideal for resonance Raman enhancement of
tyrosine and trpytophan residues in proteins and
the 244.0 nm line is well suited for studying
tyrosinate groups. The 244.0 nm line has also been
used to excite selectively UV resonance Raman
spectra from spatially resolved areas of biological
samples within the nucleus of a single cell, from DNA
in particular, using low laser powers and short
acquisition times to keep sample damage to a
minimum under the microscope.

Figure 10 Diagram of the optical layout of a UV Raman

microscope (adapted from Pajcini V, Munro CH, Bormett RW,

Witkowski RE and Asher SA (1997) UV Raman microspectro-

scopy: Spectral and spatial selectivity and simplicity. Applied

Spectroscopy 51: 81–86).
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Frequency-Doubled Krypton Ion Laser

Like the cw frequency-doubled argon ion laser
mentioned above, the cw frequency-doubled krypton
ion laser contains a nonlinear optical BBO crystal,
which is located within the laser cavity; this crystal
frequency doubles the strong Krþ lines to give 206.5
and 234 nm UV lines which are listed in Table 2 for
the Coherent Inc. Innova 400 Krþ ion laser system.
The 206.5 nm laser line is useful for exciting
resonance Raman spectra within the p–p p amide
transition of the peptide backbone of proteins, and
the enhanced protein amide vibrational bands can be
used to determine the protein secondary structure.

HeCd Laser

The 325 nm HeCd excitation line, in the near
ultraviolet, can be used for combined micro-Raman/
photoluminescence studies of, for example, semicon-
ductors. These lasers are suitable for low-power
applications, typically having output powers in the
1–100 mW range, and they can be designed to
operate in TEM00 single-mode or multimode.

Quasi-CW Mode-Locked Ti:Sapphire Laser

The second harmonic of the mode-locked Ti:sapphire
laser (ca. 350–500 nm), third harmonic (ca. 233–
333 nm), and fourth harmonic (ca. 200–250 nm), are
all available with conventional nonlinear crystals.

Typically, the Ti:sapphire crystal is pumped by a cw
argon ion laser, for example, as the excitation source
for a UV Raman microscope. This quasicontinuous
laser system produces 2–3 ps pulses at a 76 MHz
repetition rate and is continuously tunable over the
200–300 nm range. The typical power output is ca.
50 mW at 250 nm, ca. 10 mW at 240 nm, and 1 mW
at 230 nm. In future, it is anticipated that a
frequency-doubled Nd:YAG laser will be increasingly
favored as the pump, creating an all-solid-state laser
source.

Conclusions

Laser systems for Raman microscopy have been
described in this article. Although the differences in
the terms ‘Raman spectroscopy’ and ‘Raman
microscopy’ only refer to whether a macro or micro
sampling configuration is used, this does have a
bearing on the types of laser systems that are
employed. This is because the latter imposes a
restriction on using low duty pulsed lasers with high
pulse peak power, as both spatial and temporal
confinement of the laser excitation can lead to
dielectric breakdown of the sample, nonlinear
phenomena, or Raman saturation. Thus, for this

reason, one is limited to cw lasers or quasi-cw lasers
for Raman microscopy whereas there is no such
restriction for Raman spectroscopy.

The quality of the laser beam, measured by the M2

value or ‘times diffraction limit’ influences the
ultimate spatial resolution that can be achieved in
Raman microscopy.

In the visible region, argon ion, krypton ion, and
frequency-doubled Nd:YAG lasers have good beam
quality and high power, with helium-neon and
helium-cadmium lasers also having good beam
quality but lower power; this makes these lasers
good light sources for visible Raman microscopy.

For FT Raman microscopy using Nd:YAG exci-
tation, there is a lack of fluorescence interference
from a wide variety of samples, but sensitivity and
spatial resolution are compromised in comparison to
visible dispersive Raman microscopy.

Red and near infrared semiconductor lasers oper-
ating in TEM00 single mode can have good beam
quality, approaching that of gas lasers, but they are
power limited. Obviously, when good beam quality is
not necessary, for example, for optically pumping
other laser sources, high-power diode lasers can be
used in multimode operation. Solid state red and near
infrared laser sources are becoming very popular for
routine Raman microscopic analysis due to their
compactness, robustness, and economical power
consumption.

Another reason for the popularity of the red and
near infrared diode laser sources for Raman
microscopy is that fluorescence is less of a problem
due to the lower energy of the light, compared to
conventional green 514.5 nm excitation. Although
there is a penalty, due to the dependency of the
scattering efficiency on the n 4 term, present day
silicon-based CCD arrays can exhibit excellent
detection quantum efficiency of Stokes shifted
Raman radiation, across the whole vibrational
spectrum, when using standard 670 and 785 nm
diode lasers and, at least across the fingerprint region,
when using 830 and 852 nm diode lasers.

For ultimate spatial resolution in the Raman
microscopic experiment, short wavelength excitation
is advantageous because it is fundamentally possible
to focus to a smaller diffraction-limited laser spot. In
this regard, it would be preferable to use UV Raman
microscopy where fluorescence is also not as proble-
matic as it is in the visible region. However, in spite of
recent improvements in UV laser sources such as the
intracavity frequency-doubled argon and krypton ion
cw lasers, there are current instrumental limitations
on the throughput efficiency of the UV Raman
microscope imposed by the lack of availability of
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suitable notch filters and low stray light and high
throughput optics.

It is anticipated that in the future all-solid-state,
quasi-cw, diode pumped, mode-locked Ti:sapphire
lasers operating on their third or fourth harmonics will
become increasingly popular for providing tunable
UV excitation affording good beam quality. It is now
also possible to fabricate hollow cathode metal ion
deep UV lasers, 10–15 cm in length, 2–4 cm in
diameter, weighing 50–100 g and requiring only
2–3 W of electrical power. These lasers have low
beam quality (M2 equal to ca. 18), but they make
possible the development of portable UV fluorescence
imaging and Raman microprobes for geobiological
exploration of terrestrial and extraterrestrial
environments.

See also

Fourier Optics. Imaging: Infrared Imaging. Introductory
Article: Early Development of the He-Ne Laser
(Title TBC). Lasers: Noble Gas Ion Lasers; Semiconduc-
tor Lasers. Nonlinear Optics, Applications: Raman
Lasers. Scattering: Raman Scattering.
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Introduction

The demonstration of second-harmonic generation
(SHG), one of the early experiments with pulsed
lasers, is considered to have marked the birth of the
field of nonlinear optics. The importance of second-
harmonic generation, and the related phenomena
of sum- and difference-frequency generation, as
methods for producing new frequencies of coherent
radiation was recognized immediately and has in no
way diminished over the years. Associated with these
applications came an interest in the fundamental
nature of the second-order nonlinear response, and
some spectroscopic studies were undertaken with
this motivation. These investigations were of rather
limited scope and were not developed as a general
probe of materials. In contrast, the third-order
nonlinear optical interactions have given rise to a
panoply of significant spectroscopic measurement
techniques, including, to name a few, coherent
Raman spectroscopy, pump-probe and other four-
wave mixing measurements, two-photon absorption
and hole burning measurements, photon echoes,
and Doppler-free spectroscopy.

A central factor in the lack of spectroscopic
applications of the second-order nonlinear response
lies in a fundamental symmetry constraint. Unlike the
third-order nonlinearity, which is present in all
materials, only materials lacking a center of inversion
give rise to an (electric-dipole) allowed second-order
nonlinear response. As we demonstrate in this article,
however, it is this property that makes SHG, as well
as the sum-frequency generation process discussed
elsewhere in this encyclopedia, such a remarkable
probe of surfaces and interfaces. For centrosymmetric
materials, the second-order nonlinear response is
strong only at interfaces, where only a monolayer or
so of material contributes to the response. This yields
a purely optical probe (with incident and emitted
photons) that gives an inherent surface sensitivity

comparable to the best electron spectroscopies, such
as electron diffraction, Auger-electron spectroscopy,
photoemission spectroscopy, and scanning tunneling
microscopy, the workhorses of surface science.
Neither linear nor third-order nonlinear optical
measurements provide this inherent interface sensi-
tivity. The possibility of probing interfaces by purely
optical means permits one to take advantage of
several important features of optical radiation.
Perhaps most noteworthy is the possibility of probing
buried interfaces of every sort, from solid/solid to
liquid/liquid, as well as the more conventional cases
of solid/vapor, liquid/vapor, and liquid/solid. In
addition, laser-based techniques offer unequalled
capabilities for spectral or temporal resolution.

In this article, we present a brief overview of SH
spectroscopy for the study of surfaces and interfaces.
The article is divided into two principal sections: an
introductory section that presents some of the
fundamentals of SHG and the behavior at interfaces;
and a discussion of the different types of information
that the method can yield, as illustrated by some
representative examples. A brief section on the
experimental technique links these two parts.

Fundamentals of Surface SHG

Basic Notions

Within the domain of classical optics, the response of
a material to electromagnetic radiation is described
by an induced polarization P that varies linearly with
the electric field strength, E. This situation reflects the
fact that the strength of electric fields for light
encountered under conventional conditions is minute
compared to that of the electric fields binding atoms
and solids together. The electric field binding an atom
may be estimated as Ea , 1 V= �A ¼ 1010 V=m. To
reproduce this field strength by an electromagnetic
wave requires an irradiance of Ia , 1017 W=m2, so
the validity of this linear approximation in classical
optics is clear. The advent of the laser, with its
capability for producing light beams with very high
optical power and irradiance, has permitted us to
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probe and exploit the nonlinear response of materials,
giving rise to the field of nonlinear optics.

The next-order material response beyond the linear
approximation consists of an induced nonlinear
source polarization Pð2Þ ¼ 10x

ð2Þ : EE that depends
quadratically on the driving electric field E, described
by a second-order nonlinear susceptibility x(2). For
excitation by a single laser at a frequency v , this
response gives rise to SHG at a frequency of 2v , as well
as optical rectification with a dc induced-polarization.
For beams at two distinct frequencies ofv1 andv2, the
processes of sum- or difference-frequency generation
(SFG or DFG) become operative with the production
of the new frequencies of lv1 ^ v2l. For a relationship
of the given form, which assumes only a spatially local
quadratic dependence of the polarization on the
driving electric field, one can show that x(2) must
vanish within any centrosymmetric medium. This is a
direct consequence of the fact that x(2) as a quantity
describing a centrosymmetric medium should not
change under an inversion operation, while the
quantities P (2) and E as polar vectors will change
sign. The interface specificity of the SHG technique for
centrosymmetric media follows from this general
observation: only at interfaces is the bulk symmetry
broken and the SHG process allowed.

Anharmonic Oscillator Model

Before we embark on our discussion of surface SHG,
we first briefly consider a simple classical model of
SHG based on an anharmonic oscillator. Although
this is not a realistic treatment of the response of
materials, it helps to illustrate the characteristic
features of the surface SHG process and its spectro-
scopic attributes. In the anharmonic oscillator model,
the medium is treated as a collection of electrons
bound to fixed ion cores. While the usual Lorentz
model only includes the effect of a linear restoring
force, to describe second-order response, we general-
ize this description to include a leading-order
anharmonic restoring force. For simplicity, we
consider motion of the anharmonic oscillator in one
spatial dimension, in which case the classical
equation of motion for the displacement, x, of the
electron can then be written as

d2x

dt2
þ 2g

dx

dt
þ v2

0x 2 bx2 ¼ 2
e

m
EðtÞ ½1�

Here 2e and m denote, respectively, the electron
charge and mass, and EðtÞ is the optical driving field.
The (angular) frequency v0 defines the resonance of
the harmonic component of the response, and g

represents a phenomenological damping rate for the
oscillator. The nonlinear restoring force corresponds

to the term containing the parameter b, a material-
dependent constant. We are interested in the solution
of this equation for a monochromatic driving field at
frequency v with amplitude EðvÞ which we write as

EðtÞ ¼ EðvÞ expð2ivtÞ þ c:c: ½2�

An exact solution to eqn [1] in the presence of this
electric field is not possible. Let us, however, consider
a regime in which we do not excite the oscillator too
strongly, and the effect of the anharmonic term
remains relatively small compared to the harmonic
one. In this case, we may solve the problem
perturbatively in powers of the driving field. We
find a linear response at the fundamental frequency
and a nonlinear response at the SH frequency, which
we can write in terms of the corresponding induced
dipole moments p ¼ 2ex:

pðtÞ ¼ pð1ÞðvÞ expð2ivtÞ þ pð2Þð2vÞ expð2i2vtÞ þ c:c:

½3�

We can then write the amplitudes for the harmoni-
cally varying dipole moments as

pð1ÞðvÞ ¼ að1ÞðvÞEðvÞ ½4�

pð2Þð2vÞ ¼ að2Þð2v ¼ vþ vÞEðvÞEðvÞ ½5�

where a (1), the linear polarizability, and a (2), the
second-order polarizability (or first hyperpolariza-
bility) for SHG are given, respectively, by

að1ÞðvÞ ¼
e2

m

1

DðvÞ
½6�

að2Þð2v ¼ vþ vÞ ¼
ðe3=m2Þb

Dð2vÞD2ðvÞ
½7�

Here we have introduced the resonant response at the
fundamental frequency by DðvÞ ; v2

0 2 v2 2 2igv ,
with a corresponding relation for the response Dð2vÞ
at the SH frequency. A similar derivation can, of
course, be applied to obtain the corresponding
material response for the SFG or DFG processes.

The spectral dependence of the polarizabilities a(1)

and a(2) is illustrated in Figure 1 for the anharmonic
oscillator model with a resonance frequency of v0. In
the linear case, one sees the expected behavior of the
loss, associated with the Im½að1Þ�, and dispersion
associated with Re½að1Þ�. A single resonance in the
linear response is seen for the driving frequency v

near the oscillator frequency v0. For the case of SHG,
on the other hand, we observe both resonances when
the fundamental frequency v < v0 and when the SH
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frequency 2v < v0. In quantum mechanical language
introduced below, these peaks can be considered
as arising, respectively, from matching of the
fundamental and second-harmonic photon energies
with the transition energy in the material.

In SHG spectroscopy, one normally measures the
SH power as a function of the laser frequency. The
SH field will scale with the nonlinear material
response, i.e., with að2Þð2v ¼ vþ vÞ, so that the SH
power will be proportional to lað2Þð2v ¼ vþ vÞl2.
Figure 2 shows the corresponding spectra in the
vicinity of the second-harmonic resonance. An
important aspect of this type of spectroscopy,
which is also present in other nonlinear spectro-
scopies, such as coherent Raman measurements, is
the role that may be played by a nonresonant
background. This may arise either from the off-
resonant response of the system under study or
from a coherent background from another
material. In either case, the effect can be described
by adding a spectral flat background response to
the nonlinearity. Now when we detect the optical
power, we then measure a quantity proportional to
la2ð2v ¼ vþ vÞ þ kl2, where k represents the
nonresonant background. The presence of k
obviously elevates the baseline response near a

resonance. In addition, however, depending on the
relative phase of k, this extra term can introduce
significant changes in the observed lineshapes.
Figure 2 illustrates this effect, which must always
be borne in mind in the interpretation of experi-
mental spectra.

For the purposes of studies of surfaces and
interfaces, the key property of second-order nonlinear
processes is the fact that they exhibit, for centrosym-
metric bulk media, an inherent interface specificity.
This feature can be readily understood in the context
of the nonlinear oscillator model in which the SH
polarization scales with the material parameter b.
Since this term is associated with a potential that
varies as x3, it is clear that the value of the b
parameter can be taken as a measure of the material’s
departure from inversion symmetry. At the interface,
such a term can be present, reflecting the inherent

Figure 1 Real and imaginary components of the linear

polarizability a(1)(v) (top panel) and the second-order nonlinear

polarizability a(2)(2v ¼ vþ v) (bottom panel) plotted versus

frequency according for the anharmonic oscillator model. For

the SH response, the resonance features at v ¼ v0 and v ¼ v0=2

correspond, respectively, to single-photon and two-photon

resonances.

Figure 2 SH spectra I(2v) versus pump laser frequency v

corresponding to Figure 1 in the vicinity of the two-photon

resonance, with and without the presence of a nonreso-

nant (frequency-independent) background: I(2v) , la(2)(2v ¼

vþ v) þ k l2, where k represents a constant background and

parametrized through k ¼ mlað2Þ(2v ¼ v0)l and m is constant

factor. Top panel: m ¼ 0, 0.5, 1 (bottom to top curves). Bottom

panel: m ¼ 0, 0.5i, i (bottom to top curves). In the top panel, the

upper two lineshapes were displaced vertically to distinguish the

three curves.
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asymmetry at a boundary, while it must necessarily be
absent in the bulk of a centrosymmetric material.

Quantum-Mechanical Description of SHG

A correct description of SHG naturally requires a
quantum mechanical treatment of the material
response to the optical field. For our present
purposes, we consider a localized entity with a
nonlinear response, such as a non-centrosymmetric
molecule at a surface. We consider below how these
individual units can be added together to yield the
surface nonlinear response of the material. Within
this picture, we write the induced nonlinear dipole
moment p (2) of each molecule in terms of the driving
electric field E as

pð2Þð2vÞ ¼ að2Þð2v ¼ vþ vÞ : EðvÞEðvÞ ½8�

This relation is simply the generalization of eqn [5] to
include a full 3-dimensional description, where p (2)

and E are vectors and the second-order nonlinear
polarizability a (2) is a third-rank tensor. The quan-
tum mechanical description enters in how we relate
the response function að2Þð2v ¼ vþ vÞ to the under-
lying properties of the material.

We can obtain an expression for the second-order
nonlinear polarizability by application of second-
order perturbation theory with the light–matter
interaction treated as the perturbation. Within
the electric-dipole approximation, the interaction
Hamiltonian can be taken as Hint ¼ 2m·EðtÞ,
where m ¼ 2er denotes the electric-dipole operator
and EðtÞ the electric field of the driving laser beam.
Using the standard density-matrix formalism for
second-order perturbation theory, one calculates
for the Cartesian components að2Þ

ijk of the tensor a (2) as

a
ð2Þ
ijk ð2v¼vþvÞ

¼2
1

"2

X
g;n;n0

"
ðmiÞgnðmjÞnn0 ðmkÞn0g

ð2v2vngþ iGngÞðv2vn0gþ iGn0gÞ

þ · ··

#
rð0Þg ½9�

In this expression, the letters g, n0, and n represent
energy eigenstates lgl, ln0l, and lnl of the system, with
rð0Þg corresponding to the thermal population for
differing available ground states g. As illustrated in
Figure 3, the SHG process can be regarded as
involving a series of three transitions: two transitions
associated with the absorption of two pump photons,
each of energy "v, and a transition associated with
emission of a second-harmonic photon of energy 2"v.
These transitions occur through the electric-dipole
operator m and are characterized by the matrix

elements ðmiÞgn. In eqn [9], the energy denominators
involve the energy differences "vng ;En2Eg and
widths "Gng for transitions between eigenstates lnl
and lgl, and similarly for other combinations of
states. In addition to the term indicated explicitly in
eqn [9], there are seven additional terms with
different Cartesian coordinates in the matrix elements
and/or frequency denominators.

The frequency denominators in the eight terms of
eqn [9] introduce a resonant enhancement in the
nonlinearity when either the fundamental frequency
v or the SH frequency 2v coincides with a transition
from a ground state lgl to one of the intermediate
states ln0l or lnl. Figure 3a shows the situation for a
nonresonant nonlinear response, while Figures 3b,c
illustrate, respectively, single- and two-photon reson-
ances. The numerator in the perturbation theory
expression consists of products of the three dipole
matrix elements of the form ðmiÞgnðmjÞnn0 ðmkÞn0g. These
terms reflect the structure and symmetry of the
material that is built into the third-rank tensor
a
ð2Þ
ijk ð2v ¼ vþ vÞ.

The Surface Nonlinear Response

As a model of the surface nonlinearity, let us consider
a monolayer of oriented molecules. The surface
nonlinear response accessible to a macroscopic
measurement is given, under the neglect of local-
field effects, simply by summing the response of the
individual molecules. The resulting surface nonlinear
susceptibility tensor x

ð2Þ
s;ijk connecting the induced

nonlinear sheet polarization to the driving electric
field can then be expressed as

x
ð2Þ
s;ijk ¼

Ns

10

kTilTjmTknla
ð2Þ
lmn ½10�

Figure 3 Quantum mechanical description of SHG process for

the situations of (a) nonresonant, (b) single-photon resonant, and

(c) two-photon resonant interactions. SHG occurs through

transition from the initial state electronic state lgl and a first

intermediate state ln0l, then to a second intermediate state lnl,
followed by a return to the initial state. The process is just a

parametric conversion of two photons at frequency v into one

photon at frequency 2v.
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Here Ns denotes the adsorbate surface density, að2Þ
lmn

the nonlinear polarizability of the molecule expressed
in its own coordinate system, Til the transformation
tensor from the molecule’s coordinate system to the
laboratory frame, k l an ensemble average over
the orientation of the different molecules in the
monolayer, and 10 ¼ 8:85 £ 10212 F=m the permittiv-
ity of free space. This expression for the surface
nonlinear susceptibility has been successful in
describing properties of adsorbed molecules, includ-
ing their coverage, orientation, and spectroscopic
features.

For the surfaces of materials such as semiconduc-
tors or metals with delocalized electronic states, a
somewhat different formulation of the nonlinear
response is appropriate. A modified version of
eqn [9] can be obtained using the relevant band
states. The underlying concepts involved in the
surface nonlinear response are, however, similar
to those presented for the molecular case.

Regardless of the details of the model describing
the surface nonlinear susceptibility, its tensor proper-
ties must reflect the symmetry of the interface. In
that respect x

ð2Þ
s;ijk is quite analogous to the bulk

nonlinear response, x
ð2Þ
ijk , in a non-centrosymmetric

medium. In the absence of any symmetry constraints,
xs

(2) will exhibit 3 £ 3 £ 3 ¼ 27 independent elements
for SFG and DFG. For SHG, the order of the last two
indices has no significance, and the number of
independent elements is reduced to 18. If the surface
exhibits a certain in-plane symmetry, then the form of
xs

(2) will be simplified correspondingly. For the
common situation of an isotropic surface, for
example, SHG possesses three allowed elements
of xs

(2) and may be denoted as x
ð2Þ
s;’’’, x

ð2Þ
s;’kk

,

x
ð2Þ
s;k’k

¼ x
ð2Þ
s;kk’

, where ’ corresponds to the direction

of the surface normal and k to an in-plane direction.
The nonvanishing elements of xs

(2) for other com-
monly encountered surface symmetries are summar-
ized in several textbooks and reviews listed below.

Radiation Properties for Surface SHG

In order to probe and extract information from
interfaces through surface SHG, it is necessary to
understand how radiation interacts with the relevant
media and gives rise to the experimentally observable
signals. Here we present the principal results for the
usual case of a spatially homogeneous planar inter-
face. Nonplanar and inhomogeneous geometries,
which are also of considerable interest, will be
considered briefly under the heading of applications
of the SHG technique below.

The SHG process is coherent in nature. Thus, for
the planar geometry, a pump beam impinging on the

interface will give rise to a well-collimated SH
radiation emerging in distinct reflected and trans-
mitted directions. To describe this situation in a more
detailed fashion and provide formulas for the
radiation efficiency, we introduce a general descrip-
tion of SHG by a planar interface excited by a plane
wave, as shown in Figure 4. The nonlinear response
of the interface described by the surface nonlinear
susceptibility tensor xs

(2) is incorporated through a
nonlinear source polarization P (2) of

Pð2Þð2vÞ ¼ Pð2Þ
s ð2vÞdðzÞ

¼ 10x
ð2Þ
s ð2v ¼ vþ vÞ : EðvÞEðvÞdðzÞ ½11�

localized at the interface ðz ¼ 0Þ. In addition to the
strong nonlinear response at the interface, one must
also generally consider the nonlocal nonlinear
response of the bulk media. This response is much
weaker than the symmetry-allowed interfacial
response, but is permitted even in centrosymmetric
materials. Since it is present in a much larger volume,
however, its cumulative effect, while generally weaker
than the surface response, may be of comparable
magnitude. For simplicity, however, we neglect this
constant background response in our discussion in
this article, but a complete discussion can be found in
the referenced works. The overall SH response is
naturally also influenced by the linear optical proper-
ties of the surrounding media. The two bulk media
and the interfacial region are characterized, respecti-
vely, by frequency-dependent dielectric functions 11,
12, and 10, as shown in Figure 4. Again for simplicity,
and in accordance with most applications, we take
the linear response to be isotropic.

Figure 4 Schematic representation of SHG at the interface

between two centrosymmetric media. The pump field E(v) at

frequency v with corresponding wavevector kv is incident on the

interface from medium 1. The SH field E(2v) at frequency 2v is

emitted in directions described by the wavevectors k2v
R (reflected

in medium 1) and k2v
T (transmitted in medium 2). The linear

dielectric constants of media 1, 2, and the interface are denoted,

respectively, by 11, 12, and 10. The nonlinear response of the

interface (z ¼ 0) is given by the surface nonlinear susceptibility

tensor xs
(2).
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Figure 4 shows the incoming pump radiation and
the reflected and transmitted SH beams. The direc-
tions of these beams are determined by conservation
of the component of the momentum parallel to
the interface in the SHG process, i.e., 2kv;k ¼

kR
2v;k ¼ kT

2v;k. Thus the reflected and transmitted
beams both remain in the plane of incidence, with
directions governed by the so-called nonlinear Snell’s
law. For bulk media without dispersion between the
frequencies of v and 2v, the reflected and trans-
mitted beams simply maintain the same angle of
incidence as the pump beam. However, for dispersive
bulk media, the directions of the beams are,
however, altered, as can be understood immediately
from the expression 2kv=k2v ¼ nv=n2v, where n
denotes the refractive index of the medium. The
surface SHG process does, nonetheless, differ in an
important respect. In contrast to the situation for
bulk media, the interfacial region is of negligible
thickness, so phase shifts can obviously be disre-
garded. The issue of phase matching, which is of
great significance for SHG from bulk media, conse-
quently does not enter into the surface SHG
problem.

By application of the Maxwell equations with
the indicated nonlinear source polarization, one can
derive explicit expressions for the SH radiation in
terms of the linear and nonlinear response of the
materials and the excitation conditions. For the case
of the nonlinear reflection, the irradiance for the SH
radiation can be written as

Ið2vÞ ¼
v2sec2ule0ð2vÞ·xð2Þ

s : e0ðvÞe0ðvÞl2½IðvÞ�2

210c3½11ð2vÞ�
1=211ðvÞ

½12�

where IðvÞ denotes the irradiance of the pump beam
at the fundamental frequency; c is the speed of light in
vacuum; u is the angle of emission of the SH beam
with respect to the surface normal. The vectors e0ðvÞ
and e0ð2vÞ represent the polarization vectors ê1ðvÞ,
and ê1ð2vÞ, respectively, after they have been
adjusted to account for the linear propagation of
the waves to the interface. More specifically, we may
write e0ðvÞ ¼F1!2ê1ðvÞ. Here the F1!2 describes the
relationship between the electric field Eê1 in
medium 1 (propagating towards medium 2), which
yields a field Ee0 at the interface. For light incident
in the x–z plane as shown in Figure 4, F1!2 is a
diagonal matrix whose elements are Fxx

1!2 ¼

211k2;z=ð12k1;z þ11k2;zÞ, Fyy
1!2 ¼ 2k1;z=ðk1;z þk2;zÞ, and

Fzz
1!2 ¼ 2ð1112=1

0Þk1;z=ð12k1;z þ11k2;zÞ, where the quan-
tity ki;z denotes the magnitude of the z-component
of the wavevector in medium i at the relevant
wavelength (v or 2v) (Figure 4).

A few observations may be made about eqn [12],
which describes the relationship between the typical
experimental observables of the pump irradiance,
IðvÞ, and the irradiance of the emitted SH reflection,
Ið2vÞ, from the interface. First, one can immediately
recognize the quadratic relationship between the
pump irradiance and the SH irradiance that is
expected for a second-order nonlinear optical effect.
Second, the SH radiation is determined not only by
the nonlinear optical response, but by the linear
optical properties of the relevant media. Consequently,
obtaining the surface nonlinear susceptibility tensor
xs

(2) from experiment requires knowledge or measure-
ment of the linear response. (It should be noted,
however, that the interfacial linear properties always
enter into the response in a fixed manner and can be
incorporated into an effective surface nonlinear
response.) The linear response can significantly
enhance or reduce the efficiency of the SHG process.
The use of a total-internal reflection geometry, for
example, provides a significant enhancement in the
SH radiation through the linear optical response of
the media. Third, while full knowledge of the linear
and nonlinear response will obviously allow one to
predict the strength of the SH radiation for any set of
conditions, a simple measurement of the SH response
does not permit one to determine xs

(2), even if the
linear optical properties are known. The determina-
tion of the tensor xs

(2) requires probing the material
with different polarization states and/or angles of
incidence. Protocols for making these measurements
have been discussed extensively in the literature. For
the general case of a material with in-plane aniso-
tropy, such as the surface of a crystal, measurements
of the response as the crystal is rotated about its
surface normal are also very useful in a complete
determination of xs

(2). Fourth, the simple measure-
ment of the SH intensity as assumed here obviously
eliminates information about the overall phase of the
xs

(2). This phase information is often of considerable
interest and importance. For example, if the response
of the interface is dominated by an oriented molecular
monolayer, the sign of xs

(2) will be inverted if the
monolayer is reflected through the plane of the
surface, i.e., the phase of xs

(2) yields information on
the polar ordering of the layer. To obtain such phase
information, one must employ a scheme using inter-
ference with a known SH reference. This approach,
which is sketched briefly in the next section, is
implemented quite commonly in experiment.

Experimental Considerations

The merits of the SHG technique for selective probing
of interfaces are clear. On the other hand, one needs
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to be able to detect the optical signal associated with a
second-order nonlinear response of a material that
arises from an effective thickness of just a monolayer
or so. Consequently, it is important to consider
various factors that aid in optimizing the strength
and detectability of the SH radiation. To discuss
how best to achieve this end, let us recast eqn [12] in
terms of more convenient experimental parameters.
We express the SH signal, S, in units of photons/s and
describe the laser excitation by its pulse energy Ep,
pulse width t, and repetition rate R. For irradiation of
an area A of the sample, we then obtain

S ¼
v sec2uE2

pRlxð2Þeff l
2

4"10c3tA
½13�

where lxð2Þeff l;le0ð2vÞ·xð2Þ
s :e0ðvÞe0ðvÞl=½11=2

1 ð2vÞ 11ðvÞ�
1

2 ,
whose typical value is of the order of 10221 m2/V.
From this relation, we see that increasing either the
pulse energy or repetition rate of the laser will
enhance our SH count rate. These parameters are,
however, often limited by the characteristics of the
available laser, as well as possible damage of the
sample. For a given pulse energy and repetition rate,
the SH signal is also seen to increase as the laser pulse
duration or sample area is decreased. In practice,
adequate SH signals can generally be obtained from
high-power Q-switched lasers (with nanosecond
pulses) with a fairly large focal spot. A preferred
solution in most cases is, however, provided by
modelocked lasers with high repetition rate and
pulses of sub-picosecond duration. Surface SH signals
obtained, for example, using a femtosecond mode-
locked Ti:sapphire oscillator, are typically in the
range of 102–106 photons/s. Although these signals
are relatively weak, they are easily detectable with
photomultiplier tubes (PMT) and appropriate
electronics.

The basic arrangement for surface SHG measure-
ments is shown in Figure 5. It makes use of the

directionality and frequency selectivity of the SHG
process not only to detect the desired signal with high
efficiency, but to discriminate strongly against back-
ground signals, including the reflected laser beam. In
the setup, irradiation of the sample involves a pulsed
laser source, LS; a halfwave plate, l, and polarizer, P,
for controlling the input polarization. Spectral con-
trol is achieved with a filter F1 that passes the
fundamental radiation in the pump beam, but rejects
other wavelengths, particularly spurious SH radiation
arising from other optical components; and a color
filter F2 that passes SH, but rejects the reflected
fundamental radiation. In addition, a spectrometer is
commonly employed to limit the detection bandwidth
further. An analyzer A serves to select the desired
SH polarization. The SH signal is then measured by
a high-quantum efficiency detector and the signal
is monitored by processing electronics, typically a
photon counter, a gated integrator, or a lock-in
amplifier, depending on the strength of the signal
and the repetition rate of the laser. The laser source
may be either of fixed wavelength or tunable for
spectroscopic measurements.

There are other important experimental configur-
ations for surface SHG that extend beyond the basic
SH reflection geometry, shown schematically in
Figure 6a. A common improvement (Figure 6b) is
the implementation of a SH reference in which a small
fraction of the pump radiation is directed into a
crystal with a bulk second-order nonlinear response.
This approach provides a reference against which to
compare the measured signal, thus compensating
appropriately for pulse-to-pulse variation in duration,

Figure 5 Schematic representation of a basic surface experi-

mental setup for surface SHG. It is comprised of laser source (LS),

halfwave plate (l), polarizer (P), lenses (L), spectral filters

(F1, F2), analyzer (A), and detector (D).

Figure 6 Various schematic representations of different

experimental schemes for surface SH measurements. Panel

(a) represents the basic scheme as in Figure 5. Panel

(b) describes use of a separate SH source as a reference for

normalizing the surface SH signals against laser fluctuation and

drift. Panel (c) represents the arrangement for a measurement of

the phase of the surface SH signal by mixing the fields from the

surface and an external source SH radiation. Panel (d) describes

the configuration for a time-resolved measurement using the

pump-probe scheme.
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energy, and spatial profile, as well as for long-term
drifts. This type of normalization (against a material
with a suitably flat spectral response) is essential for
spectroscopy measurements in which the laser fre-
quency is scanned. In addition, use of a calibrated
reference is the best way of determining the surface
nonlinear response in absolute terms.

It may also be desirable to measure the phase of
the signal. For this type of an experiment, a
reference field, Erefð2vÞ, of similar amplitude and
known phase response is generated along the path of
the surface SH signal Eð2vÞ (Figure 6c). The two
collinear SH beams of the same polarization
interfere at the detector. The SH power scales
as lErefð2vÞ þ Eð2vÞl2 ¼ lErefl

2
þ 2ErefE cos wþ lEl2,

where w is the relative phase of the two fields. The
relative phase w may be varied by translating a
reference plate along the path of the beam and
making use of the dispersion of the ambient air or
by inserting another control phase-shifting element.
A variant of this phase measurement method is the
homodyne scheme in which the reference electric
field amplitude Erefð2vÞ is significantly stronger than
that of the signal amplitude Eð2vÞ. The measured
SH power then scales as lErefl

2
þ 2ErefE cos w,

which yields a signal that varies linearly with the
desired SH field strength from the sample.

In the SHG technique, a short-pulse laser is used to
interrogate the sample and thus the measurement
provides high time-resolution. To make use of this
capability, we can add a pump pulse to excite
the sample away from equilibrium. This provides
the opportunity to examine ultrafast surface
dynamics induced by excitation of the sample with
a suitable pump laser pulse. For such measurements
(Figure 6d), the pump pulse is generally derived from
the same laser source as the probe for the SHG
measurement, although one or both of these pulses
may undergo frequency conversion before being
applied to the surface. The critical element is that
time synchronism is maintained. The dynamics can
then be followed by repeating the SHG measurement
at various time delays relative to pump excitation, as
controlled by an optical delay line. The ultimate time
resolution of this technique is limited only by the
duration of the laser pulses and may be as short as a
few femtoseconds with state-of-the-art modelocked
lasers.

Applications of Surface SHG

The technique of surface SHG is extremely flexible in
application, since it relies only on basic symmetry
properties for its remarkable surface or interface
specificity. SHG measurements can provide quite

varied information about the interface, depending
on the mode of application of the technique and the
material system under study. In this section, we
attempt to illustrate the principal types of measure-
ments that can be performed with SHG and the
information that can be obtained thereby. For systems
with molecular adsorbates, SHG studies can yield
information on the density and orientation of
molecular species, and can typically do so in real
time. For crystalline surfaces, the symmetry and order
of the surface can be examined through studies of
tensor properties of the surface nonlinear suscepti-
bility. Spectroscopic studies of electronic transitions
are also of great value. These can be accomplished for
both solids and molecular systems through the same
experimental approach of tuning the frequency of the
laser source. In all of these investigations, one can
achieve very high time resolution, down into the
femtosecond range, by the use of pump-probe
techniques. In addition, as we discuss below, SHG
provides interesting additional capabilities for sys-
tems with applied electric and magnetic fields. Finally,
the method permits one to probe spatially inhomo-
geneous systems.

In addition to this diverse range of information that
can be provided by surface SHG measurements, the
technique is unique in the extremely wide range of
material and chemical systems to which it can be –
and, indeed, has been – applied. These span the
gamut from solids under ultrahigh vacuum to
solid/solid, solid/liquid, liquid/vapor, and even liquid/
liquid interfaces. Since our examples were drawn to
illustrate the type of information obtainable, rather
than the range of material systems investigated, the
reader is unfortunately obliged to refer to other more
detailed treatments of surface SHG measurements to
appreciate fully this important facet of the technique.

Adsorbate Density

The remarkably high sensitivity of the SHG technique
to the nature of the surface is illustrated by the data in
Figure 7, which shows the dramatic change in the SH
response from a clean Si(111)-7 £ 7 surface upon
adsorption of atomic hydrogen. Indeed, it is possible
to detect well below 1% of a monolayer (ML) of
adsorbed hydrogen. A useful point to note is that the
change in x ð2Þ

s is linear with adsorbate density for
modest values of the coverage, u. Thus, it is quite easy
to obtain a relative gauge of the adsorbate coverage in
this regime.

The behavior of the SH response to adsorbates
at low coverages can often be described by a
simple linearized model of the surface nonlinear
susceptibility of x ð2Þ

s ¼ ð1 2 auÞx ð2Þ
s;1 þ ux

ð2Þ
s;2, where
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x
ð2Þ
s;i ði ¼ 1;2Þ are complex quantities and a is a

constant. This relation describes the surface nonlinear
susceptibility as arising from a contribution x

ð2Þ
s;1 from

the clean surface and a contribution x
ð2Þ
s;2 from a

saturated monolayer ðu ¼ 1Þ of the adsorbate. The
term 2aux ð2Þ

s;1 then represents the modification of the
surface nonlinearity arising from interaction with the
adsorbate. For the case of hydrogen adsorption of
Figure 7, this is the dominant term, since hydrogen
atoms would have no nonlinearity on their own. In
other systems, however, the response can be con-
sidered as arising essentially from the nonlinear
response of aligned adsorbed molecules. The simple
linearity of this relation of xð2Þs with adsorbate
coverage obviously neglects important effects such
as adsorbate–adsorbate chemical interactions, as
well as local-field effects and the possible influence
of differing adsorption sites. All of these factors have
been considered in the literature. Nonetheless, the
linearity of response with adsorbate coverage is often
found to be a good approximation, even for fairly
high adsorbate coverages. From the point of view of
simply following adsorption dynamics with SHG, it is
not, we note, necessary to have any a priori know-
ledge of the relation between the adsorbate coverage
and the SH response. This relation can be established
empirically in static measurements and then used
advantageously to follow the dynamics of surface
processes.

Surface Symmetry and Molecular Orientation

The surface SHG process is described by the third-
rank tensor xs

(2). The tensorial properties of this

response reflect the symmetry of the surface. Other
than for a few cases of high symmetry, such a third-
rank tensor gives a distinct signature of surfaces with
crystalline order compared to surfaces, such as
disordered ones, exhibiting effective in-plane iso-
tropy. The form of the xs

(2) tensor can be probed both
by measurements that vary the polarization of the
fundamental and second-harmonic beams and by
measurements in which the plane of incidence is
changed with respect to the orientation of the surface,
generally by rotating the sample about its normal
with a fixed experimental geometry.

Figure 8 illustrates the capability of surface SHG
measurements to probe surface symmetry. The figure
shows SHG polarization dependence for a Si(111)
surface cleaved in ultrahigh vacuum. While the

Figure 7 Dependence of the magnitude (full circles) and the

phase (open squares) of the nonlinear susceptibility xs
(2) for a

Si(111)-7 £ 7 surface as a function of the coverage of adsorbed

atomic hydrogen using a fundamental photon energy 1.17 eV.

Reproduced with permission from Höfer U (1996) Nonlinear

optical investigations of the dynamics of hydrogen interaction with

silicon surfaces. Applied Physics A 63: 533.

Figure 8 Polarization dependence of SHG for normal incidence

excitation of the cleaved Si(111)-2 £ 1 surface. The polar plot of

the SH signal versus the pump polarization orientation is shown

for the case of no polarization analysis (top panel), for the SH

analyzer along the ½2 �1 �1� crystallographic direction of the surface

(middle panel), and along the [011̄] direction (bottom panel). The

solid curves are fits to theory assuming that the surface has m

symmetry. Reproduced with permission from Heinz TF, Log MMT

and Thomson WA (1985) Study of Si(111) surfaces by optical

second-harmonic generation: reconstruction and surface phase-

transformation. Physical Review Letters 54: 63.
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underlying bulk symmetry suggests that the surface
might exhibit 3m symmetry, the analysis of data
indicates that only a single mirror m plane is present.
This lowered symmetry corresponds to the meta-
stable 2 £ 1 reconstruction induced by the crystal
cleavage. By heating the sample, one can observe a
phase transformation to the equilibrium 7 £ 7 recon-
struction and the emergence of the corresponding 3m
surface symmetry.

The analysis of surface or interface symmetry by
SHG relies only on the form of the nonlinear
susceptibility tensor, i.e., which elements are inde-
pendent and nonvanishing. Within the context of a
microscopic model of the surface response, however,
the relative values of the tensor elements of xs

(2) can
also yield valuable information about the nature of
the surface. This approach has been developed
extensively in the context of the analysis of molecular
orientation at surfaces. The basic notion behind this
treatment relies on the knowledge of the microscopic
molecular nonlinear polarizability a

ð2Þ
lmn and the

measured surface nonlinear susceptibility x
ð2Þ
s;ijk to

infer information about the orientational average
that relates these quantities. As discussed above in
conjunction with eqn [10], under the neglect of local-
field corrections, the relationship between these two
quantities involves the ensemble average of the
coordinate transformation tensor from the molecular
to the laboratory coordinate systems kTilTjmTknl.
Hence a knowledge of the quantities a

ð2Þ
lmn, Ns,

and x
ð2Þ
s;ijk allows us to infer information about

the orientational distribution of the molecules as
described by the quantity kTilTjmTknl. Even in the
absence of knowledge of the magnitudes of the
nonlinear polarizabilities and the adsorbate density,
one may still obtain useful information for molecules
with a simple form of að2Þ

lmn.
An important example of this analysis of molecular

orientation concerns the case of molecules with a
dominant nonlinear polarizability along a single axis,
i.e., að2Þ ¼ a

ð2Þ
z0z0z0 ẑ

0ẑ0ẑ0. For the usual situation of in-
plane isotropy, one can then show that the nonlinear
susceptibility elements are given by x

ð2Þ
s;’’’ ¼

Nskcos3ulað2Þ
z0z0z0 =10 and x

ð2Þ
s;k’k

¼ x
ð2Þ
s;kk’

¼ 1
2 Nskcos u 	

sin2ul a
ð2Þ
z0z0z0 =10, where u denotes the angle between

the surface normal and the z 0 molecular axis. It
should be noted that these orientational moments,
reflecting their origin in a third-rank tensor, give a
signature of the polar ordering, since a sign change in
the elements of xs

(2) follows if the molecular
orientation is inverted. Also, when only one element
of a(2) is present, we can form ratios of the
experimentally measurable ratio of tensor elements
that depend only on the molecular orientational

factors, such as R ; ð2xð2Þ
s;k’k

þ x
ð2Þ
s;’’’Þ=x

ð2Þ
s;’’’ ¼

kcos ul=kcos3ul. For a narrow distribution of the
orientations centered at u0, this ratio yields directly
the molecular orientation angle through R < sec2u0.

This type of molecular orientation analysis has
been applied to a wide range of material systems. The
method, while powerful, relies on several assump-
tions, including an adequate knowledge of the mol-
ecular nonlinear polarizability, the lack of significant
local field corrections, the availability of information
about the effective linear dielectric constant in
the interfacial region, and a suitable method of
eliminating any substrate nonlinear response in the
measurement. The method is, consequently, best
suited for adsorbed layer of molecules with strong
and well-defined nonlinear response, present at
relatively modest coverages. The use of resonant
excitation is a valuable adjunct in these studies, since
it generally simplifies the form and strengthens the
molecular nonlinear response. An analogous appro-
ach to the analysis of molecular orientation can be
accomplished with infrared–visible sum-frequency
generation. These measurements often provide a
superior method of analysis, since the molecular
response and its symmetry are better defined by
resonant excitation of a molecular vibration.

Surface and Interface Spectroscopy

Surface SHG can be readily adapted to yield spectro-
scopic information on surface transitions. As indi-
cated above, both resonances at the fundamental and
second-harmonic frequencies are manifested in the
SHG response. The examination of resonances at
the SH frequency is often convenient, since it permits
the application of a relatively intense pump radiation
at a frequency well separated from that of the
resonance. Such SHG spectroscopy measurements
have been widely applied to examine electronic
transitions at surfaces and interfaces of solids, as
well as in adsorbed molecules under a wide variety of
conditions.

An example of SHG spectroscopy of electronic
transitions at a buried solid/solid interface is presented
in Figure 9. For the epitaxial CaF2/Si(111) interface,
distinctive new electronic transitions, associated
with interface states, are observed that are absent
from the response of either of the bulk materials.
These excitations occur in a spectral range where
the bulk silicon sample is highly absorbing, which
would render the identification of the new
interface transitions very difficult using conventional
linear optics. The buried nature of the interface
naturally also constrains application of conventional
surface probing techniques involving electron
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irradiation or emission. Two additional general
observations are appropriate. First, the lineshape
analysis for such measurements must take into
account the fact that the SHG response derives from
both the real and imaginary parts of xs

(2), as we
discussed above. Second, in the absence of any other
knowledge, SHG spectroscopic data contain an
ambiguity about whether the resonances correspond
to the fundamental or SH photon energy. This
ambiguity, however, can be resolved in a straightfor-
ward fashion by complementing the SHG measure-
ment with a sum-frequency measurement in which
one frequency is scanned and one is held fixed, as was
demonstrated in the study associated with Figure 9.

Time-Resolved Measurements

One of the fascinating frontiers that can be addressed
by SHG measurements is probing the ultrafast
dynamics of surfaces and interfaces by the pump-
probe method. This possibility is exemplified by a
variety of studies ranging from the dynamics of laser-
driven phase transitions, charge-transfer, solvation,
phonon dynamics, and orientational and torsional
dynamics.

An example of applying time-resolved SHG to
examine ultrafast molecular dynamics at the liquid/
vapor interface of water is presented in Figure 10. In
these studies, the rotational motion of dye molecules
at the interface, which probes the local environment,
is followed in real time. This is accomplished by
photo-exciting the dye molecules at the interface.
Because polarized pump radiation is used, an

anisotropic orientational distribution of excited-
state molecules is established. Since the excited
molecules have a different SHG response, a change
in the signal is observed immediately. Subsequently,
the anisotropic orientational distribution relaxes
to the equilibrium configuration. The time evolution
of the rotational anisotropy is followed by detecting
the SH of a probe laser pulse as a function of the delay
time. Through a comparison of the results for
different initial anisotropic distributions (produced
by pump beams with differing polarizations), one
may deduce rates for both in-plane and out-of-plane
orientational relaxation. This example illustrates the
possibilities of time-resolved SHG measurements for
probing the detailed dynamics of molecules at an
interface on the ultrafast timescale.

Spatially Resolved Measurements

Up to this point, our discussions have centered on
spatially homogenous surfaces and interfaces. Surface
SHG has also been exploited to probe the lateral
variation of inhomogeneous surfaces with the micron
to sub-micron resolution characteristic of optical
microscopy techniques. Spatial resolution may be
achieved simply by detecting the nonlinear response
with a focused laser beam that is scanned across the
surface. A large area of the surface may also be
illuminated and the emitted nonlinear radiation
imaged. A wide range of applications of this
imaging capability has emerged, including the
probing of biological materials, such as cells and
tissues, to probing spatially varying electric fields

Figure 9 SHG spectrum (solid dots) for the CaF2/Si(111)

interface. For comparison, the open circles represent the

corresponding signals for the SiO2/Si(111) interface, which is

seen to give a very weak signal in this frequency range. The solid

line is a theoretical fit based on a two-dimensional direct transition

of the interface states, together with an excitonic feature slightly

below the band gap. Reproduced with permission from Heinz TF,

Himpsel FJ, Palange E and Burstein E (1989) Electronic transitions

at the CaF2/Si(111) interface probed by resonant three-wave-

mixing spectroscopy. Physical Review Letters 63: 644.

Figure 10 Rotational relaxation of Coumarin 314 molecules at

the air–water interface subsequent to photoexcitation. The initial

anisotropy in the molecular orientational distribution is created by

linearly polarized pump radiation in two orthogonal directions in

the surface. Reproduced with permission from Zimdars D, Dadap

JI, Eilsenthal KB and Heinz TF (1999) Anisotropic orientational

motion of molecular adsorbates at the air–water interface. Journal

of Physical Chemistry B 103: 3425–3433.
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and magnetic domains. Within the biological context,
SH microscopy has recently become an active
research direction. In these applications, while prob-
ing with SHG typically senses non-centrosymmetric
structures in bulk samples as opposed to interfaces,
most of the aspects of SHG presented in this article
still apply. To further improve the spatial resolution
of SHG microscopy, researchers have also employed
near-field techniques for spatial resolutions below the
diffraction limit.

Complementary approaches to the real-space ima-
ging just described have also been developed based on
SH diffraction. In this scheme, periodically modulated
surfaces are established holographically on a surface
by utilizing two interfering laser beams. In addition to
the reflected and transmitted SH beams, additional
beams are then generated at well-defined angles as
dictated by the grating period. This approach has been
used to monitor the relaxation of a monolayer grating
of adsorbates in time, which yields precise infor-
mation on the rate of adsorbate surface diffusion.

Probing Electric Fields at Interfaces

For centrosymmetric media, the SHG process shows a
high degree of sensitivity to the presence of electric
fields. This property follows from the fact that an
applied electric field can break the inversion sym-
metry, just as an interface does. The resulting process,
termed electric-field induced SHG (or EFISH), has
been known for many years. From a phenomenolo-
gical standpoint, it can usually be described as a
nonlinear response of the form Pð3Þð2vÞ ¼ 10x

ð3Þ :

EðvÞEðvÞE, where E is the electric field being probed
and EðvÞ is the laser pump field. Within the context of
surfaces and interfaces, there are many circumstances
where probing such electric fields is of interest and
importance. The SHG technique provides high
sensitivity, good spatial resolution, accessibility to
buried interfaces, and, in the pump-probe implemen-
tation, extremely high time resolution. In addition,
with appropriate measurements of the polarization
dependence and homodyne detection, the full vector
character of the electric field can be determined.

The behavior of electric-field induced SHG is similar
to that arising from the asymmetry of an interface.
Indeed, it is formally equivalent to the response of an
interface provided that the electric field is present in (or
radiates from) a region of less than a wavelength’s
thickness. The applications of this measurement
capability are quite diverse, ranging from studies of
charging and acid/base reactions at liquid/solid inter-
faces to probing fields in metal-oxide-semiconductor
structures and Schottky barriers to the measurement
offreely-propagating terahertz radiation. In Figure 11,

SHG with appropriate polarization control and
homodyne detection scheme has been applied to the
measurement of the vector character of electric fields
present in a dc-biased dipole structure on silicon. By
spatially scanning the laser beam, a two-dimensional
electric field map can be produced. In a pump/probe
scheme, the same measurements can be made with
femtosecond time resolution.

Probing Magnetization at Interfaces

In contrast to the application of an external electric
field (a polar vector), the presence of an external
magnetic field (an axial vector) does not break the
inversion symmetry of a material. Thus, SHG retains
its interface selectivity for magnetic effects. SHG
measurements, as an interface-specific probe, thus
provide an excellent complement to the linear
magneto-optical Kerr effect (MOKE), which is
sensitive to magnetic effects within the penetration
depth of the light.

The ability of the SHG technique to sense the
magnetization at a surface is illustrated in Figure 12
for a film of epitaxially-grown magnetic Co on
nonmagnetic substrate Cu. A hysteresis loop of the
magnetization versus the strength of an applied
magnetic field is shown, where the magnetization is
gauged from the SHG response. Through measure-
ments of the response as a function of the thickness of

Figure 11 Vector map of the electric field in Si-on-sapphire

substrate as deduced by SHG measurements. A voltage is

imposed on the rectangular metallic electrodes, which are

separated by 80 mm. Reproduced with permission from Dadap

JI, Shan J, Weling AS, Misewich JA, Nahata A and Heinz TF (1999)

Measurement of the vector character of electric fields by optical

second-harmonic generation. Optics Letters 24: 1059–1061.
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the magnetic film, the researchers demonstrated that
the SH response reflected the interface properties,
rather than those of the bulk film.

Probing Micro- and Nanoscale Structures

In addition to the microscopy studies described above
that probe spatially inhomogeneous surfaces, there
has been considerable interest in SHG from a variety
of strongly textured surfaces and small particles.
From the standpoint of the optical response of
materials, particular interest has been attached to
studies of metallic surfaces with surface roughness.
For appropriate roughness of low-loss materials, such
as silver, very significant local-field enhancements can
be achieved. Since these field enhancements enter into
the strength of the SH emission nonlinearly, overall
enhancements in the SH power by several orders of
magnitude have been demonstrated. This provides
both a useful method of study of such surface

enhancement effects and a scheme for amplifying
the relatively weak surface nonlinear response.

Beyond these problems associated with roughened
surfaces, considerable attention has recently been
directed towards the application of the SHG tech-
nique for probing micro- and nano-scale particles.
The fundamental principle of the interface selectivity
of the SHG process for such systems comprised of
centrosymmetric materials remains unaltered. The
interaction of these particles with the radiation fields
is, however, significantly modified. For the case of
particles with dimensions of several optical wave-
lengths, the overall SHG signal strength may be
comparable to that from a corresponding area of a
planar surface. The radiation pattern will, of course,
be strongly modified and will generally be diffuse in
character. While this makes detection (and back-
ground discrimination) somewhat more difficult than
for the planar geometry, many SHG measurements of
surface and interface properties have been carried out
in this regime. As the particle size becomes progress-
ively smaller, particles with overall inversion sym-
metry begin to exhibit appreciable cancellation of the
SH emission. Indeed, in the limit of vanishing size, full
cancellation is expected. This tendency is, however,
offset by the increasing surface-to-bulk ratio and the
possibility of increasing the number of particles
probed. It has been demonstrated experimentally
that the surfaces of particles in the nanometer length
scale can indeed be probed by SHG.

From the point of view of applications, this
extension of the SHG technique to probe micro-
and nano-structured materials opens up a rich variety
of new possibilities. Results have been reported on
metal and semiconductor nanoparticles in suspen-
sion, as well as on colloids of minerals. In addition,
liquid droplets have been investigated. Self-assem-
bling structures such as liposomes and vesicles have
been examined. For these structures, many of the
same capabilities of SHG as demonstrated for the
planar geometry, such as probing of adsorption and
charging effects, have been demonstrated. More
uniquely, molecular transport through the liposome
membrane could also be observed and characterized.
The possibility of extension of these measurements to
biological systems is of obvious interest and promise.

Concluding Remarks

In this article, we provided a brief review of surface
SHG as a technique for interface-specific probing of
materials. In addition to discussing some of the
fundamental ideas underlying the method, we out-
lined the wide variety of information that may be
obtained from such measurements, ranging from

Figure 12 SH response of a Co film on a Cu(001) substrate as

a function of the applied magnetic field. A hysteresis loop

corresponding to the surface response is observed. Reproduced

with permission from Wierenga HA, de Jong W, Prins MWJ et al.

(1995) Interface magnetism and possible quantum-well oscil-

lations in ultrathin Co/Cu films observed by magnetization

induced second harmonic generation. Physical Review Letters

74: 1462–1465.
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surface symmetry and molecular ordering to interface
spectroscopy and ultrafast dynamics. While several
aspects of the method have now become quite well
established, developments in widely available mod-
elocked lasers with excellent performance character-
istics have greatly enhanced the ease of making
surface SHG measurements in a wide class of material
systems. In addition, new developments and appli-
cations of the method have continued to emerge
apace. Of particular note in this regard are appli-
cations to probe electric fields and magnetization at
interfaces, as well as advances in the use of the
method for interface-specific probing of micro- and
nanoscale structures. The sharp increase in appli-
cations of SHG for probing systems of biological
importance constitutes another important develop-
ment, and one with much promise for the future.

See also

Materials for Nonlinear Optics: Organic Nonlinear
Materials. Nonlinear Optics, Basics: x(2)–Harmonic
Generation. Physical Applications of Lasers: Sum-
Frequency Generation at Surfaces.
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Introduction

Textbooks in physics, chemistry, and biology abound
in diagrams depicting single-particle, single-molecule

or single-enzyme properties, reactions or interactions

with their environment. Such pictures and the

numbers associated with them, however, were,
until recently, extrapolated from measurements
performed on large ensembles of molecules, which
only yield quantities averaged out over time, space,
conformations and/or the local environment.
Advances in detector sensitivity and improvements
in instrument design do now provide scientists
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with tools to probe single molecules with light,
and monitor their photophysical properties with
exquisite sensitivity and time resolution. This
spectroscopic information is used to explore the
molecular structure, conformational dynamics,
local environment, and intermolecular interactions.
The collected data generate a wealth of new
information on single-molecule physical chemistry
or biomechanics, but also in polymer gel physics
or glass dynamics and other domains of solid
state physics.

This article reviews the field of single-molecule
spectroscopy. First, the principles underlying single-
molecule spectroscopy approaches are introduced,
and this is followed by a discussion of the different
spectroscopic techniques available to the experimen-
talist and what kind of information can be extracted
with each of them. It also discusses important
photophysical properties of molecules that influence
the outcome of single-molecule spectroscopic
measurements. The next section presents some
applications of these techniques, focusing on
physical properties of materials and biological
applications of single-molecule spectroscopy. The
last part briefly reviews recent developments and
outlines the future prospects of single-molecule
spectroscopy.

Principles of Single-Molecule
Spectroscopy

Motivation

Measurements performed on ensembles of molecules
only yield averaged-out information. This averaging
process is of several kinds: average over molecular
heterogeneity (e.g., chemical composition, oxidation
state, or spatial conformation) and average over
different or changing local environments. Moreover,
dynamic processes studied by ensemble measure-
ments cannot sort out molecules exhibiting fast or
slow reaction times, although such differences are
expected from the stochastic nature of any chemical
kinetics. The interest in single-molecule analysis is
for these reasons manifold. At low temperature,
being able to study a single molecule and its
evolution under the influence of various external
parameters allows for precise tests of molecular
quantum electrodynamics. At higher temperature, it
gives access to the temporal evolution of different
nanodomains of a bulk material in which single
molecules are embedded as reporters of their
environment. In biology and biochemistry, the
building blocks of any process are individual
molecules (genes, enzymes, motors, filaments, etc.);

the ability to fully understand their kinetic behavior
at the single-molecule level is thus of utmost
importance. Finally, reliable observation of single
molecules is a prerequisite of the full development of
nanotechnology and quantum computing.

Historical Outlook

Single-molecule experiments were first performed on
isolated ion channels by the patch clamp technique,
which allows the recording of single-ion translocation
through a pore-like protein embedded in a fluid
membrane. Scanning tunneling and atomic force
microscope observations later opened the way to
investigations of nanometer-scale objects on surfaces.
Only recently have optical methods reached the
sensitivity required to detect, image, manipulate,
and follow the spectroscopic evolution of single
molecules on surfaces, in solids, liquids, and
biological membranes as well as inside live cells.

Single-molecule spectroscopy (SMS) was initially
demonstrated in a system of pentacene molecules
embedded in a p-terphenyl host crystal at liquid
helium temperature. Absorption (leading to fluor-
escence excitation) spectroscopy in this system
takes advantage of the very narrow zero-phonon
absorption line (ZPL) of the rigid pentacene
molecule (Figure 1). The position in laser-frequency
space of each molecule’s ZPL indeed depends on
the local fields, allowing for precise molecular
selectivity. However this approach is limited to a
few molecule–host pairs and requires cryogenic
techniques, due to broadening of the ZPL
above 10 K.

Room temperature studies started with total
internal reflection (TIR) microscopy and standard
flow-cytometry methods in the mid-1980s. In the
latter case, single molecules randomly passing
through the excitation volume gave rise to sudden
bursts of photons emitted during their brief transit.
Initially developed for rapid DNA sequencing, this
simple approach is now widely used for more
sophisticated studies in its confocal version
(Figure 2), which will be detailed in the following.

The first image of a single molecule at room
temperature was later obtained using scanning near-
field optical microscopy (Figure 3), rapidly followed
by similar achievements using far-field confocal
microscopy, at the expense of a lower spatial
resolution, but with much more ease of use. TIR
and wide-field fluorescence imaging are now used to
image and study the two-dimensional and three-
dimensional diffusion trajectories of single fluor-
escent molecules (Figure 4), making a come-back
after the pioneering studies of the early 1980s.
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Requirements for Single-Molecule Sensitivity

Observing single molecules may be as easy as finding a
needle in a haystack if background, signal and noise
are not carefully optimized. Simple considerations
illustrated in Figure 5a help measure the technical
challenge bearing on single-molecule optical detec-
tion. Whatever the type of detected signal (fluores-
cence, Raman scattering, or others), it is characterized
by an absorption cross-section s (probability of
photon absorption) and a quantum yield Q (number
of emitted photons per absorbed photon). The optical
setup transmits an excitation power P at a frequency n,
resulting in a signal rate s ¼ EQsP=ðAhnÞ expressed in
counts per second (or Hz). This rate is proportional to
P/Awhere A is the cross-section of the excitation beam
in the plane of the molecule. E is the collection
efficiency of the setup. The environment adds a
background rate b per unit volume and unit power,
and the detector contributes a dark count rate D.
Neglecting noise from the readout electronics, a
measurement of duration t will yield the following
signal-to-noise ratio (SNR):

SNR ¼
stffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðs þ bVP þ DÞt
p ½1�

where V is the excited volume. The denominator
is the root mean square of all contributions to
the measured count rate, considered shot-noise
limited. The SNR obviously increases at larger inte-
gration time t. Another important quantity is the
signal-to-background ratio (SBR):

SBR ¼
EQs

bVAhn
½2�

These ratios can be increased by improving the
collection efficiency E or decreasing the excitation
volume V. A larger excitation power or a longer
integration time will improve the SNR without
affecting the SBR. Typical values for the above

Figure 1 Fluorescence excitation spectra of pentacene in

p-terphenyl at 1.5 K. (a) Schematic of the cryogenic setup

used. A laser beam is focused onto the sample through a

lens into the cryogenic chamber. The sample can be moved in

the XY plane, with a magnet and coil pair. A beam block

rejects the incident laser light (black arrow). A paraboloidal

mirror collects the emitted fluorescence (dashed arrows) and

redirects it towards the detector (photomultiplier tube). The

laser frequency (linewidth 3 MHz) is tuned around the

absorption line center at 592.321 nm. (b) Broad scan showing

the inhomogeneously broadened line shape of pentacene

molecules embedded in a p-terphenyl crystal at 1.5 K. The

sharp lines correspond to spectra of individual molecules (see

panel c) (cps: counts per second). (c) Detail of the previous

spectrum showing spectra of several individual molecules.

The variability of intensities is due to the different positions of

the molecule in the excitation beam. (d) Individual molecule

spectrum obtained at lower excitation power exhibiting a

Lorentzian shape (solid line) centered at 592.407 nm with a

lifetime-limited width of 7.8 MHz (intensity is measured in

counts-per-second for all three spectra). (a): adapted from

Ambrose WP, Basché T and Moerner WE (1991) Detection

and spectroscopy of single pentacene molecules in a p-

terphenyl crystal by means of fluorescence excitation. Journal

of Chemical Physics 95: 7150–7163. (b)–(d): after Moerner

WE (1994) Examined nanoenvironments in solids on the scale

of a single, isolated impurity molecule. Science 265: 46–53.

Copyright 1994, The American Association for the Advance-

ment of Science.
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Figure 2 Single-molecule fluorescence burst detection. (a) Schematic of the confocal setup used for single-molecule fluorescence

detection. A collimated laser beam is focused through a high numerical aperture (NA) objective in a liquid cell. Molecules diffusing

through the diffraction-limited excitation volume (,1 fl) emit photons during their passage, which are collected by the same objective. A

dichroic mirror (D1) separates excitation and emission wavelengths. The emitted light is focused on a pinhole (ph) in order to reject out-

of-focus background light, and finally recollimated onto two different avalanche photodiodes (APDs) after spectral separation by a

dichroic mirror (D2). Filters specific for each channel (Fa: acceptor channel, Fd: donor channel) may be used to improve spectral

separation. (b) 5 s time trace of recorded bursts for a 30 pM solution of doubly labeled DNA in 20 mM sodium phosphate buffer. The DNA

constructs are used for distance measurement (detailed in Figure 9) and have a TMR fluorophore attached to one end of the DNA

molecule and a CY5 fluorophore attached to the nth base from the end. The time traces correspond to n ¼ 12. Gray: TMR fluorescence

(donor); black: CY5 fluorescence (acceptor). The laser excitation (0.6 mW, 514 nm) is focused 10 mm within the solution through an oil

immersion objective (numerical aperture: 1.4). For each detected photon, the APD generates a pulse, which is recorded by a computer-

embedded acquisition board. Counting these events into 200 ms bins, the resulting time trace exhibits distinct bursts distributed

randomly in time, with duration and amplitude corresponding to a Brownian diffusion of individual molecules through the excitation

volume. (b): is adapted from Deniz AA, Dahan M, Grunwell JR, et al. (1999) Single-pair fluorescence resonance energy transfer on

freely diffusing molecules: Observation of Förster distance dependence and subpopulations. Proceedings of the National Academy

Sciences USA 96: 3670–3675. Copyright 1999, The National Academy of Sciences.

Figure 3 Scanning near-field imaging of single molecules at room temperature. (a) Schematic of a scanning near-field optical

microscope setup used for single-molecule imaging. An aluminum-coated tapered optical fiber (raster-scanned at nanometer distance

from the sample) serves as a waveguide for laser excitation. Shear-force feedback keeps the tip at a constant distance from the sample,

resulting in a signal used for nanometer-resolution topographic reconstruction of the scanned area. The excitation volume and the

corresponding local evanescent electric field are detailed in the expanded view. Fluorescence light emitted by individual molecules

is collected by an oil immersion, high NA objective and recorded by an avalanche photodiode. (b) 4 £ 4 mm2 area of a

polymethylmethacrylate (PMMA) coated coverslip on which a diluted methanol solution of a lipophilic carbocyanine dye, diIC12, has

been deposited. Scanning was performed with randomly polarized light. (c) Orientation of the corresponding individual emitting dipole

determined by modeling the field distribution (expanded view in a), simulation of the absorption intensity with polarized excitation

and comparison with data obtained at two different excitation polarizations. (a): Adapted and (b), (c) reprinted with permission from

Betzig E and Chichester RJ (1993) Single molecules observed by near-field scanning optical microscopy. Science 262: 1422–1425.

Copyright the American Association for the Advancement of Science.
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parameters in the case of a confocal microscopy study
of freely diffusing fluorescein isothiocyanate (FITC) in
water, using avalanche photodiode detectors (APD)
are: E ¼ 1022, Q ¼ 0.85, s ¼ 2.8 £10216 cm2,
A ¼ 0.1mm2, l ¼ c=n ¼ 525nm, bV ¼ 10 Hz/mW,
D ¼ 100 Hz. With an excitation power of 100 mW
and a 1 ms integration time, a count rate of 629

counts/ms can be obtained, of which 1 comes from the
background sources, leading to a SNR ,25 and SBR
,629. Although these are acceptable figures, they
have to be balanced by the fact that single molecules
have a finite lifespan. Single molecules in an oxygen-
rich environment typically emit on the order of 106

photons before irreversible degradation (photo-
bleaching). With the above parameters, this amounts
to a total emission of ,3.2 ms. This is enough to
observe freely diffusing molecules during their transit
time of a few hundred microseconds. For a fixed
molecule, however, it sets a stringent limit on the total
duration of a single-molecule observation, and all
efforts are put on reducing the excitation volume and
intensity, as well as background sources. Similar
considerations hold on the detector side, where a
trade-off has to be found between time-resolution and
quantum efficiency.

In addition to SNR and SBR issues, care has to be
taken to ensure that the collected signal originates
from a single molecule. Two different strategies can
be envisioned:

(i) work at low concentration, such that at most one
molecule is present in the excitation volume
(Figure 5b), or equivalently, minimize the
excitation volume;

(ii) use a selective excitation or emission detection
protocol, such that only one molecule is excited or
detected within the sampled volume (Figure 5c).

The first case has already been illustrated in
Figure 2, in which a solution of fluorophores at low
concentration yields separate bursts corresponding
most of the time to transits of individual molecules.
The second strategy can be adopted for the example
illustrated in Figure 1, in which the ZPL of individual
molecules lying in the wings of the ensemble spectrum
are well separated. Tuning the laser to the peak
absorption frequency of a molecule will excite this
molecule only, allowing for a separate study of this
molecule.

In summary, a set of six criteria can be defined
for SMS:

1. The observed density of emitter is compatible with
the known concentration of individual molecules
and scales with the original concentration.

2. The observed intensity level is consistent with that
of a single emitting molecule.

3. Each immobilized emitter has a well-defined
absorption or emission dipole (for organic dyes
usually linear, but for other emitters such as a
fluorescent semiconductor nanocrystal, possibly
circular).

Figure 4 Single molecule diffusion in two dimensions. (a)

6.8 £ 6.8 mm2 images of fluorescently labeled lipids (tetramethyl-

rhodamineinthiocarbamoyl, linked to 1,2-dihexadecanoyl-

sn-glycero-3-phospho-ethanolamine, DHPE) in a lipid double

layer membrane (palmitoyloleoylphosphocholine, POPC) at

different concentration. From left to right: 103 dyes/mm2, 10

dyes/mm2, 1022 dyes/mm2. Each image was obtained with an

epifluorescence microscope, illuminated by a defocused 514 nm

Ar laser line (,60 kW/cm2), and 5 ms integration on a nitrogen

cooled CCD camera. Color scale: blue ¼ 0, d ¼ 60 counts).

Image intensity at 103 dyes/mm2 was divided by 60. (b)

Sequence of three 5.4 £ 5.4 mm2 images of two labeled lipids

observed at 105 ms intervals (actual acquisition rate was one

frame every 35 ms, integration time: 5 ms). (c) Subregion of a

2.4 £ 2.4 mm2 membrane area showing the peak marked by a

star in B. The nonlinear least-square fit of a two-dimensional

Gaussian profile to the peak yields values of the fluorescence

intensity I ¼ 168 ^ 25 counts, width r ¼ 480 ^ 80 nm and two-

dimensional position with 40 nm resolution. Adapted from

Schmidt T, Schutz GJ, Baumgartner W, et al. (1996) Imaging

of single molecule diffusion. Proceedings of the National

Academy of Sciences USA 93: 2926–2929. Copyright 1996,

The Academy of Sciences.
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4. Fluorescence emission exhibits only two levels
(on/off) exemplified in blinking or photobleaching.

5. If there are more emission levels due to spectral
jumps (see the section on fluorescence), blinking
and spectral jumps are correlated.

6. Antibunching of the emitted photons permits us
to test whether the detected signal comes from a
single quantum emitter or more (see the section on
biological studies below).

Types of Spectroscopy

Fluorophores

A variety of fluorescence emitters (or fluorophores)
have been investigated with single-molecule spec-
troscopy techniques. Fluorescent organic molecules,
green fluorescent proteins (GFP) and other
biological fluorescent proteins, conjugated polymers
(J-aggregates), light-harvesting complexes (e.g.,
B-phycoerythrin) comprising several fluorophores
acting effectively as a single quantum emitter, or
semiconductor nanocrystals, are but a few examples
of systems which have been extensively studied.
Each of these systems exhibits fluorescence based on
specific processes, which cannot be described in detail
here. A simple picture valid for single fluorescent dyes
will be presented instead. It captures, however, the
essential ingredients needed to describe the different
parameters accessible with single-molecule
spectroscopy.

Fluorescence Emission

Most single-molecule experiments use one-photon
fluorescence excitation because of its relatively
large cross-section (,10216 cm2). It also allows for
a simple rejection of the excitation light: the
emitted photons have a lower energy because of
losses in intramolecular relaxation processes (the
so-called Stokes shift). Excitation and emission
processes are conveniently represented by a
Jablonski diagram (Figure 6a) depicting the initial,
final, and intermediate electronic and vibra-
tional states of the molecule. Upon excitation to
the first excited state, the molecule has a certain
probability to be shelved in a nonemitting
triplet state for up to milliseconds, resulting in
‘dark’ or off-states (Figure 6b,c). This results in a
saturation of the emitted count rate R (Figure 6d)
according to:

R ¼ Rs

I=Is

1 þ I=Is

; ½3�

where the saturation intensity Is , 10–100 kW/
cm2 and Rs , 1–20 MHz for typical fluorophores.
Incidentally, this puts a limit in SNR enhance-
ment due to saturation of the emitted signal
(triplet bottleneck). Other fluorescence emitting
‘single molecules’ like semiconductor nanocrystals

Figure 5 Signal, background and noise issues in single-

molecule detection. (a) In a single-molecule spectroscopic

experiment, excitation light (power P, frequency n) is focused on

the sample through an optical element O1 (objective lens, fiber

tip), exciting a diffraction-limited volume of section A, represented

by an ellipsoid in the expanded view. The absorption process is

characterized by an absorption cross-section s and the emission

by a quantum yield Q. The background contribution per watt of

incident power is B, whereas the detector will have a dark count

rate D. The signal is collected by an optical element O2 (possibly

confounded with O1), and further guided to the detector, with an

overall efficiency E. (b) The signal of a single molecule can be

separated from that of other molecules if the probability of

finding two or more molecules in the probed volume is

negligible. This can be obtained either by a low concentration,

or by reducing the excitation volume. (c) If each molecule in the

excited volume can be characterized by a different spectral

property (which may or may not depend on its exact environment),

it is possible to use very selective excitation or detection

techniques to probe just one molecule in the sampled volume

(the black sphere in the ellipsoid).
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exhibit similar dark state intervals, although for
different reasons (Auger ionization or surface
trapping of carriers). Finally, spectral jumps are
also observed at room temperature (Figure 6e).
This phenomenon results in a shift of absorption

and emission maxima due to the changing
environment of the molecule, or a sudden confor-
mational change. The corresponding changes in
excitation and emission spectra are noticed
by sudden fluctuations in the emitted intensity

Figure 6 Single-molecule fluorescence. (a) Jablonski diagram for fluorescence (at room temperature). Upon absorption of a photon of

energy hna close to the resonance energy ES1
2 ES0

, a molecule in a vibronic sublevel of the ground singlet state S0 is promoted to a

vibronic sublevel of the lowest excited singlet state S1. Nonradiative, fast relaxation brings the molecule down to the lowest sublevel in

picoseconds. Emission of a photon of energy hne , hna (radiative rate kr) can take place within nanoseconds and bring the molecule

back to one of the vibronic sublevels of the ground state. Alternatively, collisional quenching may bring the molecule back to its ground

state without photon emission (nonradiative rate knr). A third type of process present in organic dye molecules is intersystem crossing to

the first excited triplet state T1 (rate kISC). Relaxation from this excited state back to the ground state is spin-forbidden and thus the

lifetime of this state is in the order of microseconds to milliseconds. Relaxation to the ground state takes place either by photon emission

(phosphorescence) or nonradiative relaxation. The fluorescence lifetime is defined by t ¼ 1/G ¼ (kr þ knr)
21. (b) Fluorescence time

trace (40 ms excerpt) of a Texas Red (TR) molecule attached to a 20-nucleotides-long single-stranded DNA molecule immobilized on a

silanized glass coverslip. The confocal setup is similar to that depicted in Figure 2. Excitation: 514 nm, circularly polarized, 6 kW cm22,

binning: 200 ms. On- and off-states (the latter corresponding to the molecule being in the triplet state) alternate stochastically. (c)

Histograms of on-state count (left) and off-state duration (right) for the time trace partly shown in (b). The decay parameters of the

exponential fits (solid line) are indicated. toff ¼ 1.2 ms is the triplet state lifetime. N on
21 ¼ kISC ¼ 1.7%. (d) Intensity dependence of the

emission rate of a single Texas Red molecule. The data departs from a linear dependence because of saturation due to intersystem

crossing. The fitted curve yields a saturation rate of RS ¼ 6.5 MHz and a triplet lifetime toff ¼ (kISC RS)21 ¼ 10 ms. The difference

between this value and the value obtained in (c) illustrates the heterogeneity uncovered by single-molecule measurements. (e) Spectral

jumps of a single Texas Red molecule attached to a single-stranded DNA molecule. ds: dark state, sj: spectral jump, no sj: dark state not

followed by a spectral jump. Cases where spectral jumps are observed without noticeable dark states may still correspond to dark states

with durations shorter than the time resolution of the experiment. (b)–(d) Adapted from Ha T, Enderle T, Chemla DS, et al. (1997)

Quantum jumps of single molecules at room temperature. Chemical Physics Letters 271: 1–5. Copyright 1997, Elsevier Science B. V.

(e) Adapted from Ha T, Enderle T, Chemla DS and Weiss S (1996) Dual-molecule spectroscopy: molecular rules for the study of

biological macromolecules. IEEE Journal of Selected Topics in Quantum Electronics 2: 1115–1127. Copyright 1996 IEEE.
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(due to wavelength dependence of the absorption
cross-section).

Fluorescence Lifetime

A fluorescence photon is emitted within nanoseconds
after absorption of the excitation photon. The decay
law is usually mono-exponential, characterized by a
lifetime t ¼ G21 (Figure 6a). However, the lifetime
depends on the emission spectrum (which can change
due to spectral shifts) and the local environment. For
instance, the proximity to a dielectric or metallic
surface markedly changes it via perturbations of
the intramolecular transition matrix elements. Thus,
fluorescence lifetime is a sensitive probe of the
environment of the molecule (Figure 7). Lifetime
measurements require a pulsed laser source and time-
correlated single-photon detection and analysis
techniques.

Fluorescence Polarization

The efficiency of photon absorption by a fluorescent
molecule is proportional to ðE·mÞ2 where E represents
the local electric field and m the molecule’s absorption
dipole moment. For a fixed fluorophore, modulation
of the excitation polarization thus allows the deter-
mination of the absorption dipole orientation (the
emission dipole being generally nearly parallel to it).
This information in turn allows the determination of
the spatial orientation of the molecule. For a mobile
molecule, however, more information is needed, since
the emission dipole has time to tumble significantly
during the few nanoseconds between absorption and
emission. The emission polarization is needed to fully
recover the relevant information, as illustrated in
Figure 8. Different experimental schemes can be used,
besides the near-field optical one described in Figure 3
and the confocal one described in Figure 8.
In particular, it is important to recover the projection
of the polarization on more than two orthogonal axes.
Approaches taking advantage of aberrations induced
by index mismatch in high numerical aperture (NA)
objectives, or using TIR excitation with alternating
polarizations, or using amplitude or phase masks,
allow a complete determination of this orientation.

Fluorescence Resonance Energy Transfer

A special case of the local influence of the environ-
ment on fluorescence is encountered in fluorescence
resonance energy transfer (FRET, see Figure 9a), first
theoretically explained by Förster in the late 1940s. In
case of the presence of a nearby molecule (acceptor)
having an absorption spectrum overlapping that
of the donor emission, there is a possibility that

the energy absorbed by the donor is transferred
nonradiatively to the acceptor. The efficiency E of this
transfer is given by:

E ¼

 
1 þ

�
r

R0

�6
!21

½4�

where r is the distance between the two emitting
centers and R0 is the Förster radius (in Å):

R0 ¼ aðk2n24QDJðlÞÞ1=6 ½5�

In this complex expression, a ¼ 9:78 £ 103, n is the
medium refractive index, QD the donor fluorescence
quantum yield in the absence of the acceptor and JðlÞ
is a spectral overlap integral (in M21 cm3). k 2 is a
geometric factor, which averages out to 2/3 in the case
of freely rotating dyes. A typical order of magnitude
for R0 is a few nanometers, which gives the range
of the energy transfer. FRET is thus very sensitive
to the donor–acceptor distance, which makes it a
useful molecular ruler. Experimentally, the efficiency
is measured as a function of the recorded donor
(FD) and acceptor (FA) emissions (dual-channel
measurement) via:

E ¼

 
1 þ a

FD

FA

QA

QD

!
21

½6�

where QA and QD are the fluorescence quantum
efficiencies of the donor and acceptor, respectively,
and a is the ratio of the acceptor and donor channel
detection efficiencies. An illustration of this utiliz-
ation is given in Figure 9b–d, where different
predefined distances between donors and acceptors
are set by rigid double-stranded DNA molecules. The
corresponding donor–acceptor distances are readily
measured on diffusing molecules, with subnanometer
precision.

Alternatively, the transfer efficiency can be
measured via the fluorescence lifetimes as:

E ¼ 1 2
tDðAÞ

tDð0Þ

½7�

where tD(A) and tD(0) are the donor lifetimes in the
presence or absence of an acceptor, respectively.

Other Spectroscopies

Other types of spectroscopic techniques can be used
at the single-molecule level. Fluorescence can for
instance be excited via a two-photon absorption
process, whereby a laser excitation with half the
photon energy needed to attain the excited state
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is used. However, due to the very low cross-section
and quadratic dependence in the incident energy
(two simultaneous photons are needed for exci-
tation), an excitation power several orders of
magnitude larger than that for one-photon excitation

is needed. In compensation, excitation takes place in
a much more reduced volume of the sample, reducing
the out-of-focus background contribution. The
higher power required increases the probability of
photobleaching due to the increased probability of

Figure 7 Lifetime measurements. (a) Schematic of a lifetime measurement setup. BS: beamsplitter used to deflect part of the incident

pulse towards a fast photodiode (FPD); DBS: dichroic beam splitter used to spectrally separate incident from emitted light; BP:

bandpass filter further rejecting stray light; APD: avalanche photodiode. For each detected photon, the APD emits a pulse, which is fed

to the start input of a time-to-amplitude converter (TAC). A stop pulse from the laser immediately follows it (regularly emitted at a rate of

tL
21), allowing the measurement of the separation between both pulses. A multichannel analyzer (MCA) histograms the arrival times,

resulting in the curves shown in the right part of Figure 2b–d. (b) and (c) Fluorescence images (left panels), corresponding spectra

(middle), and fluorescence decays (right) for two molecules located at a PMMA–air interface. The peak emission wavelength lp was

560 nm in (b) and 578 nm in (c). Lifetimes were fitted to a single exponential (dotted curves), with decay times of t ¼ 2.56 ns (b) and

3.20 ns (c). A ensemble measurement of spectrum and fluorescence decay averaged over several hundred of molecules is shown in (d).

The ensemble values are lp ¼ 565 nm and t ¼ 2.70 ns. (b)–(d): Adapted from Macklin JJ, Trautman JK, Harris TD and Brus LE (1996)

Imaging and time-resolved spectroscopy of single molecules at an interface. Science 272: 255–258. Copyright 1996, The American

Association for the Advancement of Science.
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Figure 8 Polarization Measurements. (a) Experiment schematic. E is the electric field, making an angle u with the p polarization axis.

The excitation propagates along the z axis, which is also the collection axis. ma and me are the absorption and emission dipole moments,

initially aligned. n represents the rotational diffusion of the emission dipole during the excited lifetime. The dipole is supposed to be

confined in a cone positioned at an angle f0 projected on the (s, p) plane, and having a half-angle Dfmax. A polarizing beam-splitter

(PBS) splits the collected emission into two signals Is and Ip, which are simultaneously recorded by APDs. (b) Simultaneously recorded

Is (black) and Ip (gray) of a molecule rapidly rotating in a liquid. (c) Same data as in (b), but averaged over 11 on-periods. The fit

corresponds to a Dfmax close to 908 (freely rotating molecule) and permits the determination of the constrained rotational diffusion

parameters. Adapted from Ha T, Glass J, Enderle T, et al. (1998) Hindered rotational diffusion and rotational jumps of single molecules.

Physical Review Letters 80: 2093–2096. Copyright 1998, The American Physical Society.

Figure 9 Single pair fluorescence resonance energy transfer. (a) Jablonski diagram for FRET. Fluorescence energy transfer involves

two molecules: a donor D and an acceptor A whose absorption spectrum overlaps the emission spectrum of the donor. Excitation of the

acceptor to the lowest singlet excited state is a process identical to that previously described for single-molecule fluorescence

(Figure 6a). In the presence (within a few nm) of a nearby acceptor molecule, donor fluorescence emission is largely prevented by

energy transfer to the acceptor by dipole–dipole interaction. The donor exhibits fluorescent emission following the rules outlined in

Figure 6a. (b) DNA n constructs used for the FRET distance study. Tetramethylrhodamine (TMR) is attached to one end of the DNA and

CY5 is attached to the nth base from the end (n ¼ 7, 12, 14, 16, 19, 24 and 27). (c) FRET histograms extracted from time traces for

DNAs 7, 12, and 19, as shown in Figure 2b. Double Gaussian fits extract numbers for the mean (width) of the higher efficiency peak of

0.95 ^ 0.05, 0.75 ^ 0.13, and 0.38 ^ 0.21, respectively. The peak around 0 efficiency corresponds to bleached or inactive acceptor

molecules. (d) Mean FRET efficiencies extracted from FRET histograms plotted as a function of distance for DNA 7, 12, 14, 16, 19, 24,

and 27. Distances are calculated using the known B-DNA double helix structure. The solid line corresponds to the expected Förster

transfer curve with R0 ¼ 65 Å. (b)–(c) Adapted from Deniz AA, Dahan M, Grunwell JR, et al. (1999) Single-pair fluorescence resonance

energy transfer on freely diffusing, molecules: Observation of Förster distance dependence and subpopulations. Proceedings of the

National Academy of Sciences USA 96: 3670–3675. Copyright 1999, The National Academy of Sciences.
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photochemical degradation in the long-lived triplet
state and the interplay of multiphoton ionization
processes.

Although Raman scattering cross-sections
(,10230 cm2) are orders of magnitude lower than
the fluorescence cross-section, they can be enor-
mously amplified if the single molecule is trapped in
a ‘hot spot’ of a metallic nanoparticle, giving rise to
surface-enhanced Raman scattering (SERS). Highly
resolved vibrational information can be recovered,
exhibiting much more stable emission than fluor-
escence. Moreover, this technique can be applied to
nonfluorescent molecules. Similarly to fluorescence,
the technique can be extended to nonlinear (two-
photon) regimes, as in surface-enhanced hyper-
Raman scattering and surface-enhanced anti-Stokes
Raman scattering. However, since they require the
single molecule to be located on rare sites of a metallic
particle, these methods have only been applied to
fundamental chemical studies of molecular species.

Finally, extending the range of the FRET ‘molecular
ruler’, electron transfer allows measuring distances
between an electron donor and an acceptor within a
few ångströms (Å), via opening of a nonradiative
channel for the relaxation of the electron in the excited
state. Lifetime measurements ðt ¼ 1=G ¼ ðkr þ knrÞ

21

as defined in Figure 6) yield distance information via
the electron transfer rate EET:

EET ¼ k0e2br
; ½8�

where b 21 is of the order of one Å and k0 of the
order of 1015 s21 are constants characterizing the
donor–acceptor pair.

Applications of Single-Molecule
Spectroscopy

Single-molecule spectroscopy has already proven to
be a useful tool in various domains. The following
examples are but a few of an expanding number of
applications of SMS.

Molecular Physics

The realization that the fluorescence of a single
molecule could be detected with a good SNR over
extended periods of time, especially embedded in a
crystalline matrix at cryogenic temperature, has led to
high-resolution experiments aimed at determining
molecular energy levels and transitions. In particular,
studies of transitions between sublevels of the triplet
state by electron spin resonance (ESR) using super-
imposed radio-frequency pulses have permitted a
precise test of the quantum description of such
systems. The dc and ac Stark effect (the shift of a

transition energy in the presence of a fixed or
alternating electric field) has also been studied in
several systems, allowing the symmetry and
deformations of the molecule to be determined.
The method has been extended to study the photo-
physics of luminescent polymers (J-aggregates),
light-harvesting complexes, green fluorescent pro-
teins (GFP) or semiconductor nanocrystals, and other
fundamental systems.

Material Science Studies

Single-molecule photophysical properties are extre-
mely sensitive to their local (nanometer-sized)
environment (Figure 1). A precise knowledge of
these properties allows using single molecules as
sensitive probes of their environment, as illustrated
by experiments designed to study the local dynamics
of a polymer matrix at the onset of the glass transition
(Figure 10).

Molecules of the organic fluorophore Rhodamine
6G (R6G) dispersed within a thin (250 nm)
poly(methacrylate) film were observed at tempera-
tures slightly above the melting temperature of the
polymer, using a confocal microscope detecting the
s and p polarization of the emitted fluorescence
(Figure 8a). Observations are performed under
nitrogen atmosphere and at low excitation power
(20 nW) in order to prevent oxidation, thus allowing
long (several hours) observation time. Each observed
R6G molecule exhibits a slow rotational diffusion,
sometimes accompanied by lateral or transverse
diffusion on a much longer time-scale (Figure 10a).
Computation of the autocorrelation function of the
emission polarization shows a multi-exponential
decay, pointing to a distribution of time-scales of
rotational diffusion. A closer look at subwindows of
the time trace reveals, however, that the decay comes
closer to mono-exponential behavior at shorter time-
scales (Figure 10b,c). This study demonstrates that an
individual molecule probes an increasing number of
different environments over time. At long time-scales,
the observable characteristics (such as the autocorre-
lation function) are similar to those measured on an
ensemble of molecules, as expected from the ergodi-
city hypothesis. At short time-scale, the molecule
reveals the local homogeneous and stable character-
istic of its nanoenvironment.

Biophysical and Biological Studies

SMS has allowed a reassessment of long-standing
questions in biophysics, biochemistry, and biology, by
giving scientists the possibility to look at individual
building blocks of biological processes: DNA, RNA,
proteins and other biomolecules or biomolecular
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complexes formed by association of a few of these
molecules.

To simplify the task, some biological molecules are
intrinsically fluorescent in their active state, as the
cholesterol oxidase (COx) enzyme of Brevibacterium
sp., an enzyme that catalyzes the oxidation of
cholesterol by oxygen. As a result, it is relatively
easy to study the dynamics of this enzyme at the
single-molecule level using a confocal setup with
enzymes immobilized in an agarose gel (Figure 11).
The intervals during which the enzyme is active
(‘on’ state) are followed by intervals during which it is
inactive (‘off’ states). The fluorescence recording of a
single enzyme thus appears as a ‘blinking’ time trace,
as shown in Figure 11b. Relevant kinetic parameters
can be extracted from the distribution of ‘on’ and ‘off’
times. Apart from the usual heterogeneity between

enzymes of the same batch characterized by different
kinetic parameters for the catalysis reaction, this
experiment reveals a dynamic heterogeneity, which
shows up for each individually studied enzyme as a
tendency for short ‘on’ times to follow short ‘on’
times, and for long ‘on’ times to follow long ‘on’ times
(Figure 11c). This variable behavior of a single
enzyme is reminiscent of the variable rotational
dynamics of Rhodamine 6G molecules in a polymer
matrix (see the previous section), and can be studied
only thanks to single-molecule techniques.

Not all biological molecules can be studied in such
a convenient way using their intrinsic fluorescence.
Several labeling schemes are currently available,
which allow quantitative, site-specific labeling of
proteins, nucleic acid or lipid molecules with few
biochemical side effects.

Figure 10 Polymer dynamics near the glass transition. (a) Fluorescence intensity of a single long-lived Rhodamine 6G molecule in

poly(methylacrylate) (PMA) at 291 K detected at orthogonal polarizations (gray: s and black: p polarizations). The melting temperature

of PMA is Tg ¼ 281 K. The time trace integration is 1 s. This time trace shows the anticorrelation of both polarizations, characteristic of

rotational diffusion of the molecule. Different regimes are observed along the time trace (1–4), which could be due to either a

modification of the local ‘cage’ in which the molecule rotates, or escape of the molecule to another nearby nano-environment.

The autocorrelation function of polarization computed over the whole trace (not shown) is well fitted by a model adapted to the

nonexponential relaxation of polymers, the Kohlrausch–Williams–Watt (KWW) model:

KWWðtÞ / e2ðt=tÞb
:

with t ¼ 88 s, b ¼ 0.46. (b) Correlation functions of subsets 1–4 of the full trace. 1 (squares): t ¼ 15 s, b ¼ 1.0. 2 (triangles): t ¼ 112 s,

b ¼ 0.77. 3 (open circles): t ¼ 90 s, b ¼ 0.59. 4 (diamonds): t ¼ 64 s, b ¼ 0.59. The b exponent is closer to 1, showing that the

rotational diffusion is an unhindered one at short time-scales, converging to the bulk exponent at larger time-scale due to ergodicity. This

experiment illustrates changes of environment as the observed molecule diffuses and rotates through the polymer mesh, changes that

are hidden in ensemble measurements. (c) Values of b as a function of photochemical survival time in PMA at Tg þ 5 K. Adapted from

Deschenes L and Vanden Bout DA (2001) Single-molecule studies of heterogeneous dynamics in polymer melts near the glass

transition. Science 292: 255–258. Copyright 2001, The American Association for the Advancement of Science.
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An example of this versatility has been provided
by the labeling of the central part of a rotary
protein, F1-ATPase. In this experiment (not shown),
the molecular rotor was labeled with a single
fluorophore whose orientation, detected by emission
polarization measurements, directly reported the
angle of the rotor with respect to the shaft. The
small size of the fluorophore guaranteed that
the protein motion would not be hindered,
contrary to previous experiments, which used much
larger reporters (micron-size latex beads or fluor-
escent actin filaments). This experiment reproduced
the previous results, showing that the rotor
performed 1208 steps (recent work hints at substeps
of 908 and 308).

One of the most promising domains where SMS
can be of great importance is the study of protein
folding. Doubly labeled proteins can be monitored
as they undergo conformational changes, taking

advantage of the distance dependence of fluorescence
energy transfer (demonstrated for a model DNA
system in the section on FRET, Figure 9).

Figure 12 shows one of many examples of such a
study, performed on diffusing molecules in solution, a
configuration that suppresses uncontrolled effects of
nearby surfaces. The enzyme chymotrypsin inhibitor
2 (CI2) is a model system for protein folding, believed
to have two clearly distinct folding states, which can
be controlled by the concentration of denaturant
guanidinium chloride. Using single-pair FRET
(spFRET) techniques, it is possible to sort out the
proportion of folded and unfolded molecules present
at different denaturant concentration (Figure 12b).
These measurements yield the same titration curve as
obtained by ensemble measurements (Figure 12b) and
can give access, under some simplifying assumptions,
to the energy landscape of the folding reaction.
The additional information provided by spFRET is

Figure 11 Single-enzyme dynamics. (a) Fluorescence image of single COx molecules immobilized in a 10-mm-thick film of agarose

gel of 99% pH 7.4 buffer solution (8 mm £ 8 mm, 4 min scan, 500 nW excitation at 442 nm). The emission is from the fluorescent

active site, FAD, which is tightly bound to the center of COx. Each individual peak is attributed to a single COx molecule. The intensity

variation between the molecules is due to different vertical positions in the excitation volume. (b) Real-time observation of enzymatic

turnovers of a single COx molecule catalyzing oxidation of cholesterol molecules. This panel shows a portion of an emission intensity

trajectory recorded in 13.1 ms per channel. The trajectory was recorded with a cholesterol concentration of 0.2 mM and saturated

oxygen concentration of 0.25 mM. The emission exhibits stochastic blinking behavior as the flavin adenine dinucleotide (FAD), the

COx fluorescent active site toggles between oxidized (fluorescent) and reduced (nonfluorescent) states, each on–off cycle

corresponding to an enzymatic turnover. More than 500 on–off cycles are recorded in this trajectory. (c) The 2D conditional

probability distribution for on-times (x and y) of two adjacent turnovers as derived from the trajectories of 33 COx molecules with 2 mM

5-pregene-3b-20a diol substrate, a derivative of cholesterol. The scales of the x- and y-axes are from 0 to 1 s. A subtle diagonal

feature is present, indicative of a memory effect. (d) The 2D conditional histogram for two on-times separated by 10 turnovers for the

COx molecules in (c). The diagonal feature vanishes because the two on-times become independent of each other at the 10-turnover

separation. The color code in (c) and (d) represents the occurrence (z-axis from 350 (red) to 0 (purple). Adapted from Lu HP, Xun L

and Xie XS (1998) Single-molecule enzymatic dynamics. Science 282: 1877–1882. Copyright 1998, The American Association for

the Advancement of Science.
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the number of molecules in the two different states,
providing direct evidence of the two-states model
hypothesized from ensemble measurements.

Other biological systems have been addressed using
the spFRET approach. Intramolecular spFRET (used

in the CI2 study) allows monitoring conformational
changes, whereas by labeling two different molecules,
intermolecular spFRET permits the detection of
association and dissociation events. For instance,
spFRET has revealed transient intermediate states in

Figure 12 Protein folding. (a) Energy landscape for a protein folding reaction represented as a cartoon of the free energy as a function

of distance r between donor and acceptor. The rugged energy landscape has a funnel shape with three extrema: U (unfolded state),

I (intermediate state) and N (folded or native state). In this labeling scheme, donor and acceptor are close to one another in the native,

folded state (N), resulting in a high FRET efficiency. There is reduced energy transfer (larger distance) in the denatured, unfolded state

(U). (b) Single-molecule protein folding data. Single-pair FRET (spFRET) histograms of the pseudo-wild type enzyme chymotrypsin

inhibitor 2 (PWT CI2) at 3, 4, and 6M denaturant (guanidinium chloride). The FRET efficiency exhibits two peaks, one for folded

molecules (high FRET) and one for unfolded molecules (low FRET). Population is transferred from folded to unfolded at higher

denaturant concentration, as expected from the protein labeling schematically depicted in (a). (c) Ensemble and single molecule

denaturation curves for PWT and K17G mutant CI2. Symbols correspond to data; lines showing sigmoidal fits. PWT CI2: ensemble

tryptophan fluorescence experiment (circles), ensemble FRET (squares), spFRET (diamonds); K17G mutant CI2 spFRET (triangles).

(d) Free energy functions for PWT CI2 at 3, 4, and 6M denaturant. The solid lines represent a smoothing of the data and are only meant

to guide the eye. (a) Adapted from Weiss S (2000) Measuring conformational dynamics of biomolecules by single-molecule

fluorescence spectroscopy. Nature Structural Biology 7: 724–729. Copyright 2000, Nature Structural Biology. (b)–(d) Adapted from

Deniz AA, Laurence TA, Beligere GS, et al. (2000) Single-molecule protein folding: diffusion fluorescence resonance energy transfer

studies of the denaturation of chymotrypsin inhibitor 2. Proceedings of the National Academy of Sciences USA 97: 5179–5184.

Copyright 2000, The National Academy of Sciences.
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the Tetrahymena ribozyme, which had remained
unnoticed in ensemble studies.

Quantum Optics

Low-temperature spectroscopic studies of single
molecules have turned into a benchmark for testing
predictions of quantum mechanics. In particular, one
effect expected for a single quantum emitter is the
absence of simultaneous emission of two photons: a
fluorescent system which is excited at time t0 has to
emit a photon before it can return to the ground state,
and be re-excited at a later time t1. In conditions where
the excitation takes place immediately as the electron
returns to the ground state, the time difference t1 2 t0

is of the order of the excited state lifetime, of the order
of a few nanoseconds. This antibunching phenom-
enon was first observed in atoms and ions, and rapidly
confirmed by low-temperature SMS. This observation
is possible either using continuous wave or using
pulsed excitation. In fact, nothing prevents this effect
from occurring at room temperature, as demonstrated
in Figure 13 for pulsed excitation in which excitation
photons are provided as well-separated bunches of a
few hundred femtoseconds duration.

In this experiment, a system originally used at low
temperature (terrylene in a crystal of p-terphenyl) is
excited with a repetition rate of 6.25 MHz. The fluo-
rescence emitted by a single molecule is detected in a
confocal setup, split in two and directed to two dif-
ferent detectors (Figure 13a). In this way, the time
interval between each pair of photons detected by the
two detectors can be precisely measured and histo-
grammed. The result of this time-correlated single-
photon counting approach is the absence of
coincidence of two photons (Figure 13b), besides the
residual counts due to background contamination.

Since the quantum efficiency of this system is high,
the experimental setup can be seen as a periodic
single-photon source, with an extremely low prob-
ability for the simultaneous emission of two photons.
This is precisely the kind of device that is needed for
quantum cryptography, in which information
encoded in the polarization of a beam should not be
sensitive to a ‘beamsplitter’ attack. Future efforts will
undoubtedly build on such ‘turnstile’ photon sources
to move forward into optical quantum computing
applications.

Perspectives

SMS is a mature discipline, which will certainly prove
to be most useful in domains beyond those previously
mentioned. Its relative ease of implementation will

Figure 13 Single-photon source at room temperature. (a)

Antibunching measurement setup. The basic elements are

similar to those of a lifetime measurement setup (Figure 7a)

except that the emitted filtered signal (BP: bandpass filter) is split

in two with a 50/50 beamsplitter (BS). Two avalanche

photodiodes (APD) detect the arrival of photons. One APD

pulse is used as the start signal for a time-to-amplitude converter

(TAC), which is stopped by the pulse coming from the second

APD. Since the TAC response time is finite, it cannot detect

simultaneously arriving pulses. A delay time d is thus added to

the stop signal, such that two photons impinging simultaneously

on the two APDs will generate pulses with a separation of d. If the

start APD detects a photon from the previous excitation, the

measured delay will be 160 ns þ d, whereas if the opposite

happens, the delay will be d 2 160 ns. (b) Results of

measurements on a terrylene molecule (upper chemical

structure) embedded in a p-terphenyl (lower chemical structure)

at room temperature. Upper panel: histogram of delay

measurements shifted by an amount d. The histogram

corresponds to 120 s of recording on an isolated emitting spot.

The residual central peak corresponding to coincidence of photon

arrival at APD 1 and 2 is the result of background contamination.

Lower panel: histogram acquired over 300 s on a background

spot. In both measurements, the laser pulse width was 35 ps,

each pulse being separated by 160 ns. The lifetime of terrylene is

measured to be 3.8 ns, which sets the width of the observed

peaks. Excitation is performed at 532 nm. (b): Adapted with

permission from Lounis B and Moerner WE (2000) Single photons

on demand from a single molecule at room temperature. Nature

407: 491–493. Copyright 2000, Nature Publishing Group.
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certainly attract more scientists of other disciplines to
this methodology, each of them having specific goals
in mind that are difficult to foresee. The principal
advantages of SMS outlined at the beginning of this
article will remain, but improvements, especially
towards simultaneous acquisition of all the fluor-
escence parameters described earlier are promising.
New detectors will permit the combination of the
high time resolution of single-photon counting
devices with the large field of view and spectral
resolution allowed by two-dimensional detectors.
SMS will be associated with single molecule manipu-
lation techniques, to correlate applied forces and
molecular conformations. New ways of controlling
local fields (electric, magnetic, or others) would take
advantage of the non-invasiveness, high-temporal
and spatial resolution of SMS to get a direct feedback
of events at the nanometer scale. Undoubtedly,
SMS will be a major tool in the future of
nanotechnology.

List of Units and Nomenclature

Å Ångström
cm2 square centimeter
fl femtoliter
K kelvin
ms millisecond
MHz megahertz
mW microwatt
nm nanometer

APD Avalanche photodiode
DNA Deoxyribonucleic acid
FRET Fluorescence resonance energy transfer
NA Numerical aperture
PMMA Polymethylmethacrylate
SERS Surface-enhanced Raman scattering
SMS Single-molecule spectroscopy
SNR Signal-to-noise ratio
SNE Signal-to-background ratio

TIR Total internal reflection
ZPL Zero phonon line

See also

Scattering: Raman Scattering.
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Introduction

Terahertz (THz) radiation is usually referred to as an
electromagnetic wave with frequencies ranging from
1 to a few terahertz (1 THz ¼ 1012 Hz). In the
electromagnetic spectrum, terahertz radiation lies
between the infrared and microwave, as shown in
Figure 1. The techniques for generation and detection
of THz radiation bridge photonics and electronics in
the sense of the concepts and the techniques discussed
below.

Physical quantities corresponding to 1 THz are
listed as follows;

. Frequency, 1 THz

. Wavelength, 300 mm

. Wavenumber, 33 cm21

. Energy, 4.1 meV

. Temperature, 48 K

In this spectral region, there exist many rich
physical, chemical, and biological phenomena. For
example, many phonon resonance and other elemen-
tary excitations in condensed matter fall in this
region; many molecular vibrations and rotations
occur at THz frequency; conformation-related col-
lective vibrational modes in macromolecules,
especially in bio-molecules such as proteins and
DNA, also lie in THz frequency. However, the
development of THz technique lags far behind that
of photonics and electronics, due to lack of feasible,
reliable, and economic coherent THz sources. The
situation has been rapidly changing since the 1990s.
Benefiting from advanced material science and the
ultrafast laser techniques, various coherent THz
sources are being developed and commercialization
is soon to follow. We will introduce these coherent
THz sources and their main features, and discuss
their generation mechanisms. More details can be
found in the listed books and articles in the Further
Reading section at the end of this article.

Figure 1 The electromagnetic spectrum with THz radiation sitting between the microwave and the infrared.



Coherent THz Radiation

When a time varying polarization, P(r,t), is generated
in a medium and oscillates at THz frequency, it will
radiate a THz wave, E(r,t), according to Maxwell’s
equation:

7 £ 7 £ Eðr; tÞ þ
1

c2

›2

›t2
Eðr; tÞ ¼ 2m0

›2

›t2
Pðr; tÞ ½1�

or

7 £ 7 £ EðvÞ2
v2

c2
EðvÞ ¼ v2m0PðvÞ ½2�

in frequency domain, for a monochromatic wave or a
Fourier component of a wave with a finite bandwidth.
The properties of THz radiation are determined by
the polarization source P(r,t). Incoherent THz sources
exist in blackbody radiation, and are also detected in
astronomy observations. If the phase evolution of the
THz wave keeps in step, both spatially and tem-
porally, it is called coherent radiation. A coherent
THz source is more powerful and useful in spec-
troscopy, material characterization, imaging, and
many other applications. It is clear that a coherent
polarization source is first required for generation of a
coherent THz wave. In practice, the working media
for THz emitting can be free electrons, quasi-free
electrons in solids, or bound electrons and other
charge oscillations, such as plasmon oscillation,
lattice vibration, etc. Classified by the excitation
properties, the emitting process can be of resonance
or nonresonance. Coherent polarization sources with
different features can be created using various
excitation techniques under different principles
and device configurations, which lead to different
coherent THz sources. Here we focus on coherent
THz sources, primarily based on photonic tech-
niques, and working in the spectral range from
1 THz to a few THz.

Gas THz Laser

Molecules have many rotational and vibrational
energy levels spaced at THz frequency. For polar
molecules, the radiative transition between these
levels can radiate THz wave. Following the standard
laser technology, molecules pumped either optically
or electronically can be used as laser gain media for
coherent THz wave generation. For THz gas lasers,
the very low THz photon energy poses a problem
for lasing, because the coherent radiative transition
can be disrupted by thermal depopulation and
dephasing. An effective population inversion is
difficult to set up and maintain. Therefore, it is

important to carefully choose working medium and
energy levels, as well as the way to excite the
molecules. A number of media has been used for
THz laser, such as methanol and HCN vapor,
working in both continuous wave (CW) and pulsed
modes. For example, methanol lasers operate under
excitation of the rocking and asymmetric defor-
mation modes of methanol excited by a CO2

infrared laser. HCN laser is pumped electrically,
which needs a large voltage and current to excite the
molecules, a long cavity to obtain sufficient gain, and
dedicated control of the temperature in the cavity for
stable operation.

In general, THz gas lasers can be tuned discretely in
thousands of lasing lines, ranging from a few tens to a
few hundreds of micrometers, with power output
from mW to mW. THz gas lasers have existed since
the early 1970s, and are the only commercialized
THz lasers to date. They are still subject to develop-
ment, for less bulky volume, enhanced tunability and
efficiency, and reduced costs.

Free Electron THz Laser

A free electron laser (FEL) uses free electrons as
working medium, rather than bound atomic or
molecular states in a conventional laser. A typical
FEL consists of three parts: (i) an electron source
that generates an electron beam with high current;
(ii) an accelerator to raise the electron energy; and
(iii) a lasing cavity. After the electron beam is gener-
ated, electrons are first accelerated to a relativistic
velocity, typically with energy of hundreds of MeV,
and then enter the cavity consisting of end mirrors
and a spatially periodic magnets array called a
wiggler (Figure 2). Due to the Lorentzean force
imposed by the periodic magnetic field, the high-
energy electrons move in the cavity along a sinusoidal
path, and emit coherent radiation with a wavelength
determined by the spacing between magnets and the
electron velocity, as well as the magnetic induction.
With the feedback provided by the cavity mirrors,
electrons are accelerated or decelerated continuously
by the optical field, and are bunched via the resonant
interaction. The collective motion of the electron
bunches radiates powerful coherent synchrotron
radiation. In a standard configuration, the wave-
length of the radiation can be expressed as:

l ¼
L

2g2
½1 þ ðkLB0Þ

2
=2� ½3�

where L is the spatial period of the wiggler magnets, g
the Lorentz factor of the electron beam, B0 the peak
magnetic induction, and k a constant. With a suitable
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arrangement of the magnet array, as well as other
related factors, the facility can work in THz spectral
region.

An FEL generates tunable, coherent, high-power
THz radiation. It is the most powerful coherent
source of THz radiation available. Up to 50 W of
average THz power has been generated in the
Jefferson Lab recently. The free electron THz laser
is becoming an important tools for studying THz
radiation and its interactions with condensed matter
and biological materials. On the other hand, the FEL
is a complicated and expensive facility, and needs
dedicated maintenance.

Semiconductor THz Laser

In the twentieth century, semiconductor devices have
achieved tremendous success, both in electronic and
photonic regime, such as transistors and diode lasers.
The semiconductor industry has resulted in revolu-
tionary changes to our world and everyday life. To fill
the THz gap between electronics and photonics, great
efforts have been made to meet the demand in
compact, economic, tunable, and highly efficient
THz sources. Encouraging advances have been
made since we stepped into the new millennium.

In a semiconductor quantum well, the energy
difference between a pair of sublevels can be
artificially designed at THz frequency. As early as
1971, the concept of far infrared lasers based on
intersub-band transition in semiconductor superlat-
tices was proposed. Although the sublevels can be
populated by electrical or optical pumping, the low
photon energy at THz frequency causes serious
difficulties for lasing, because the two levels sit so
close to each other that many thermal processes could
destroy the population inversion. Various designs and
configurations have been proposed to tackle the
problem. An attractive idea is so-called quantum
cascade heterostructure. In this kind of device, the
electrons are injected into a series of coupled
quantum wells electrically. When the electrons are

driven by the biased voltage, they can make radiative
transition between a pair of sub-bands in a well.
Subsequently, electrons enter the next well through
resonant tunneling, and so on. However, this kind of
device needs the materials of very high quality and
suffers severely from fast depopulation of the excited
states, even at very low temperatures.

As the advance in material science and unremitting
efforts in pursuing the dedicated design of the device
structures continued, the real breakthrough came
in 2001, when Köhler et al. at Pisa demonstrated
THz lasing in a quantum cascade heterostructure.
Many improvements have been made since then; for
example, the idea of using phonon resonance to
selectively deplete the population of the lower sub-
band has been successful, so that much stabler and
robuster population inversion can be set up. The
operation temperature has been raised to 136 K, well
above the liquid nitrogen temperature, which opens
the way for semiconductor THz lasers stepping into
many more daily applications. These semiconductor
devices are pumped with low voltages and currents
at mA levels, and generate narrow bandwidth
radiation with mW output at a frequency of a few
THz. It is also probable that a four-level lasing
system could even working at room temperature.

Another promising device is the p-germanium (Ge)
laser developed recently. The Ge laser operates
through the electrical excitation of hot holes in
p-doped Ge. The laser cavity is formed by polishing
the surfaces of the Ge crystal. These lasers could run
at 5% duty cycles, with several mW output power.
The output wavelength can be continuously tuned
from 1 to 4 THz. At the moment, the devices have to
operate at 20–30 K and consume about 10–20 W for
refrigeration.

It is safe to predict that the feasibility, low cost, and
compact semiconductor THz laser will emerge in the
near future.

Beside the THz lasers, coherent THz radiation can
also be generated by coherently exciting suitable
media in other ways. Since the mid-1990s, the

Figure 2 A schematic of THz generation in a free electron laser.
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development of ultrafast laser techniques has led to
two important pulsed coherent THz sources, i.e.,
photoconductive antenna and optical rectification
THz sources. A unique feature of the pulsed coherent
sources is broad bandwidth, which is useful in
spectroscopic applications. Figure 3 is a typical
setup for pulsed THz generation and spectroscopic
study, using photoconductive antenna or optical
rectification as THz sources.

THz Photoconductive Antenna (PCA)

Different from a conventional antenna working in
radio and microwave frequency that are driven
directly by electrical current, a photoconductive
antenna for THz wave generation works with
ultrafast pulsed lasers. When the photoconductive
gap is irradiated by an ultrafast laser pulse, photo-
carriers are generated in the semiconductor. These
photocarriers are driven by a DC voltage bias and
form a current transient. The antenna couples the
electromagnetic field associated with the time varying
current into free space, and produces a THz pulse.
The THz pulse usually has a duration of a few
picoseconds, with a broad frequency bandwidth
centered at THz frequency. The output THz power
scales with both the optical pulse power and the DC
bias field:

ETHz /
›J

›t
/

›2ne

›t2
Ebias ½4�

The output power, frequency bandwidth, and
polarization of the THz radiation depend on the
photoconductive features of the semiconductor layer
and the geometric structure of the antenna. For an
optimal performance, the substrate should have a

suitable bandgap for optical interband excitation, a
high electron mobility and short carrier lifetime to
support an ultrafast current transient, and high
dielectric breakdown threshold and to sustain high
bias voltage. High-power PCAs have been demon-
strated with semi-insulating GaAs, ion-implanted
GaAs, and In-GaAs. In the aspects of antenna
structures, coplanar strip lines and large aperture
emitters are the most effective. Average output power
from a good system can reach 30–40 mW.

A broad bandwidth is a special characteristic of a
THz source, which is particularly desirable in the
spectroscopic study as a coherent probe source.
From the property of Fourier transform, we know
that the shorter the THz pulse duration, the broader
the spectral band. PCAs made of GaAs typically have
a useful bandwidth extending from ,100 GHz to
3 THz, which can be extended to 4 THz by tuning the
pumping laser wavelength close to the bandedge. Up
to 6 THz bandwidths have been reported for PCAs.
The pulse duration and, therefore the achievable
bandwidth, are ultimately limited by carrier mobility
and TO phonon resonant absorption which is around
8.3 THz in GaAs.

In many applications, THz radiation is coupled to
free space from the antenna using a closely attached
silicon hemispherical lens. This practice increases
the system’s output and also provides control of the
radiation pattern. The radiation pattern for the
common dipole antenna is essentially dipolar, with
a weak quadrupole component perpendicular to
the bias field. In the far-field, the THz beam has a
Gaussian cross-section with high-frequency compo-
nents concentrated in the center.

As the first practical pulsed coherent THz source,
PCA has been widely used for many applications in

Figure 3 A typical setup for broadband pulsed THz generation and spectroscopic study with a femtosecond laser as excitation source.
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scientific research and material characterization.
Combined with commercial ultrafast optical fiber
lasers, full functional and self-contained THz spec-
troscopy systems with PCAs as emitters, have been
demonstrated and are under commercialization.

Optical Rectification

Optical rectification is a second-order nonlinear
optical effect originating from susceptibility x(2), and
was first observed in 1962 using two intense mono-
chromatic nanosecond laser pulses. In this process,
the interaction between laser and nonlinear optical
crystal produces a frequency difference polarization:

Pð0Þ ¼ xð2ÞEðv1ÞEð2v1Þ ½5�

When a nonlinear optical crystal is irradiated by
an ultrafast laser pulse, the different frequency
components in the laser pulse will be coupled with
each other by x(2), to induce frequency difference
polarizations as:

PðVÞ ¼ xð2Þðv1 2 v2 ¼ VÞEðv1ÞEð2v2Þ ½6�

A femtosecond laser pulse usually has a spectral
linewidth of at least a few nm, the induced polarization
PðVÞ has a finite frequency distribution centered at
THz frequency in the far field, and results in THz
radiation ETHz / ›2PðtÞ=›t2:

THz radiation in free space by optical rectification
was obtained in the early 1990s. One of the
differences from a PCA device is that the THz output
by optical rectification scales with both the optical
pulse power and the DC bias field, while the THz
radiation generated by optical rectification solely
results from the incident laser. The optimal perform-
ance depends on several factors. The generation
efficiency first depends on the magnitude of the xð2Þ

and phase-matching condition between the optical
and THz pulses. The effective magnitude of the xð2Þ

coefficient varies with the crystal cut and orientation.
Up to now, the most popular material is ZnTe, for its
physical durability and excellent phase matching,
when a Ti:sapphire femtosecond laser is used as the
excitation source. With a moderately focused optical
pump beam and a ZnTe crystal, nW T-ray average
power can be generated by optical rectification. In
general, the generation efficiency may be increased by
increasing the laser power, but there are two factors
limiting the effect. First, the incident laser power
cannot exceed the damage threshold. Second, other
second-order nonlinear processes may compete with
the optical rectification, such as second-harmonic
generation of the pump beam at high optical flux.

For THz radiation generated by optical rectifica-
tion, the ultimate bandwidth is primarily determined
only by the linewidth of the pump laser pulse.
Because it is a nonresonance process in most cases,
optical rectification can reach broader bandwidths
than PCA. Using ultrashort optical pulses and thin
nonlinear crystal, THz pulses have been generated
with spectra extending to the mid-infrared, well
beyond the phonon band of the materials. Like the
photoconductive antenna, optical rectification has
become a popular technique to generate coherent
broadband THz radiation in various applications.
Beside the conventional bulk inorganic crystals,
many different media have been used for THz
generation, such as organic crystal DAST, biased
quantum wells, periodically poled LiNbO3 (PPLN),
poled polymers, super-conducting thin films, etc.

Other Coherent THz Sources

When two light sources with slightly different
wavelengths interact together with a nonlinear
optical crystal, a beating polarization will be gener-
ated and will radiate a THz wave. It is called
difference frequency generation, or three-wave mix-
ing. Optical parametric processing is another way to
generate a THz wave. In this process, a near-infrared
pump beam generates a second NIR idler beam in a
nonlinear crystal, and THz radiation can be gener-
ated from the beating of the pump and the idler. The
merit of this technique is the continuous frequency
tunability of the THz output, which is valuable in
spectroscopic applications, and relatively cheaper
nanosecond lasers can be used. If the nonlinear
crystal is further placed in a cavity and the idler
beam is amplified by feedback from end mirrors,
a THz optical parametric oscillator is formed. A
number of improvements have been made since the
mid-1990s with this kind of device. More recently,
THz parametric generation with an injection seeded
idler beam has shown a reduced linewidth ðDv=v <
1024Þ and a peak THz power of over 100 mW for
3.4 ns pulses. A narrow linewidth combined with
reasonable tunability make this kind of THz source
attractive in spectroscopic studies.

Besides using photonic techniques, coherent THz
radiation can also be generated by electronic tech-
niques through increasing the output frequency of the
microwave devices. For example, an electrically
driven microwave generator, backward wave oscil-
lator, can generate CW THz radiation up to 2 THz.
A backward wave oscillator, running under optimal
conditions, can provide up to 300 mW of polarized,
narrowband radiation with a limited tunability about
30% of its central frequency.
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Introduction

The terahertz (THz) regime of the electromagnetic
spectrum holds promise for a large number of
important applications in areas like environmental
sensing, quality control, medicine, military appli-
cations, astronomy, etc. The development of THz
devices has been mainly hindered by the lack of
compact sources. In this article we overview the
types of tabletop semiconductor sources that are
available right now. We focus on the use of
pulsed THz sources that are optically excited by
femtosecond laser pulses. The generated bursts of
THz radiation are extremely useful for time-
resolved THz spectroscopy of semiconductor
heterostructures.

THz Generation from Semiconductors

The first freely propagating THz pulses using
femtosecond lasers were generated in 1984 when
Auston et al. fabricated a Hertzian dipole antenna. It
mainly consists of an electrically biased transmission
line structure mounted on a semiconductor, i.e. a
photoconductive switch that is triggered by a
femtosecond laser pulse (Figure 1). The generated
transient photocurrent J(t) emits radiation according
to EðtÞ / ›JðtÞ=›t: Since 1989, sapphire half-spheres

or refractive silicon lenses have been attached to
these dipole antennas, which made it possible to
produce collimated THz beams for use in everyday
spectroscopic experiments. Today generation and
detection of THz radiation by semiconductor
photoconductive antennas is widely used. However,
most of the antennas are limited to the low-
frequency regime of the THz spectrum since they
usually have a high-frequency cutoff of about
1–2 THz.

THz generation from semiconductor surfaces was
introduced by Zhang in 1990. There are three
different physical mechanisms that are responsible
for the surface emission of THz radiation. One is
the transient current, i.e., the acceleration of photo-
generated carriers in the semiconductor surface
electric field. This process is accompanied by field
induced optical rectification which is often called
instantaneous polarization, where the electron–hole
pairs are polarized in the dc electric field. Finally,
bulk optical rectification as a source of THz radiation
can be observed in noncentrosymmetric crystals.

The surface emission intensity can be enhanced by
using an externally applied electric field instead of the
intrinsic electric field. Until recently, the use of laser
amplifiers that optically pump these so-called large-
aperture antennas has led to the brightest ultrafast
tabletop THz emitters.

Recently, Sarukura and co-workers found that the
application of a magnetic field dramatically increases
the THz emission from bulk InAs. This led to a
re-examination of Zhang’s work, in which he reported
the magnetic field enhancement in bulk GaAs,

168 TERAHERTZ TECHNOLOGY / Terahertz Physics of Semiconductor Heterostructures



and to a large number of studies of different types of
other semiconductors in various magnetic field
geometries. Currently, there is no unified model of
the enhancement mechanism(s).

The use of a semiconductor heterostructure by
Roskos et al. in 1992 (a coupled double quantum
well) marked the advent of a new class of semiconduc-
torTHzemitters thatcanbedeliberatelydesignedusing
bandgap engineering. In these devices the quantum
nature of electrons in coupled potential wells is used
to generate electron wavepackets that tunnel back and
forth between different potential wells (Figure 2). The
coherent charge oscillation is triggered by a femto-
second laserpulse thathasaspectralwidth that is larger
than the separation between the quantized states in the
well. In thiswayacoherentsuperpositionof these levels
is created. THz emission from these quantum beats has
alsobeenobserved fromchargeoscillationsdue to light
and heavy hole excitons in a quantum well by Planken
and co-workers. The concept of quantum beats can
even be transferred to the high-THz regime (tens of
THz) which was successfully demonstrated by Bonva-
let andco-workers.Byusingan InAs stepquantumwell
theygeneratedTHzradiationatafrequencyof30 THz.

Bloch oscillations, one of the fundamental concepts
of solid state physics, were predicted in 1934 by
Zener. He stated that electrons in a periodic potential
under an applied electric field should perform
oscillations. Using a quantum mechanical picture,
Bloch oscillations can be described as a quantum beat
of Wannier–Stark states and in 1993 Waschke et al.
detected THz emission from these oscillations.

These heterostructure THz sources are inherently
frequency tunable since the energy level spacing can
be altered by an applied electric field that tilts the
quantum wells. The Bloch frequency is given by:

vBloch ¼
eFd

"
½1�

where F is the applied electric field and d is the
superlattice period. Unfortunately, these devices
suffer from their low emission power.

An alternative concept is the use of collective
excitations in semiconductor bulk material or hetero-
structures. Dekorsy and co-workers showed in 1995
that coherent phonons emit THz radiation when
excited by femtosecond laser pulses. In the same year
Sha and co-workers studied the absorption changes
within an electrically biased GaAs p-i-n structure and
found distinct oscillations which they ascribed to
another collective phenomenon, namely coherent
plasma oscillations of the photogenerated carriers
(Figure 3). This explanation was supported by the
square-root dependence of the observed frequencies
on the photogenerated carrier density which is
predicted by a simple oscillator model:

vp ¼

ffiffiffiffiffiffiffiffiffiffi
ne2

110mp

s
½2�

where n is the carrier density, 1 the dielectric constant,
and mp the effective mass of the carriers. Fischler and
co-workers confirmed this finding and in particular
investigated the damping behavior of the plasmons.
In 1997, Kersting et al. detected THz radiation from

Figure 1 Photoconducting dipole antenna. Reproduced with

permission from Gornik E and Kersting R (2001) Coherent

THz emission in semiconductors. In: Tsen KT (ed.) Ultrafast

Physical Processes in Semiconductors, vol. 25, pp. 396.

New York: Academic Press.

Figure 2 Schematic band diagram of an asymmetric double

quantum well structure. A short laser pulse with a spectral

width larger than the intersub-band splitting can excite an

electronic wavepacket which tunnels back and forth between

both wells. Reproduced with permission from Roskos H, Nuss M,

Shah J, Leo K, Miller D, Fox A, Schmitt-Rink S and Köhler K

(1992) Coherent submillimeter-wave emission from charge

oscillations in a double-well potential. Physical Review Letters

68: 2216. Copyright (1992) by the American Physical Society.
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these p-i-n structures and identified heating of the
photogenerated carriers as the origin for the strong
damping of the plasma oscillations resulting in a low
emission intensity.

This problem can be circumvented by using
coherent plasma oscillations of extrinsic charge
carriers. These electrons are cold compared to the
photo-excited carriers and should undergo less
scattering. Kersting et al. showed that THz pulses
are indeed emitted from coherent three-dimensional
(3D) plasma oscillations in n-doped GaAs epilayers.
The THz pulses are temporally and spatially coherent
with intensities up to 100 nW.

Figure 4 shows the THz emission from three GaAs
epilayer samples which have been doped with den-
sities 1.9 £ 1015, 1.7 £ 1016, and 1.1 £ 1017 cm23.

The curves are recorded using an autocorrelation
technique: 13 nJ, 100 fs laser pulses at a repetition rate
of 80 MHz and a central wavelength of 800 nm are
split into two pulses with a Michelson interferometer.
Every visible pulse generates a THz pulse in the
transmission or pseudo-reflection direction. After
collimating and focusing of the THz radiation by
parabolic mirrors, the interference of the two THz
pulses can be recorded by changing the time delay
between the visible pulses (Figure 5). Assuming
negligible nonlinear interactions between the two
excitation processes, the linear autocorrelation func-
tion can be recorded. The spectrum is calculated by
simply Fourier transforming (Figure 4b). The experi-
ments are performed at room temperature, and the
whole setup is purged with dry nitrogen gas to prevent

Figure 3 (a) Time-derivative of the charge in electro-absorption versus pump-probe time delay for decreasing fluences (top to bottom

respectively); (b) the frequency of the oscillations as a function of fluence. The dashed curve is a square-root function fit. Reproduced

with permission from Sha W, Smirl A and Tseng W (1995) Coherent plasma oscillations in bulk semiconductors. Physical Review Letters

74: 4273. Copyright (1995) by the American Physical Society.

Figure 4 (a) THz autocorrelation traces for three different doping densities; (b) THz spectra; lines denote the frequencies calculated

by formula [2]. Reproduced with permission from Kersting R, Heyman J, Strasser G and Unterrainer K (1998) Coherent plasmas in

n-doped GaAs. Physical Review B 58: 4553. Copyright (1998) by the American Physical Society.
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water vapor absorption. Although the autocorrelation
traces are recorded at the same optical excitation
density of nex ¼ 2 £ 1016 cm23; the emission fre-
quency changes significantly. In addition, the auto-
correlation trace of the highly doped structure
ð1:1 £ 1017 cm23Þ shows multiple oscillations while
in the case of the sample with the lowest doping
ð1:9 £ 1015 cm23Þ the slow oscillation is damped out
rather quickly. The frequency behavior of the three
different samples can be analyzed from the spectra
shown in Figure 4b. The bars indicate the frequency
calculated with [2] and setting n equal to the doping
density determined by standard Hall measurements.
Obviously, the calculated frequencies match very well
the experimentally determined ones. This indicates
that the THz emission results from a collective oscilla-
tion of the extrinsic electrons within the epilayer.
This is also supported by the observation that a varia-
tion of the excitation density of the photogenerated
carriers over two orders of magnitude does not change
the THz emission frequency. This is in clear contrast
to the experiments with undoped semiconductors
where the emission frequency shows a square-root
dependence on the optically excited carrier density.

Excitation of the coherent plasma oscillation
results from the ultrafast screening of the surface
electric field by the femtosecond laser pulse. Before
excitation, the doping electrons are confined between
the surface electric field and the undoped GaAs
substrate (Figure 6). A short laser pulse with an
energy above the bandgap of the semiconductor
generates electron–hole pairs that screen this surface
electric field for a short time. The doping electrons
inside the material respond to the change in potential
at the surface of the sample leading to the oscillation
behavior. A detailed model calculation of the
excitation mechanism can be found in Kersting et al.
(1998). The oscillation frequency – the eigenfre-
quency of the electron system – is simply the plasma
frequency given by the simple formula [2].

There are two mechanisms that are responsible for
the damping of the plasma oscillations. If the doping
density is lower than 1016 cm23 the coherence time of
the 3D plasmon is mainly limited by optical phonon
scattering. This can be verified by measuring the
plasmon damping times at different temperatures and
comparing the results with mobility data which
show the same tendency. Since optical phonon
scattering is suppressed at low temperatures, the
THz emission intensity can be substantially increased
by cooling the sample. In the high-doping-density
regime .1016 cm23 the observed damping times are
shorter than those expected due to the optical phonon
scattering mechanism alone. This is because in this
regime impurity scattering is the dominant scattering
mechanism.

One way around this problem is the use of a
remotely doped structure. In this case the scatterers
are not in the same region as the electrons that
perform the plasma oscillation (Figure 7). The higher
mobility should lead to a longer decoherence time.

Figure 5 THz autocorrelation setup. Reproduced with permission from Kersting R, Heyman J, Strasser G and Unterrainer K (1998)

Coherent plasmons in n-doped GaAs. Physical Reviews B 58: 4553. Copyright (1998) by the American Physical Society.

Figure 6 Schematic drawing of the 3D plasmon excitation. After

Kersting R, Bratschitsch R, Heyman JN and Unterrainer K (1999)

Unpublished.

TERAHERTZ TECHNOLOGY / Terahertz Physics of Semiconductor Heterostructures 171



For this purpose Bratschitsch et al. used modulation
doped GaAs/AlGaAs parabolic quantum wells
(PQWs), with widths L in the range
of 1200–2000 Å and carrier sheet densities ns of
1:7 £ 1011 –5 £ 1011 cm22: The electrons confined
within the parabolic potential form a so-called
quasi-3D electron system. Figure 8 shows the THz
autocorrelation trace of a modulation doped PQW
ðL ¼ 1400 �A; ns ¼ 5 £ 1011 cm22Þ excited by 780 nm
laser pulses. The density of the optically generated
carriers is kept well below the carrier density due to
the modulation doping inside the PQW.

The spectrum of the emitted THz radiation (inset of
Figure 8) consists of two components: a broad

background and a narrow line (FWHM: 0.3 THz)
with a center frequency of 2.55 THz. The low-
frequency broadband component is found for all the
different PQW samples and is independent of the
PQW sample structure. It can also be observed at
room temperature while the narrowband component
completely vanishes. The origin of the broadband
component is due to THz generation at the surface of
the sample.

The THz emission at 2.55 THz can be observed
within a wide range of excitation wavelengths (815–
760 nm) above the 819 nm GaAs bandgap ðT ¼ 5 KÞ:

When varying the excitation density over one order of
magnitude ð5:6 £ 1010 2 6:2 £ 1011 cm22Þ; the emis-
sion frequency does not change. The narrowband
emission results from the oscillation of the carriers
inside the PQW. The observed frequency corresponds
to the intersub-band plasmon of the PQW. The
expected frequency of the intersub-band plasmon is
given by

v0 ¼

ffiffiffiffiffiffiffiffiffi
8D

L2mp

s
½3�

where D is the energetic depth of the well, L is the
well width, and mp the effective mass. For the 1400 Å
wide PQW the formula yields 2.2 THz for the
intersubband plasmon frequency.

The excitation mechanism for the intersub-band
plasmon is due to screening of the surface depletion
field by the electron–hole pairs injected by the
ultrafast laser pulse. In this way the electrons inside
the quantum well experience a kick and begin to
oscillate with their eigenfrequency (Figure 9). This is
supported by the fact that the oscillation can be
excited over a large wavelength range of the
femtosecond pulses. The onset of intersub-band
plasmon emission appears at 815 nm near the
819 nm GaAs bandgap ðT ¼ 5 KÞ and can be
observed to up to 760 nm. This large range implies
that the excitation mechanism is clearly a nonreso-
nant phenomenon, in contrast to the THz quantum
beat experiments. Due to ultrafast field screening, a
symmetric nanostructure can emit optically driven
THz radiation.

The width of the intersub-band plasmon
emission line is 0.3 THz (full width at half maximum;
FWHM) for the 1400 Å PQW and even 0.2 THz for
the 2000 Å PQW sample. The linewidth is a factor of
5 smaller than the smallest linewidth measured for a
3D plasmon emitter. The width of the intersub-band
emission is nearly unaffected when increasing the
excitation wavelength from near bandgap to approxi-
mately 60 nm above bandgap. However, it shows a
linear dependence ð5:6 £ 1010 2 6:2 £ 1011 cm22Þ on

Figure 8 THz autocorrelation signal of a 1400 Å PQW excited

by 780 nm laser pulses (T ¼ 5 K). Inset: Fourier transform of the

recorded autocorrelation. Reproduced with permission from

Bratschitsch R, Müller T, Kersting R, Strasser G and

Unterrainer K (2000) Coherent THz emission from optically

pumped intersubband plasmons in parabolic quantum wells.

In: Ultrafast phenomena XII. Springer series in Chemical Physics,

vol. 66, pp. 204. New York: Springer-Verlag.

Figure 7 Schematic drawing of a modulation-doped PQW.

The doped layers are outside the quantum well.
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the number of optically excited carriers. These
optically injected carriers are added to those from
the modulation doping and cause a faster dephasing
of the intersubband plasmon oscillation. This linear
dependence due to carrier–carrier scattering has also
been observed in Wolter’s experiments dealing with
the dephasing of Bloch oscillations in semiconductor
superlattices. The linewidth stays constant up to
about 50 K ð0:33 THz ¼ 1:36 meVÞ and then starts to
broaden until the sample temperature reaches 150 K
where the PQW emission is buried by the surface-
generated THz emission. The broadening of the line
between T ¼ 50 K and T ¼ 150 K can be explained
by the onset of optical phonon scattering in addition
to interface roughness scattering which is the
dominant scattering mechanism at low temperatures.
The onset and linear increase of the line broadening
has also been observed with Fourier Transform
Infrared (FTIR) absorption and THz time-domain
cross-correlation spectroscopy measurements by
Kersting and co-workers.

The combination of the designability of the
transition frequency, the narrowband emission, and
the absence of any processing of the sample make
modulation-doped PQWs attractive and easy-to-use
THz emitters.

Other THz emission experiments of heterostruc-
tures include the optically pumped emission of THz
radiation from grating-coupled intrasub-band (2D)
plasmons in a doped single quantum well observed by
Sekine and co-workers or optically excited THz
emission from coherent plasmons in doped super-
lattices detected by Bratschitsch and co-workers.

Few-Cycle THz Spectroscopy of
Semiconductor Quantum Structures

There are a large number of studies that use few-cycle
THz radiation for the investigation of semiconductor
bulk materials. The complex index of refraction in the
THz regime gives insight into the conductivity (i.e.,
carrier mobility) of the material. The free carriers that
change the index of refraction by Drude absorption
can be provided either by doping (n-doped silicon or
GaAs) or by photo-excitation. An optical pump-THz
probe experiment with undoped GaAs reveals the
different intervalley scattering times.

There are compelling reasons to use THz radiation
to excite and probe carriers in semiconductor quan-
tum structures. The photon energies are comparable
to the sub-band spacings, carrier kinetic energies, and
phonon energies. In addition, THz radiation does not
generate minority carriers so that the experiments
directly probe free carriers rather than excitons.

Heyman et al. investigated a modulation-
doped GaAs/AlGaAs multiple quantum well
ðd ¼ 510 �A;10£Þ with a transition energy between
the two lowest sub-bands of 1.5 THz and a carrier
density of ns ¼ 2:75 £ 1010 cm22: On top of the
sample an aluminum Schottky gate is evaporated
and the well is contacted with AuGe alloyed ohmic
contacts. The wells can be depleted of carriers by
applying a negative gate voltage to the Schottky gate
(210 V gate bias). By modulating the voltage between
0 V and 210 V the response of the 2D electron
system can be measured. Otherwise, the recorded
signal is dominated by the contribution of the bulk
GaAs substrate that dramatically chirps the THz
pulse due to its frequency-dependent index of
refraction. The THz pulses are coupled into the
cleaved edge of the quantum well sample so that the
electric field is parallel to the growth direction in
order to excite the intersub-band transition. The
electrons’ response is measured with a cross-corre-
lation technique. Here the THz radiation transmitted
through the quantum well is mixed with a short THz
pulse emitted from low-temperature grown GaAs to
get the desired time resolution in the experiment. This
allows the detection of the transmitted signal in
amplitude and phase. Figure 10 shows the cross-
correlation signal of the QW. The signal from the
carriers rises during the first 2 ps in response to the
THz field and then continues to oscillate at a constant
frequency of 1.5 THz. Due to the femtosecond time
resolution in this experiment it is possible to observe
the phase of the electrons even during the process of
excitation. Initially, the incident THz pulse generates
a coherent superposition of states in the first and
second sub-band. After the THz driving pulse is over

Figure 9 Symbolic drawing of the excitation mechanism:

an oscillation of the carriers in the parabolic potential is initiated

by ultrafast field screening. Reproduced from Bratschitsch R,

Müller T, Kersting R, Strasser G and Unterrainer K (2000) Coherent

terahertz emission from optically pumped intersubband plasmons

in parabolic quantum wells. Applied Physics Letters 76: 3501, with

permission from the American Institute of Physics.
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(.2 psÞ the carriers continue to radiate at the
intersub-band transition frequency, and the signal is
damped out by the free induction decay. Since the
amplitude and phase of the radiated electric field is

recorded, not only the absorption due to the QW
electrons but also the phase shift associated with the
absorption can be extracted (Figure 11).

This experiment showed the response of the QW
electrons to radiation which is resonant to the
intersub-band transition. Using the same experimen-
tal technique Kersting et al. investigated the response
of electrons to a non-resonant excitation of the
intersub-band transition. Instead of a square QW, a
modulation-doped parabolic quantum well is used in
this experiment which has the advantage that the
transition frequency is independent of the carrier
concentration (Kohn’s theorem) and the applied
electric field. Furthermore the THz radiation is
coupled to the intersub-band transition via a metallic
Schottky grating. Figure 12 shows the response
of the QW electrons to resonant THz radiation.
The electrons follow the driving pulse and continue
to radiate at the intersub-band transition frequency.
The response to a nonresonant THz pulse is shown in
Figure 13. Initially, the electrons inside the QW
follow the driving pulse but when the driving pulse
has ended a phase jump occurs and the electrons lock
to their eigenfrequency and slowly lose their coher-
ence. This behavior can be understood by using time-
dependent perturbation theory to solve Schrödinger’s

Figure 12 Resonant excitation: (a) band diagram of an intersub-

band transition of 2.2 THz and driving THz field at 2.0 THz; (b)

exciting THz pulse (upper curve) and cross-correlation signal

(lower curve). Reproduced from Kersting R, Bratschitsch R,

Strasser G, Unterrainer K and Heyman J (2000) Sampling a THz

dipole transition with sub-cycle time-resolution. Optics Letters 25:

272, with permission from the Optical Society of America.

Figure 10 Cross-correlation signal obtained by electrically

modulating the charge density in a 510 Å wide quantum well. The

THz pulse generates a coherent superposition of the n ¼ 1 and

n ¼ 2 sub-band states. The resulting oscillating polarization

radiates and is damped out by the free induction decay. The upper

trace shows the incident THz pulse. Reprinted from Unterrainer K,

Kersting R, Bratschitsch R, et al. (2001) Few-cycle THz

spectroscopy of semiconductor quantum structures. Physica E

9: 76, with permission from Elsevier.

Figure 11 Change in the absorption coefficient and index of

refraction in the quantum well due to the quantum well electrons.

Solid points are calculated from the time-domain data. Repro-

duced from Heyman J, Kersting R and Unterrainer K (1998) Time-

domain measurement of intersubband oscillations in a quantum

well. Applied Physics Letters 72: 644, with permission from the

American Institute of Physics.
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equation for a two-level system with an electro-
magnetic driving field. While the two-level system
is treated quantummechanically, the dipole
Hamiltonian is used for the incoming THz radiation:
H ¼ H0 þ H0ðtÞ and H0ðtÞ ¼ mEðtÞ: Making the
ansatz CðtÞ ¼ a1ðtÞC1 þ a2ðtÞC2 one gets a system
of two coupled equations for a1(t) and a2(t). They can
be decoupled by the condition that the population in
the lower level is close to one ð

���ja2
1

���j < 1Þ since the
THz radiation field is not very strong. Figure 14
shows the result of the model calculation that
reproduces the change in frequency as well as the
observed phase jump after the driving pulse is over.

These experiments are all performed in the linear
regime but with nonadiabatic excitation conditions
(half-cycle THz pulses). The excellent time resolution
togetherwith sufficientlyhighTHz intensities canopen
up a previously unexplored field of quantum optics
beyond the slowly varying envelope approximation.

Conclusions

The recent progress in the development of semicon-
ductor sources together with room temperature THz
detection techniques (free-space electro-optic
sampling) paves the way for the commercialization
of THz technology. In particular, spectrally sensitive
THz imaging seems to have great potential in
medicine and quality control of products.

See also

Semiconductor Materials: GaAs Based Compounds.
Semiconductor Physics: Outline of Basic Electronic
Properties; Quantum Wells and GaAs-based Structures.
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Introduction

Fluorescence is extensively used in physical,
chemical, material, biological, and medical sciences,

for investigating the structure and dynamics of
matter or living systems. After excitation of a
fluorescent sample by a short pulse of light, the
fluorescence decay is, in the simplest case, a single
exponential whose time constant is the lifetime of
the excited state of the fluorescent species (i.e., the
average time during which these species stay in the
excited state). However, interactions of a fluorescent
species with its micro-environment often perturb
the fluorescence decay so that information on this
micro-environment can be obtained. More specifi-
cally, when intermolecular photophysical processes
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(such as electron transfer, proton transfer, energy
transfer, excimer, or exciplex formation) occur during
the lifetime of the excited state, competition with
normal de-excitation results in a fluorescence decay
that contains the rate constants for those processes.
Consequently, the fluorescence decay is generally a
sum of discrete exponentials, or a more complicated
function; for example, sometimes the system is
characterized by a distribution of decay times. Thus
it is of major interest to recover the parameters
characterizing the d-pulse response of a fluorescent
sample (i.e., the response to an iznfinitely short pulse
of light expressed as the Dirac function d). With this
aim, two time-resolved techniques, pulse fluorometry
and phase-modulation fluorometry, are usually
employed.

In pulse fluorometry, the sample is excited by a
short pulse of light, and the fluorescence response is
the d-pulse response of the sample convoluted by
the instrument response. In phase-modulation fluoro-
metry, the sample is excited by modulated light at
variable frequency, and the harmonic response of
the sample obtained is the Fourier transform of
the d-pulse response. The first technique works in the
time domain, and the second technique in the
frequency domain. Pulse fluorometry and phase-
modulation fluorometry are theoretically equivalent,
but the principles of instrumentation are different.
In both techniques, lasers are currently used as
sources of pulsed or modulated light.

It is the aim of this article to explain the principles
of pulse and phase fluorometries using lasers as light
sources, and to compare these techniques.

General Principles of Time-Resolved
Fluorometry

The principles of time-resolved fluorometry are
illustrated in Figure 1. For any excitation function
EðtÞ; the fluorescence response RðtÞ of the sample
is the convolution product of this function by the
d-pulse response IðtÞ:

RðtÞ ¼ EðtÞ^IðtÞ ¼
ðt

21
Eðt0ÞIðt 2 t0Þ dt0 ½1�

In pulse fluorometry, the sample is excited by a
short pulse of light and the fluorescence response is
recorded as a function of time. If the duration of the
pulse is not short with respect to the time constants of
the fluorescence decay, the fluorescence response is
the convolution product given by eqn [1]: the fluo-
rescence intensity increases, goes through a maxi-
mum, and becomes identical to the true d-pulse
response iðtÞ as soon as the intensity of the light pulse
becomes negligible. In this case, data analysis for
the determination of the parameters characterizing
the d-pulse response requires deconvolution of the
fluorescence response.

Figure 1 Principles of time-resolved fluorometry.
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In phase fluorometry, the sample is excited by a
sinusoidally modulated light at high frequency.
The fluorescence response, which is the convolu-
tion product (eqn [1]) of the d-pulse response by
the excitation function, is sinusoidally modulated
at the same frequency, but delayed in phase and
partially demodulated with respect to the exci-
tation. The modulation ratio M is defined as the
ratio of the modulation depth m (AC/DC ratio) of
the fluorescence and the modulation depth of the
excitation m0 (see Figure 1). The phase shift F

and the modulation ratio M characterize the
harmonic response of the system. These par-
ameters are measured as a function of the
modulation frequency. No deconvolution is necess-
ary because the data are directly analyzed in the
frequency domain.

The relationship between the harmonic response
and the d-pulse response can be obtained as follows.
When the excitation function is sinusoidal, i.e., of the
following form:

EðtÞ ¼ E0½1 þ m0 expðivtÞ� ½2�

where v is the angular frequency ( ¼ 2pf ), the
response of the system can be calculated using
eqn [1]. It can then be shown that

M expð2jFÞ ¼
ð1

0
iðtÞ expð2ivtÞ dt ½3�

where iðtÞ is the normalized d-pulse response
according to

ð1

0
iðtÞ dt ¼ 1 ½4�

This important expression shows that the harmonic
response expressed as M expð2jFÞ is the Fourier
transform of the d-pulse response.

It is convenient to introduce the sine and cosine
transforms P and Q of the d-pulse response:

P ¼
ð1

0
iðtÞ sinðvtÞ dt ½5�

Q ¼
ð1

0
iðtÞ cosðvtÞ dt ½6�

If the d-pulse response is not normalized according to
eqn [4], then eqns [5] and [6] should be replaced by

P ¼

ð1

0
IðtÞ sinðvtÞ dtð1

0
IðtÞ dt

½7�

Q ¼

ð1

0
IðtÞ cosðvtÞ dtð1

0
IðtÞ dt

½8�

Since eqn [3] can be rewritten as M cos F2 iM �

sin F ¼ Q 2 iP; it is easy to show that the phase shift
and the modulation ratio are given by

F ¼ tan21

 
P

Q

!
½9�

M ¼ ½P2 þ Q2�1=2 ½10�

For a single exponential decay, the d-pulse response
is

IðtÞ ¼ a expð2t=tÞ ½11�

where t is the decay time and a is the pre-exponential
factor or amplitude. The phase shift and relative
modulation are related to the decay time by

tan F ¼ vt ½12�

M ¼
1

ð1 þ v2t 2Þ1=2
½13�

For a multi-exponential decay with n components,
the d-pulse response is

IðtÞ ¼
Xn
i¼1

ai expð2t=tiÞ ½14�

Note that the fractional intensity of component i, i.e.,
the fractional contribution of component i to the total
steady-state intensity, is

fi ¼

ð1

0
IiðtÞ dtð1

0
IðtÞ dt

¼
aitiXn

i¼1

aiti

½15�

with, of course,
Pn

i¼1 fi ¼ 1:
Using eqns [7] and [8], the sine and cosine Fourier

transforms, P and Q, are given by

P ¼

v
Xn

i¼1

ait
2
i

1 þ v2t 2
iX

n
i¼1

aiti

¼ v
Xn
i¼1

fiti

1 þ v2t 2
i

½16�

Q ¼

Xn

i¼1

aiti

1 þ v2t 2
iX

n
i¼1

aiti

¼
Xn
i¼1

fi

1 þ v2t 2
i

½17�
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It should be noted that the optimum frequency for
decay time measurements using either the phase shift
or the modulation ratio is, according to eqns [12] and
[13], such that vt is close to 1, i.e., f < 1/(2pt).
Therefore, for decay times of 10 ps, 1 ns and 100 ns,
the optimum frequencies are about 16 GHz,
160 MHz and 1.6 MHz, respectively.

In the case of a single exponential decay, eqns [12]
and [13] provide two independent ways of measuring
the decay time:

– by phase measurements:

tF ¼
1

v
tan F ½18�

– by modulation measurements:

tM ¼
1

v

�
1

M2
2 1

�1=2

½19�

The values measured in these two ways should,
of course, be identical and independent of the
modulation frequency. This provides two criteria to
check whether an instrument is correctly calibrated,
by using a lifetime standard whose fluorescence decay
is known to be a single exponential.

It should be noted that the measurement of a decay
time is fast (a fraction of a second) for a single
exponential decay since a single frequency suffices. It
is also of interest that a significant difference between
values obtained by means of eqns [18] and [19] is
compelling evidence for nonexponentiality of the
fluorescence decay.

Pulse Fluorometers

The most widely used technique in time domain is the
time-correlated single-photon counting technique,
preferably called single-photon timing technique
(SPT). Time-gated systems are less popular. Streak
cameras offer a very good time resolution (a few
picoseconds or less) but the dynamic range is smaller
than that of the single photon-timing technique. The
instruments that provide the best time resolution
(a few tens of femtoseconds) are based on fluor-
escence up-conversion, but they are very expensive
and not commercially available. Because of space
limitations, only the single-photon timing technique
will be presented below.

Principle of the Single-Photon Timing Technique

The basic principle of this technique relies on the fact
that the probability to detect a single photon at time t,

after an exciting pulse, is proportional to the
fluorescence intensity at that time. After timing and
recording the single photons following a large
number of exciting pulses, the decay of the fluor-
escence intensity is reconstructed.

Figure 2 shows a schematic diagram of a conven-
tional single-photon counting instrument using a
pulsed laser as an excitation source. An electrical
pulse associated to the optical pulse is generated (e.g.
by a photodiode or the electronics associated to
the excitation source) and routed – through a
constant-fraction discriminator – to the start input
of the time-to-amplitude converter (TAC). Mean-
while, the sample is excited by the optical pulse and
emits fluorescence. The optics is tuned (e.g., by means
of a neutral density filter) so that the photomultiplier
detects no more than one fluorescence photon for each
exciting pulse. The corresponding electrical pulse is
routed – through a constant-fraction discriminator –
to the stop input of the TAC. The latter generates an
output pulse whose amplitude is directly proportional
to the delay time between the start and the stop
pulses. The height analysis of this pulse is achieved by
an analog-to-digital converter and a multichannel

Figure 2 Schematic diagram of a single-photon timing

fluorometer.
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analyzer (MCA), which increases by one the contents
of the memory channel corresponding to the digital
value of the pulse. After a large number of excitation
and detection events, the histogram of pulse heights
represents the fluorescence decay curve.

Obviously, the larger the number of events, the
better the accuracy of the decay curve. The required
accuracy depends on the complexity of the d-pulse
response of the system; for instance, a high accuracy
is, of course, necessary for recovering a distribution of
decay times.

When deconvolution is required, the time profile of
the exciting pulse is recorded under the same
conditions by replacing the sample with a scattering
solution (e.g., a suspension of colloidal silica
(Ludox)).

It is important to note that the number of detected
fluorescence photons must be kept much smaller than
the number of exciting pulses (,0.01–0.05 stops per
pulse), so that the probability of detecting two
fluorescence photons per exciting photon is negli-
gible. Otherwise, the TAC will take into account only
the first fluorescence pulse and the counting statistics
will be distorted: the decay will appear shorter than it
is in reality. This effect is called the ‘pile-up effect’.

Laser Sources for the Single-Photon Timing
Technique

Mode-locked dye lasers and titanium-doped sapphire
lasers are well suited to the single-photon timing
technique: in fact, they can generate pulses over broad
wavelength ranges, and the pulse widths are in the
femtosecond and picosecond ranges with a high
repetition rate. Flash lamps running in air, or filled
with gas, can also be used, but the range of excitation
wavelengths is limited; they deliver nanosecond
pulses, and the repetition rate is not high (104–
105 Hz). Dye lasers require the handling of large
volumes of dye solutions which must be replaced
when the dye is bleached. In contrast, the Ti:sapphire
laser is a solid-state laser that does not have this

drawback and delivers shorter light pulses. Moreover,
long operational lifetime, operational simplicity,
reliability, and broad tunability are distinct advan-
tages. For these reasons, Ti:sapphire lasers have
become more popular, and are described below.

Ti:sapphire lasers
Titanium-doped sapphire crystals are obtained by
replacing a small fraction of the Al atoms of the host
(Al2O3) with Ti atoms. When the concentration of Ti
is low, the optical quality and the mechanical
properties of Ti:sapphire crystals are comparable to
those of ruby crystals in ruby lasers. The absorption
spectrum of Ti:sapphire crystals exhibits a maximum
at 490 nm and a shoulder at 540 nm. Therefore,
pumping can be achieved by an Argon ion laser or a
green solid-state laser. The emission spectrum ranges
from 600 to 1,100 nm. Such a broad emission
spectrum results from electronic coupling between
the electronic levels of the 3d electrons with the lattice
vibrations. Since excited-state absorption is not
possible in the spectral region of the pump and the
fluorescence spectrum, the tuning range is broad: it
extends from 680 to 1,100 nm, i.e., almost over the
entire fluorescence spectrum.

The width of the pulses that can be generated by
Ti:sapphire lasers ranges from a few tens of femto-
seconds to about 100 picoseconds. Commercially
available Ti:sapphire lasers can operate either in
the femtosecond configuration or in the picosecond
configuration. In time-resolved fluorescence exper-
iments using the single-photon timing technique, the
instrument response is limited by the time response of
the photomultiplier; the shortest width of this
response that can be measured with the faster
detectors (i.e., microchannel plate photomultipliers)
is about 30–40 ps (see below). Therefore, there
is no reason to operate the Ti:sapphire laser in the
femtosecond configuration. In the picosecond
configuration, the pulse width is ,2–100 ps.

Figure 3 shows the six-mirror folded cavity
design for the picosecond configuration in a Tsunami

Figure 3 Beam path of the laser cavity of the Tsunami Ti:sapphire laser (Spectra Physics) operating in the picosecond configuration

(Adapted from the Tsunami brochure with permission of Spectra Physics).
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Ti:sapphire laser (Spectra Physics). A Brewster’s
angle acousto-optic modulator, driven by a low-
power rf source, insures an 80 MHz repetition rate.
Consequently, in contrast to standard passive
mode-locking systems, the laser can operate for
long periods without dropouts or shut-downs.
Gires–Tournois Interferometer (GTI) mirror spacing
is used for tuning the laser cavity. Wavelength tuning is
achieved by means of a two-plate birefringent
filter placed within the laser cavity at Brewster’s
angle. The tuning range depends on the mirror sets
that are used. With broadband cavity mirrors, the
entire tuning range of Ti:sapphire is covered, i.e., from
below 700 nm to greater than 1,000 nm, and changes
in wavelength can be made in a matter of minutes.

When pumping with a 10 W argon ion laser, the
average output power is about 1.5 W at 800 nm and
the pulse energy is about 15 nJ. Argon ion lasers can
now be advantageously replaced by cw green solid-
state lasers (532 nm) in which the gain medium
(Nd:YVO4) is pumped by diodes, and a LBO crystal
placed inside the cavity ensures frequency doubling.
These lasers offer several advantages: the head is
compact and does not require external cooling water;
it is insensitive to temperature, and thermal equili-
bration is very rapid.

Since the excited-state lifetime of fluorescent com-
pounds can be as long as several hundreds of
nanoseconds, the repetition rate of 80 MHz is too
high to let the fluorescence of long lifetime samples
vanish before a new exciting pulse is generated.
Therefore, it must be limited to a few MHz, thanks
to a pulse picker using a Bragg-angle acousto-optic
modulator synchronized to the mode-locked 80 MHz
pulse train. Selection of pulses from the train can thus
be achieved at a maximum pulse selection rate of
8 MHz.

For excitation of fluorescent samples, wavelengths
in the visible and UV regions are desirable. Frequency
doublers and triplers using LBO and BBO crystals,
respectively, have been designed with this aim.
The possible tuning ranges are shown in Figure 4.
When pumping with a 10 W argon ion laser, the

average output powers are about 300 mW and
120 mW for frequency doubling and tripling,
respectively.

With Ti-sapphire lasers and microchannel plate
photomultipliers, decay times as short as 10 ps can be
measured.

The results of an experiment are shown in
Figure 5.

Figure 4 Schematics of the excitation system in time-resolved fluorescence experiments.

Figure 5 Example of data obtained by the single-photon timing

technique using a Spectra-Physics setup composed of a titanium-

sapphire Tsunami laser pumped by an argon ion laser, a pulse

selector, and doubling (LBO) and tripling (BBO) crystals. The

detector is a Hamamatsu MCP photomultiplier R3809U. The

sample is a solution of DANS1 (a derivative of dansylamide) in a

mixture CH3CN/H2O (60:40 v/v) at pH 0.8. Excitation wavelength:

286 nm. Channel width: 9.8 ps. A: Observation through a

bandpass filter (300–370 nm) of the protonated form that

undergoes photoinduced deprotonation. B: Observation through

a cut-off filter (l . 400 nm) of the neutral form; the observed

risetime corresponds to the formation of the neutral form from

the protonated form. Global analysis of the two curves leads

to two time constants: 183 ^ 9 ps and 3.01 ^ 0.03 ns

(Global x 2
R ¼ 1:26) (Métivier R, Leray I and Valeur B, unpublished

results. Métivier R, doctoral thesis, Ecole Normale Supérieure de

Cachan, 2003).
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Pulsed diode lasers
Picosecond diode laser heads offer an interesting
alternative to mode-locked lasers and are much
less expensive. They can produce light pulses as
short as 50–90 ps with repetition rates from
single shot to 40–80 MHz. Peak powers up to
500 mW can be obtained. However, the main
disadvantage is the absence of tunability, and the
number of wavelengths is limited: 375, 400, 440, 635
to 1,550 nm. No wavelength below 375 nm is
presently available.

Phase-Modulation Fluorometers

In the frequency domain, the phase and modulation
measurements can be taken by using either a cw laser
and an optical modulator, or the harmonic content of
a pulsed laser.

Phase Fluorometers Using a cw Laser and an
Optical Modulator

The optical modulator is generally a Pockels cell.
Low-power cw lasers are sufficient and not as
expensive as pulsed lasers, so that one can afford
several lasers of this type in order to get various
excitation wavelengths. Available wavelengths from
cw lasers are given in Table 1. A Xenon lamp can also
be used; however, the optical modulator works better
with a cw laser.

Figure 6 shows the schematic diagram of a
multifrequency phase-modulation fluorometer
using a cw laser and a Pockels cell. A beamsplitter
reflects a few percent of the incident light towards
a reference photomultiplier (via, or not, a cuvette
containing a reference scattering solution). The
fluorescent sample and a reference solution (con-
taining either a scatter or a reference fluorescent
compound) are placed in a rotating turret. The
emitted fluorescence or scattered light is detected
by a photomultiplier through a monochromator or
an optical filter. The Pockels cell is driven by a
frequency synthesizer and the photomultiplier
response is modulated by varying the voltage at
the second dynode by means of another frequency

synthesizer locked in phase with the first one.
The two synthesizers provide modulated signals that
differ in frequency by a few tens of Hz in order to
achieve cross-correlation (heterodyne detection). This
procedure offers excellent accuracy because the
phase and modulation information contained in the
signal is transposed to the low-frequency domain,
where phase shifts and modulation depths can be
measured with a much better accuracy than in the
high-frequency domain.

Practically, the phase delay fR and the modulation
ratio mR of the light emitted by the scattering solution
are measured with respect to the signal detected by
the reference photomultiplier. Then, after rotation of
the turret, the phase delay fF and the modulation
ratio mF for the sample fluorescence are measured
with respect to the signal detected by the reference
photomultiplier. The absolute phase shift and modu-
lation ratio of the sample are then F ¼ fF 2 fR and
M ¼ mF=mR; respectively.

Figure 7 shows an example of an experiment.

Phase Fluorometers Using the Harmonic Content
of a Pulsed Laser

The type of laser source that can be used is exactly
the same as that for single-photon timing pulse
fluorometry (see above). Such a laser system that
delivers pulses in the picosecond range, with a
repetition rate of a few MHz, can be considered as
an intrinsically modulated source. The harmonic
content of the pulse train – which depends on the

Figure 6 Schematic diagram of a multifrequency phase-

modulation fluorometer using a cw laser and a Pockels cell

(S: sample; R: reference; PM: photomultiplier).

Table 1 Examples of available wavelengths from low-power cw

lasers

Laser Wavelength (nm)

He–Cd 325; 442.5

He–Ne 543.3; 594; 611.9; 632.8

Arþa 457.9; 476.5; 488.0; 514.5

aHigh-power argon ion lasers can also provide wavelengths of

351.1 and 363.8 nm.
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pulse width (as illustrated in Figure 8) – extends to
several gigahertz.

For high-frequency measurements, normal photo-
multipliers are too slow, and microchannel plate
photomultipliers are required. However, internal
cross-correlation is not possible with the latter and
an external mixing circuit must be used.

The time resolution of a phase fluorometer, using
the harmonic content of a pulsed laser and a
microchannel plate photomultiplier, is comparable
to that of a single-photon timing instrument using the
same kind of laser and detector.

Data Analysis

In both pulse and phase fluorometries, the most
widely used method of data analysis is based on a
nonlinear least-squares method. The basic principle
of this method is to minimize a quantity which

expresses the mismatch between data and fitted
function. This quantity is the reduced chi-square x 2

r ;

defined as the weighted sum of the squares of the
deviations of the experimental response RðtiÞ from
the calculated responses RcðtiÞ :

x 2
r ¼

1

n

XN
i¼1

"
RðtiÞ2 RcðtiÞ

sðiÞ

#2

½20�

where N is the total number of data points and s ðiÞ
is the standard deviation of the ith data point, i.e.,
the uncertainty expected from statistical consider-
ations (noise). n is the number of degrees of freedom
(n ¼ N 2 p; where p is the number of fitted
parameters). The value of x2

r should be close to 1
for a good fit.

In the single-photon timing technique, the statistics
obey the Poisson distribution and the expected
deviation sðiÞ is approximated to ½RðtiÞ�

1=2 so that
eqn [20] becomes

x 2
r ¼

1

n

XN
i¼1

½RðtiÞ2 RcðtiÞ�
2

RðtiÞ
½21�

In phase fluorometry, no deconvolution is
required: curve fitting is performed in the frequency
domain, directly using the variations of the phase
shift F and the modulation ratio M as functions
of the modulation frequency. Phase data and

Figure 8 Harmonic content of a pulse train. Example of

numerical values: Df ¼ 4 MHz; Dt ¼ 4 Ps; fL ¼ 44 GHz:

Figure 7 Example of data obtained by the phase and

modulation technique using a fluorometer is equipped with a cw

Omnichrome He–Cd laser (442 nm) and a Pockels cell operating

at frequencies ranging from 0.1 to 200 MHz. The sample is a

solution of a calcium complex of a crowned merocyanine (DCM-

crown) in acetonitrile (observation through a Balzers bandpass

filter centered at 581 nm). The solid line corresponds to the best fit

with a biexponential decay. Weighted residuals are shown for the

best fit with one and two exponentials. The time constants are

1.87 ^ 0.04 and 0.35 ^ 0.09 ns with fractional intensities of 0.85

and 0.15, respectively. The value of x 2
r is 1.01. (Redrawn from

Martin MM, Plaza P, Meyer YH, et al. (1996) Steady-state and

picosecond spectroscopy of Li+ or Ca2+ complexes with a

crowned merocyanine. Reversible photorelease of cations.

Journal of Physical Chemistry 100: 6879–6888, with permission

from the American Chemical Society).
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modulation data can be analyzed separately, or
simultaneously. In the latter case the reduced chi-
squared is given by

x2
r ¼

1

n

2
4XN

i¼1

"
FðviÞ2FcðviÞ

sFðviÞ

#2

þ
XN
i¼1

"
MðviÞ2 McðviÞ

sMðviÞ

#2
3
5 ½22�

where N is the total number of frequencies. In this
case, the number of data points is twice the number
of frequencies, so that the number of degrees of
freedom is n ¼ 2N 2 p:

In addition to the value of x2
r ; it is useful to

display graphical tests. The most important of
them is the plot of the weighted residuals
defined as

WðtiÞ ¼
RðtiÞ2 RcðtiÞ

sðiÞ
½23�

where sðiÞ ¼ ½RðtiÞ�
1=2 for single-photon coun-

ting data. The fit is satisfactory when the weighted
residuals are randomly distributed around zero.

Concluding Remarks

From the instrumental point of view, the latest
generations of pulse and phase fluorometers both
use pulsed lasers (usually Ti:sapphire lasers) and
microchannel plate detectors; only the electronics is
different. Since the instrument response is mainly
limited by the time response of the detector, the
time resolution is the same for both techniques.
Moreover, the optical module is identical so that
the total cost of instrumentation is similar.

There are, however, significant differences
between pulse and phase fluorometers from the
methodological point of view. In pulse fluorometry,
the single-photon timing technique offers various

advantages: direct visualization of the fluorescence
decay; high sensitivity; outstanding dynamic range
and linearity; and well-defined statistics (Poisson
distribution) allowing the accurate weighing of
each point in data analysis. In phase-modulation
fluorometry, the main advantage is that no
deconvolution is necessary, while this operation is
often necessary in pulse fluorometry and requires
great care in recording the instrument response,
especially for very short decay times. Moreover, the
short acquisition time for phase shift and modu-
lation ratio measurements at a given frequency is a
distinct advantage.

See also

Ultrafast Laser Techniques: Pulse Characterization
Techniques.
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Introduction

In this article we explore the use of ultrashort pulsed
lasers in time-resolved fluorescence measurements for

the study of the dynamics of excimer formation and
energy transfer/migration in synthetic aromatic poly-
mers. The temporal profile of monomer and excimer
emission, and the use of time-resolved fluorescence
polarization approaches are discussed.

The use of lasers in chemistry has most often
exploited the high degree of spectral purity achievable
with these devices, in both photochemical and
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high-resolution spectroscopic applications. Through
the use of lasers, we also have the ability to generate
pulses of light of ultrashort duration (a few femtose-
conds) and of incredibly high peak powers (peta-
watts), characteristics significantly beyond those
achievable with conventional (incoherent) light
sources. This enables the kinetics of the many
photophysical and photochemical processes that
occur on ultrafast time-scales with high efficiency
within polymers, to be determined through various
time-resolved measurements.

These processes are dealt with in detail in specialist
photochemistry textbooks and so knowledge of the
terms associated with photochemistry and photo-
physics is assumed (e.g., electronic configurations,
orbitals, spin, multiplicity, etc.).

Following the absorption of light, an isolated
chromophore will be in one of its excited electronic
and vibrational states. Once formed, the excited state
of a molecule will only survive for a limited time, with
the molecule losing its excess energy to return to a
preferred lower energy state (electronic configur-
ation). It can do this through a number of spon-
taneous, radiative, and nonradiative deactivation
processes, each with its own characteristic rate
constant kij: Nonradiative pathways include internal
conversion (IC), such as intramolecular vibrational
redistribution, and vibrational coupling to the bath,
and inter-system crossing (ISC) between singlet and
triplet manifolds. Radiative pathways involve the
emission of a photon of light, in the form of
fluorescence or phosphorescence.

The time the molecule spends in the excited state
is determined by the rates of all the pathways
that contribute to the overall deactivation of that
state. The lifetime, t, of a singlet state is therefore
defined as:

t ¼
1

kISC þ kIC þ kRad þ · · ·
¼

1P
kij

½1�

In systems of higher chromophore concentration,
such as aromatic-containing polymers, additional,
bimolecular pathways are available through which
the excess excited state energy may be dissipated,
making it rare that a single fluorescence ‘lifetime’ is
observed from polymer systems. The observation of
complex (multi- or nonexponential) fluorescence
decay profiles sometimes invokes the use of the
terms ‘average lifetimes’ or ‘lifetime distributions’.

The complex nonexponential fluorescence decay
behavior observed, particularly from polymer
systems, has been variously attributed to one or
more of the following factors: molecular aggrega-
tion (e.g., excimer/exciplex equilibria); acid–base

equilibria (e.g., proton transfer); one-, two-, or
three-dimensional energy transfer and energy migra-
tion (and variations in the singlet energy migration
length); electron transfer; molecular motion (trans-
lational diffusion, rotational relaxation); vibrational
or solvent relaxation; concentration quenching;
fluorescent impurities, etc. The kinetics of excimer
formation are further complicated by heterogeneity
of kinetically distinct monomer and/or excimer
species, configurational and conformational influ-
ences upon excimer formation, and the time
dependence of energy trapping (excimer formation)
through nonequilibrium diffusion-controlled pro-
cesses. Here, we will concentrate on excimer
formation and energy migration in synthetic aro-
matic polymers, as shown schematically in Figure 1.

Ultrafast Laser Spectroscopic Techniques

A wide range of experimental techniques and
instrumentation is available for the study of
time-resolved processes in polymers. The most widely
used methods rely on the detection of emission from
the polymer. Fluorescence-based techniques are pop-
ular for investigating time-dependent processes in
polymers, since the time-scales involved in many of
the photochemical and photophysical processes dis-
cussed correspond with the time-scales on which
fluorescence occurs (normally on the subpicosecond
to nanosecond time-scales). Phosphorescence usually
occurs on significantly longer time-scales and there-
fore is less likely to be competitive with fluorescence
or other radiative or nonradiative deactivation path-
ways under normal conditions. Fluorescence-based
techniques are attractive for reporting on a number
of time-dependent processes since fluorescence is
inherently multidimensional, it can be readily
resolved temporally, and fluorescence detection can

Figure 1 Schematic representation of some of the photo-

physical processes in polymers.
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be extremely sensitive, achieving single photon and
single molecule detection levels.

Amongst the most commonly used fluorescence-
based techniques are: time-correlated single photon
counting (TCSPC, or single photon timing), fluor-
escence transient digitization, and ultrafast streak
cameras. Methods such as transient absorption (flash
photolysis) can also provide some details regarding
the identity of short-lived species formed following
photo-excitation. Other ultrafast laser techniques
have been applied to the study of time-dependent
processes in polymers in order to achieve higher
temporal resolution. So-called pump–probe methods
provide the ultimate in time-resolution and can be
combined with fluorescence detection through
the use of Kerr shutters or ultrafast fluorescence
upconversion techniques. Other, more complex
pump–probe methods, such as transient grating and
multiple pulse photon echo measurements, are
potentially very powerful tools in the study of time-
resolved processes in polymers.

The generation of short pulses of light can be
achieved through numerous mechanisms, including
active or passive mode-locking and Q-switching
techniques, and superradiance processes (e.g., in
nitrogen lasers). Lasers capable of producing short
(,ns) pulses of light by Q-switching are usually
characterized by high energies per pulse (from mJ up
to many hundreds of mJ/pulse) at low (,Hz–kHz)
pulse repetition rates. Lasers producing pulses of
ultrashort duration (often in the picosecond or
femtosecond region) through mode-locking tech-
niques, characteristically operate at high pulse
repetition rates (,MHz) and with lower energies
per pulse (,nJ/pulse). It should be noted that even
pulses of a few nJ energy delivered in ,100 fs, still
have peak powers of tens of kW. These high peak
powers enable the generation of a range of excitation
wavelengths suitable for the study of polymer systems
through nonlinear optical wavelength conversion
processes, such as second-harmonic generation
(SHG) and optical parametric oscillation (OPO)
devices.

Excimer Formation

Excimers (or excited-state dimers) are formed when
an aromatic molecule, while in its excited electronic
state, 1Mp, interacts with a second molecule of the
same chemical type in its ground electronic state,
1M. Excimer formation is often observed in con-
centrated molecular systems such as concentrated
solutions and molecular crystals; however, it can
also occur in dilute solutions of polymers contain-
ing aromatic chromophores, or in the confined

environment of solid polymer systems such as
homopolymer films.

The structure of excimers in solution is generally
thought to be a face-to-face, coplanar, sandwiched, or
in some cases, partially eclipsed arrangement of the
two constituent aromatic moieties, which attempt to
adopt the lowest possible energy configuration, with
a separation of 3–4 Å, as depicted in Figure 2. A
range of possible excimer configurations may exist
rather than just the two extremes.

A feature of excimers is that they have a
dissociative ground state (Figure 3), i.e., they do not
exist prior to the absorption of light by one monomer
chromophore and thus cannot be formed directly
without the coming together of the two constituent
chromophores within the lifetime of the 1Mp.
Excimers, being of lower energy than the correspond-
ing excited monomer species and with this dissocia-
tive ground state, usually exhibit characteristically

Figure 2 (a) Sandwiched and (b) partially eclipsed excimer

configurations.

Figure 3 Schematic potential energy diagram for excimer

formation and decay. r represents the monomer–monomer

separation.
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broad, structureless emission to the red of the
monomer emission (Figure 4). Upon the emission of
fluorescence from an excimer, the complex loses its
excess energy and dissociates back to two ground
state monomer units (i.e., 2 1M). Excimers may
also dissociate back to a noninteracting pair of 1Mp

and 1M.
Excimer formation of simple aromatic molecules

in solution is often modeled on the kinetic scheme
proposed by Birks and co-workers (Figure 5). From
Figure 5, if a d-pulse excitation, represented by
hnabs; is used to produce an initial concentration of
excited singlet monomer molecules, [1Mp]o, then
such a scheme results in the following rate
equations:

d
	
1Mp



dt

¼ kMD

	1ðMMÞp


2 X

	1Mp



½2�

d
	
1ðMMÞp



dt

¼kDM

	1M

	1Mp



2Y

	1ðMMÞp



½3�

where X¼ kFMþkNMþkDM½1Mp� ¼ kMþkDM½1M�;

Y¼kFDþkNDþkMD¼kDþkMD:

Solving these rate equations and applying the initial
conditions ½1Mp�t ¼ ½1Mp�o and ½1ðMMÞp�o ¼ 0 at
t ¼ 0; yields expressions given below for the decay of
monomer and excimer fluorescence intensity with
time. The emission intensity (monitored in a spectral
region in which only the monomer [1Mp] species
emits), will have the temporal form given by eqn [4]:

iMðtÞ¼kFM

	
1Mp


	
1Mp



o

¼

"
kFM

ðl22XÞ

ðl22l1Þ

#h
expð2l1tÞþAexpð2l2tÞ

i
½4�

where

A¼
ðX2l1Þ

ðl22XÞ
;

l1;2 ¼
1
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n
ðY2XÞ2þ4kMDkDM

	1Mp

o1=2

�

The emission intensity collected from a spectral
region in which the excimer

�
1
	
MM



p
�

species only
emits, will have the temporal form given by eqn [5]:

iDðtÞ ¼ kFDkDM

	
1Dp


	
1Mp



o

¼

"
kFDkDM

	
1M



ðl22l1Þ
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If excimer formation follows Birks’ scheme, then
the decay profile of the monomer fluorescence should
therefore be described by the sum of two exponential
decay terms, and the excimer emission by an
exponential growth term and a decay term
(Figure 6). Only two decay constants, l1 and l2;

should be required to fit both the monomer and
excimer fluorescence profiles successfully. This is
often not observed, which has led to the introduction
of more complex interpretations.

In synthetic aromatic polymers, the effective local
concentration of the aromatic molecules can be high
while the concentration of polymer chains in solution
may be very low. This means that excimer formation
can be significant in such polymers, even in dilute
solution. In fact, in some polymers the emission is
dominated by excimers over monomers. The fact that
the excimers are of lower energy than the correspond-
ing excited monomer species also means that they can
act as effective traps of excitation energy that might
be migrating/relocating within a polymer chain as
discussed below.

Figure 5 Kinetic scheme for excimer formation where hnM and

hnD represent the emission of photons by the monomer and

excimer species respectively, kM and kD comprise the sum of the

various rate constants for all deactivation pathways for the

monomer and excimer respectively (excluding kMD and kDM)

(e.g., kM ¼ kFM þ kNM where kFM and kNM are the radiative

(fluorescence) and nonradiative deactivation rate constants

respectively of the monomer).

Figure 4 Schematic representation of monomer and excimer

emission.
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Excimer formation in solutions of aromatic poly-
mers is generally thought to proceed via a compli-
cated route that may involve a combination of
electronic energy transfer and migration, segmental
rotation, and chromophore diffusion. It is believed
that energy migrates along a polymer chain until sites
suitable for excimer formation are encountered, at
which point the energy is trapped. A number of
mechanisms for the formation of suitable excimer
sites in polymers are then conceivable. These include:

(i) interactions between chromophores belonging
to different chains (this intermolecular excimer
formation is highly concentration dependent);

(ii) interactions between two chromophores far
removed from each other, but on the same
chain. This necessitates mainchain confor-
mational changes and side group motions during
the excited state lifetime, so as to bring both
molecules together;

(iii) near neighbor interactions (c.f. Hirayama’s
‘n ¼ 3’ rule). The configuration required for
excimer formation need not exist prior to
excitation provided that the two constituent
groups can attain the required geometry within
the lifetime of the excited chromophore; or

(iv) preformed sites, suitable for excimer formation,
present in the polymer before the initial absorp-
tion of light occurs. These may be formed by
interactions between nearest neighbor chromo-
phores or between two chromophores on loops
of the same, or different chains in cases where
chain motion is restricted.

The first two of these mechanisms depend upon
segmental motion of the polymer chain and the

third mechanism may depend upon rotation of
the chromophore/s to adopt the close proximity
and optimum orientational configuration required
for excimer formation. In solution, this may be,
at least partially, diffusion-controlled, causing a
dominant complicating factor in the kinetics of
excimer formation in polymeric systems. One
approach is therefore to substitute a time-dependent
expression for the rate coefficient of excimer for-
mation, kDMðtÞ ¼ A þ B

� ffiffi
t

p
; (based on the Einstein–

Smoluchowski diffusion theory), for kDM, into the
rate equations. Such an approach produces the
following expression for the time dependence of
the monomer fluorescence, IMðtÞ in the presence of
diffusion-controlled excimer formation and the
absence of excimer back dissociation:

IMðtÞ ¼ A exp{2 at 2 b
ffiffi
t

p
} ½6�

In some cases, such as when excimer back
dissociation cannot be neglected, more complex
functional forms have been derived, such as:

IMðtÞ ¼ A exp{2 at 2 b
ffiffi
t

p
}þ B exp{2 t=t} ½7�

Similar expressions can be derived for the time
dependence of the excimer fluorescence, IEðtÞ: More
detailed expressions for the term kðtÞDM; involving
the complete form of the diffusion rate coefficient,
have also been used in such approaches.

A related approach is the concept of ‘convolution
kinetics’, in which the intimate dependence of
excimer formation upon the monomer decay is
emphasized. Once formed, the excimer is assumed
to decay exponentially. The excimer fluorescence
temporal profile is predicted to take the form:

IEðtÞ ¼ k1ðtÞIMðtÞ^ exp

�
2t

t

�
½8�

where ^ represents the convolution integral and IEðtÞ
and IMðtÞ are the measured decay profiles in the
excimer and monomer emission regions respectively.

Electronic Energy Transfer, Energy Migration
and Trapping

In polymers the high local concentration of chromo-
phores makes additional deactivation pathways
competitive with the other photophysical proces-
ses.The excess energy may transfer from the excited
fluorophore of interest to a lower energy chromo-
phore. Three of the more common possible mecha-
nisms, through which energy transfer can occur, are:

(i) Radiative (‘trivial’) – involves the reabsorption
of donor emission by an acceptor chromophore.

Figure 6 Examples of (a) monomer and (b) excimer fluor-

escence decays.
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(ii) Resonance (Dipole–Dipole, Förster) – long-
range (15–100 Å), nonradiative, single-step
energy transfer process arising from Coulombic
(dipole–dipole) interactions between an
excited-state donor chromophore, Dp; and an
initially unexcited acceptor, A. Förster derived a
statistical expression for the (first-order) rate
constant, for such a process, considering three-
dimensional, dipole–dipole interactions
between stationary molecules:

kðRÞDp!A ¼
9000k2foln 10

128p5h4NtDR6

ð1

0

fDð �nÞ1Að �nÞ

�n
d �n

¼
1

tD

 
Ro

rD

!6

½9�

where R is the donor–acceptor distance, fo is
the quantum yield for emission from the donor
in the absence of acceptor molecules, h is the
refractive index of the solvent, tD is the lifetime
of the donor excited state (reduced by the onset
of electronic energy transfer), N is Avogadro’s
number, k is a constant dependent on the mutual
orientation of the donor and acceptor mol-
ecules, and the integral term is a measure of the
spectral overlap between the donor emission
profile, fDð �nÞ (in quanta cm21 and normalized to
unit area) and the acceptor absorption profile,
1Að �nÞ (converted to molar extinction coefficients
and measured on a wavenumber scale). Ro is the
critical transfer distance, at which the prob-
ability of resonance transfer, kðRÞDp!A; is equal
to the probability of spontaneous decay, 1=tD:

(iii) Exchange mechanism – also a nonradiative,
single-step process but involves the exchange of
electronic excitation when the donor and
acceptor are close enough so that their electron
clouds overlap. Consequently it only operates
over small distances. Dexter has derived a rate
expression for exchange energy transfer, again
assuming that the donor and acceptor molecules
are stationary:

kDp!A ¼

�
2p

"

�
Z2

ð
fDp ð �nÞ1Að �nÞd �n ½10�

where Z2 ¼ K2 expð22R=LÞ and K and L are
simply constants.

It has been clearly demonstrated that energy
transfer, from pendant aromatic monomer units to
chemically bound acceptor chromophores, can occur
with high efficiency and is influenced significantly by
polymer structure and conformation.

In addition to energy transfer between Dp and A
(being different chemical species), more than one
exchange of excitation energy between chemically
and spectroscopically identical chromophores,
attached by covalent bonds to a polymer chain, can
occur. A single step between identical units is still
termed energy transfer, while more than one such step
in a sequence would constitute intramolecular energy
migration.

Energy migration is a long-range process, thought
to occur via a series of energy transfer steps occurring
between chromophores, either: (i) along the polymer
chain (often the adjacent groups); (ii) across loops in a
single polymer chain; or (iii) across different polymer
chains. The migration continues until either a trap site
is encountered or one of the chromophores excited in
the migration process deactivates spontaneously.
Each step is believed to occur with a probability
defined by the exchange or Förster mechanisms, but
since the energy transfer occurs between donor and
acceptor groups, which are of the same type, the
spectral overlap integral involved in both mechanisms
will usually be small. The distances over which such
energy transfer can occur therefore cannot be large
and typically takes values of ,10–20 Å. It is worth
noting that many authors consider the energy to
migrate as an incoherent exciton (where the term
exciton is used in a much looser sense than is
customary among solid-state physicists).

Long-range energy migration can only occur by
energy transfer from the initially excited chromophore
to ground state chromophores of the same, or lower,
energy. If energy transfer is favorable between one
chromophore and another of the same energy, then
back transfer to the initially excited chromophore is
also highly probable. When there is a change in the
emission and absorption dipole orientations, caused
by rotation of the chromophores relative to one
another on the time-scale of the energy transfer step,
or the transfer is to a chromophore of significantly
lower energy, then the probability of energy transfer
back to the original chromophore might be reduced.
The lower energy chromophores on the polymer
chain may therefore act as ‘traps’ of the excitation
originally absorbed by a higher energy chromophore,
even in the absence of excimer energy trap sites.

Various approaches have been proposed for mod-
eling the kinetics of energy migration. One can
consider the time-dependent nature of each energy
transfer step of the migration process, and introduce a
time-dependent rate coefficient for each step of the
energy migration process, kDDðtÞ: The form for kDDðtÞ
by Sienicki et al., is given by eqn [11], which leads to
nonexponential functions predicted for the ensemble
averaged probability that an originally excited donor
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molecule is still excited at time t :

kDDðtÞ ¼

�
D

n

�
gDcDGð1 2 D=nÞ

�
t

tOD

�D=n21

½11�

where D( ¼ 1, 2, 3) is the dimensionality of the
medium, n( ¼ 6, 8, 10,…) is the order of the
interaction, tOD is the lifetime of the donor fluor-
escence, GðxÞ is the gamma function, gD is a constant
dependent upon D and cD is the donor concentration.

Energy migration has also been considered as a
diffusion-like process, and the Smoluchowski diffu-
sion theory adopted. The rate coefficient for energy
migration, kðtÞEM; is then expressed in a form similar
to the time-dependent rate coefficient for partially
diffusion-controlled reactions (eqn [12]). In this type
of treatment, the rate of change of the concentration
of excited monomer chromophores, 1Mp, is assumed
to be given by eqn [13]:

kðtÞEM ¼ 4pN0
ARDr

h
1 þ RrðpDtÞ21=2

i
½12�

d
	
1Mp



dt

¼ Io 2

 
1

to

þ kðtÞEM

!	1Mp



½13�

In these expressions, to is the reciprocal of the sum
of the rate constants for radiative and nonradiative
deactivation, r is the reaction probability per
collision, R is the interaction distance, and N0

A is
the number density of the energy acceptors or traps
ðN0

A ¼ NCA, with the concentration of acceptors, CA;

in mol cm23). D is the mutual diffusion coefficient
which can be replaced by a migration coefficient, L, R
can be replaced by the Förster critical transfer
distance, Ro; and the reaction probability, r; can be
set to 0.5 (since Ro is the distance at which the
probability of energy transfer is 0.5). This leads to a
simplified expression for kðtÞEM; which can be
substituted into eqn [13], to produce an expression
(eqn [14]) for the monomer decay:

IðtÞ ¼ A exp

 
2

 
1

to

þ 2pN0
ARoL

	1Mp

!

t

2 2N0
AR2

oðpLÞ
1=2	1Mp


 ffiffi
t

p
!

½14�

Yokota and Tanimoto have also developed a
statistical representation of Förster’s theory and
derived an expression for dipole–dipole transfer in
a fluid medium in which the distribution of excited-
state donor and acceptor molecules is determined,
both by diffusion and by the decay and transfer of
the donor excited state. According to the Yokota and
Tanimoto approach, the decay law is approximated

by the expression:

IðtÞ ¼ A exp

(
2t

to

2 2Bd

�
2t

to

�1=2
)

½15�

where d ¼ ½C�
�
½C�o (Co is the critical molar concen-

tration of acceptor molecules given by: ½Co� ¼

3000
�
2p3=2NR3

o; and B is a complex, time-dependent
function given by: B ¼

�
1 þ 10:87x þ 15:5x2

�
1 þ 8:743x

�3=4
with x ¼ Da21=3t2=3; a ¼ R6

o=to and D
is the ‘diffusion coefficient’ representing energy
migration.

Emission depolarization is often exploited in
the study of energy migration in polymers. Only
molecules with some vector component of their
absorption transition dipole lying parallel to the
plane of polarization of the incident radiation, will
absorb incoming radiation. In the absence of angular
motion of the absorbing chromophore within the
lifetime of the excited state, emission from the same
chromophore will also be highly polarized; however,
upon each step in the energy migration process,
some loss of polarization will be incurred (Figure 7).
The extent of depolarization of emission is usually
referred to by the term fluorescence anisotropy, rðtÞ
(eqn [16]):

rðtÞ ¼
IkðtÞ2 I’ðtÞ

IkðtÞ þ 2I’ðtÞ
½16�

The rate of energy migration can be estimated dir-
ectly through observation of the time-dependent decay
of rðtÞ in the absence of other fluorescence depolari-
zing processes, such as molecule rotation (Figure 8).

One of the important properties which character-
izes excitation energy transport in a system of n
identical molecules, which are distributed randomly
in space, is the Green function, Gðr; tÞ: The Green
function can be thought of as the time-dependent
probability offinding an excitation at position r on the
polymer chain at time t. It has been shown that
the overwhelming contribution to fluorescence
polarization is due to fluorescence from the sites that
were initially excited. Thus, Gsðr; tÞ is directly related
to the fluorescence anisotropy if the polarization
memory of secondary excited molecules can be
neglected. The rðtÞ for donor–donor energy transfer
is then given by:

rðtÞ ¼ arrotðtÞG
sðtÞ ½17�

in which rrot describes the anisotropy in the absence of
energy transfer, i.e., in the presence of chromophore
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rotation only, and a is the anisotropy from time-
independent sources of depolarization.

The determination of the functional form of
Gsðr; tÞ; resulting from excitation energy migration
in polymer systems, is a challenging theoretical
problem to which a number of approaches have
been applied. The Gochanour, Anderson and Fayer
approach has had some success in arriving at an
expression for Gsðr; tÞ; represented as the time decay
of emission polarization curves.

Polymeric systems that undergo energy migration,
yet contain no excimer forming or other nonmono-
meric, energy-trapping sites, are rare. In the presence
of singlet energy traps, the problem can be treated as
being analogous to energy transfer (via the Förster
mechanism), following a diffusive process in a similar
manner to that described above.

Fredrickson and Frank have derived expressions
for the temporal decays of the monomer and excimer
fluorescence when one-dimensional electronic singlet

Figure 7 Schematic representation of energy migration. u is the inherent angle between the donor emission (dotted arrow) and acceptor

absorption (solid arrow) transition dipoles of the chromophore (a) orthogonal donor emission and acceptor absorption dipoles – no

energy transfer/migration, emission depolarized only due to u: (b) some vector component of the absorption dipole of the acceptor is

parallel with that of the donor emission dipole – this and subsequent energy transfer steps can occur resulting in loss of emission

polarization.

Figure 8 Temporal decays of r ðtÞ from (a) a polymer in which emission depolarization due to energy migration is complete on ultrafast

time-scales, and (b) a polymer in which the rate of energy migration has been inhibited. Emission collected from polymers in frozen glass

to exclude polymer motion contributions to emission depolarization.
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energy migration is the major excimer-forming
path, and segmental rotation and chromophore
diffusion are considered. The Fredrickson and
Frank model assumes inherently that excimers
are formed predominantly via a nearest-neighbor
mechanism, where rapid energy migration is at
least an order of magnitude faster than any
competing rotationally sampled pathways. The
expressions for the fluorescence decay of both the
monomer, IMðtÞ; and excimer species, IEðtÞ; are
highly nonexponential, with the expression for IMðtÞ
being given by eqn [18]:

IMðtÞ ¼Qfmkmð1 2 qÞ2

£ exp
	
ð4q2W 2 km 2 krotÞt



erfc

	
2qðWtÞ1=2



½18�

In eqn [18], Qfm is the quantum efficiency for
monomer fluorescence and km is a rate constant,
which encompasses the total rate of monomer decay
by radiative and nonradiative pathways in the absence
of energy migration and rotational sampling. Simi-
larly, krot represents the rate at which an excited
monomer is transformed into an excimer by segmental
rotation. The parameter W represents the rate
constant for nearest-neighbor electronic energy trans-
port between the donor (monomer) chromophores,
averaged over both the transition moment orientation
and the interchromophore separation associated with
each dyad.

Energy transfer from pendant aromatic monomer
units to a specific chemically bound acceptor chro-
mophore can occur in some polymers following
energy migration. This phenomenon is known as the
‘antenna effect’, which has commercial applications
such as in the sensitization of photo-oxidation–
reduction, i.e. reactions, in the stabilization of
polymers against photodegradation or in the model-
ing of photosynthesis by light harvesting. The kinetic
behavior of such processes is yet to be modeled
definitively, but the approaches discussed above
(and others) have been used with varying degrees of
success to date.

List of Units and Nomenclature

Ångstrom (Å) 10210 m
chromophore An aromatic molecule that

absorbs (and may emit) light
exciton An excited state localized on a

particular chromophore at any
given time

femtoseconds 10215 s
intermolecular Occurring between molecules

or polymer chains
intramolecular Occurring within a single

molecule or polymer chain
petawatts 1015 W
d-pulse

excitation
Excitation by an infinitely
short laser pulse

See also

Chemical applications of lasers: Non-linear spectro-
scopies. Lasers: Excimer Laser. Optical Parametric
Devices: Optical Parametric Oscillators (Pulsed).
Spectroscopy: Second Harmonic Spectroscopy.
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Introduction

Optical coherence tomography (OCT) is an emerging
imaging technique for a wide range of biological,
medical, and material investigations. OCT was
initially developed for imaging biological tissue
because it permits the imaging of tissue microstruc-
ture in situ, yielding micron-scale image resolution
without the need for excision of a specimen and tissue
processing. OCT is analogous to ultrasound B-mode
imaging except that it uses low-coherence light rather
than sound and performs cross-sectional imaging by
measuring the backscattered intensity of light from
structures in tissue. The OCT image is a gray-scale or
false-color two-dimensional representation of back-
scattered light intensity in a cross-sectional plane. The
OCT image represents the differential backscattering
contrast between different tissue types on a micron
scale. Because OCT performs imaging using light, it
has a one to two order-of-magnitude higher spatial
resolution than ultrasound and does not require
contact with the specimen or sample.

OCTwas originally developed and demonstrated in
ophthalmology for high-resolution tomographic ima-
ging of the retina and anterior eye. Because the eye is
transparent and is optically accessible, it is well suited
for diagnostic OCT imaging. OCT is promising for
the diagnosis of retinal disease because it can provide
images of retinal pathology with 10 micron resol-
ution, almost one order-of-magnitude higher than
previously possible using ultrasound. Recently, OCT
has been applied for imaging in a wide range
of nontransparent tissues. In tissues other than the
eye, the imaging depth is limited by optical attenu-
ation due to scattering and absorption. Ophthalmic

imaging is typically performed at 800 nm wave-
lengths. However, because optical scattering
decreases with increasing wavelength, OCT imaging
in nontransparent tissues is possible using longer near-
infrared wavelengths. In most tissues, imaging depths
of 2–3 mm can be achieved using a system detection
sensitivity of 100 to 110 dB. Imaging studies have
been performed in a wide range of biological, medical,
and surgical specialties including developmental
biology, cardiology, gastroenterology, urology, and
neurosurgery. High-resolution OCT using short
coherence length, short pulsed light sources has also
been demonstrated and axial resolutions less than
2 mm have been achieved. High-speed real-time OCT
at image acquisition rates of 4 to 8 frames per second
have also been demonstrated. OCT has been extended
to perform Doppler imaging of blood flow and
birefringence imaging to investigate tissue injury.
Different imaging delivery systems including trans-
verse imaging catheters and forward imaging devices
have been developed to enable internal body OCT
imaging. Most recently, an OCT catheter has been
combined with endoscope-based delivery to perform
in vivo imaging in animal models and human patients.

This chapter will provide an overview of the OCT
technology, beginning with the basic principles of
operation. Technological advancements over the last
decade have enabled OCT to transition from labora-
tory- to clinical-based imaging. These enabling
advancements will be discussed, followed by repre-
sentative applications in biology, medicine, surgery,
and materials.

Principles of Operation

OCT is based on optical ranging, the high-resolution,
high dynamic range detection of backscattered light.
In contrast to ultrasound, the velocity of light is
extremely high. Therefore, the echo time delay of
reflected light cannot be measured directly and
interferometric detection techniques must be used.
One method for measuring echo time delay is to use
low coherence interferometry or optical coherence
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domain reflectometry. Low-coherence interferometry
was first developed for measuring reflections in fiber
optics and optoelectronic devices.

The echo time delay of reflected light is measured
by using a Michelson-type interferometer (Figure 1).

The light reflected from the specimen or sample is
interfered with light that is reflected from a reference
path of known path length. Interference of the light
reflected from the sample arm and reference arm of
the interferometer can occur only when the optical
path lengths of the two arms match to within the
coherence length of the optical source. As the
reference arm optical path length is scanned, different
echo delays of backscattered light from within the
sample are measured. The interference signal is
detected at the output port of the interferometer,
electronically band-pass filtered, demodulated, digi-
tized, and stored on a computer. The position of
the incident beam on the specimen is typically
scanned in the transverse direction and multiple
axial measurements are performed. This generates a
two-dimensional data array that represents the
optical backscattering through a cross-sectional
plane in the specimen (Figure 2). The logarithm of
the backscatter intensity is then mapped to false-color
or gray-scale and displayed as an OCT image. The
interferometer in an OCT instrument can be
implemented using a fiber optic coupler and beam-
scanning can be performed with small mechanical
galvanometers in order to yield a compact and robust
system (Figure 3).

In contrast to conventional microscopy, the axial
resolution in OCT images is determined by the
coherence length of the light source. The axial point
spread function of the OCT measurement as
defined by the signal detected at the output of the

Figure 2 OCT image generation. The OCT image is typically acquired by performing axial measurements of optical backscatter at

different transverse positions on the specimen and displaying the resulting two-dimensional data set as a gray-scale (or false-color)

image.

Figure 1 Schematic illustrating the concept of low-coherence

interferometry. Using a short coherence-length light source and a

Michelson-type interferometer, interference fringes are observed

only when the path lengths of the two interferometer arms are

matched to within the coherence length of the optical source.

Abbreviations: BS, beam splitter; Dlc, coherence length.
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interferometer is the electric-field autocorrelation of
the source. The coherence length of the light is the
spatial width of the field autocorrelation and the
envelope of the field autocorrelation is equivalent to
the Fourier transform of its power spectrum. Thus,
the width of the autocorrelation function, or the axial
resolution, is inversely proportional to the width of
the power spectrum. For a source with a Gaussian
spectral distribution, the axial resolution Dz is given:

Dz ¼
2ln2

p
·
l2

Dl

where Dz and Dl are the full-widths-at-half-maxi-
mum of the autocorrelation function and power
spectrum respectively and l is the source central
wavelength. Figure 4 illustrates the dependence of the
coherence length (axial resolution) on the bandwidth
of the optical source. To achieve high axial resolution
requires broad bandwidth optical sources. Resolution
is also improved by using shorter wavelengths,
however, shorter wavelengths are scattered and
absorbed more in biological tissue.

The transverse resolution in an OCT imaging
system is determined by the focused spot size in
analogy with conventional microscopy and is
given by:

Dx ¼
4l

p
·
f

d

Where d is the spot size on the objective lens and f is
its focal length. High transverse resolution can be
obtained by using a large numerical aperture and

focusing the beam to a small spot size. The transverse
resolution is also related to the depth of focus or
the confocal parameter 2zR (two times the Raleigh
range).

2zR ¼
pDx2

2l

Thus, increasing the transverse resolution results in a
reduced depth of field. Typically, the confocal
parameter or depth of focus is chosen to match the
desired depth of imaging. Increased resolution may

Figure 4 Dependence of coherence length (axial resolution) on

the bandwidth of the optical source. Curves are shown for imaging

wavelengths of 800 nm, 1300 nm, and 1500 nm. To achieve

micron-scale resolution imaging, broad spectral bandwidths are

necessary.

Figure 3 Schematic representation of an OCT system implemented using fiber optics. The Michelson interferometer is implemented

using a fiber-optic coupler (beam splitter). The sample arm contains a beam-delivery instrument and the reference arm contains a

mechanism for rapidly scanning the optical pathlength. The output of the interferometer is detected with a photodiode, filtered,

demodulated, analog-to-digital (A–D) converted, and processed by a computer.
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also be obtained by using a higher numerical aperture
lens or objective and spatially tracking the focus
through the specimen.

Finally, the detection signal-to-noise is given by the
optical power backscattered from the sample divided
by the noise equivalent bandwidth:

SNR ¼ 10 log

�
h

"v

PSAM

NEB

�

Depending upon the desired signal to noise
performance, incident powers of 5–10 mW are
typically required for OCT imaging of 250–500
square pixel images at several frames per second.
If lower data acquisition speeds or signal-to-noise
can be tolerated, power requirements can be
reduced accordingly.

Technological Developments

Since the inception of OCT in the early 1990s, there
has been rapid technological developments aimed at
improving the imaging resolution, acquisition rate,
and methods for beam delivery to the tissue or
sample. Investigators have also explored other
imaging methods using the principles of OCT to
extract information from the tissue or sample. Some
of these methods have included acquiring optical
Doppler signals from moving scatterers or structures,
obtaining images based on the polarization state of
the returned light, and extracting spectroscopic
information based on the local absorption or
scattering properties of the tissue.

Optical Sources / High-Resolution Imaging

The majority of OCT imaging systems to date have
used superluminescent diodes (SLDs) as low coher-
ence light sources. SLDs are manufactured with a
similar structure to that of laser diodes, but com-
monly end facets are angle-cleaved to suppress lasing.
These device structures do not support oscillation
modes and generate output based on amplified
spontaneous emission, resulting in emission spectra
that are broader than laser diodes. SLDs are
commercially available at a range of wavelengths
including 800 nm, 1.3 mm, and 1.5 mm and are
attractive because they are compact, have high
efficiency, and low noise. However, output powers
are typically limited to only a few milliwatts which
limits fast real-time acquisition rates, and the
available bandwidths are relatively narrow, permit-
ting imaging with 10–15 micron resolution. Recent
advances in short-pulse solid-state laser technology
make these sources attractive for OCT imaging in
research applications. Femtosecond solid-state lasers

can generate tunable, low-coherence light at powers
sufficient to permit high-speed OCT imaging. Short
pulse generation has been achieved across the full
wavelength range in titanium:sapphire (Ti:Al2O3)
from 0.7 mm to 1.1 mm and over more limited tuning
ranges near 1.3 mm and 1.5 mm in chromium:
forsterite (Cr4þ:Mg2SiO4) and chromium:yttrium-
aluminum-garnet (Cr4þ:YAG) lasers, respectively.
OCT imaging with resolutions of 1 mm and 5 mm
has been demonstrated at 800 nm and 1.3 mm
respectively using Ti:Al2O3 and Cr4þ:Mg2SiO4

sources. More compact and convenient sources such
as superluminescent fiber sources, are currently under
investigation. The titanium:sapphire laser technology
is routinely used in multi-photon microscopy
applications for its high peak intensities to enable
multi-photon absorption and subsequent emission of
fluorescence from exogenous fluorescent contrast
agents. Combined OCT and multi-photon micro-
scopy has been used to provide complementary image
data using a single optical source.

Fast Scanning

The short-pulse solid-state laser technology not only
provides broad spectral bandwidths for high-resol-
ution OCT imaging, but also higher output powers to
enable fast real-time OCT imaging. Higher incident
powers are required to maintain equivalent signal-to-
noise ratios when scanning at a faster rate. Linearly
translating a reference arm mirror is problematic at
high rates and provides axial scan frequencies of
approximately 100 Hz, depending on the mirror size
and the translating galvanometer. Several investi-
gators have utilized rotating glass cubes, piezoelectric
modulators, and multi-pass optical cavities to
increase axial scan rates while maintaining scan
ranges of 1–2 mm. An optical delay based on the
principles used in femtosecond pulse shaping has been
demonstrated for OCT. This delay line spectrally
disperses the reference arm beam with a grating. The
dispersed beam is then focused by a lens on to a
rotating mirror mounted on a galvanometer. The
mirror, located in the Fourier-transform plane of the
lens, imparts a wavelength-dependent phase shift on
the light. Subsequently, when re-coupled back into
the interferometer, this phase-shift is equivalent to a
time-delay in the time domain. The use of high-speed
resonant galvanometers has permitted axial scan
rates as high as 8 kHz over scan ranges of several
millimeters. Depending on the image pixel size
(number of axial scans within each image), this scan
rate can provide video-rate OCT imaging (30 frames
per second). An example of high-speed functional
OCT imaging is shown in Figure 5. Images of a
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beating Xenopus laevis (African frog) tadpole were
compared at slow (30 s per image) and at fast (250 ms
per image) acquisition rates. Artifacts due to cardiac
motion were present at slow acquisition rates, but
were minimized with acquisition rates of 4 frames per
second. Functional cardiac parameters could be
measured and high-speed processes such as chamber
and valve function could be visualized in real-time.

Depth-priority scanning, as described above, is
performed by rapidly varying the optical delay in the
reference arm and collecting a single axial scan before
translating the beam laterally and repeating this
depth-scanning. An alternative method for generating
OCT images is with transverse-priority scanning.
This is equivalent to optical sectioning in confocal
and multi-photon microscopy. Three-dimensional
OCT imaging using transverse-priority scanning can
be obtained by stepping the position of the reference
arm mirror after each en face image is acquired. The
OCT images produced from transverse-priority scan-
ning can be correlated with confocal or multi-photon
microscopy images, which are acquired with the same
scanning method. This method can also utilize higher
numerical aperture objective lenses to provide high
transverse resolutions since a large depth of focus is
not needed as in depth-priority OCT scanning. The
combination of OCT with high-numerical aperture
objectives has been termed optical coherence
microscopy.

Doppler Optical Coherence Tomography

Conventional OCT detects the amplitude of the
optical backscatter versus position within the sample.
Doppler OCT is a technique which has been applied
to measuring fluid flow within small capillary tubes
and in vivo vessels in the skin, retina, and heart of
small animal models and humans. This technique is
based on digitally sampling the interference fringes

that are produced from a moving scatterer within the
sample or specimen and determining the Doppler
frequency shift in the signal due to the moving
scatterer. Figure 6 illustrates two- and three-dimen-
sional optical Doppler data for fluid flow through a
cylindrical tube. A two-dimensional cross-sectional
profile of fluid flow through a silicon tube with a
600 mm inner-diameter is plotted in Figure 6. The
acquired data (points) closely match the predicted
profile (line) for these tube dimensions. Below the
plot, one method of obtaining a three-dimensional
fluid flow profile is illustrated. While imaging the tube
in cross-section, the fluid flow velocity was altered
with a perfusion pump. The detection filter band-
width of the OCT electronics served a windowing
function, detecting only flow velocities with frequen-
cies within the detection bandwidth. For an unknown
flow profile, the center frequency of the detection
filter can be shifted to map the flow velocities present
within the sample.

Beam Delivery

The OCT imaging technology is modular in design
and a variety of optical instruments can be used to
deliver the OCT beam to the tissue or sample.
Because OCT is fiber-optic based, single optical fibers
can be used to deliver the OCT beam and collect the
reflected light. The OCT technology can readily be
integrated into existing optical instruments such as
research and surgical microscopes, ophthalmic slit-
lamp biomicroscopes, and hand-held imaging probes.

Imaging penetration is determined by the optical
absorption and scattering properties of the tissue or
specimen. The imaging penetration for OCT ranges
from tens of millimeters for transparent tissues such
as the eye to less than 3 mm in highly-scattering
tissues such as skin. To image highly-scattering
tissues deep within the body, novel beam-delivery

Figure 5 Comparison of slow and fast OCT imaging of a beating Xenopus (African frog) tadpole heart. The OCT image in (a)

was acquired in 30 seconds and shows oscillations and blurring from the beating heart. The image on the right (b) was acquired in

250 ms (4 frames per second), fast enough to capture the anatomy of the heart with minimal motion artifacts. Abbreviations: a, atrium;

ba, bulbous arteriosus; v, ventricle. (Images reprinted with permission from Boppart SA, Tearney GJ, Bouma BE, et al. (1997)

Noninvasive assessment of the developing Xenopus cardiovascular system using optical coherence tomography. Proceedings of the

National Academy of Sciences 94: 4256–4261.)
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instruments have been developed to relay the OCT
beam to the site of the tissue to be imaged. An OCT
catheter has been developed for insertion into
biological lumens such as the gastrointestinal tract.
Used in conjunction with endoscopy, the 1 mm
diameter catheter can be inserted through the work-
ing channel of the endoscope for simultaneous OCT
and video imaging. Minimally-invasive surgical
procedures utilize laparoscopes, which are long,
thin, rigid optical instruments that permit video-
based imaging within the abdominal cavity. Laparo-
scopic OCT imaging has been demonstrated by
passing the OCT beam through the optical elements
of a laparoscope. Deep solid-tissue imaging is
possible with the use of fiber-needle probes. Small
(400 mm diameter) needles housing a single optical
fiber and micro-optic elements can be inserted into
solid tissues and rotated to acquire OCT images.

Recently, microfabricated micro-electro-optical-
mechanical systems (MEOMS) technology has been
used to miniaturize the OCT beam scan mechanism.

Applications

Developmental Biology

OCT has been demonstrated in the field of
developmental biology as a method to perform
high-resolution, high-speed imaging of developing
morphology and function. Cellular-level imaging is
possible, providing a non-invasive technique for
visualizing cellular processes such as mitosis and
migration. Imaging studies have been performed on
several standard biological animal models commonly
employed in developmental biology investigations
including Rana pipiens (Leopard frog), Xenopus laevis

Figure 6 Doppler OCT. A two-dimensional plot of the fluid-flow velocity profile of flowing blood through a 600 mm inner-diameter tube

is shown. Data points acquired using OCT closely follow the theoretical laminar flow profile (line). Two-dimensional Doppler OCT images

of blood flow through the tube are shown below the plot. As fluid flow increases, only fluid-flow velocities within the bandwidth of the

detection electronics are detected. This represents one method by which 3-D fluid flow can be imaged.
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(African frog), and Brachydanio rerio (zebrafish)
embryos and eggs, and the murine (mouse) model.

A series of cross-sectional images acquired in vitro
from the dorsal and ventral sides of a Stage 49 (12
day) Rana pipiens (Leopard frog) tadpole is shown
in Figure 7. Features of internal architectural
morphology are clearly visible in the images. The
image of the eye differentiates structures correspond-
ing to the cornea, lens, and iris. Internal morphology
not accessible in one orientation due to the specimen
size or shadowing effects can be imaged by reorient-
ing the specimen and scanning in the same cross
sectional image plane. With the OCT beam incident
on the ventral side, images of the respiratory tract,
ventricle of the heart, internal gills, and gastro-
intestinal tract were acquired.

These images can be compared with corresponding
histology (Figure 7). Histological images are acquired
by euthanizing the specimen, immersing the specimen
in a chemical fixative, and physically sectioning thin
(2–5 micron-thick) slices using a microtome. The
slices are placed on a microscope slide, selectively
stained to highlight particular features, and viewed
with light microscopy. The correlations between
OCT and histology images are strong, suggesting
that OCT images can accurately represent the in vivo
specimen morphology. The potential exists to repeat-
edly image specimens to quantify organo- and

morphogenesis throughout development. Techno-
logies such as OCT are likely to become increasingly
important in functional genomics, relating genetic
features to the morphology and function in living
specimens.

OCT images represent the optical backscatter
intensity from regions within the tissue or sample.
Because OCT relies on the inherent optical scattering
changes to produce imaging contrast, no exogenous
contrast agents or fluorophores are necessary. This
permits long-term sequential imaging of development
in vivo without loss of specimen viability. Repeated
images of a developing zebrafish embryo within its
egg beginning immediately after fertilization and up
until hatching have been demonstrated without loss
of specimen viability or without developmental
abnormalities. In this example, the zebrafish egg
and embryo were semi-transparent and the use of
OCT significantly complemented observations made
using light microscopy. By imaging subtle differences
in backscattering intensity, interfacial structural
layers millimeters deep within specimens can be
clearly delineated.

Previous OCT images have characterized morpho-
logical features within biological specimens. These
structures are static even though they may have been
acquired from in vivo specimens. In vivo imaging in
living specimens, particularly in larger organisms and

Figure 7 OCT images and corresponding histology of a Stage 49 (12 day) Rana pipiens (Leopard frog) tadpole. OCT images in the

left and middle columns were acquired with the OCT beam incident from the dorsal and ventral sides of the specimen, respectively.

The corresponding histology in the right column illustrates strong correlations between OCT images and the actual tissue

morphology. Abbreviations: ey, eye; g, gills; h, heart; i, intestines; rt, respiratory tract. (Images reprinted with permission from Boppart

SA, Brezinski ME, Bouma BE, et al. (1996) Investigation of developing embryonic morphology using optical coherence tomography.

Dev. Biol. 177: 54–64.)
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for medical diagnostic applications, must be per-
formed at high speeds to eliminate motion artifacts
within the images. Functional OCT imaging is the
quantification of in vivo images which yield infor-
mation characterizing the functional properties of the
organ system or organism. High speed OCT permits
both the positioning and manipulation of specimens
as well as imaging in real time and is a powerful
technology for functional imaging in developmental
biology animal models.

Studies investigating normal and abnormal cardiac
development have been frequently limited by an
inability to access cardiovascular function within the
intact organism. OCT has been demonstrated for the
high-resolution assessment of structure and function
in the developing Xenopus laevis (African frog)
cardiovascular system (Figure 5). The morphology
of the in vivo cardiac chambers is clearly delineated.
Image acquisition rates are fast enough to capture the
cardiac chambers in mid-cycle. With this capability,
images can be acquired at various times during
the cardiac cycle. These frames can be displayed in
real-time to produce a movie illustrating the
dynamic, functional behavior of the developing
heart. OCT, unlike technologies such as computed
tomography and magnetic resonance imaging, pro-
vides high-speed in vivo imaging, allowing quantitat-
ive dynamic activity, such as ventricular ejection
fraction, to be assessed.

Cellular Imaging

Although previous studies have demonstrated in vivo
OCT imaging of tissue morphology, most have
imaged tissue at ,10–15 mm resolutions, which
does not allow differentiation of cellular structure.
The ability of OCT to identify the mitotic activity,
the nuclear-to-cytoplasmic ratio, and the migration
of cells has the potential to not only impact the
fields of cell and developmental biology, but also
impact medical and surgical disciplines for the early
diagnostics of disease such as cancer.

The Xenopus laevis (African frog) tadpole has been
used to demonstrate the feasibility of OCT for high-
resolution in vivo cellular and subcellular imaging.
Many of the cells in this common developmental
biology animal model are rapidly dividing and
migrating during the early growth stages of the
tadpole, providing an opportunity to image dynamic
cellular processes. Three-dimensional volumes of
high-resolution OCT data have been acquired from
these specimens throughout development. From
this 3-D data set, cells undergoing division were
identified and tracked in three dimensions. In a similar
manner, 3-D data sets were acquired to track single

melanocytes (neural crest cells) as they migrated
through the living specimens. The ability of OCT to
characterize cellular processes such as mitosis and
migration not only are of interest in cell and
developmental biology, but also have relevance for
cancer diagnostics and tumor metastasis.

An example of cellular-level OCT imaging in these
specimens is shown in Figure 8. This composite image
(0.83 £ 1 mm, 1800 £ 1000 pixels) was acquired
using a titanium:sapphire laser with a broad band-
width (,260 nm). The axial and transverse resolu-
tion in this image is 1 mm and 5 mm, respectively (see
Figure 4). Because the high transverse resolution
reduced the depth-of-focus to 49 mm, separate OCT
images were first acquired with the focus at different
depths within the specimen. These images were then
assembled to produce the composite image shown in
Figure 8. This type of image construction is similar to
C-mode ultrasound. Cellular features including cell
membranes, nuclei, and nuclear morphology are
clearly observed.

Medicine – Imaging Barrett’s Esophagus

OCT performs in situ imaging and has the potential to
be used as a screening technique of early pathological
changes in patients. OCT imaging has the potential to
be a general diagnostic in many organ systems,

Figure 8 Cellular-level OCT imaging using a broad bandwidth

titanium:sapphire laser. Axial and transverse image resolutions

are 1mm and 5 mm, respectively, enabling the visualization of cell

membranes, nuclear morphology, and sub-cellular organelles.

Cellular processes such as mitosis and migration can be

visualized in real-time in living specimens. (Image reprinted with

permission from Drexler W, Morgner U, Kartner FX, et al. (1999)

In vivo ultrahigh resolution optical coherence tomography. Optics

Letters 24: 1221–1223.)
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particularly where current methods of screening by
excisional biopsy are limited. Barrett’s esophagus is a
condition where the cells of the distal esophagus
undergo a metaplastic change, resembling cells of the
lower gastrointestinal tract. This condition is believed
to be caused by chronic gastroesophageal reflux.
Several studies have demonstrated that Barrett’s
esophagus is associated with a 30–125 times
increased risk of developing adenocarcinoma. For
this reason, endoscopic surveillance of Barrett’s
epithelium every 12–18 months is recommended.
Endoscopic screening currently involves random four-
quadrant biopsies every 1–2 cm along the length of
suspect mucosa. However, excisional biopsy is prone
to sampling errors and small foci of carcinoma or
dysplasia may be missed. Because of the imprecision
and high cost associated with screening, new methods
are being developed to assess patients at increased
risk. Endoscopic ultrasound catheters have been
used for imaging the gastrointestinal tract with
50–100 mm resolution. However, these resolutions
are insufficient to resolve early epithelial changes that
occur in Barrett’s esophagus and the pre-malignant
changes that lead to adenocarcinoma of the
esophagus.

The ability of OCT to differentiate normal and
pathologic tissue is a central question being addressed
by many research groups. Comparisons with

histology show good correlations between OCT
images and histological findings. The image resol-
ution of conventional OCT (10–15 mm) is sufficient
to differentiate architectural but not cellular
morphology. Still, endoscopic OCT resolution can
differentiate normal from Barrett’s epithelium in real-
time based on differences in epithelial architecture.
Crypt- and gland-like structures that disrupt the
relatively uniform layers of squamous epithelium
can be readily identified, enabling differentiation
between normal and Barrett’s epithelium (Figure 9).
The ability to differentiate normal from Barrett’s
epithelium suggests that the OCT technology could be
used for screening applications.

Oncology – Identifying Tumors and Tumor Margins

OCT has been used to differentiate between the
morphological structure of normal and cancerous
tissue for a wide-range of tumors. The use of OCT to
identify tumors and tumor margins in situ will
represent a significant advancement for medical or
image-guided surgical applications. OCT has been
demonstrated for the detection of brain tumors and
their margins with normal brain parenchyma, sugge-
sting a role for guiding surgical resection. A hand-held
surgical imaging probe was constructed for this
application. The compact and portable probe
permits OCT imaging within the surgical field while

Figure 9 Endoscopic OCT imaging in humans. An OCT catheter was inserted down the working channel of an endoscope. Guided by

video imaging, regions of normal and Barrett’s esophagus were imaged. Corresponding biopsy histology is shown. OCT can

identify Barrett’s esophagus by the presence of gland- and crypt-like structures (arrows). (Images reprinted with permission from Li XD,

Boppart SA, Van Dam J, et al. (2000) Optical coherence tomography: advanced technology for the endoscopic imaging of Barrett’s

esophagus. Endoscopy 32: 921–930.)
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the OCT instrument can be remotely located in the
surgical suite.

Figure 10 shows a specimen of outer human
cerebral cortex with metastatic melanoma. The
OCT images in Figure 10a,b were acquired through
the tumor. These original images were threshold
segmented to identify regions of high backscatter
within the tumor. The original images were then
overlaid with the segmented data and are shown in
Figure 10c,d. The OCT images show increased
optical backscattering in the region of the larger
tumor (arrows). Smaller tumor lesions also appear
within the image (arrows). A shadowing effect is
observed below each tumor site due to the increased
optical backscatter and the subsequent loss of optical
power penetrating beneath the tumor. In Figure 10a,c,
the boundary of the tumor can be identified. In
Figure 10b,d, the tumor is identified below the surface
of normal cortex. The histology in Figure 10e,f
confirms the presence and relative size of the tumor.

The image resolutions used to acquire the images in
Figure 10 were as high as 16 mm, higher than any
current ultrasound, CT, or MRI intraoperative
imaging technique. This allowed the tumor-cortex
interface and the extent of tumor below the surface to
be defined with high resolution. At higher imaging
resolutions, it may be possible to image individual
tumor cells which have migrated away from the
central tumor. OCT represents a new high-resolution
optical imaging technology that has the potential
for identifying tumors and tumor margins on the
micron scale and in real-time. OCT offers imaging
performance not achievable with current imaging
modalities and may contribute significantly toward
the surgical resection of neoplasms.

Image-Guided Surgery

The repair of vessels and nerves is necessary to restore
function following traumatic injury. Although the
repair of these sensitive structures is performed with
the aid of surgical microscopes and loupes to magnify
the surgical field, surgeons are limited to the en face
view that they provide. A technique capable of
subsurface, three-dimensional, micron-scale imaging
in real-time would permit the intraoperative moni-
toring of microsurgical procedures. The capabilities
of OCT for the intraoperative assessment of
microsurgical procedures have been demonstrated.
High-speed OCT imaging was integrated with a
surgical microscope to performed micron-scale three-
dimensional imaging on microsurgical specimens.

OCT has been used to image in vitro peripheral
nerves and identify individual fascicles. Longitudinal
tracking of the spatial orientation of rabbit periph-
eral nerve fascicles is demonstrated in Figure 11.
Representative cross-sectional images of the periph-
eral nerve are shown in Figure 11a–d. For each slice,
one fascicle was manually segmented, colored white,
and tracked through the acquired volume of data.
Forty images at 100 mm spacing were assembled for
the 3-D projections shown in Figure 11e,f. The
horizontally- and vertically-rotated projections of the
peripheral nerve dramatically reveal the twisted path
of the segmented fascicle along the longitudinal axis
of the nerve. In addition, a branch in an unsegmented
fascicle is observed in Figure 11f. The use of OCT to
acquire multiple cross-sectional images and three-
dimensionally reconstruct the peripheral nerve offers
the opportunity to determine the relative diameters
of individual fascicles and to longitudinally track
their spatial orientation. OCT may also be useful at
identifying and grading the degree of injury in nerves
during surgical repair. These results have shown how
2-D OCT images and 3-D OCT projections can

Figure 10 Cancer diagnostics. OCT imaging was used to image

metastatic melanoma in an ex vivo specimen of human cortex

(brain). Raw OCT images (a,b) were threshold-segmented (c,d) to

highlight regions of increased optical backscatter and to identify

tumormargins. OCT images correlatewell with histological findings

(e,f). (Images reprinted from BoppartSA, BrezinskiME,Pitris C and

Fujimoto JG (1998) Optical coherence tomography for neurosurgi-

cal imaging of human intracortical melanoma. Neurosurgery 43:

834–841, with permission from Lippincott Williams and Wilkins.)
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provide diagnostic feedback to assess microsurgical
anastomoses. This previously unavailable diagnostic
ability offers the potential to directly impact and
improve patient outcome by incorporating high-
speed, high-resolution intraoperative image-guidance
during microsurgical procedures.

Surgical intervention requires visualization to
identify tissue morphology, precision to avoid sensi-
tive tissue structures, and continuous feedback to
monitor the extent of the intervention. OCT may
provide the technological advancements to improve
the operative procedure. The feasibility of OCT to
perform image-guided surgical intervention has been
investigated. OCT has been used to monitor laser
ablation therapy in real-time and may enable more
precise control of laser delivery. An argon-laser
ablation sequence of fresh ex vivo rat rectus
abdominis muscle is shown in Figure 12. A pair of
blood-filled vessels were located 1.5 mm below the

tissue surface and centered within the OCT image.
Because blood has a higher absorption coefficient
than muscle at the 514 nm argon laser wavelength,
coagulation and thermal heating of the blood
occurred prior to thermal damage to the overlying
tissue. The accompanying histology reveals both the
thermally-damaged overlying tissue and coagulated
blood present within the vessel pair.

These examples demonstrate the use of OCT for
guiding and monitoring surgical intervention. The
laser is only a representative interventional surgical
technique for a wide range of instruments and
techniques including scalpels, electrosurgery, radio-
frequency, microwaves, and ultrasound ablation.
OCT imaging was performed at 8 frames per
second, fast enough to capture dynamic changes in
the optical properties of the tissue during thermal
ablation. These image sequences provided interest-
ing insight into ablation mechanisms for a variety of
tissue types. OCT can monitor the extent of
thermal injury below the surface of the tissue by
imaging the changes in optical backscatter. OCT
imaging can therefore provide empiric information
for dosimetry to minimize the extent of collateral
injury. The use of OCT for guiding surgical
interventions has the potential to improve intrao-
perative monitoring and more effectively control
interventional procedures.

Materials

While the majority of OCT applications have been in
the fields of biology and medicine. OCT has also been
demonstrated in the non-biological areas of materials
investigation, optical data storage, and microfluidic
devices. The highly-scattering or reflecting optical
properties of many materials prohibits deep imaging
penetration using OCT. Many material defects,
however, originate near the surface or at interfacial
boundaries, making the use of OCT a possibility for
inspection and quality control. OCT has been used to
identify subsurface defects in ceramics and polymer
composites. The optical ranging capabilities of OCT
through scattering materials has been utilized for
increasing the data storage capacity by assembling
multiple layers of optically-accessible data.

The advancement of microfabrication techniques
has led to increasingly complex microfluidic and
bioMEM (biological micro-electro-mechanical)
systems. Microstructures within microfluidic systems
range from 10–1000 mm, within both the imaging
depth and resolution of OCT. In addition, microfluidic
systems are typically fabricated from transparent or
semi-transparent substrates, facilitating imaging
penetration to deeper three-dimensional features.

Figure 11 OCT image-guided microsurgery. Multiple cross-

sectional OCT images were acquired through a resected rabbit

peripheral nerve (a–d). A singlenerve fascicle (f) was identifiedand

segmented longitudinally along the length of the nerve. Three-

dimensional reconstruction projections of the nerve in (e,f) reveal

the tortuous path of the segmented fascicle as well as reveal

a bifurcation (b). Intraoperative OCT can guide surgical repair

and potentially identify regions of damaged tissue. (Images

reprinted from Boppart SA, Bouma BE, Pitris C, et al. (1998)

Intraoperativeassessmentofmicrosurgery with three-dimensional

optical coherence tomography. Radiology 208: 81–86, with

permission from the Radiology Society of North America.)
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OCT is not only capable of imaging three-dimensional
microstructures at micron-scale resolutions, but is also
capable of obtaining dynamic functional data from
microfluidic systems. Microfluidic devices made
from polymeric materials are attractive since they
provide flexibility in the design of the channels, can
be manufactured in large volumes, and are mostly
bio-compatible. A three-dimensional imaging tech-
nique, such as OCT, will be instrumental in the
analysis of these devices and the monitoring of device
performance.

Conclusions

The capabilities of OCT offer a unique and informa-
tive means of imaging biological specimens and non-
biological samples. The non-contact nature of OCT
and the use of low-power near-infrared radiation for
imaging causes few harmful effects on living cells or
damage to materials. OCT imaging does not require
the addition of fluorophores, dyes, or stains in order
to improve contrast in images. Instead, OCT relies on

the inherent optical contrast generated from vari-
ations in optical scattering and index of refraction.
These factors permit the use of OCT for extended
imaging over the course of hours, days, or weeks.
OCT permits the cross-sectional imaging of tissue
and samples and enables in vivo structure to be
visualized in opaque specimens or in specimens
too large for high-resolution confocal or light
microscopy.

Imaging at cellular and subcellular resolutions with
OCT is an important area of ongoing research. The
Xenopus (African frog) developmental animal model
has been commonly used because its care and
handling are relatively simple while allowing cells
with a high mitotic index to be assessed. Many of the
cells observed were as large as 100 mm in diameter,
but ranged in size down to a few microns, below the
resolution of most OCT systems. Imaging human cells
in vivo remains a challenge since differentiated
human cells are 10 to 20 microns in size, too small
for most OCT systems. With further advances in
OCT technology, improved discrimination and

Figure 12 OCT image-guided laser ablation. High-speed OCT image sequence of argon-laser ablation of blood vessels in ex vivo rat

muscle tissue. Thermal heating within the blood vessels (arrows, 0.0–0.5 s) induces coagulation prior to injury to superficial muscle

tissue (0.6–1.0 s). Accompanying histology shows coagulated blood within the vessels.
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imaging of more detailed structures should be
possible. New laser sources at other wavelengths in
the near-infrared can enhance tissue contrast as well
as potentially provide functional information since
tissue scattering and absorbance properties in speci-
mens are wavelength dependent. Short coherence
length short pulse laser sources have been used to
achieve higher axial resolutions on the order of 1 to
3 microns. Unfortunately, unlike superluminescent
diode source, these high-speed and high-resolution
systems utilize femtosecond lasers that are rela-
tively complex and costly. Developing compact and
portable optical sources at near-infrared wavelengths,
broad spectral bandwidths, and high output powers is
an area of active research.

Optical coherence tomography provides high-
resolution morphological, functional, and cellular
information of biological, medical, and material
specimens and samples. OCT represents a multi-
functional investigative tool that not only comp-
lements many of the existing imaging technologies
available today, but also is poised to become a major
optical imaging modality.

List of Units and Nomenclature

Cr4þ:Mg2SiO4 chromium:forsterite
Cr4þ:YAG chromium:yttrium-aluminum-

garnet
CT computed tomography
d beam diameter
f focal length
MRI magnetic resonance imaging
NEB noise equivalent bandwidth
OCT optical coherence tomography
PSAM power from sample
SNR signal-to-noise ratio
SLD superluminescent diode
Ti:Al2O3 titanium:sapphire
zR Rayleigh range
3-D three-dimensional
Dx transverse resolution
Dl spectral bandwidth
Dz axial resolution
h quantum efficiency
l center wavelength

See also

Coherence: Coherence and Imaging; Overview. Coher-
ent Lightwave Systems. Interferometry: Overview.
Fiber and Guided Wave Optics: Optical Fiber Cables.

Imaging: Imaging Through Scattering Media; Interfero-
metric Imaging. Terahertz Technology: Coherent Ter-
ahertz Sources. Tomography: Tomography and Optical
Imaging. Microscopy: Confocal Microscopy; Imaging
multiple Photon Fluorescence Microscopy; Overview.
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Introduction

‘Tomos’ means section, in Greek. A tomogram is a
sectional image of the internal structure of a three-
dimensional object. One of the challenges for tomo-
graphic imaging of biological tissue using visible or
near-infrared light is tissue optical scattering. When
photons propagate inside a tissue, they undergo
multiple scattering. The mean free path of photons
in the skin, for example, is 5 mm. If one focuses the
light 1 mm below the skin surface, most photons
undergo multiple scattering and never reach the
target point. Less than one out of a million photons
will be able to reach the target, undergo a single
backscattering, and return to the detector (Figure 1).
Most photons that are backscattered and reach the
detector are multiple scattered photons that carry
little information on the target point. The challenge
for tomographic imaging of tissues is to separate the
single backscattered photons, that carry information
about the target point, from multiple scattered
photons.

Several optical tomography techniques have been
developed. Each uses different techniques to discrimi-
nate the multiple scattering photons from the mini-
mally scattered photons for imaging constructions.
The confocal microscope, for example, uses a spatial
filtering technique to reject multiple scattering
photons because multiple scattered photons are
more spread out in their angular distribution than
the minimally scattered photons. Time-of-flight ima-
ging uses a time gating technique to discriminate
diffuse photons because single backscattered photons
arrive earlier than diffuse photons. Optical coherence
tomography (OCT) uses coherent gating to discrimi-
nate single scattered photons from multiple scattered
photons. These gating techniques provide good
discrimination of minimally scattered photons from
multiple scattered photons and can form high-
resolution sectional images, albeit with a limited
imaging depth. Diffuse photons can propagate deep
into the tissue and these photons can also be used for
optical tomography. If a modulated photon density
wave is propagated inside the tissue, the scattering
and absorption properties of the tissue will modulate
the phase and amplitude of the photon density wave.
However, the resolution of optical tomography, based

on diffuse photons, is usually much lower than that of
the tomography constructed from single or minimally
scattered photons. Three of the most important
parameters for optical tomography are contrast,
spatial resolution, and image depth.

Most optical tomography uses absorption, scatter-
ing, and fluorescent properties of materials as
contrast. OCT, for example, uses variations in tissue
scattering as contrast for tomographic imaging.
However, in many instances, and especially during
the early stages of disease, the change in tissue
scattering properties between normal and diseased
tissues is small and difficult to measure. One of the
great challenges for extending applications of OCT
is to find more contrast mechanisms that can
provide physiological information in addition to
morphological structure. This article will focus on
optical tomography technologies that use nonconven-
tional contrast mechanisms to obtain tomographic
images. These include optical Doppler tomography
(ODT), optical polarization tomography, and optical
second-harmonic tomography. These optical tomo-
graphy technologies are extensions of OCT with
contrast mechanisms that can provide physiological
information, in addition to morphological structure.
ODT, also known as Doppler OCT, combines
the Doppler principle with OCT to obtain high-
resolution tomographic images of tissue structure and
blood flow simultaneously. Optical polarization
tomography, also known as polarization sensitive
OCT (PS-OCT), combines polarization sensitive

Figure 1 Optical imaging in scattering media.
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detection with OCT, to determine tissue birefrin-
gence. Optical second-harmonic tomography, also
known as second-harmonic optical coherence tomo-
graphy (SH-OCT), combines second-harmonic
generation (SHG) with coherence gating to obtain
images with molecular contrast. These functional
extensions of OCT provide clinically important
information on tissue physiology, such as tissue
blood perfusion, oxygen saturation, hemodynamics,
and structural remodeling. Each provides several
potential clinical applications, such as vasoactive
drug screening, tissue viability and burn depth
determination, tumor angiogenesis studies, tumor
diagnosis, bleeding ulcer management, and ocular
pathology evaluation.

Optical Doppler Tomography

ODT combines the Doppler principle with OCT to
obtain high-resolution tomographic images of static
and moving constituents in high scattering media.
When light backscattered from a moving particle
interferes with the reference beam, a Doppler

frequency shift (fD) occurs in the interference fringe:

fD ¼
1

2p
ðks 2 kiÞ · v ½1�

where ki and ks are wavevectors of incoming and
scattered light, respectively, and v is the velocity
vector of the moving particle (Figure 2). Since ODT
measures the backscattered light, assuming the angle
between flow and sampling beam is u, the Doppler
shift equation is simplified to:

fD ¼
2V cos u

l0

½2�

where l0 is the vacuum center wavelength of the light
source.

The optical system of ODT is similar to that of
OCT. The primary difference is in signal processing.
Figure 3 illustrates an ODT instrument that uses a
fiber optic Michelson interferometer with a broad-
band light source. Light from a broadband partial
coherence source is coupled into a fiber interfero-
meter by a 2 £ 2 fiber coupler and then split equally
into reference and target arms of the interferometer.
Light backscattered from the turbid sample is coupled
back into the fiber and forms interference fringes with
the light reflected from the reference arm. A rapid-
scanning optical delay line is used for group delay and
axial scanning. Because this delay line can decouple
the group delay from the phase delay, an electro-
optical phase modulator is introduced to produce a
stable carrier frequency. The interference fringe
intensity signal is amplified, bandpass filtered, and
digitized with a high-speed analog-to-digital conver-
ter. The signal processing is carried out at the same
time as data are transferred to the computer, and real-
time display can be accomplished with the use of a
digital signal processing board.

To understand the signal processing of ODT, let us
look at the fringe signal due to the moving particles.

Figure 3 Schematic of ODT system consists of a fiber-based Michelson interferometer with a partially coherent light source.

Figure 2 Schematic of flow direction and probe beam angle.

TOMOGRAPHY / Tomography and Optical Imaging 207



If we denote UðtÞ as a complex-valued analytic signal
of a stochastic process representing the field ampli-
tude emitted by a low coherent light source and �UðnÞ

as the corresponding spectral amplitude at optical
frequency n, the amplitude of a partially coherent
source light coupled into the interferometer at time t,
is written as a harmonic superposition:

UðtÞ ¼
ð1

0

�UðnÞe2pint dn ½3�

Because the stochastic process of a partially
coherent light source is stationary, the cross spectral
density of �UðnÞ satisfies:

k �UpðnÞ �Uðn 0Þl ¼ S0ðnÞdðn2 n 0 Þ ½4�

where S0(n) is the source power spectral density, and
dðn2 n 0Þ is the Dirac delta function. Assuming that
light couples equally into the reference arm and
sample arm with spectral amplitude of �U0ðnÞ; the light
coupled back to the detector from the reference,
�UrðnÞ; and sample, �UsðnÞ; are:

�UrðnÞ ¼ e2p in ð2LrþLdÞ=cKrðnÞe
iar �U0ðnÞ ½5�

�UsðnÞ ¼ e2p in ð2LsþLdÞ=cKsðnÞe
ias �U0ðnÞ ½6�

where Lr and Ls are the optical pathlengths from the
beamsplitter to the reference mirror and sample,
respectively; Ld is the optical pathlength from
the beamsplitter to the detector; and KrðnÞe

iarðnÞ and
KsðnÞe

iasðnÞ are the amplitude reflection coefficients
of light backscattered from the reference mirror and
turbid sample, respectively.

The total power detected at the interferometer
output is given by a time-average of the squared
light amplitude:

PdðtÞ ¼ klUsðtÞ þ Urðt þ tÞl2l ½7�

where t is the depth scan time delay. Combining
harmonic expansions for Us(t) and Ur(t) and applying
eqn [4] when calculating the time-average, the total
power detected is a sum of three terms representing
reference (Ir), sample (Is), and the interference fringe
intensity ðGODTðtÞÞ:

PdðtÞ ¼
ð1

0

�
PrðnÞ þ PsðnÞ þ PODTðnÞ

�
dn

¼ Ir þ Is þ GODTðtÞ ½8�

with

PrðnÞ ¼ S0ðnÞlKrðnÞl
2

½9�

PsðnÞ ¼ S0ðnÞlKsðnÞl
2

½10�

PODTðnÞ ¼ 2S0ðnÞKrðnÞKsðnÞ

£cos
�
2pn ðDd=cþtÞþasðnÞ2arðnÞ

�
½11�

and

Ir ¼
ð1

0
PrðnÞdn ½12�

Is ¼
ð1

0
PsðnÞdn ½13�

GODTðtÞ ¼
ð1

0
PODTðnÞdn ½14�

When there is a moving particle, light scattered
from this particle is equivalent to a moving phase
front; therefore, Dd in eqn [11] can be written as:

Dd ¼Dþ2 �nVzt ½15�

where D is the optical pathlength difference between
light in the sampling and reference arms; Vz is the
velocity of a moving particle parallel to the probe
beam; and �n is the refractive index of flow media.

To simplify the computation, we assume as and ar

are constants over the source spectrum and can be
neglected. The spectral domain fringe signal, PODTðnÞ;

is simplified to:

PODTðnÞ ¼ 2S0ðnÞKrðnÞKsðnÞ

£ cos
�
2pn

�
ðDþ 2 �nVztÞ=c þ t

��
½16�

The corresponding time domain signal, GODTðtÞ; is
given by:

GODTðtÞ ¼ 2
ð1

0
S0ðnÞKrðnÞKsðnÞ

£ cos
�
2pn

�
ðDþ 2 �nVztÞ=c þ t

��
dn ½17�

A comparison of eqns [16] and [17] shows that
there is a Fourier transformation relation between
spectral domain and time domain signals. Conse-
quently, there are two methods to acquire the ODT
signal: the time domain method and the spectral
domain method.

In the time domain method, a delay line is
incorporated in the reference arm to generate a
delay. A spectrogram analysis or phase-resolved
algorithm is then used to determine the Doppler
frequency shift. In the spectral domain method, the
reference mirror is fixed, and there is no depth scan
ðt ¼ 0Þ: The spectral domain fringe signal, PODTðnÞ; is
obtained either by a spectrometer at the detection
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arm, or by a frequency sweeping light source. The
time domain signal, GODTðtÞ; is determined from the
spectral domain signal by a Fourier transformation.

Spectrogram Method

The spectrogram method uses time–frequency anal-
ysis to calculate the Doppler shift. Signal processing
algorithms to obtain structural and velocity images
from recorded temporal interference fringe intensity
using the spectrogram method, are illustrated in
Figure 4.

The spectrogram is an estimate of the power
spectrum of the temporal interference fringe intensity
ðGODTðti; fjÞÞ in the ith time delay window. The power
spectrum of the temporal interference fringe at the ith
pixel, corresponding to time delay ti in the structural
and velocity images, is calculated by a short-time fast
Fourier transformation (STFFT) or a wavelet trans-
formation:

ĜODTðti; fmÞ ¼ lSTFFTðfm;GODTðtÞÞl
2

½18�

where fm is the discrete frequency value. A tomo-
graphic structural image is obtained by calculating
the value of the power spectrum at the phase
modulation frequency ðf0Þ: Fluid flow velocity is
determined from the Doppler frequency shift ðfDÞ;

which is the difference between the carrier frequency
established by the optical phase modulation ðf0Þ and
the centroid ðfcÞ of the measured power spectrum at
the ith pixel:

VODTðiÞ ¼
l0fD

2 �n cos u
¼

l0ðfc 2 f0Þ

2 �n cos u
½19�

where we have assumed, ks ¼ 2ki and u is the angle
between ki and v. The centroid of the measured power
spectrum is determined by:

fc ¼
X
m

fmĜODTðti; fmÞ
.X

m

ĜODTðti; fmÞ ½20�

Figure 5 shows the in vivo structural and blood
flow images from a chick chorioallantoic membrane.
The lumen wall, chorion membrane, and yolk sac
membrane are observed in structural image (a). In
the velocity image (b), static regions ðV ¼ 0Þ appear
dark, while blood flowing at different velocities

appears as different brightnesses on the gray scale.
The velocity profile taken from a horizontal cross-
section passing through the center of the vessel is
shown in (c).

Phase-Resolved ODT Method

Although spectrogram methods allow simultaneous
imaging of in vivo tissue structure and flow
velocity, the velocity sensitivity is limited for
high-speed imaging. When STFFT or wavelet
transformation is used to calculate flow velocity,
the resolution is determined by the window size of
the Fourier transformation for each pixel. The
minimum detectable Doppler frequency shift, fD;

varies inversely with the STFFT window size.
Because pixel acquisition time is proportional to
the STFFT window size, the image frame rate is
limited by velocity resolution. Furthermore, spatial
resolution is also proportional to the STFFT
window size. Therefore, a large STFFT window
size increases velocity resolution while decreasing
imaging speed and spatial resolution. This coupling
between velocity sensitivity, spatial resolution, and
imaging speed prevents the spectrogram method
from achieving simultaneously both high imaging
speed and high velocity sensitivity, which are
essential for measuring flow in small blood vessels
where flow velocity is low.

Phase-resolved ODT overcomes the compromise
between velocity sensitivity and imaging speed by
using the phase change between sequential scans to
construct flow velocity images. The phase infor-
mation of the fringe signal can be determined
from the complex analytical signal ~GðtÞ; which is
determined through analytic continuation of the
measured interference fringe function, GðtÞ; using a
Hilbert transformation:

~GðtÞ ¼ GðtÞ þ
i

p
P
ð1

21

GðtÞ

t2 t
dt ¼ AðtÞeifðtÞ ½21�

where P denotes the Cauchy principle value, i is the
complex number, and A(t) and fðtÞ are amplitude and
phase of ~GðtÞ; respectively. Because the interference
signal GðtÞ is quasi-monochromatic, the complex

Figure 4 Signal processing algorithms for ODT structural and velocity images.
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analytical signal can be determined by:

~GðtÞ ¼2
ð1

0

ðt

0
Gðt0Þ expð22pivt0Þdt0

£ expð2pivtÞdv ½22�

where t is the time duration of the fringe signal in
each axial scan.

The Doppler frequency shift ðfnÞ at nth pixel in
the axial direction is determined from the average
phase shift between sequential A-scans. This can be
accomplished by calculating the phase change of
sequential scans from the individual analytical
fringe signal:

fn ¼
Df

2pT
¼

1

2pT

XnM

m¼ðn21ÞM

XN
j¼12

4tan21

0
@ Im ~Gjþ1ðtmÞ

Re ~Gjþ1ðtmÞ

1
A2 tan21

0
@ Im ~GjðtmÞ

Re ~GjðtmÞ

1
A
3
5
½23�

Alternatively, the phase change can also be
calculated by the cross-correlation method:

fn ¼
1

2pT
tan21

0
BBBBBBB@

Im

2
4 XnM

m¼ðn21ÞM

XN
j¼1

~GjðtmÞ · ~Gp
jþ1ðtmÞ

3
5

Re

2
4 XnM

m¼ðn21ÞM

XN
j¼1

~GjðtmÞ · ~Gp
jþ1ðtmÞ

3
5

1
CCCCCCCA

½24�

where ~GjðtmÞ and ~Gp
j ðtmÞ are the complex signals at

axial time tm corresponding to the jth A-scan and
its respective conjugate; ~Gjþ1ðtmÞ and ~Gp

jþ1ðtmÞ are
the complex signals at axial time tm corresponding
to the next A-scan and its respective conjugate;
M is an even number that denotes the window size
in the axial direction for each pixel; N is the
number of sequential scans used to calculate the
cross correlation; and T is the time duration
between A-scans. Because T is much longer than
the pixel time window within each scan used in the
spectrogram method, high-velocity sensitivity can
be achieved.

Phase-resolved ODT decouples spatial resolution
and velocity sensitivity in flow images and increases
imaging speed by more than two orders of magnitude,
without compromising spatial resolution and velocity
sensitivity. In addition, because two sequential A-line
scans are compared at the same location, speckle
modulations in the fringe signals cancel each other
and, therefore, will not affect the phase difference
calculation. Consequently, the phase-resolved method
reduces the speckle noise in the velocity image.
Furthermore, if the phase difference between sequen-
tial frames is used, the velocity sensitivity can be
further increased. Real-time imaging with velocity
sensitivity on the order of 10 mm/s has been
demonstrated.

In addition to digital processing of the fringe
signal using Hilbert transformation, the com-
plex analytical signal can also be achieved through
hardware implementation. Optical Hilbert trans-
formation using polarization optics has been
implemented for real-time phase-resolved ODT
imaging. Real-time ODT imaging using hardware
demodulation of the ODT signal has also been
demonstrated.

Spectral Domain Phase-Resolved ODT Method

A schematic diagram of a spectral domain ODT
system is shown in Figure 6. The signal from the
Michelson interferometer is directly coupled to a

Figure 5 ODT images of in vivo blood flow in a CAM vein.

(a) Structural image, (b) velocity image, and (c) velocity profile

taken from a horizontal cross-section passing through the center

of the vein, where the open circles are experimental data and the

solid line is a parabolic fit. Reproduced with permission from

Chen Z, MilnerTE, Srinivas S, Wang XJ, Malekafzali A, van

Gemert MJC and Nelson JS (1997) Noninvasive imaging of

in vivo blood flow velocity using optical doppler tomography.

Optics Letters 22: 1119–1121.
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spectrometer that records the spectral fringe pattern,
PODTðnÞ: The temporal interference fringe can be
calculated by a Fourier transformation of the spectral
fringe pattern (eqn [17]). The Doppler shift can then
be determined from the phase shift between sequen-
tial scans using the phase-resolved ODT algorithm
(eqns [23] and [24]).

Spectral domain phase-resolved ODT has the
advantage that no optical delay line is required. In
addition, the spectral domain method can achieve
high signal to noise ratio over time domain ODT.
Since parallel detection can be implemented with a
high-speed spectrometer, high-speed imaging acqui-
sition is possible. Finally, because the dynamic
range of the phase-resolved ODT depends on the
speed of the line scans, spectral domain ODT has
the advantage in terms of imaging speed and
velocity dynamic range.

Transverse Flow Velocity and Doppler Angle
Determination

One of the limitations of using the Doppler shift to
determine the flow is that the technique is only
sensitive to longitudinal flow velocity (Figure 2). If
one knows the flow direction, Doppler shift
measurement can fully quantify the flow. However,
in many biological cases, where flow direction is
not known, Doppler shift measurement alone is not
enough to fully quantify the flow. Furthermore,
there are many clinical cases, such as ocular
bloodflow, where vessels are in the plane perpen-
dicular to the probing beam. When flow direction
is perpendicular to the probing beam, the Doppler
shift is not sensitive to transverse bloodflow ðVTÞ:

Therefore, a method to measure transverse flow
velocity is essential.

Standard deviation of the Doppler spectra can be
used to determine the transverse flow. The tech-
nique is based on the fact that ODT imaging uses a
relatively large numeric aperture lens in the

sampling arm. The beam from different sides of
the edges will produce different Doppler shifts, f1

and f2; as indicated in Figure 7. Consequently, the
Doppler spectra will be broadened by the trans-
verse flow. If the incident beam has a Gaussian
spectral profile and contributions from Brownian
motion and other sources that are independent of
the macroscopic flow velocity are included, a linear
relation between standard deviation of the Doppler
spectra and transverse flow velocity, VT ¼ V sin u,
can be derived:

s ¼
pV sin uNAeff

8l
þ b ½25�

where b is a constant, and NAeff is the effective
numeric aperture. The standard deviation can be
determined from the measured analytical fringe

Figure 7 Effect of numerical aperture and transverse flow

velocity on Doppler bandwidth.

Figure 6 Schematic diagram of a spectral domain ODT instrument.
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signal:
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The measured standard deviation as a function of
transverse flow velocity is shown in Figure 8. As
predicted, the Doppler bandwidth is a linear function
of transverse flow velocity above a certain threshold
level. The effective numerical aperture of the optical
objective in the sample arm determines the slope of
this dependence. This result indicates that standard
deviation can be used to determine the transverse flow
velocity. Since both longitudinal and transverse flow
velocity (VL and VT) can be measured by the Doppler
shift and standard deviation, respectively, flow direc-
tion can be determined from a single measurement of
the Doppler fringe signal.

Applications

Due to its exceptionally high spatial resolution and
velocity sensitivity, several clinical applications of
ODT have been demonstrated, including screening
vasoactive drugs, monitoring changes in image tissue
morphology and hemodynamics following pharma-
cological intervention and photodynamic therapy,
evaluating the efficacy of laser treatment in port wine
stain (PWS) patients, assessing the depth of burn
wounds, mapping cortical hemodynamics for
brain research, imaging ocular bloodflow, and

Figure 8 Standard deviation as a function of flow velocity for two

different numeric apertures. Reproduced with permission from

Ren et al. (2002) Optics Letters 27: 409–411.

Figure 9 ODT images taken in situ from PWS human skin. (a) Structural image, (b) histological section, (c) image before laser

treatment, and (d) image after laser treatment (scale bar 100 mm). Reproduced with permission from Nelson et al. (2001) Archives of

Dermatology 137: 741–744. Copyright q 2001, American Medical Association. All rights reserved.
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mapping bloodflow in gastrointestinal tracts.
Figure 9 shows ODT structural and flow velocity
images of a patient with PWS before and after laser
treatment, respectively. For comparison, a histology
picture taken at the same site is included. The vessel
location from the ODT measurement and histology
agree very well. Furthermore, the destruction of
the vessel by laser can be identified, since no
flow appears on the Doppler flow image after laser
treatment.

Three-dimensional images of a microvascular net-
work can be obtained by stacking 2D scans together.
It is known that the microvasculature of mammary
tumors has several distinct differences from normal
tissues. Mapping of a 3D cancer microvascular
network could provide additional information for
cancer diagnosis. Figure 10 shows multiple blood
vessels imaged from a patient with an abnormal
microvascular network. Different colors represent
different signs of the Doppler shift, which depends
on the angle between the direction of flow and
probing beam.

ODT is also a powerful tool to study flow dynamics
in microfluidic channels. In addition to imaging flow
velocity profile, ODT can also be used to measure
osmotic mobility, quantify size of the scattering
particle, and study flow dynamics of microfluids in
microchannels of different materials, geometry, and
surface treatment.

Polarization Sensitive OCT

PS-OCT combines polarization sensitive detection
with OCT to determine tissue birefringence. PS-OCT
can obtain enhanced image contrast and additional
physiological information by studying polarization
properties of biological tissues. Many biological
tissues, such as tendon, muscle, nerve, bone, cartilage,
and skin, exhibit birefringence properties. Conse-
quently, PS-OCT can provide contrast mechanisms
that are directly related to the physiological con-
ditions of these tissues.

The polarization state of a light beam can be
described by a Stokes vector S as:

S ¼

2
6666664

I

Q

U

V

3
7777775 ¼

2
66666664

a2
x þ a2

y

a2
x 2 a2

y

2axay cos w

2axay sin w

3
77777775

½27�

where I, Q, U, V are Stokes parameters, ax and ay are
amplitudes of two orthogonal components of the
electric vector, and w represents the phase difference
between the two components.

The effect of an optical device on the polarization
of light can be characterized by a 4 £ 4 Mueller
matrix. The matrix acts on the input state, S1; to give
the output state, S2:

S2 ¼

2
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In the Poincaré sphere representation, a polarization
state, S, can be represented by a point ðQ;U;VÞ:

The Poincaré sphere representation provides a
convenient method to evaluate changes of Stokes
vectors. Determination of either the Stokes vector or
the Mueller matrix allows full quantification of
birefringence properties of the biological sample.

A fiber-based, high-speed PS-OCT system is shown
in Figure 11. The system is similar to the ODT system,
except a polarization modulator and two orthogonal
detection channels are included. Due to the coherence
detection intrinsic to OCT, backscattered light that

Figure 10 Three-dimensional ODT images of multiple blood

vessels in human skin from a patient with a PWS birthmark.

Reproduced with permission from Zhao et al. (2001) IEEE

J. Select Topics Quantum Electro. 7: 931–935. q 2001, IEEE.
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originates from incident light in different polarization
states can be determined by controlling polarization
states in the reference arm. Modulating the reference
light in four orthogonal polarization states allows
coherent detection of backscattered light from the
sample under equivalent illumination in four different
polarization states. The choice of orthogonal polari-
zation states in the Poincaré sphere is important
because it ensures that the birefringence measure-
ments will be independent of the orientation of the
optical axis in the sample.

For every polarization state controlled by the
polarization modulator, the A-scan signals corre-
sponding to the two orthogonal polarization diversity
channels are digitized. The coherence matrix can be
calculated from the complex electrical field vector
from these two channels:

J ¼

2
4 kEp

HðtÞEHðtÞl kEp
HðtÞEVðtÞl

kEp
VðtÞEHðtÞl kEp

VðtÞEVðtÞl

3
5

¼

2
4 JHH JHV

JVH JVV

3
5 ½29�

where EH; EV are the components of the complex
electric field vector corresponding to horizontal and
vertical polarization channels, respectively, and Ep

H;

Ep
V are their conjugates, respectively. The Stokes

vector can be derived from the coherence matrix:

S0 ¼ JHH þ JVV S2 ¼ S21
0 ð JHV þ JVHÞ

S1 ¼ S21
0 ð JHH 2 JVVÞ S3 ¼ iS21

0 ð JVH 2 JHVÞ

½30�

where S1, S2, and S3 are the normalized coordinates of
the Stokes vector in the Poincaré sphere, characteriz-
ing the polarization state of the backscattered light,

and S0 is the module of the Stokes vector characteriz-
ing light intensity. The Stokes vector, corresponding
to each of the input polarization states for the nth
pixel in the jth A-scan, can be calculated as:
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where M is an integer number that determines the size
of the average in the axial direction for each pixel;
~GH

j ðtmÞ and ~GV
j ðtmÞ are complex signals detected

from the two orthogonal polarization channels at
axial time tm; for the jth A-scan; and ~GHp

j ðtmÞ and
~GVp

j ðtmÞ are their conjugates, respectively.
In order to measure the birefringence properties of

the sample accurately, four states of light polarization
are generated for each lateral pixel. For each
polarization state, one A-line scan is performed.
Therefore, a total of four A-line scans are used to
calculate the Stokes vector and phase retardation
images simultaneously.

For a sample with an assumed linear birefringence,
there exists two eigenwaves that are polarized along
the projected fast and slow axes of the sample normal
to the propagation direction of incident light.
The Stokes vectors of these eigenwaves determine a
rotation axis in the equator plane of a Poincaré sphere.

Figure 11 Fiber-based PS-OCT system. DSP: digital signal processing.
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The effect of birefringence is to rotate the Stokes vector
about this axis through an angle that is equal to the
phase retardation of the sample. Conversely, the
rotation axis can be determined from the known
polarization states of incident and backscattered light
at the sample location. The phase retardation image,
which characterizes the accumulated birefringence
distribution in the sample, is calculated by the rotation
of the Stokes vectors in the Poincaré sphere.

The simultaneous Stokes vectors and phase retar-
dation images of a rat muscle are shown in Figure 12.

Stokes vectors, corresponding to four different
polarization states, are shown in the top figure. From
Stokes vector images, the phase retardation image can
be calculated as shown in the bottom figure. The
banded structure in the phase retardation image
indicates the accumulated tissue birefringence distri-
bution intheratmuscle. Inaddition,differentialoptical
axis and birefringence images can also be calculated.

There are a number of clinical applications for
PS-OCT, including burn depth determination and
retinal fiber nerve layer thickness evaluation.
Figure 13 shows in vivo structural and phase
retardation images from rat skin burned at 1008C
for 10 seconds. Although the structure image shows
very little contrast, the phase retardation image
clearly shows the contrast between the normal and
burned regions. As light propagates into the tissue,
the retardation increases due to tissue birefringence.
For normal tissue, it only takes less than 20 mm to
cause a phase retardation of 908. However, for the
burned tissue, it takes much thicker tissue to cause the
same phase retardation. The decrease of birefringence
in thermally damaged tissue can clearly be seen in
PS-OCT scans in comparison to normal rat skin.

Second Harmonic OCT

SH-OCT combines SHG with coherence gating
for high-resolution tomographic imaging of tissue
structures with molecular contrast. SHG is the
lowest-order nonlinear optical process where the
second-order nonlinear optical susceptibility is

Figure 12 Stokes vectors images (top) and phase retardation

image (bottom) in fresh rat muscle. The image area is

2 mm £ 5 mm. Reproduced with permission from Ren et al.

(2003) SPIE Proceedings 4956: 320–327.

Figure 13 In vivo structure (top) and phase retardation image (bottom) from rat skin burned at 1008C for 10 seconds. The black

contour line in the phase retardation image demarcates the depth at which 908 phase retardation has been reached with respect to the

incident polarization (image size 2 mm £ 10 mm).
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responsible for the generation of light at second-
harmonic frequency. Because second-order nonlinear
optical susceptibility is very sensitive to electronic
configurations, molecular structure and symmetry,
local morphology, and ultrastructures, SHG provides
molecular contrast for the coherence image.

The schematic diagram for SH-OCT is shown in
Figure 14. A broadband short pulse laser is used as a
light source in a Michelson interferometer. The light is
split into the reference arm and the sample arm. In the
referencearm,athinnonlinearcrystal isusedtoconvert
the input radiation to SH photons. Both SH and
fundamentalwavesare then reflected byametalmirror
(M1) mounted on a motorized translation stage, which
acts as the delay line in this SH-OCT system. A
backscattered SH wave from the sample recombines
with the SH wave from the reference arms to form
interference fringe. The SH interference fringe signal is
detected byaphotomultiplier tube (PMT) after passing
through a short-pass filter (F1). The fundamental
interference fringe signal is detected by a photodiode
(PD) after passing through a long-pass filter (F2).

A SH-OCT image of a rat tendon is shown
in Figure 15. Compared with conventional OCT
performed at fundamental wavelengths, SH-OCT
offers enhanced molecular contrast and spatial
resolution. It is also an improvement over existing
SHG scanning microscopy technology as the intrinsic
coherence gating mechanism enables the detection
and discrimination of SH signals generated at
deeper locations. The enhanced molecular contrast
of SH-OCT extends conventional OCT’s capability

for detecting small changes in molecular structure.
SH-OCT is promising for the diagnosis of cancers
and other diseases at an early stage when changes in
tissue and molecular structure are small.

Conclusions

Optical tomography is a rapidly developing imaging
technology with many potential applications.
Through different contrast enhancement mechanisms,
ODT, PS-OCT, and SH-OCT provide clinically
important physiological information that is not
available in the structure image. Given the noninvasive
nature and exceptionally high spatial resolution,
optical tomography can simultaneously provide tissue
structure, blood perfusion, birefringence, and other
physiological information and have great potential for
basic biomedical research and clinical medicine.
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Introduction

Optical pulses from femtosecond lasers represent
some of the shortest physical events ever observed
and their high instantaneous powers allow them to be
focused to intensities that can heat and compress
matter to resemble the extreme conditions found in a
nuclear explosion. The extreme units of time and
power needed to describe this area of physics can
easily distract from the simple and elegant techniques
by which femtosecond pulses can be generated. The
review presented here is divided into two main
sections. The first explains the theory of pulse
generation and shaping and the second concentrates
on actual femtosecond laser sources in common use
today.

Theory of Femtosecond Pulse
Generation

Active Mode-locking

In an inhomogeneously broadened laser system,
optical frequencies within the emission bandwidth
of the material can experience gain simultaneously at
discrete frequencies corresponding to the longitudinal

modes of the laser resonator. In the absence of any
mechanism to coherently couple energy between
these modes, the laser will operate with a continuous-
wave (cw) output containing a narrow band of
frequencies whose roundtrip cavity gain is highest.
An alternative operating regime exists in which each
mode is related to its neighbor by a fixed phase
relationship and it is this mode-locked condition that
is used to generate a periodic sequence of ultrashort
optical pulses.

To understand how mode-locking works, consider
the frequency separation between adjacent longi-
tudinal resonator modes which can be expressed as

Dv ¼ 2pc=l ½1�

where l is the optical roundtrip length of the
resonator and c is the speed of light. If the nth
longitudinal mode has an amplitude En then the
total optical field can be denoted in complex
notation as

EðtÞ ¼
X
n

En exp i½ðv0 þ nDvÞt þ nDw� ½2�

with v0 being the center frequency of the output and
Dw being the phase difference between adjacent
modes. Figure 1 illustrates how a simple pulse can
be produced by coherently adding together adjacent
modes. In Figure 1a, three modes with equal
amplitudes and the same initial phase ðDw ¼ 0Þ are
interfered to give a pulse. As further modes are added
(Figure 1b) the pulse duration decreases.

Coupling of energy between adjacent cavity modes
can be achieved in practice by modulating either the



intracavity loss (amplitude modulation (AM) mode-
locking) or the intracavity phase (frequency modu-
lation (FM) mode-locking). A common practical
amplitude modulator is an acousto-optic modulator
and for operation in the visible and near-infrared,
fused silica is a common acousto-optic modulator
material. Lithium-niobate devices based on the
Pockels effect are the most commonly used phase
modulators and are attractive for mode-locked fiber-
laser applications because fiber-pigtailed waveguide
devices are readily available.

Active mode-locking has been employed in a wide
variety of laser systems including argon ion, dye,
erbium-doped fiber, semiconductor, and solid-state
lasers. Unlike passive mode-locking, no optical
nonlinearity is required which means that actively
mode-locked lasers can be operated with low
intracavity powers. The technique is particularly
suitable for mode-locked sources which require active
synchronization to an external clock source.

A form of ‘optical’ active mode-locking exists in
which gain modulation resulting from optical pump-
ing using another mode-locked laser is the mode-
locking mechanism. Known as synchronously
pumped mode-locking, this technique has been used
to obtain ultrashort pulses from oscillators incorpo-
rating gain media of laser or nonlinear optical
materials. The technique is most appropriate to
laser gain materials which have a short-lived fluor-
escence lifetime and whose gain therefore exhibits a
significant change when the pump light is modulated

at high frequencies. Synchronous pumping has
been used to generate mode-locked pulses from
color-center lasers, dye lasers, and optical parametric
oscillators.

Passive Mode-locking

To produce the shortest optical pulses, passive mode-
locking, a technique based on exploiting intracavity
optical nonlinearities, must be employed. Unlike the
active technique, the strength of the mode-locking
action increases as the propagating pulses shorten and
their peak intensities rise. One consequence of this
nonlinear behavior is that the passive technique
commonly generates and mode-locks entirely new
cavity frequencies which were not originally present
during cw operation.

Passive mode-locking has been implemented using
a wide range of different nonlinear effects, but in
every technique the mode-locking process can be
described in terms of dynamic loss saturation
combined, in certain systems, with dynamic gain
saturation. The principal mode-locking element is a
saturable absorber whose loss decreases as the
incident pulse intensity increases. A saturable absor-
ber can take the form either of a resonant component
such as a solid-state semiconductor device or a dye jet
with a fixed absorption wavelength, or a nonresonant
component that replicates a saturable-absorber-like
action using self-focusing or self-phase-modulation
effects. Saturable absorbers can be categorized as
either slow saturable absorbers or fast saturable

Figure 1 The principles of mode-locking: (a) three adjacent modes add coherently to produce a pulse; (b) shorter pulses require a

larger number of n coupled modes.
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absorbers, depending on whether their recovery time
is longer or shorter than the pulse duration, respect-
ively. The pulse-shaping mechanisms are different in
each case and will be described separately.

Slow saturable absorbers are physical devices,
commonly dye molecules in solution or semiconduc-
tor-doped glass, which rely on resonant excitation to
produce an excited electronic state whose trans-
mission is greater than that of the ground state. When
an optical pulse is incident on a slow absorber, its
leading edge is absorbed and creates an excited state
which is relatively transparent to the trailing edge.
In a laser medium whose gain is readily saturated,
a pulse propagating first through the absorber and
then through the gain medium experiences a ‘gain
window’ with a finite duration which strongly shapes
the pulse (see Figure 2a,b).

A fast saturable absorber is required to realize
mode-locking in laser media which are not easily
saturated. The time-dependent gain and loss profiles
of the absorber and the gain medium are again
depicted in Figure 2c,d and refer to an absorber with
both a rapid response and recovery time. In this
system, the dynamics of the absorber and gain
medium no longer represent the limiting factor
influencing the pulse duration, and other effects
such as linear and nonlinear dispersion become the
dominant pulse-shaping mechanisms.

Pulse Shaping by Material Dispersion

Intense pulses propagating in a mode-locked laser
experience strong linear and nonlinear shaping

effects associated, respectively, with group-velocity
dispersion and self-phase-modulation. Contributions
to the net intracavity dispersion arise from the gain
medium, the cavity mirrors, other elements such as
intracavity prisms, even the air in the beam path.
Dispersive effects in materials originate as a result
of a frequency-dependent dielectric susceptibility:

PðvÞ ¼ 10x
ð1ÞðvÞEðvÞ þ 10x

ð2ÞðvÞEðvÞ2

þ 10x
ð3ÞðvÞEðvÞ3 þ · · · ½3�

which is due to physical resonances (poles) in the
electronic response to an applied E-field.

Linear dispersion
Linear dispersion refers to the variation of the
refractive index associated with the real part of the
xð1Þ term, namely,

n0 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 þ Re{xð1Þ}

q
½4�

and leads to a wavelength-dependent group velocity
which is responsible for pulse broadening and break-
up in optical systems. Dispersive effects are best
analyzed in terms of optical phase which is related to
the refractive index by

wðvÞ ¼
n0ðvÞvL

c
½5�

where L is the medium length and c is the vacuum
speed of light. The local variation of the spectral

Figure 2 Saturable absorber action: (a) intracavity gain and loss profiles for a laser comprising a slow saturable absorber and a rapid

relaxation time gain medium, and (b) the net gain (gain 2 loss) for this system; (c) gain and loss profiles for a laser comprising a

near-instantaneous saturable absorber and a slow relaxation time gain medium, and (d) the net gain for this system.
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phase due to an optical medium can be represented as
the Taylor series

wðvÞ ¼wðv0Þþ ðv2v0Þ
dw

dv

�����
v0

þ
1

2
ðv2v0Þ

2 d2w

dv2

�����
v0

þ

�����16 ðv2v0Þ
3 d3w

dv3

�����
�����
v0

þ · · · ½6�

where v0 is the center frequency of the incident light.
When an ultrashort pulse propagates through the
medium, only the quadratic and higher-order terms in
[6] have a direct influence on the shape of the pulse in
time. The ðv2v0Þ

2 term is responsible for adding
linear chirp which refers to a time-varying linear
increase or decrease in the instantaneous optical
frequency across the pulse. Obtaining the shortest
pulses from a mode-locked laser requires the quad-
ratic and higher-order terms in the roundtrip intra-
cavity spectral phase to be zero. In practice this means
minimizing the material group-velocity dispersion of
the gain medium by using a short but highly doped
laser crystal and then identifying additional optical
elements whose group-velocity dispersion is equal in
magnitude but opposite in sign to that of the crystal.
Optical components for compensating group-velocity
dispersion fall into two categories: those which use
bulk optics and geometry to achieve a wavelength-
dependent path length, and others based on
interference effects within a dielectric optical
coating.

Geometrical methods of dispersion compensation
are commonly based on pairs of diffraction gratings
or prisms and in both cases the geometry of the
systems means that the group delay is wavelength
dependent and can be made greater for longer
wavelengths than for shorter ones. Analytic
expressions describing the quadratic and cubic
spectral phase of prism and diffraction grating pairs
are summarized in Table 1. Dispersion compensation
using prisms has been extremely successful and 11-fs
pulses were reported using this approach. The
simultaneous compensation of arbitrary second- and
third-order spectral phase is, however, difficult and
involves identifying a suitable prism material, apex
spacing, and tip insertion. The expressions listed in
Table 1 indicate that the form of the spectral phase
depends on the refractive index of the prism material
and its wavelength derivatives, while the apex
separation, l, also contributes to a large extent. A
further contribution to the spectral phase comes from
the glass encountered by the beam passing through
the prism tips which contributes a positive dispersion
described by the equations for a bulk material given
in Table 1. In general, an iterative solution of the

equations given in Table 1 is needed to determine the
geometry of a prism pair suitable for producing a
desired spectral phase profile.

Laser cavity mirrors can be designed with chirped
multilayer dielectric coatings which possess a chosen
group-velocity dispersion profile. A Bragg mirror with
smaller layer periods at the surface and larger periods
deeper in the coating provides negative group-velocity
dispersion because the longer wavelengths experience
larger group delays within the coating than the shorter
ones. These chirped mirrors provide constant reflec-
tivity across their stopband and therefore only modify
the spectral phase of a pulse, leaving the intensity
unchanged. The design of chirped mirrors has been
refined in recent years to enhance their operating
bandwidth and to reduce undesirable modulations in
the group-delay response. The technique has been used
to obtain 6.5-fs pulses directly from a Ti:sapphire
oscillator and to achieve compression of amplified
pulses to below 5 fs.

Nonlinear dispersion
Nonlinear effects arise in all materials due to the
xð3Þ term in [3]. In a transparent medium the
refractive index due to this net susceptibility is
approximately

n < n0 þ
xð3ÞE2

2n0

¼ n0 þ n2I ½7�

where I is the optical intensity. The importance of the
xð3Þ susceptibility is therefore that it causes the
refractive index to become intensity-dependent, and
significant changes in the refractive index can be
induced by the high peak intensities of ultrashort
pulses.

Self-phase-modulation (SPM) resulting from the
nonlinear refractive index is essential in generating
the shortest pulses from modern ultrafast lasers and is
caused by the time-varying intensity profile of the
pulse. The higher-intensity components induce a
larger nonlinear refractive index change and therefore
experience a greater phase shift than the weaker
components. The resulting frequency shift across the
pulse can be shown to be

VðtÞ ¼ 2
dfðtÞ

dt
¼ 2

vn2L

c

dIðtÞ

dt
½8�

which describes a redshift of the pulse leading edge
and a blueshift of the trailing edge. Only the pulse
center frequency remains unchanged and SPM there-
fore broadens the pulse spectrum by redistributing
energy from the center to the wings. Across the center
of the pulse, SPM leads to an approximately linear
positive chirp that, with appropriate optics, can be
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corrected using an equal but opposite amount of
negative second-order dispersion. The combination
of spectral broadening using SPM and subsequent
chirp-removal using linear dispersion is the basis for
optical pulse compression techniques that have been
applied effectively to create pulses which exist for
only a few carrier-wave periods.

When the pulse propagates in an environment
where SPM and linear dispersion are well balanced
and evenly distributed, a soliton will evolve which, in
the absence of loss, can propagate indefinitely with-
out changing shape. The nonlinear Schrödinger
equation predicts that lasers in which the
dominant pulse-shaping mechanisms are negative

Table 1 Expressions for the second and third-order dispersion of common optical systems
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group-velocity dispersion and self-phase-modulation
will produce soliton-like pulses with a sech2ðtÞ
intensity profile. In experimental measurements of
ultrafast lasers the pulse shape is commonly assumed
to be sech2ðtÞ and the chirp of the pulses is then
estimated by measuring their duration–bandwidth
product, DnDt; which is a dimensionless quantity that
can be treated as a figure-of-merit for ultrashort
pulses. For unchirped pulses the duration–bandwidth
product is independent of their duration or spectral
bandwidth but is sensitive to their shape: chirp-free
Gaussian pulses have DnDt ¼ 0:441 while sech2ðtÞ
pulses have DnDt ¼ 0:315:

Sources of Femtosecond Pulses

Dye Lasers

The first practical passively mode-locked ultrafast
lasers were those based on a gain medium of a thin
(,10 mm) organic dye jet and incorporating a slow
saturable absorber jet at a separate cavity focus. The
most common combination was Rhodamine 6G in
ethylene glycol (gain jet) and 3,3-diethyloxadicarbo-
cyanine iodide in ethylene glycol (absorber jet) which
produced pulses at a wavelength of 620 nm. The
most successful approach was colliding-pulse mode-
locking in which two counter-propagating pulses
within a ring cavity are synchronized to arrive
simultaneously at the absorber jet, so achieving
greater saturation of the absorber and allowing the
pulses to be transmitted with a loss significantly
smaller than in the single-pulse case. The first sub-
100-fs optical pulses were reported in 1981 from a
colliding-pulse mode-locking dye laser and later work
reported pulse durations as low as 27 fs but the
configuration was inefficient and produced low
average output powers. Other approaches such as
synchronous pumping and hybrid mode-locking
produced higher output powers but the mainten-
ance-intensive nature of dye lasers and the hazardous
nature of many of the chemicals used led to their
gradual replacement by more convenient solid-state
alternatives, based principally on Ti:sapphire.

Color-Center Lasers

A new source of femtosecond pulses in the near-
infrared was reported in 1984. Coined the soliton
laser the system was a synchronously pumped KCl:Tl
color-center laser tunable from 1.4 to 1.6 mm and
modified to allow direct generation of pulses as short
as 50 fs, substantially shorter than the 8 ps achieved
in synchronously pumped operation alone. Femto-
second operation was achieved by coupling a length
of polarization-preserving anomalously dispersive

fiber to the main laser cavity using a beamsplitter
and retroreflector arrangement. This coupled-cavity
arrangement later became known as additive pulse
mode-locking (APM) and produced short pulses
when the optical length of the fiber was adjusted to
be an integral multiple of the main cavity length. The
long upper-state lifetime of the laser-active centers in
the KCl:Tl gain medium allowed particularly stable
APM operation, but mode-locking of this kind was
also successfully employed in an actively stabilized
NaCl:OH2 color-center laser to produce 110-fs
pulses. The need to maintain color-center crystals at
liquid-nitrogen temperatures limited the convenience
of these lasers but until the advent of Ti:sapphire they
remained the only solid-state sources capable of
femtosecond operation.

Ti:sapphire Lasers

The creation in 1986 of a new broadband laser
material – titanium-doped sapphire or Ti:sapphire –
began a revolution in ultrafast laser sources that still
continues today. Unlike other contemporary solid-
state materials for mode-locked lasers such as
Nd:YAG, Ti:sapphire is a vibronic gain medium
which exhibits a strong electron-phonon coupling
between the titanium ion transition and the host
lattice. This vibronic coupling leads to a broad
continuum of possible transition energies and results
in a fluorescence bandwidth covering 670–1050 nm,
making Ti:sapphire capable of supporting extremely
short femtosecond pulses. The long fluorescence
lifetime of Ti:sapphire means that, unlike dye lasers,
femtosecond mode-locking requires a passive method
using a fast saturable absorber and two methods have
prevailed and are discussed below.

The first passively mode-locked Ti:sapphire lasers
were based on the APM technique in which mode-
locking is achieved by a fast-saturable absorber
action due to interference between the intracavity
pulse and a self-phase-modulated replica propagating
in an auxiliary cavity. An important breakthrough
was made in 1990 when it was reported that an APM
Ti:sapphire laser continued to operate even when the
auxiliary cavity was blocked. This discovery was
attributed to an entirely new mode-locking effect
known as Kerr-lens mode-locking (KLM) or self-
mode-locking in which the presence of a Kerr lens
within the gain medium during mode-locked opera-
tion changes the mode focusing within the cavity so
that, compared to cw operation, mode-locked pulses
experience higher gain. Two configurations of KLM
exist and are known as soft aperture mode-locking,
where the presence of the Kerr lens increases the gain
by improving the overlap between the pump and laser
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modes, and hard-aperture mode-locking, in which a
physical aperture such as a slit or the edge of a prism
is adjusted to introduce greater loss for cw operation.
Because KLM is based on a nonresonant nonlinearity,
Ti:sapphire lasers can be mode-locked at any
wavelength in their gain bandwidth using this
technique. Recent advances in controlling the intra-
cavity group-velocity dispersion characteristics have
led to the generation of sub-5-fs pulses directly from a
Ti:sapphire oscillator. The principal drawback of the
KLM method is that it is not self-starting because
mode-locked operation must be seeded by an intense
noise spike or other short fluctuation. Different
starting methods have been applied successfully
including mirror tapping, acousto-optic modulation,
and mode-dragging, and once mode-locking has been
initiated it is generally stable until some external
perturbation disturbs the intracavity beam.

An alternative method for obtaining femtosecond
pulses has been pioneered largely in parallel with the
KLM efforts and is based on using resonant non-
linearities in semiconductors as fast saturable absor-
bers. The approach is to fabricate a semiconductor
multiple-quantum-well (MQW) device whose band-
gap has been chosen to match the laser wavelength
and whose absorption can be saturated at high
fluences. Initially these devices were utilized in an
APM geometry in which the MQW device was
situated in an auxiliary cavity but it was later realized
that an equivalent monolithic configuration could be
obtained by sandwiching the MQW layer between
two high-reflectivity mirrors (see Figure 3, inset) to
form a Fabry–Perot structure and the resulting
element was known as an antiresonant Fabry–Perot
saturable absorber. The first application of a such a
semiconductor saturable absorber mirror (SESAM)
for mode-locking Ti:sapphire was reported in 1995
where self-starting operation was demonstrated. A
typical modern Ti:sapphire laser design is shown in
Figure 3 and illustrates how a saturable absorber
mirror can be integrated into the cavity. Further
design enhancements such as reducing the finesse
of the Fabry–Perot cavity resulted in SESAMs
with a broader wavelength response which enabled
sub-10-fs self-starting operation.

Fiber Lasers

Ultrafast fiber lasers, particularly those based on
silica doped with rare earth Er3þ, Nd3þ, or Yb3þions,
have enjoyed renewed attention in recent years as
efforts to scale their average output powers and pulse
energies to practical levels have proved successful.
Four main mode-locking strategies have been applied
to these systems: active mode-locking which is

generally restricted to picosecond generation; inten-
sity-dependent feedback using a nonlinear amplifying
loop mirror; polarization APM; and semiconductor
saturable absorber mode-locking. The upper-state
lifetime of rare-earth-doped fibers is long and there-
fore a fast saturable absorber mechanism is necessary
for passive mode-locking, limiting the choice of
mode-locking elements to those based on Kerr or
semiconductor nonlinearities.

The development of mode-locked fiber sources has
concentrated on Er-doped lasers because of the
compatibility of their output wavelengths with the
1.5 mm optical communication window in standard
silica fiber. Passively mode-locked designs based on
the nonlinear loop mirror work by exploiting the Kerr
effect in an intracavity fiber Sagnac interferometer
containing a gain section. With suitable control of the
intracavity polarization, such a nonlinear amplifying
loop mirror (NALM) can be set up to transmit light of
high intensities but reflect low intensities because of
the differential phase shift induced between the two
interferometer arms. By adding the loop mirror to a
unidirectional ring cavity a figure-of-eight laser is
formed (Figure 4) which is capable of producing
femtosecond soliton pulses with average powers of
around 1 mW. Drawbacks of the figure-of-eight laser
include the presence of spectral sidebands at the
shortest pulse durations and a tendency for multiple
pulse operation. Mode-locking can also be achieved

Figure 3 Typical configuration of a modern femtosecond

Ti:sapphire laser. PL, pump laser; M1, pump focusing mirror;

M2, high-reflectivity cavity mirror (800 nm); TS, Ti:sapphire

crystal, typically, 2–10 mm long; M3, SESAM mirror; P,

dispersion-compensating prisms; OC, output coupler. Inset: a

simplified schematic of a saturable-absorber Bragg mirror.
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using a variation on the APM technique and
significant average output powers have been demon-
strated from stretched-pulse-APM lasers, with up to
90 mW being reported at pulse energies of 2.25 nJ.

Semiconductor saturable absorber mode-locking
has been demonstrated in fiber lasers using a variety
of configurations including bulk InGaAsP on InP and
saturable Bragg reflectors based on InGaAs/InP
MQWs on a AlAs/GaAs mirror structure. Fiber lasers
mode-locked using semiconductor saturable absor-
bers are self-starting and exhibit stable mode-locking,
normally at the fundamental cavity frequency. The
narrow bandwidth of saturable absorber devices at
near-infrared wavelengths makes the generation of
sub-100-fs pulses difficult.

Semiconductor Sources

Diode lasers and external-cavity lasers based on
semiconductor optical amplifiers (SOAs) are of
importance because of their ability to produce
ultrashort pulses from a compact system at wave-
lengths of relevance to optical fiber communications.
The two principal methods used to generate ultra-
short pulses from such devices are mode-locking
with an external cavity or gain-switching (equiva-
lently known as Q-switching) in a bow-tie
waveguide structure. Subpicosecond pulse durations
are now routinely produced using dispersion com-
pensation and/or nonlinear pulse compression
techniques and, by combining these strategies with
Er:fiber amplification, 20-fs pulses have been
produced. The mode-locking and gain-switching
techniques each have their individual advantages.
Gain-switching provides a simple and compact
approach offering high average output power, but
significant timing jitter and poor spectral quality can
accompany pulses produced in this way. Mode-
locked systems are physically larger than gain-
switched devices because they require an external
cavity and additional optical components, but
shorter and higher quality pulses are achievable.

Other Common Solid-State Laser Sources

Certain solid-state gain media offer the potential for
direct diode pumping, miniaturization and operation
at wavelengths or average powers not accessible with
other sources. Systems based on Nd or Cr ion
transitions have been shown to be capable of
ultrashort picosecond or femtosecond operation.
Femtosecond mode-locking (175 fs) has been
reported in Nd:glass which has one of the broadest
fluorescence spectra of the Nd materials. Crystals
with active ions of Cr2þ, Cr3þ, and Cr4þ have broad
transitions covering wavelengths in the 2.0 mm,
800 nm and 1.4 mm regions and femtosecond opera-
tion has been demonstrated in Cr4þ:YAG at 1.52 mm,
Cr4þ:Mg2SiO4 (Cr:forsterite) at 1.25 mm, Cr3þ:
LiSrAlF4 (Cr:LiSAF) at 850 nm, and Cr3þ:LiSrGaF6

(Cr:LiSGAF). Direct diode pumping of Cr-
ion-based lasers is attractive because of the opportu-
nities for producing low-noise, compact, and efficient
femtosecond sources, but the limited power available
from high-quality pump diodes results in low
intracavity powers which make KLM operation
difficult. As a result, stable operation is better
achieved using a physical saturable absorber, and
SESAM mode-locking has been applied successfully
to many of these lasers.

Sources Based on Nonlinear Frequency Conversion

Laser sources alone are unable to provide ultrashort
pulses continuously tunable from the ultraviolet to
the mid-infrared, and large gaps exist at wavelengths
where no broadband laser materials are available.
Harmonic generation using Ti:sapphire can be used
to access some parts of the visible and ultraviolet
regions, but infrared and certain visible wavelengths
cannot be generated in this way and coverage is
limited by the ability to tune the source itself. The
nonlinear production of infrared wavelengths
requires parametric down-conversion using a syn-
chronously pumped optical parametric oscillator.
Ti:sapphire pumped synchronously pumped optical
parametric oscillators have produced, either directly
or using harmonic generation, outputs from the green
to beyond 7 mm.

Sources of Amplified Ultrashort Pulses

Modern ultrafast oscillators can produce pulses with
peak powers of .1 MW, average powers of several
watts, and cavity frequencies from 4 MHz to 2 GHz,
but many applications require pulses with higher
intensities or lower pulse repetition frequencies.
Additional amplification stages can be used to satisfy
these requirements and these are commonly

Figure 4 Schematic of a figure-of-eight femtosecond fiber laser.

EDFA, erbium-doped fiber amplifier gain section; OC, output

coupler; PC, polarization controller.
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implemented in Nd:glass for picosecond pulses and
Ti:sapphire for femtosecond pulses. In order to avoid
damage and unwanted nonlinear effects caused by
high pulse intensities within the amplifier system,
most practical sources now apply the chirped-pulse
amplification (CPA) approach in which a low-energy
femtosecond seed pulse is stretched to sub-
nanosecond durations to reduce its peak power then
amplified and finally compressed to its original
duration. Using the chirped-pulse amplification
technique, pulses with peak powers as high as 1.5
petawatt have been generated.

Two possible amplifier geometries are used which
are categorized either as multipass or regenerative
amplifiers. In the multipass configuration the
injected pulse is refocused many times through the
same gain crystal using a system of mirrors. The gain
crystal is pumped above the saturation fluence in
order to extract the maximum stored energy from the
medium per pass. The multipass geometry is more
commonly used for high-average-power operation
and critical alignment is required to maximize the
overlap between the pump mode profile and the
multiple beams intersecting the gain medium.
The alternative regenerative amplifier is essentially a
stable laser resonator which includes a Pockel cell
and a polarizing beamsplitter to enable pulses to be
switched into and out of the cavity. The gain per
pass is considerably lower than in the multipass
configuration but regenerative systems produce

superior beam quality and their performance
can be optimized without affecting the beam
pointing of the output. Commercially available
Ti:sapphire amplifiers commonly use the regenerative
method and are available with pulse energies of up
to 1 mJ at repetition frequencies in the 1–300 kHz
range.
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Introduction

Ultrashort optical pulses have very short time
durations, typically less than a few tens of pico-
seconds. As a result, these pulses are spectrally
broad. Because the index of refraction of materials is
a function of wavelength, different wavelengths of
light travel at different speeds in optical materials,
causing the properties of ultrashort optical pulses to
change as they propagate. However, the shape of the
pulse can influence how the pulse itself interacts with
materials. Thus, the goal of ultrafast laser pulse
measurement is to obtain not only the intensity
profile of the pulse, but also the actual variation of
the frequencies that make up the pulse. This is called

measuring the intensity and phase of the pulse,
respectively.

Even though the development of techniques to
characterize ultrashort optical pulses has not been

easy, a myriad of pulse measurement techniques have
been developed. In this chapter, we will confine our

discussion to the most well-known pulse and gener-
ally accepted pulse characterization methods in an
effort to provide a basic working knowledge of pulse

measurement techniques and a fundamental under-
standing of the principles behind pulse measurement.

After a brief discussion of the mathematical represen-
tation of ultrashort optical pulses, we will discuss

pulse measurement in (roughly) chronological order,
starting with autocorrelation methods. The next
section introduces a useful method for the measure-

ment of the relative phase between two pulses
called spectral interferometry (SI). Following SI,

we introduce the notion of the time-frequency
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representation of ultrashort optical pulses where
techniques such as frequency-resolved optical gating
(FROG) are discussed. Following the time-frequency
section, a relatively new technique known as spectral
phase interferometry for direct electric field recon-
struction (SPIDER) is discussed.

Mathematical Representation of
an Optical Pulse

The time-dependent variations of the pulse are
embodied in the pulse electric field, AðtÞ; which can
be written:

AðtÞ ¼ Re½EðtÞeiv0t� ½1�

where v0 is the carrier frequency and Re refers to
the real part. While we can use AðtÞ as it stands for
calculations, it is much easier to remove the rapidly
varying v0 part, eiv0t; and use a slowly varying
envelope together with a phase term that contains
only the frequency variations, not the rapidly
varying carrier frequency:

EðtÞ ¼ ½IðtÞ�1=2eiwðtÞ ½2�

where IðtÞ and wðtÞ are the time-dependent intensity
and phase of the pulse. (Note that EðtÞ is
complex.) The frequency variation, VðtÞ; is the
derivative of wðtÞ with respect to time:

VðtÞ ¼ 2dwðtÞ=dt ½3�

The pulse field can be written equally well in the
frequency domain by taking the Fourier transform
of eqn [2]:

~EðvÞ ¼ ½~IðvÞ�1=2e2 ifðvÞ ½4�

where ~IðvÞ is the spectrum of the pulse, and fðvÞ is
its phase in the frequency domain. The spectral
phase contains time versus frequency information;
that is, the derivative of the spectral phase with
respect to frequency yields the time arrival of the
frequency – the group delay.

Obtaining the intensity and phase, IðtÞ and wðtÞ
(or ~IðvÞ and fðvÞ is called full characterization of the
pulse. Common phase distortions include linear
chirp, where the phase (either the time domain or
frequency domain) is parabolic. When the frequency
is increasing in time, the pulse is said to have positive
linear chirp; negative linear chirp is when the high
frequencies lead the lower frequencies. Higher-order
chirps are common, but for these, differentiation
between spectral and temporal chirp is required
because spectral phase and temporal phase are not
interchangeable.

Autocorrelation

Traditionally, we measure events using shorter events.
Unfortunately, for the ultrafast researcher, shorter
events do not exist and modern electronics are not
fast enough. Therefore, because the shortest event we
have is the event we wish to measure, traditional
pulse measurement methods use the pulse itself to
determine the approximate duration of the pulse in
question giving birth to the ubiquitous intensity
autocorrelation (see Figure 1). While autocorrela-
tions cannot be used to fully characterize ultrashort
optical pulses, the methods used in autocorrelations
are fundamental to all pulse measurement schemes.

The intensity autocorrelation is measured by
combining a pulse and a delayed replica of a pulse
in a nonlinear medium such as a second harmonic
generation (SHG) crystal. A pulse is sent onto a
beamsplitter to produce the two replicas. One pulse is
delayed relative to the other and both are focused
together into a SHG crystal. As the delay of one pulse
relative to the other is varied, the intensity of the
second-harmonic signal is recorded. The intensity
autocorrelation is not limited to using SHG; any
nonlinearity may be utilized. Indeed, two-photon
absorption in a semiconductor LED or photodiode
often acts as a convenient nonlinearity. Sometimes a
third-order nonlinearity is used to provide some
direction of time information about the pulse. When
the generation of the signal involves phase matching,
such as second harmonic generation, care must be
taken to use a thin crystal. Typically, 10 mm to 1 mm
thick SHG crystals are used, depending on the
bandwidth of the pulse to be measured. The exact
thickness depends on the SHG crystal, the pulse
width, and the requirements of the measurement.

Regardless of the nonlinearity used, an autocorre-
lation yields only the approximate duration and

Figure 1 An intensity autocorrelator used to determine the

approximate duration of a pulse. The pulse is split into two replicas

that are sent into delay lines. The outputs from both delay lines are

focused into a doubling crystal. The second harmonic output is

monitored as a function of delay between the two pulses. A plot of

the signal versus time is the intensity autocorrelation of the pulse.
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shape of the pulse. The structure of the pulse is
smeared, producing a smooth, featureless profile for
even a complex pulse. Thus, the intensity autocorre-
lation alone does not determine the intensity profile of
the pulse, IðtÞ: Only the interaction of the intensity of
the pulse is recorded, producing no phase information
for the pulse. Some qualitative information can be
gleaned from the spectrum and the autocorrelation,
but usually only that the pulse is chirped, and higher-
order chirps and complex pulse structures elude such
an analysis.

Another useful form of intensity autocorrelation is
the single-shot autocorrelator. In this case, fairly large
beams are used, and these beams are set to intersect at
an angle of 2F, tilting the pulse fronts, so that delay is
mapped onto a spatial coordinate (see Figure 2). The
beams are then focused into a nonlinear medium
using a cylindrical lens. The interaction region in the
SHG crystal is imaged onto a linear array or CCD
camera. Typically, when second-harmonic generation
is used, the SHG crystal is oriented for Type I
phase matching. The time window is proportional to
Dwðsin FÞ=Dvg; where Dw is the beam waist at
the SHG crystal, and vg is the group velocity of
the pulse in the crystal. Like all SHG interactions,
care must be exercised to insure that the phase

matching is sufficient to mix the entire bandwidth of
the pulse.

Jean-Claude Diels improved the intensity autocor-
relation by the development of the interferometric
autocorrelation. In this configuration, a Michelson
interferometer is typically used so that the beams are
collinear when arriving at the SHG crystal, which
allows the beams to interfere. As a result, fringes
appear on the autocorrelation. By examining the
shape and extent of the fringes, some information
about the pulse chirp can be obtained. While this does
add to the information provided by an intensity
autocorrelation, the added information is only the
spectrum of the second harmonic. Unfortunately the
addition of the second harmonic spectrum does not
provide enough information for full retrieval of the
intensity and phase.

Even though autocorrelation alone does not
completely determine pulse intensity and phase, it is
a very simple and useful technique to determine appro-
ximate pulse duration. Sometimes, cross-correlation
can be used to determine the duration of a long pulse,
if a shorter one is available, or a pulse too weak
(or at an inappropriate wavelength) to measure with
autocorrelation. The addition of the spectrum and/or
the second harmonic spectrum can provide more,

Figure 2 A single shot intensity autocorrelator. For this type of autocorrelator, the beam size is large, on the order of 1 cm in diameter,

and the pulse fronts are tilted with respect to each other in order to map relative delay to position. The two beams are focused using a

cylindrical lens and the output is recorded using an array detector. The inset shows how delay is mapped into position. Inset: the tilted

pulse fronts cause time delay to be mapped spatially.
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albeit, incomplete information about pulse chirp.
More importantly, the experimental techniques used
by correlation methods are fundamental to all pulse
measurement methods.

Spectral Interferometry – Relative
Phase Measurements

While determination of the absolute intensity and
phase of an ultrashort laser pulse is difficult, deter-
mination of the relative phase is not. Invented in the
late 1800s, spectral interferometry (SI), measures
the relative phase between two pulses. SI, a linear
technique, can also be modified (albeit, a some-what
complex modification) to be self-referencing for full
characterization of the ultrashort optical pulse (See the
section on SPIDER below). In addition, when com-
bined with a full pulse characterization technique, SI,
because it is a linear technique, provides a method by
which very weak optical pulses can be characterized
(see below).

Typically, an SI apparatus uses a Mach–Zender
interferometer (see Figure 3). A pulse is split into two
replicas; one is sent through a region or medium to
measure and the other through a known path. The
two pulses remain separated by some known time and
are sent, collinearly, into a spectrometer; no time
scanning is required. An analysis of the fringe pattern
yields the relative phase between the two pulses.
In other words, SI provides funkðvÞ2 frefðvÞ; where
funkðvÞ is the unknown pulse phase versus frequency.
The spectrum of the two pulses in the frequency
domain is

~ISIðvÞ ¼ l ~E0ðvÞ þ ~EunkðvÞl
2

~ISIðvÞ ¼ ~I0ðvÞ þ ~IunkðvÞ þ 2
ffiffiffiffiffiffiffi
~I0ðvÞ

q ffiffiffiffiffiffiffiffiffi
~IunkðvÞ

q
£ cosðfunkðvÞ2 f0ðvÞ2 vtÞ ½5�

where ~ISIðvÞ is the output spectrum, ~E0ðvÞ is the
reference pulse electric field, ~EunkðvÞ is the
unknown pulse electric field, ~I0ðvÞ is the reference
pulse spectrum, ~IunkðvÞ is the unknown pulse
spectrum, funkðvÞ is the unknown pulse phase,
f0ðvÞ is the reference pulse phase, and t is the
delay between the two pulses. To facilitate extract-
ing the phase difference from the SI output, t is
chosen to yield fringes in the sum spectrum. The
spectral fringes, which have a period inversely
proportional to the optical path difference between
the two beams (see Figure 4), contain all of the
phase difference information.

Figure 4 shows the steps required to obtain the
phase difference between the two pulses. The first step
is to subtract out the spectra of the individual pulses
in order to isolate the spectral interferogram, SðvÞ
(Figure 4a), where

SðvÞ ¼ 2
ffiffiffiffiffiffiffi
~I0ðvÞ

q ffiffiffiffiffiffiffiffiffi
~IunkðvÞ

q
cosðfunkðvÞ2 f0ðvÞ2 vtÞ

½6�

By Fourier transforming SðvÞ; we obtain

I
21½SðvÞ� ¼ f ðt 2 tÞ þ f ð2t 2 tÞ ½7�

where f ðtÞ is the correlation product between the
reference and the unknown electric field (see
Figure 4b). The Fourier transform of eqn [7]
multiplied by a Heaviside function, QðtÞ (to remove
f ð2t 2 tÞ), recovers the amplitude and phase of f ðvÞ;
the Fourier transform of f ðt 2 tÞ; which contains the
relative spectral phase between the unknown pulse
and the unmodified pulse. Some care, however, needs
to be taken to correctly remove the linear phase due
to the time delay between the two pulses, vt: Also, for
best results, the spectrometer should be well cali-
brated and care should be taken to properly window
the spectrum before taking the Fourier transform.

Spectral interferometry is a straightforward and
simple technique that always provides a relative
phase. For this very reason, care must be taken to
make sure the beams are mode-matched as well as
collinear; also, interferometric stability must be
maintained over the course of the measurement.
Furthermore, SI is nongating; that is, CW background
in the laser can add to the interferogram, masking
transient effects. Nevertheless, spectral interferome-
try is a useful technique that has been applied to the
measurement of the linear and nonlinear spectral
phase introduced by optical fibers. More recently, SI
has been applied to phase-locking and to phase-
resolved pump probe experiments.

Figure 3 A Mach–Zender interferometer is the typical arrange-

ment for spectral interferometry. One path acts as the reference

arm and the sample to be measured is placed in the other arm.

Unlike standard interferometry, the delay is fixed in a spectral

interferometry experiment.
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Time-Frequency Representation

In 1971, E.B. Treacy laid the foundations for a
revolution in pulse measurement by introducing the
idea of measuring the intensity versus time for
different spectral splices of a pulse. Because his
measurements provided both time and frequency
information simultaneously, these measurements
could be thought of as applying in a hybrid time-
frequency domain. At first, this may seem confusing,
but similar methods have been used to visualize
sounds patterns (a musical score, for example) and
speech. A time-frequency plot of this type, where
spectral slices of a pulse are plotted versus time,
is called a sonogram. The mathematical formalism of
a sonogram is:

SEðV;TÞ ¼

�����
ð1

21

~EðvÞhðv2VÞe2 ivTdv

�����
2

½8�

where ~EðvÞ is the electric field of the pulse to be
measured in the frequency domain and hðv2VÞ is a
frequency gate that varies with frequency. The
magnitude squared of the inverse Fourier transform
of spectral slices yields the sonogram.

In 1991, Chilla and Martinez showed that the
sonogram could be used to reconstruct the full
intensity and phase of the pulse. That is, under
certain conditions, the approximate group delay
could be determined as a function of frequency
from the sonogram by finding the peak time arrival
of each spectral slice; integration of the group delay

yields the spectral phase, which together, with the
pulse spectrum, provides the intensity and phase of
the pulse in the frequency domain. They labelled this
technique as frequency domain phase measurement
(FDPM).

An experimental diagram of an FDPM apparatus is
shown in Figure 5. The pulse is split into two replicas,
and one of the pulse replicas is spectrally filtered.
The spectrally filtered pulse is cross-correlated with
the original pulse to find the ‘time arrival’ of the
spectrally filtered pulse – defined as the peak of
the cross-correlated pulse. Because the spectrally
filtered pulse has a much longer time duration than
the original pulse, the small perturbation caused by
the finite length of the original pulse is neglected.

The main difficulty of the Chilla–Martinez method
is that the frequency gate must be very narrow,
reducing the filtered pulse energy significantly, which
greatly reduces the measured signal strength. If the
spectral phase is not well behaved, the filtered pulse
may not be much longer than the original pulse. In
addition, for a given frequency, the sonogram may
have two or more peaks in time, that is, the group
delay may not be a function. However, a method
called 2D phase retrieval, discussed in the next
section, can alleviate many of these issues.

A spectrogram is a relative of the sonogram. Rather
than determining the time arrival of spectral slices of
a pulse, a spectrogram is obtained when the spectrum
of time slices of the pulse are measured. The spectro-
gram is experimentally much easier to obtain than the
sonogram; however, the measured quantity is not

Figure 4 The steps required for the analysis of spectral interferograms. Part (a) shows a sample SI interferogram. The dominant

frequency of the fringes is the delay multiplied by the speed of light. The actual phase differences of interest are the perturbations on this

frequency. Part (b) is the Fourier transform of the SI interferogram in Part (a). (Note that this is not the true time domain.) The central

peak contains only spectral information. All of the phase information is contained in the satellite peaks. The next step is to mask out the

central peak and one of the satellite peaks (Part (c)). The phase of the inverse Fourier transform of Part (c) yields the relative phase

between the two pulses (Part (d)).
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quite as mathematically useful as the sonogram
because the time slicing of the pulse occurs in the
time domain. Thus, if a narrow time gate is used, the
time domain phase is obtained. The time domain
phase together with the intensity of the pulse, IðtÞ;
provides the full intensity and phase of the pulse.
Unfortunately, the intensity profile is not as readily
measurable as the pulse spectrum. Consequently, to
obtain the full intensity and phase of a pulse from
its spectrogram requires an iterative 2D phase
retrieval algorithm. This is the basis of a pulse
measurement technique called frequency-resolved
optical gating (FROG).

Frequency-Resolved Optical Gating

Frequency-resolved optical gating (FROG), devel-
oped by Kane and Trebino, measures the spectrum of
a particular temporal component of the pulse (see
Figures 6 and 7) by spectrally resolving the signal
pulse in an autocorrelation-type experiment using an
instantaneously responding nonlinear medium. As
shown in Figure 6, FROG involves splitting a pulse
and then overlapping the two resulting pulses in an
instantaneously responding xð3Þ or xð2Þ medium. Even
though any instantaneous nonlinear interaction may
be used to implement FROG, perhaps the most
intuitive is the polarization-gating configuration. In
this case, induced birefringence, due to the electronic
Kerr effect, is used as the nonlinear-optical process. In
other words, the ‘gate’ pulse causes the xð3Þ medium,

which is placed between two crossed polarizers,
to become slightly birefringent. The polarization of
the ‘gated’ probe pulse (which is cleaned up by the
first polarizer) is rotated slightly by the induced
birefringence allowing some of the ‘gated’ pulse to
leak through the second polarizer. This is referred to
as the signal. Because most of the signal emanates
from the region of temporal overlap between the gate
pulse and the probe pulse, the signal pulse contains
the frequencies of the ‘gated’ probe pulse within this
overlap region. The signal is then spectrally resolved,
and the signal intensity is measured as a function of
wavelength and delay time t: The resulting trace of
intensity versus delay and frequency is a spectrogram,
a time- and frequency-resolved transform that intui-
tively displays time-dependent spectral information
of a waveform.

The spectrogram can be expressed as:

SEðv; tÞ ¼

�����
ð1

21
EðtÞgðt 2 tÞe2 ivtdt

�����
2

½9�

where EðtÞ is the measured pulse’s electric field,
gðt 2 tÞ is the variable-delay gate pulse, and
the subscript E on SE indicates the spectrogram’s
dependence on EðtÞ: The gate pulse gðtÞ is usually
somewhat shorter in length than the pulse to be
measured, but not infinitely short. This is an
important point: an infinitely short gate pulse yields
only the intensity IðtÞ and conversely, a CW gate
yields only the spectrum IðvÞ: On the other hand,

Figure 5 Measuring a sonogram requires determining the time arrival of spectral slices of the pulse. The pulse is split into two replicas

using a beamsplitter. One replica is spectrally filtered using a tunable filter. The other pulse is cross-correlated with the spectrally filtered

pulse to determine the time arrival.
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a finite-length gate pulse yields the spectrum of all of
the finite pulse segments with duration equal to that of
the gate. While the phase information remains lacking
in each of these short-time spectra, having spectra of

an infinitely large set of pulse segments compensates
for this loss. The spectrogram has been shown to
nearly uniquely determine both the intensity IðtÞ and
phase wðtÞ of the pulse, even if the gate pulse is longer

Figure 6 Measuring the spectrogram of a pulse is easier than measuring its sonogram – a spectrogram is a spectrally resolved

autocorrelation. In this figure, the optical Kerr–effect is used (polarization-gate) as the nonlinearity. (Adapted with permission from

Kane DJ and Trebino R (1993) Single shot measurement of the intensity and phase of an arbitrary ultrashort pulse by using

frequency-resolved optical gating. Optics Letters 18(10): 823–825.)

Figure 7 This figure shows a schematic of an SHG FROG device. The SHG signal from the autocorrelation is spectrally resolved.

SHG FROG is very simple and sensitive, but it has a direction-of-time ambiguity. For example, if the pulse has chirp, only the magnitude

of the chirp is determined – the sign of the chirp remains unknown.
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than the pulse to be measured (although if the gate is
too long, sensitivity to noise and other practical
problems arise).

In FROG, when using optically induced bire-
fringence as the nonlinear effect, the signal pulse is
given by:

Esigðt; tÞ / EðtÞlEðt 2 tÞl2 ½10�

So the measured signal intensity IFROGðv; tÞ; after the
spectrometer is:

IFROGðv; tÞ ¼

�����
ð1

21
EðtÞlEðt 2 tÞl2e2 ivtdt

�����
2

½11�

We see that the FROG trace is a spectrogram of the
pulse EðtÞ although the gate, lEðt 2 tÞl2; is a function
of the pulse itself.

To see that the FROG trace essentially uniquely
determines EðtÞ for an arbitrary pulse, it is first
necessary to observe that EðtÞ is easily obtained from
Esigðt; tÞ: Then it is simply necessary to write eqn [11]
in terms of Esigðt;VÞ; the Fourier transform of the
signal field Esigðt; tÞ; with respect to delay variable t:

We then have what appears to be a more complex
expression, but one that will give us better insight into
the problem:

IFROGðv;tÞ¼

�����
ð1

21
Esigðt;VÞe2ivt2iVtÞdtdV

�����
2

½12�

Equation [12] indicates that the problem of inverting
the FROG trace IFROGðv;tÞ; to find the desired
quantity Esigðt;VÞ; is that of inverting the squared
magnitude of the two-dimensional (2D) Fourier
transform of Esigðt;VÞ: This problem, which is called
the 2D phase-retrieval problem, is well known in
many fields, especially in astronomy, where the
squared magnitude of the Fourier transform of a 2D
image is often measured. At first glance, this problem
appears unsolvable; after all, much information is lost
when the magnitude is taken. It is well known that
the one-dimensional (1D) phase retrieval problem is
unsolvable (for example, infinitely many pulse fields
give rise to the same spectrum). Intuition fails in this
case, however; two- and higher-dimensional phase
retrieval essentially always yields unique results.

The Simplified FROG – GRENOUILLE

A simplified version of the FROG device, known as
grating eliminated no-nonsense observation of
ultrafast incident laser light e-fields (GRENOUILLE),

can be constructed using the doubling crystal as both
the gating medium and the spectrometer (see
Figure 8). In this case, the phase matching condition
in certain thick doubling crystals causes a wavelength
dependent output from the doubling crystal.
A cylindrical lens is used in a Fourier transform
configuration to image the wavelength variation onto
a CCD camera. A cylindrical lens set at 90 degrees
to the Fourier transform lens images the time axis
onto the CCD camera. A Fresnel biprism replaces the
traditionally used Mach–Zender interferometer to
produce two pulses propagating at an angle with
respect to each other. Presently, the GRENOUILLE
technique works with BBO, in the wavelength region
around 500 nm–1200 nm, and with proustite in the
wavelength region around 1200 nm–2000 nm.

FROG Inversion Algorithms

An iterative 2D phase retrieval algorithm is required
to extract the pulse information from the measured
FROG trace (see Figures 9 and 10). This algorithm
converges to a pulse that minimizes the difference

Figure 8 Figure showing a schematic of a GRENOUILLE

FROG device which uses a thick doubling crystal as both the

gating nonlinearity and the spectrometer. Like single-shot

autocorrelators, a cylindrical lens focuses a spatially large input

beam into an SHG crystal in only one dimension. Unlike most

autocorrelators, the Mach–Zender interferometer is replaced with

a Fresnel biprism that forces each half of the input beam to

propagate, at an angle, toward the SHG crystal. An imaging

cylindrical lens images the spatial dependence of the delay onto a

CCD camera. A Fourier transform cylindrical lens maps the

angular dependence of wavelength from the SHG crystal to a

spatial coordinate on the CCD camera. (Adapted with permission

from O’Shea P, Kimmel M, Xun G and Trebino R (2001) Highly

simplified device for ultrashort-pulse measurement. Optics Letters

26(12): 932–934.)
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between the measured and the calculated FROG
trace. While this aspect of FROG has been its Achilles
heel in the past, in reality, new generalized projections
algorithms (together with faster computers) converge
quickly and can track pulse changes at rates up to
30 Hz and beyond, making FROG a true, real-time
pulse measurement technique. Indeed, excellent
algorithms for the analysis of FROG traces in real-
time are commercially available.

The original FROG inversion algorithm, com-
monly referred to as the vanilla algorithm, is simple
and iterates quickly, but tends to stagnate,
giving erroneous results, especially for geometries
that use a complex gate function such as SHG or
self-diffraction. An improved algorithm, incorporat-
ing several different algorithms including brute force
minimization, was developed to alleviate stagnation
programs at the expense of both speed and
convergence time. By the mid-1990s, a significant

PG
FROG

SHG
FROG

Sonogram

I(t ), f (t ) 

I(w), f(w)

w(t ), t(w)

Figure 9 Example FROG traces and sonograms are shown for four different pulses: a transform limited pulse, a positively chirped

pulse, and a negatively chirped pulse. The top series of plots are the time domain representation of the pulse intensity (solid line) and

phase (dashed line). The second row of four plots is the frequency domain representation of the sample pulse’s intensity and phase.

The next four plots show the instantaneous frequency and the group delay. The vertical axis is frequency and the horizontal axis is time.

The remaining rows show the PG FROG traces, the SHG FROG traces and sonograms of the pulse shown in the first two rows.

Figure 10 Phase retrieval algorithm for the inversion of FROG

spectrograms. Start with an initial guess for the pulse to generate

an initial Esig(t,t). A 1D Fourier transform generates the FROG

trace. The next step is to replace the magnitude of the calculated

FROG trace with the square root of the measured FROG trace.

Inverse Fourier transform with respect to v to produce the new

signal field and generate a new guess for E(t). Interestingly, it is

only the step that produces E(t) from Esig(t,t) that differentiates all

the FROG algorithms.
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advance in both speed and stability was made by the
addition of a numerical method called generalized
projections. This algorithm determines the next
guess by constructing a projection – minimizing the
error (distance) between the FROG electric field,
Esigðt; tÞ; obtained immediately after the application
of the intensity constraint, and the FROG electric
field calculated from the mathematical form
constraint.

The first generalized projections algorithm used a
standard minimization procedure to find the electric
field for the next iteration, which can still be slow. For
the most common FROG geometries, PG and SHG, a
different algorithm that determines the next iteration
directly has been developed. This algorithm, called
the principal components generalized projections
(PCGP) algorithm, converts the generalized projec-
tions algorithm into an eigenvector problem. Using
this algorithm, pulse measurement rates of at least
30 Hz have been achieved.

The goal of the phase retrieval algorithm is to find
the EðtÞ that satisfies two constraints. The first is the
FROG trace itself which is the magnitude squared of
the 1D Fourier transform of Esigðt; tÞ:

IFROGðv; tÞ ¼

�����
ð1

21
Esigðt; tÞe

2 ivtdt

�����
2

½13�

The other constraint is the mathematical form of the
signal field, Esigðt; tÞ; for the nonlinear interaction
used. The signal forms for a variety of FROG beam
geometries are:

Esigðt; tÞ /

8>>>>>><
>>>>>>:

EðtÞlEðt 2 tÞl2 PG FROG

EðtÞ2Epðt 2 tÞ SD FROG

EðtÞEðt 2 tÞ SHG FROG

EðtÞ2Eðt 2 tÞ THG FROG

9>>>>>>=
>>>>>>;

½14�

where PG is polarization gate, SD is self-diffraction,
SHG is second harmonic generation, and THG is
third harmonic generation FROG.

All FROG algorithms work by iterating between
two different data sets: the set of all signal fields that
satisfy the data constraint, IFROGðv; tÞ; and the set of
all signal fields that satisfy eqn [14]. The difference
between the FROG algorithms is how the iteration
between the two sets is completed. In the case of
generalized projections, the EðtÞ0s are chosen such
that the distance between the EðtÞ on the magnitude
set and the EðtÞ on the mathematical form set is

minimized. This is accomplished by minimizing the
following equation:

Z ¼
XN

i; j¼1

lEðkÞ
sigðDCÞðti; tjÞ2 Eðkþ1Þ

sigðMFÞðti; tjÞl
2

½15�

where EðkÞ
sigðDCÞðti; tjÞ is the signal field generated by the

data constraint, and Eðkþ1Þ
sigðMFÞðti; tjÞ is the signal field

produced from one of the beam geometry equations
in eqn [14]. For the normal generalized projection,
the minimization of Z is completed using a standard
steepest descent algorithm; the derivative of Z with
respect to the signal field is computed to determine
the direction of the minimum. The computation of
the derivatives are tedious; they are tabulated
elsewhere.

An alternative to an algorithm that minimizes
eqn [15] is the PCGP algorithm. This algorithm
converts the computation of the next guess into an
eigenvector problem, reducing the computation of
the next guess to simple matrix–vector multipli-
cations. This algorithm works for both the PG and
SHG beam geometries, it is robust and the fastest
FROG algorithm. Indeed, the PCGP algorithm
was used in the original real-time FROG work by
D.J. Kane.

Self Checks in FROG Measurements

Unlike any other pulse measurement techniques,
FROG can provide a great deal of feedback about
both the quality of the measurement (systematic
errors) and the quality of the algorithm’s perform-
ance. The most common check for convergence is
the FROG trace error together with a visual com-
parison between the retrieved FROG trace and
the measured FROG trace. The FROG trace error is
given by:

G ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

N2

XN
i; j¼1

lIFROGðvi; tjÞ2 aIðkÞFROGðvi; tjÞl
2

vuut ½16�

where a is a renormalization constant, IFROG is the
measured trace, and IðkÞFROGðv; tÞ is computed from the
retrieved electric field. Typically, the FROG trace
error of a PG measurement should be less than 2% for
a 64 £ 64 pixel trace, while the FROG trace error of a
64 £ 64 pixel SHG FROG trace should be about 1%
or less. Acceptable FROG trace errors decrease as
FROG trace size increase for smaller FROG traces.
These values are only rules of thumb only;
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for example, acceptable retrievals of large and very
complicated FROG traces can produce larger FROG
trace errors.

In a good FROG measurement, the spectrum of the
retrieved pulse should faithfully reproduce the salient
features of the pulse’s measured spectrum. SHG
FROG even provides an additional check called the
frequency marginal. The sum of an SHG FROG trace
along the time axis yields the autoconvolution of the
pulse’s spectrum, providing two ways the FROG
measurement can be checked. First, the autoconvolu-
tion of an independently measured spectrum can be
compared to the sum of the FROG trace along
the time axis, providing an indication of how well the
measurement was made. For example, if the doubling
crystal was too thick in the pulse measurement, the
FROG trace’s frequency marginal will be narrower
than the autoconvolution of the measured spectrum.
Second, comparing the autoconvolution of the
retrieval pulse spectrum with the FROG trace
marginal can provide a test of algorithm convergence
in addition to a test of the measurement. Phase
matching problems appear as a mismatch between
the FROG trace frequency marginal and the auto-
convolution of the retrieved spectrum.

Because FROG is a spectrally resolved autocorrela-
tion, summing any FROG trace along the frequency
axis yields the autocorrelation of the measured pulse.
This autocorrelation can be compared to an indepen-
dently measured autocorrelation, or a comparison
can be made between the frequency sum of the FROG
trace and the autocorrelation calculated from the
retrieved pulse to determine algorithm convergence
and the quality of the measurement.

Measuring Pulses Directly – SPIDER

SPIDER is a novel technique that measures the pulse
directly – no iterative phase retrieval method is
required. To accomplish this feat, spectral interfero-
metry is conducted on two pulse replicas that are
shifted in frequency with respect to one another. The
original pulse is split into two replicas. The two pulse
replicas are sent into a phase modulator that shifts
the center frequency of each pulse slightly. The
frequency-shifted pulses are sent into a spectrometer
and a standard spectral interferometry analysis yields
the derivative of the phase. Integration of the phase
derivative, together with the spectrum of pulse,
provides the full intensity and phase.

Thus, analysis of the spectral interferogram gives:

Df ¼
�
fðv1Þ2 fðv2Þ

�
Dv ½17�

where Df is the measured phase difference from the
spectral interferogram, Dv is the difference in the
center frequency between the two pulses, and fðvÞ is
the pulse phase as a function of frequency. Conse-
quently, the phase difference must be divided by the
frequency difference between the two pulses to
determine the true derivative. It is also important to
subtract out the linear phase difference resulting from
the delay between the two pulses (the delay produces
the fringes in the resulting interferogram) as this
integrates to a linear chirp.

Because phase modulators are too slow to be used
in the femtosecond region, a different method is used
to shift the frequency of the two pulses – they are
mixed with a highly chirped pulse (see Figure 11).

Figure 11 Figure showing how a SPIDER device works. The highly chirped pulse has a frequency that varies with time. Mixing the

chirped pulse with two time delayed replicas produces two pulses, separated in time, that have slightly different frequencies, but are

otherwise identical. By interfering the two pulses in a spectrometer, the relative phase between v0 þ dv portions of the pulse and v0

portions of the pulse are determined.
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Because the pulses are slightly time delayed, each one
aligns with a slightly different frequency in the
chirped pulse. The chirped pulse must be so highly
chirped that the pulse frequency does not change
significantly over the duration of the pulse to be
measured.

A schematic of a SPIDER device for the measure-
ment of femtosecond laser pulses is shown in
Figure 12. The input pulse is first split into two
replicas. The first replica is sent to a pulse stretcher to
produce to highly chirped pulse. The other replica is
sent into a Michelson interferometer (or a simple
étalon may sometimes suffice) to create two time-
delayed replicas. The time-delayed replicas are mixed
with the chirped pulse. Because each replica is mixed
with a slightly different frequency in the chirped
pulse, each replica produces a pulse with a slightly
different center frequency. When the time-delayed
replicas are spectrally resolved, each frequency of the
pulse interferes with a frequency-shifted portion of
the same pulse. Thus, the measured phase difference is
proportional to the derivative of the phase of the
original pulse.

Measuring Weak Pulses

Because virtually all the pulse measurement tech-
niques, that do not require a reference pulse, use a
nonlinearity, measuring weak ultrafast pulses directly
is difficult. Fortunately, because most weak pulses are
generated from a stronger pulse, spectral interfero-
metry can be used to determine the relative phase
between the weaker pulse and the stronger pulse

(for regions where there is spectral overlap between
the two pulses). If the stronger pulse is characterized
using another pulse measurement technique, then the
weaker pulse phase can be determined from the rela-
tive phase measurement and the known phase of the
stronger pulse. For example, the Trebino group termed
the combination of FROG and SI as TADPOLE
(Temporal Analysis by Dispersing a Pair Of Light
E-fields).

Which Pulse Measurement Method
Should I Use?

Choosing a pulse measurement method depends on
the required measurement as well as the precision
and accuracy required. All the pulse measurement
techniques have advantages and disadvantages, but
excellent measurements have been made with all of
them. Autocorrelation is adequate when all that is
required is the approximate pulse duration without
any phase information. Spectral interferometry is
quite useful for measuring transient changes in a
sample in pump-probe experiments. FROG is
perhaps the most commonly used and general-
purpose pulse measurement technique, providing a
great deal of feedback about the quality of the
pulse measurement. Inexpensive and convenient
FROG devices, together with software, are avail-
able commercially, adding to their acceptance.
While SPIDER is experimentally complex and
does not have the cross checks that FROG has, it
provides the quickest answer, requiring no iterative

Figure 12 SPIDER apparatus. The input pulse is first split into two pulses. One pulse is stretched in a pulse stretcher. The other pulse

is sent into a Michelson interferometer to produce two time-delayed pulses. The two time-delayed pulses are mixed with the stretched

pulse to produce two pulses at a slightly different center frequency. The two pulses are sent into a spectrometer to produce a spectral

interferogram. Analysis of the spectral interferogram yields the derivative of the pulse phase.
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phase retrieval algorithm to obtain pulse intensity
and phase.
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List of Units and Nomenclature

AðtÞ Full electric field
EðtÞ Complex electric field without

carrier frequency
Esigðt; tÞ Complex electric field of the FROG

trace versus time and time delay
Esigðt;VÞ Fourier transform of Esigðt; tÞ with

respect to t
~EðvÞ Complex electric field in the

frequency domain
f ðtÞ Correlation product
f ðvÞ Fourier transform of the correlation

product
gðt 2 tÞ time gate or filter
G FROG trace error
hðv2VÞ frequency gate or filter
IðtÞ Intensity profile of the electric field

in the time domain
~IðvÞ spectral intensity
IFROGðv; tÞ Intensity of the FROG trace
QðtÞ Heaviside function ¼ 0 t , 0; ¼ 1

t ^ 0
fðvÞ Frequency domain phase
SEðv; tÞ Spectrogram
SEðV;TÞ Sonogram
SðvÞ Spectral interferogram
t;T variables for time
t Fourier transform
vg group velocity
wðtÞ Time domain phase
Dw Beam waist
Z Distance metric between the FROG

signal field generated by the data
constraint and the FROG signal field
generated by the mathematical form
constraint

F Geometric angle between two beams
Df Phase difference
P(n) nth order nonlinear susceptibility
v Primary variable for frequency
Dv Difference in center frequency

between two pulses

V Secondary variable for frequency
VðtÞ Instantaneous frequency

See also

Coherent Transients: Ultrafast Studies of Semi-

conductors. Nonlinear Optics, Basics: Ultrafast and

Intense-Field Nonlinear Optics. Ultrafast Laser

Techniques: Generation of Femtosecond Pulses.

Ultrafast Technology: Femtosecond Chemical

Dynamics: Gas-Phase; Femtosecond Condensed

Phase Spectroscopy: Structural Dynamics; Ultrafast

Illumination and Processing.
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Introduction

Chemical reactions are at the heart of chemistry; the
quest to understand them has sparked research and
study along many different avenues. The fundamental
dynamics involved in bond breakage, bond for-
mation, and transition states take place on a very
fast time-scale, usually in the tens to hundreds of
femtoseconds, where a femtosecond (fs) is equal to
10215 seconds. Therefore, ultrashort laser pulses are
required to measure these fundamental processes as
well as the rotational and vibrational motion before
and after the reaction. The whole set of measurements
can then be used for mapping a potential energy
surface for the reaction. As a result of these studies,
one learns the key details that are required to develop
a picture of how chemical reactions occur. The
measurement of these fundamental dynamics, using
ultrashort laser pulses, is the subject of this article.

To illustrate how long it takes to form or break a
chemical bond, one needs to consider the following
analogy. The time it takes to break a chemical bond is
approximately a tenth of a trillionth of a second
(10213 s). During such a short time, light can travel
only 0.03 mm in vacuum. This time is so short that it
cannot be measured electronically. Its measurement
requires the use of ultrashort laser pulses, with
pulse durations of 50 femtoseconds or shorter.
The development of methods aimed at measuring
the fundamental steps involved in chemical reactions
culminated in the development of femtosecond

transition state spectroscopy (FTS), a method devel-
oped in the 1980s by Zewail and co-workers at
Caltech. This work allows researchers to observe
bond breakage and formation, vibrational and
rotational dynamics, and transition state configura-
tions, as the reaction occurs. The Nobel Prize in
Chemistry was awarded in 1999 to Ahmed Zewail for
this development. Since the 1980s, femtosecond
lasers have been used to study molecular dynamics
and chemical dynamics on very fast time-scales. The
field, known as femtochemistry, has grown quickly
and diversified to involve hundreds of scientists
around the world. This article discusses the measure-
ment of ultrafast dynamics measured in gas-phase
samples. The presentation encompasses some of the
measurement techniques and the fundamental values
to be measured and concludes with an outlook
towards the future.

From Nanosecond to Picosecond to Femtosecond
Reaction Kinetics

The quest for shorter light pulses to study chemical
reactions predates the invention of the laser. In the
early days, electric discharges were used to measure
fast dynamics in the millisecond (1023 s) and then the
microsecond (1026 s) time-scales. With the invention
of the laser, measurements improved drastically with
temporal resolution going from the nanosecond
(1029 s) to the picosecond (10212 s) time-scales.
Since the early days, it was recognized that the best
time resolution was obtained when pairs of light
pulses were used – one to initiate the reaction and the
second to probe it. These pump-probe measurements
have progressed with the laser technology almost to
the single femtosecond level.

The measurements being considered here go
beyond the measurement of fast reaction kinetics.
When a chemical reaction occurs in a beaker, one
usually measures a statistical rate of reaction that
involves diffusion of reagents in a solvent. These
kinetic measurements, which involve an ensemble of
molecules, are much slower and do not reveal the
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fundamental steps of the reaction such as bond
formation. The introduction of ultrafast pulses
allowed, for the first time, the measurement of the
motion of the atoms in real time, as if the motion was
frozen by ultrafast flash photography. Capturing this
motion helps to reveal the internal forces, described
by a potential energy surface, that act on the atoms in

the molecule during the chemical reaction. This
concept is illustrated in Figure 1, where we see the
reagents and the products for the reaction. Typically,
the starting and ending point of a chemical reaction
are very well known and the compounds are very well
characterized. However, how the reagents become the
products is not always known. Chemists typically
deduce a reaction mechanism based on a large body
of experiments where different parameters including
the structure of the reagents are modified to evaluate
their effect on the outcome of the reaction. Unfortu-
nately in most cases, reaction mechanisms, even when
consistent with all available experimental evidence,
may not accurately reflect how a particular chemical
reaction takes place.

The ideal method to make the determination
involves direct observation. As mentioned earlier,
direct observation requires femtosecond laser pulses,
just like a fast camera shutter is required to take
pictures of fast-moving objects. The concept of a
femtosecond pump-probe measurement is illustrated
in Figure 2. The chemical reaction is initiated at time
t ¼ 0 fs by the pump laser. The pump laser provides
the energy required for initiating the chemical
transformation. The probe laser, delayed in time,
probes the formation of the product. Figure 2
illustrates a number of pump-probe measurements

Figure 1 A sketch of a chemical reaction, AB þ CD ! A þ

BCD. The reactants and products are well known, but it is not

known how they change from reactants to products. This

mechanism may involve a transition state which is (a) a linear

complex with vibrational motion, (b) a nonlinear complex, (c) a

bent complex with rotational motion, or many other possibilities

and combinations. The elucidation of the mechanism and

transition state dynamics are the goals of femtosecond

time-resolved studies.

Figure 2 Energy schematic of the reaction of AB þ CD ! A þ BCD assuming vibrational motion in a linear transition state. The pump

pulse provides enough energy to excite the reactants to the transition state at t ¼ 0. This transition state is probed by the second pulse.

This pulse arrives at different time delays, from no delay (t ¼ 0), to increasing delays (t1, t2,…), to infinite delay (t1). The signal varies

depending on the time delay between the two pulses and these changes in signal intensity correspond to vibrational and rotational

information about the transition state. To obtain a transient as shown at the bottom, the time delay between the pump and probe pulses

is scanned. The dashed line shows the transient that would be obtained when the transition state is monitored; the solid line shows the

transient that would be obtained when the product is monitored.
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each obtained at a different time delay between the
pump and probe laser pulses. When a series of pump-
probe measurements are gathered as a function of
time delay, one obtains a transient that contains a
record for the evolution of the reagents to product as
a function of time.

The Formation of Coherent Wave Packets and
their Motion

The illustration shown in Figure 2 shows atoms in a
molecule moving as classical particles. Because of
their small size, atoms behave quantum mecha-
nically and this has some implications on the
observed motion. A prototypical pump-probe
measurement is illustrated for this purpose in
Figure 3. For resonant excitation, a photon is
absorbed by a molecular system, originally in the
ground electronic state (V0). This absorption causes
a vertical transition to an excited electronic state
(V1). Consistent with Heisenberg’s uncertainty
principle, a pulse that has a short temporal duration

has a large spectral bandwidth; for most molecular
systems and ultrashort pulses, the frequency spread
of the pulse is wider than the vibrational energy
spacing in the excited state. Thus, a number of
quantum vibrational states are populated on V1 by
the absorption of a short laser pulse. When a
short pulse excites a number of states, a coherent
superposition of states is formed. One can under-
stand the formation of a wave packet by simply
realizing that in the short time the laser pulse
excites the system there is no opportunity for the
atoms in the molecule to move. For this reason the
initial wave packet is very similar to the ground
state atomic arrangement.

When a short laser pulse excites a molecule to a
bound electronic state, the resulting wave packet,
C(t), is a sum of all the possible states wn in V1 with
amplitudes, an, C ¼

P
n anwn: The amplitudes, an,

depend on the overlap between the initial (ground
state) and final (excited state) spatial overlap. This
overlap indicates that the excitation process is faster
than the motion of atoms in a molecule. Based on
this approximation for the overlap integral, the
amplitudes are replaced by the Franck–Condon
overlaps to obtain C ¼ C

P
n kwnlwð0Þ

0 lwn: The wave
packet on V1 evolves in time according to
CðtÞ ¼

P
n anexp½2iEnt="�wn; where En is the energy

that corresponds to the state wn and " is Planck’s
constant divided by 2p. When a pulse is very short in
time, the coherent superposition of states closely
resembles the initial distribution of atoms in the
molecule. The motion from inner to outer turning
point of the quantum mechanical wave packet is
illustrated in Figure 3. One can imagine this wave
packet as a classical particle oscillating on the excited
potential energy curve with the periodic nature of the
molecular vibrations. When the pulse is very long and
only one state is populated, the dynamics can no
longer be observed, as is the case with conventional
frequency-resolved spectroscopy.

Molecular dynamics can be inferred from high-
resolution frequency-resolved spectroscopy; however,
the spectra can become congested and the data
analysis becomes more complicated for large mol-
ecules, for high temperatures, or in solutions.
Molecular dynamics are obtained from frequency-
resolved spectra by taking the Fourier transform of
the data. It seems more intuitive to consider these
dynamics in the time domain where the dynamics
can be observed directly as ‘snapshot’ taken by the
femtosecond pulses. Ultrafast time-resolved spectro-
scopy has other advantages – high peak intensities
allow for multiphoton excitation and other nonlinear
processes, the selection of the detection wavelength
discriminates between different species and results in

Figure 3 Pump-probe experiment. The pump pulses excite the

molecular system from the ground state V0 to excited state V1.

The large spectral bandwidth of femtosecond pulses allows for a

number of vibrational levels in V1 to be populated. A wave packet

is formed that vibrates on V1; the classical motion of the particle is

shown as well at the top. In this case the energy of the probe pulse

will excite the molecules to V2 when the bond is stretched (right

side of oscillation); however, when the bond is compressed, the

energy is not resonant with any excitation and the probe pulse will

not be absorbed.
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an increased signal-to-noise ratio for intermediate
short-lived species, collisions take place on a longer
time-scale and do not affect these measurements, and
the characteristics of the ultrafast laser pulse (such as
phase, frequency components, and chirp) can be
manipulated to control the dynamics and the yield of
chemical reactions.

Methods for Measuring Femtosecond
Dynamics

Pump-Probe Method

Pump-probe techniques use a pair of pulses separated
in time, one to initiate the reaction and the second to
determine its progress. The first femtosecond pulse
with wavelength lpump excites a molecule from its
(bound) ground electronic state (V0) to an excited
(V1) state. After a variable time delay, a second
femtosecond pulse with wavelength lprobe causes
a transition to another excited state (V2) as shown
in Figures 3 and 4.

The progress of the reaction dynamics is followed
through the measurement of signal resulting from the
absorption of the probe pulse by the system. There are
different detection modes depending on the potential
energy surfaces reached by the pump and probe
pulses. In one case (Figure 4a), the first excited state
(V1) is nonfluorescent but the second one (V2)
fluoresces and this fluorescence is measured. In
another case (Figure 4b), state V1 is fluorescent but

state V2 is not; in this case the depletion of the
fluorescence by the probe is measured. Finally
(Figure 4c), excited states V1 and V2 may be
dissociative; therefore, the fluorescence detected is
emitted by the products. In any of these cases, as the
wave packet on the intermediate state propagates
(e.g., vibrates, dissociates), the transition probability
varies (i.e., the ability of the probe pulse to be
absorbed by the molecule changes). Therefore, the
amount of laser-induced fluorescence (LIF) emitted
varies with the pump-probe time delay. In some cases,
the probe pulse produces ions and there are a number
of methods to detect the electrons or the ions with
great sensitivity.

Measurement of rotational dynamics
Measurement of rotational dynamics requires a
vectorial frame of reference and this is achieved
with linearly polarized laser beams. Excitation by the
pump pulse selects an initial population distribution
described by cos2u where u is the angle between the
transition dipole and the pump laser polarization
vector. As the rotational wave packet dephases due to
the distribution of the population in different
rotational levels, the probe pulse probes the transient
alignment of the molecules in space. As the molecules
rotate away from the initial alignment, the signal
decreases. In Figure 5 rotational dynamics are
depicted schematically. First, a single (classical)
molecule is considered (top panel). As the molecule
rotates, its dipole changes from being aligned
with the polarization vector of the laser field

Figure 4 Different pump-probe experiments.(a) Bound-to-bound transitions from V0 ! V1 and from V1 ! V2. The V2 state fluoresces

and this increase in LIF from V2 is measured as signal. (b) Bound-to-bound transition from V0 ! V1 where V1 fluoresces. When the

probe pulse causes an excitation from V1 ! V2, a loss of LIF signal is observed. The depletion of fluorescence is measured in this case.

(c) Bound-to-repulsive surface transition from V0 ! V1. The energy of the probe causes an excitation to V2 at a particular molecular

distance. Fluorescence of a product fragment is measured.
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(assumed vertical) to being perpendicular. The
rotational motion can be described by a cosine
function. The rotational frequency vj is proportional
to the rotational level and the rotational constant of
the molecule. Because the rotational constant is
inversely proportional to the angular momentum,
larger molecules rotate slower than smaller mol-
ecules. When several rotational levels are contained in
a rotational wave packet the motion produces sharper
features (bottom panel). The sharp features are called
rotational recurrences or revivals. Note that the
opposite trend is observed if the probe pulse is
polarized perpendicular to the pump pulse; the signal
increases as the molecules rotate away from the initial
alignment and decreases as the alignment recurs. The
time-resolved data for each polarization arrangement
(parallel and perpendicular) contain both an isotropic
component (vibrational motion) and an anisotropic
component (rotational motion). In rotational aniso-
tropy measurements, data from these two polariz-
ation arrangements are manipulated mathematically
to yield just the rotational motion; rotational
dynamics and rotational information such as the
spectroscopic rotational constants and the rotational

energy partitioning in the reactants and products can
be extracted from these measurements.

Three-Pulse Four-Wave Mixing Method

Some methods are more complicated than pump-
probe technique but they are more powerful. Three-
pulse four-wave mixing (FWM) is one such method
and is briefly presented here. Time-resolved four-
wave mixing techniques can be understood based on
the formation of transient gratings by two of the
incident lasers. When two laser beams cross, the
spatial modulation of their electric fields varies due to
constructive and destructive interference as shown in
Figure 6. The molecules in the interaction region
experience varying electric field intensities according
to their position and this leads to the formation of a
transient grating of polarized molecules in space. The
transient grating formation can be probed easily by
the detection of Bragg scattering of a third laser beam,
also known as homodyne detection; here, the signal
beam is scattered in the phase-matching direction
ksignal as indicated in Figure 6a. Alternatively, probing
can be achieved by detection of changes in the
intensity of a fourth beam that propagates in the

Figure 5 Rotational motion of molecules. Excitation by a linearly polarized laser pulse initially selects molecules that are well aligned

(cos2u) with its polarization. Considering only one molecule evolving in time (top), the rotational motion in the molecule causes it to move

away from the initial alignments and then eventually return to it. The signal will decrease when the molecule is not aligned with the

polarization of the probe laser and will increase when aligned well. The signal looks like a cosine function that depends on the rotational

frequency of the molecule (vj). For a rotational wave packet, the rotational dynamics are similar except that a number of rotational levels

are populated; thus, the signal depends on the summation of many cosine functions and the features in the data become sharper.
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same direction as the signal; this is called heterodyne
detection. The medium that constitutes the gratings is
composed of the sample molecules, which in the gas
phase move freely. Therefore as time evolves, the
molecular dynamics (rotation and vibration) modu-
late the transient grating and hence the signal.

Three-pulse four-wave mixing is a nonlinear
spectroscopic method that combines the interaction
of three laser pulses in a phase-matched geometry
with a well-defined time sequence of the pulses. The
signal from these measurements arises from a third-
order polarization resulting from the interaction of
the three electric fields. Three-pulse FWM is similar
to the pump-probe technique in that a preparation

step is followed, after some variable time delay, by a
probing step. However, three-pulse FWM allows for a
greater degree of control over the preparation and
probing processes.

When the lasers are in resonance with an electronic
state, FWM measurements can provide dynamic
information from the ground and excited electronic
states. When two pulses are incident on the sample at
t ¼ 0 and a third pulse probes the dynamics at a later
time t (as in Figure 6b), the measurements provide
information that is very similar to that from a pump-
probe measurement. However, having three pulses
allows for other different setups. For example, when
one pulse arrives at the sample first and the other two
pulses follow after a time delay (as in Figure 6c), the
resulting signal provides dynamic information from
the excited state. This type of measurement also
provides a measurement of the electronic coherence
of the sample, i.e., for how long the molecules
remember the phase of the incident laser pulses.
This information is important if one wants to take
advantage of the phase of laser pulses to cause
quantum mechanical interference in the mole-
ular sample. These measurements are known as
photon echo and are much more common in
condensed-phase samples. There are numerous pulse
sequences possible; only three examples are shown
in Figure 6.

FWM measurements do not depend on resonance
excitation to an electronic excited state. In the
absence of such resonance, the grating is formed in
the ground state and ground state vibrational and
rotational dynamics are observed. These measure-
ments, also known as transient grating (TG), depend
on the impulsive Raman scattering process. By
changing the time delay (in Figure 6b) between the
electric fields that generate the grating and the third
(probe) beam, the signal is modulated by the
molecular dynamics. Analysis of the time-dependent
signal yields the rotational and vibrational spectro-
scopic values from the sample being studied.

Studies of Reaction Dynamics

Dissociation on a Repulsive Surface

In 1987, Zewail and co-workers studied the photo-
dissociation of cyanogen iodide (ICN) using femto-
second lasers; the first direct observation of a
chemical reaction from reactants to products was
conducted. The excitation and decay of the reactants
(ICN), the formation and decay of the inter-
mediates (I–CN), and the formation of the products
(I þ CN) were observed in this experiment.

Figure 6 (a) FWM experimental configuration. Two of the

beams cross which forms a grating and the third beam scatters off

the grating to generate a fourth beam (the signal). The three laser

pulses are noted as electric fields Ea, Eb, and Ec. These three

laser pulses can be delayed or advanced in time relative to each

other giving rise to a number of different pulse sequences.

(b) Pulse sequence with fields Ea and Eb overlapped in time

(tab ¼ 0). Field Ec follows at a time delay t. (c) Pulse sequence in

which Ec precedes Ea and Eb by time delay t. For both of these

cases, t is scanned in time to obtain the transients. (d) Pulse

sequence in which no pulses are overlapped in time and are

applied in the order Ea, Eb, and Ec. Time delay tab can be set to

specific values while t is scanned in time.
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The pump pulse (306 nm) excited ground state
cyanogen iodide to a repulsive excited state of ICN
which dissociated into I and CN fragments (both in
the ground state). The probe pulse when set to
388.5 nm was resonant with an excitation of the CN
fragment; therefore, the reaction was monitored by
detecting the laser-induced fluorescence (LIF) of this
CNp fragment using a probe pulse at different time
delays (as shown in Figure 4c). The wavelength of the
probe pulse could be detuned to different wavelengths
for making observations at different lengths of the
I–C bond. The results of these experimental studies
showed that ICN dissociated in about 200 fs and that
the transition state lived for only about 50 fs. The
data from the wavelength detuning studies were used
to map the excited state potential of ICN both in time
and in space; this data analysis is called inversion to
the potential.

A schematic representation of the ICN experiment
is shown in Figure 7. The potential energy curves are
shown in Figure 7a. The pump laser initiates the
chemical reaction. Three different probe wavelengths
are depicted, the first probing early in the reaction,
the second at an intermediate distance, and the
final one probing the free products. Notice that the
wavelength of the probe determines the location
in the potential energy curve that is probed.
This concept allows one to study reagents as they
are transformed into products. The signals obtained
from the three different probe wavelengths are shown
in Figure 7b.

Reactions Involving Crossing of Potential Energy
Surfaces

For many chemical reactions, the progress of the
reaction requires changes of the electronic state.
This can take place where potential energy surfaces
cross. The best-known example of reaction
dynamics involves the experiment on the photo-
dissociation of NaI by Zewail and co-workers.
This experiment is depicted in Figure 8. The pump
pulse excites the wave packet from ground state
(ionic) to an excited state (covalent) where it
begins to oscillate. The ground and excited states
overlap with an avoided crossing in this molecule
(ionic versus covalent nature, as shown in
Figure 8a); when the wave packet approaches this
avoided crossing, it splits into two partial waves.
One wave stays on the excited state while the
other ‘escapes’ onto the dissociative surface and
separates into Na and I. The partial wave on the
excited state again oscillates and then splits at
the avoided crossing and the pattern continues. The
time delay of the probe pulse shows the oscillations
of the wave packet on the excited surface
when detecting the activated complex [NaI]p‡

(thin line), while the data of the product fragments
(free Na atoms detected by using the D-line
absorption) (thick line) show a step-wise accumu-
lation in the signal corresponding to the sequential
formation of products during each oscillation near
the avoided crossing region of the surfaces
(see Figure 8b).

Figure 7 Photodissociation of ICN. (a) Potential energy surface schematic showing the initial excitation by the pump laser to a

dissociative surface. The reaction could be monitored at different I–CN distances by using different probe wavelengths as shown by

three examples here, (i), (ii) and (iii), from shorter to longer distances. (b) At short distances (long probe wavelengths), the signal is

observed at shorter time delays only. The signal decreases at later time delays because the internuclear distance continues to lengthen

as the dissociation occurs over time. When the distance increases as monitored by shorter probe wavelengths, the signal rises

to a maximum at longer time delays reflecting the dissociation of the reaction in progress. At ‘infinite’ I–CN distance (i.e., the molecule

is dissociated and only free I atoms and CN fragments remain), the signal reaches a maximum and remains there because the

reaction is complete.

246 ULTRAFAST TECHNOLOGY / Femtosecond Chemical Dynamics: Gas-Phase



Chemical Dynamics with Multiple Pathways

The pump-probe concept can be used to probe more
complex reactions. To date, a great number of
different chemical reactions have been studied (see
Further Reading). Among the most important reac-
tions we list ring opening, isomerization, proton
transfer, and concerted chemical reactions. We
illustrate these measurements with experiments on
the photodissociation of dihalogenated alkanes.
Upon high-energy excitation (12 eV), the methylene
iodide (CH2I2) molecule dissociates and forms
molecular iodine in excited states D0 and f as well as
producing I atoms (main channel). The detection
wavelength used in the experiment can distinguish
between these products; D0 fluorescence can be
collected at 342 nm and f fluorescence is collected at
272 nm. The Dantus group has studied the dynamics
of this type of concerted molecular elimination
reaction extensively. The photodissociation reaction
occurs by a multiphoton excitation (three-photons
from the pump beam at 310 nm) reaching a
dissociative state where the CH2 fragment and
excited molecular iodine are formed. The 620 nm
probe pulse depletes the fluorescence from the excited
I2 molecule (either D0 or f state) as shown in Figure 4b;
this fluorescence depletion is measured and analyzed
to determine the dynamics of the reaction. The object
of this experimental work was to determine if the
photodissociation mechanism for forming molecular
iodine followed a step-wise, synchronous concerted,
or asynchronous concerted mechanism as shown
in Figure 9.

The time transients reveal coherent vibrational
motion of the I2 product. Analysis of the transition

state dynamics shows that the breaking of the carbon–
halogen bond and the formation of the halogen–
halogen bond occurs within 50 fs. Further, the iodine
molecule is formed with a very hot rotational
distribution indicating that the symmetry of the
molecule is broken during the process; the torque
imparts a large amount of rotational motion. Overall,
the results of these studies show that the photodisso-
ciation process of CH2I2 follows an asynchronous
concerted reaction mechanism and corresponds to a
symmetry barrier that exists in C2v molecules prevent-
ing the formation of the interhalogen bond. The
existence of this symmetry barrier was explored by
using CH2ICl, a molecule that does not have C2v

symmetry; as expected, the halogen molecule (ICl) was
formed with a cold rotational distribution indicating
that it was able to follow a synchronous concerted
mechanism. The dissociation times were also studied
on the family of compounds CX2Y2 and R–CHI2 to
investigate the influence of thermodynamics and
reduced mass changes on the reaction.

The Dynamics of Bond Formation

Most chemical reactions that are studied with
femtosecond spectroscopy are unimolecular reactions
(photodissociation); however, bimolecular reactions
(photo-association) are interesting and chemically
relevant in trying to understand how chemical reac-
tions occur. In the photo-association process, a pair of
atoms or molecules cooperatively absorbs the photon
undergoing a free-to-bound transition and forming a
bond. When the ultrashort pulse initiates the reaction
in femtosecond photo-association spectroscopy, a
clearly defined initial time for the reaction is given

Figure 8 Photodissociation of sodium iodide. (a) Potential energy curve schematic showing the curve-crossing between the ground

(ionic) and excited (covalent) states. As the wave packet oscillates on the excited curve, it splits into two wave packets at the curve

crossing. (b) The thin line shows the vibrations of the excited complex as it oscillates on the excited surface. The signal intensity

decreases because some of the molecules have dissociated to form Na and I atoms when the wave packet splits. The thick line shows

the stepwise increase in free Na atom signal each time the wave packet oscillates and splits.
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and the alignment conditions of the reaction can be
examined by taking advantage of the polarization of
the lasers. The femtosecond photo-association spec-
troscopy technique was used by the Dantus group to
study the formation of an excited mercury dimer. Their
experiment is depicted in Figure 10. Two ground-
state mercury atoms absorbed the pump (bind)
pulse (at 312 nm) forming a wave packet in the

excited D state. The probe pulse depleted the
fluorescence from the newly formed molecules. The
time of association was determined to be within the
laser pulse duration (,60 fs). The dimers were found
to have a narrow rotational distribution which
together with the wavelength of the binding pulse
reflects the impact parameter (geometry) of the
collision. Calculations reveal that the ‘optimal’

Figure 9 Possible mechanisms for the photodissociation of CH2I2 following multiphoton excitation. The molecule could break both

C–I bonds and form an I–I bond all at the same time (synchronous concerted mechanism); this would result in very little rotational

motion in the products. The molecule could begin to break one C–I bond slightly before breaking the second one and forming the I–I

bond, but all three events still occur within the duration of the laser pulse (asynchronous concerted mechanism). This would result in

significant rotational motion in the products. The molecule could also lose one I atom and at some later time lose the other I atom; these I

atoms could collide later to form I2 (stepwise mechanism).

Figure 10 Photo-association of mercury dimers. The pump (bind) pulse is absorbed by two ground-state Hg atoms to form Hg2
p on the

excited state which is fluorescent. The probe pulse depletes this fluorescence causing the LIF signal to decrease at t ¼ 0. Analysis of

the transient reveals that the time of association is ,60 fs. Parallel and perpendicular pump-probe data were examined to obtain the

rotational distribution of this reaction.
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binding pulse for this association reaction is 10 fs; such
short pulses would overlap the entire absorption band
from the repulsive ground state to the bound D state.

Bimolecular reactions can also be studied by
preparing a low-temperature cluster that contains
the reagents of interest. For example, a cluster
containing one HI and one CO2 molecule can be
used to study the reaction H þ CO2 ! OH þ CO.
Initiation of the reaction takes place when the pump
laser cleaves the H–I bond and the H atom attacks
the CO2 molecule present in the cluster. The reaction
dynamics are probed as a function of time delay
between pump and probe pulses as for other pump-
probe experiments. The femtosecond dynamics of
this reaction have been studied independently by
Wittig’s and Zewail’s research groups.

Studies of Molecular Dynamics

I2-Pump-Probe, Rotation and Vibration (Bound
Surface)

Aside from observing chemical reactions, using ultra-
fast spectroscopy allows for studying the motion of
isolated molecules to elucidate the internal motions of
molecules themselves and to extract spectroscopic
parameters. Iodine is one of the most frequently
used molecules in femtosecond spectroscopy.
Here we highlight only a small subset of the
femtosecond studies on I2 that have been conducted

by Zewail’s and other research groups. Using a pump
beam at 550 nm, ground state I2 is excited to the B
state; probing with 310 nm excites the molecule to an
even higher bound potential (f state) from which
fluorescence at 340 nm can be obtained (as shown in
Figure 11). By changing the pump-probe time delay,
oscillations on the B excited state are clearly visible
and show a vibrational period of approximately
410 fs. Excitation at 622 nm produces a wave packet
lower in the potential well, with a vibrational period of
approximately 300 fs. The differences observed for
parallel and perpendicular probing correspond to the
early rotational motion of the molecules. Fourier
transfer analysis of the data yields the energy of each
vibrational state that forms part of the vibrational
wave packet. Different pump wavelengths can be used
to access different vibrational levels such that
vibrational frequencies and rotational constants can
be obtained for a wide range of vibrational levels of the
potential. This information can then be used to refine
the B excited state potential energy curve of iodine.

Different Measurements Possible with
Three-Pulse FWM

Ground and excited state molecular dynamics
Molecular dynamics can also be examined with
four-wave mixing techniques. Once again we use
iodine as a model system to illustrate that unlike the
previous experimental transients of iodine obtained
with pump-probe measurements, both excited and

Figure 11 Molecular dynamics of iodine using two different pump laser wavelengths. (a) The pump laser, either at 550 or 622 nm,

causes an excitation from the ground state to the B excited state. The choice of wavelength determines the vibrational levels which are

excited on the B state. In either case, the probe at 311 nm causes an excitation to the f excited state which fluoresces around 340 nm.

(b) Parallel and perpendicular pump-probe transients were obtained using each pump wavelength. At higher pump energies (550 nm),

the molecule vibrates more slowly (higher vibrational level) and is reflected by the 410 fs vibrational period observed in the data. At lower

pump energies (622 nm), the molecule vibrates faster and corresponds to the 300 fs vibrational period observed in the data.
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ground state dynamics of I2 are revealed with FWM.
Materny, Kiefer, and co-workers have carried out
coherent anti-Stokes Raman spectroscopy and degen-
erate four-wave mixing measurements on this mole-
cule using two pulses overlapped in time followed by a
third pulse after a time delay; both ground and excited
state dynamic are observed in the Fourier transform of
data. Dantus and co-workers explored all the pulse
sequences possible with three-pulse FWM using
molecular iodine as a model system (see below).

Double-sided Feynman diagrams and third-order
response functions can be used to describe the
interaction of the three pulses with the molecular
system in three-pulse four-wave mixing. These
mathematical tools are described in several books on
nonlinear optical spectroscopy (see Further Reading).
Figure 12 illustrates how different pulse sequences
reveal different molecular dynamics. The transient
grating method (Figure 12a) shows both ground
(160 fs oscillations) and excited state (310 fs oscil-
lations) wave packet dynamics. When data collection
occurs over long time delays, the transient grating
signal persists with a similar time constant to that of
the lifetime of the excited state. The photon echo
pulse sequence (shown in Figure 12b) reveals only
excited state dynamics (310 fs oscillations). Note that
at longer time delays, the signal decays exponentially
with a time constant that reflects the rate of electronic
coherence dephasing. This fundamental decay para-
meter indicates how long molecules remember the
phase of the electric field that acted on them.

Off-resonance transient grating molecular
dynamics
Off-resonance transient grating can be used to study
the molecular motion of molecules in the ground
state. The pulse sequence used is shown in Figure 6b.
With this method it is possible to examine the
rotational and vibrational dynamics of diatomic and
polyatomic molecules. The vibrational dynamics
belong to the Raman-active modes. From the
rotational recurrences, one can obtain rotational
constants with great accuracy. Dantus and
co-workers have studied carbon dioxide at room
temperature and in flames. At high temperatures,
rotational recurrences narrow because more rota-
tional levels are populated and the rotational
recurrence moves towards longer times because of
centrifugal distortion. Further studies on carbon
dioxide and carbon disulfide have shown that strong
fields can impart an increase in initial alignment (due
to torque along the polarization vector of the laser) as
well as molecular deformation such as bending (due
to electronic state mixing). Heterodyne detected off-
resonance transient grating data for CO2 at room
temperature are shown in Figure 13. The data closely
resemble the schematic illustration in Figure 5 where
rotational dynamics were introduced. The data in
Figure 13 have been analyzed to yield the B and D
rotational constants which give the structural
parameters of the molecules and the centrifugal
distortions, respectively. The type of analysis
given here for CO2 can be done on molecules

Figure 12 FWM signal in molecular iodine using two pulse sequences at short and long delay times. (a) Transient grating – Ea and Eb

overlapped in time followed by Ec. Similar amounts of ground (208 cm21) and excited (105 cm21) state dynamics are observed with

short delay times. In the transients, these correspond to oscillations of 160 fs and 307 fs respectively. (b) Photon echo – Ea and Ec

overlapped in time but preceded by Eb. Excited state dynamics are observed in the transient with short delay times. At long time delays,

the decrease in the signal reflects (a) the lifetime of the excited state or (b) the rate of the electronic coherence dephasing.
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and molecular fragments resulting from chemical
reactions. This method can also be used for molecular
identification.

Perspectives for the Future

Most of this article has focused on the observation of
ultrafast dynamics involved in chemical reactions.
Presently, it is possible to generate pulses with
durations as short as 5 fs. Such short pulses are
capable of observing motion involving frequencies
near 3000 cm21. This implies that one can observe the
dynamics of most chemical bonds. The availability of
shorter pulses will allow one to observe electronic
dynamics. Advances in laser technology have also
produced ultrashort pulses in the infrared region as
well as in the vacuum ultraviolet and X-ray region.
The wide spectrum available permits experiments that
follow specific chemical bonds or specific transitions
in elements. This in turn gives a wide range of
possibilities for probing ultrafast chemical reaction
dynamics.

Having pulses that are shorter than the duration of
the dynamics they probe allows one to consider
influencing the evolution of a chemical reaction as it is
taking place. Controlling chemical reactions with
lasers is not a new theme; however, the availability of
ultrashort laser pulses has given new power to these
efforts. Here we present a brief sample of some of the
current efforts.

Control Using Three-Pulse Four-Wave Mixing

Coherent control of chemical reactions depends on the
relative phase of two different laser pulses that interact
with the sample in order to optimize the transfer of
population between electronic states. The three-pulse
four-wave mixi\ng technique can be utilized to attain
coherent control; the specific timing between the
pulses can be used to achieve near-unity or near-zero
values of the transfer of population for molecules that

interacted with the two electric fields. The Dantus
group has also used three-pulse FWM to demonstrate
control over optimizing the population transfer
between two electronic states in iodine. The popu-
lations of the ground and excited states are controlled
based on the time delay between the first two pulses tab

in the pulse sequence shown in Figure 6d. The
transient is obtained as a function of the time delay
between the second and third pulses, which probes
the vibrational dynamics of the population; this
experiment is illustrated in Figure 14. For Figure 14a
using tab ¼ 460 fs, only excited-state dynamics are
observed; while for Figure 14b using tab ¼ 614 fs,
primarily ground-state dynamics are observed. This
observation is confirmed by the Fourier transform
of the time-resolved transient. The top transient
has a vibrational frequency of 108 cm21, correspond-
ing to the vibrational frequency of the excited
B state. The bottom transient has a vibrational

Figure 13 Heterodyne detected off-resonance transient grating

on carbon dioxide at room temperature. The experimental data

(dots) reflect the rotational motion of the CO2 molecule. The data

have been analyzed (the fit is shown as a line that goes through

the experimental data points) to obtain the rotational constant (B)

and the centrifugal distortion constant (D).

Figure 14 FWM signal in molecular iodine demonstrating

control over observation of molecular dynamics. By using the

pulse sequence shown, tab was defined to be either (a) 460 fs

or (b) 614 fs while t was scanned in time. As is clearly evident

in the data and the FFT, excited-state dynamics alone (307 fs

oscillations) are observed with tab ¼ 460 fs and ground-state

dynamics (160 fs oscillations) are observed with tab ¼ 614 fs.
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frequency of 208 cm21, corresponding to the
vibrational frequency of the ground state of iodine
molecules.

Control Using Feedback and Evolutionary
Algorithm

For complex molecules, one seldom knows the precise
sequence of pulses or phase modulation of a given
pulse that can optimize the yield of a chemical
reaction. In these cases, a pulse-shaping device which
manipulates the phase and amplitude of frequencies
within an ultrashort pulse can be used. The device is
part of a learning loop that includes a computer and an
experimental setup. The learning algorithm running in
the computer generates different pulses to be evaluated
experimentally. Signal from the experiments is sent
back to the computer for further refinement. The
learning algorithm iteratively arrives at the optimum
pulse. This method, first introduced by Rabitz, was
first tested by Wilson. Gerber and co-workers have
demonstrated automated control over the photodis-
sociation reaction of organometallic compounds
using an evolutionary algorithm with feedback.
The organometallic compounds chosen were iron
pentacarbonyl (Fe(CO)5) and dicarbonylchloro(h5-
cyclopentadienyl)iron (CpFe(CO)2Cl). For the first
molecule, multiphoton absorption of femtosecond
pulses at 800 nm caused ionization and fragmentation
resulting in numerous ionic species – Feþ, Fe(CO)þ,
Fe(CO)2

þ, Fe(CO)3
þ, Fe(CO)4

þ, and Fe(CO)5
þ. These

species were detected by mass spectrometry; the
measured signal was used as feedback for the evolu-
tionary algorithm that adjusts the phase of the
femtosecond laser pulse. The Feþand Fe(CO)5

þ exit
channels were used to demonstrate the control
available over branching ratios with this automated
control method. Maximization (5.0) of the Fe(CO)5

þ/
Feþ ratio was achieved with very short laser pulses
while minimization (0.057) of this ratio was achieved
with long (ps) pulses. These results were found to
correspond well to changing the pulse duration of
bandwidth-limited pulses. The optimization pro-
cedure did not attempt to control the other ionic
species. This same automated optimization procedure
was used to control the branching ratio of
CpFeCOClþ/FeClþ for the second organometallic
compound. The maximum branching ratio was 4.9;
the minimum was 1.2; and bandwidth-limited pulses
yielded 2.4. Unlike the simpler carbonyl compound,
simple changes to the pulse duration of a laser
pulse could not optimize this branching ratio. The
evolutionary algorithm with the feedback from the
mass spectrometer allowed for these tailored pulses to
be obtained and optimized the desired exit channel
without any knowledge of the specific molecular

system. The full potential of shaped femtosecond
pulses has yet to be realized. It is possible that shaped
femtosecond pulses will play an important role in
future time-resolved experiments where they will be
used to improve time resolution or to access potential
energies that could not be reached with simpler pulses.
Pulse shapers will also play a role in the preparation
of ultrashort pulses with single femtosecond or
attosecond duration.

List of Units and Nomenclature

Å angstrom (1010 Å ¼ 1 meter)
Attosecond 1018 as ¼ 1 second
B rotational constant
cm21 wavenumbers
D centrifugal distortion constant
electron volts 1 eV ¼ 8065 cm21

fs femtosecond (1015 fs ¼ 1 second)
FTS femtosecond transition state spectro-

scopy
FWM four-wave mixing
k wavevector
LIF laser-induced fluorescence
nm nanometer (109 nm ¼ 1 meter)
ps picosecond (1012 ps ¼ 1 second)
R(Å) internuclear distance (given in

angstroms)
t ¼ 0 initiation of reaction (pump and

probe are overlapped in time)
t time delay between pump and probe

pulses being applied
TG transient grating
vj rotational frequency

See also

Chemical Applications of Lasers: Non-Linear Spectro-
scopies; Pump and Probe Studies of Femtosecond
Kinetics. Coherent Control: Experimental; Theory. Non-
linear Optics, Applications: Phase Matching. Nonlinear
Optics, Basics: Four-Wave Mixing; Ultrafast and Intense-
Field Nonlinear Optics; x(3) – Third-Harmonic Generation.
Spectroscopy: Nonlinear Laser Spectroscopy; Raman
Spectroscopy. Ultrafast Laser Techniques: Generation
of Femtosecond Pulses. Ultrafast Technology: Femto-
second Condensed Phase Spectroscopy: Structural
Dynamics.
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Ultrafast Chemistry

Chemistry means rearrangement of atoms in/between
molecules. Chemical bonds are broken and/or formed,
leading to a change in chemical composition, from
reactants to products, during a reaction. Following the
temporal behavior of the reaction all the way from
reactant – via possible intermediates – towards the
product state(s), amounts to deciphering the mole-
cular processes that lead to these chemical reaction
dynamics. Molecular rearrangements from reactant to
product may encompass many orders of magnitude in
time (see Figure 1). Typically the larger and more
involved the rearrangements are, the more time it takes
for a molecular species to reach the final state.
Rearrangements of biomolecular structure occur in
micro- to milliseconds (spontaneous folding of small
proteins consisting of several hundreds of amino acid
units), or longer (DNA multiplication, protein syn-
thesis in ribosomes). In these conformational
dynamics, hundreds to thousands of chemical bonds
change their nature. Bimolecular reaction dynamics in
liquid solution occur on time-scales of nanoseconds or
longer, being controlled by the relatively slow diffu-
sional motions of the reaction partners to each other.
Many elementary processes in chemistry, however,
occur on much faster time-scales. In fact, when one
considers the dynamical event of a single-bond
rearrangement, the relocation of the (relatively few)
atoms appears to take place as an ultrafast event. Bond
fission, hydrogen and proton transfer, electron trans-
fer, and cis/trans-isomerizations have been found to
occur on femto- to picosecond time-scales
(‘femtochemistry’). The dynamics of these elementary

processes are not only determined by the energy
landscapes of the reacting partners. The energy land-
scapes (potential energy surfaces) are determined by
molecular parameters such as relative orientation
(distances, angles) of the reaction partners, the energy
levels of the reactant, intermediate and product
species, and – very important – the energy barriers
represented by transition states. When considering
condensed phase reaction dynamics, the important
role of the surrounding solvent has been recognized.
The solvent shells modulate energy levels of the
reactant, intermediate and product states, through
electrostatic interactions. In the liquid phase the
solvent fluctuations lead through these interactions
to fluctuating energy levels of the reaction partners. In
addition, the solvent may facilitate chemical reactions
through energy exchange with the reaction partners,
leading to efficient dissipation of excess energy,
making chemical reactions often irreversible. The
processes that are extremely dominated by these
solvent interactions (such as molecular collisions,
electronic and vibrational dephasing, vibrational
relaxation) are also often found to occur on femto-
to picosecond time-scales. The outcome of a bond
fission may be a null effect, when the dissociating
fragments are forced by the surrounding solvent to
recombine and relax (‘cage effect’).

Spectroscopy has been a prime tool to obtain
insight into these key molecular processes. Reactant,
intermediate, and products contribute to the spectra
with their respective molecular resonances. With
spectral domain spectroscopy one may, in principle,
obtain a precise determination of structural infor-
mation. Fluctuations of energy levels of these species
by the solvent interactions, and finite lifetimes,
contribute to a broadening of these molecular
resonances. Using steady-state spectroscopy one
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could try to determine these effects through a
lineshape analysis. Using this approach, the results
have to be analyzed with an a priori defined model
representing the dynamics. The disadvantage lies in
the averaging over all time-scales inherent in spectral
domain spectroscopy, where details of transient states
may be lost in this averaging procedure. In contrast,
in experiments designed to grasp the molecular
dynamics in real time, the temporal resolution is the
prerequisite quantity in observation of these pro-
cesses. In time-resolved experiments one can trigger a
chemical reaction at a well-defined point in time, after
which one can follow the conformational changes
from reactant – via possible intermediates – to the
product, and identify any possible transition states
along the reaction pathways.

During the last century the technological advances
in time-resolved spectroscopy have prompted signifi-
cant breakthroughs in the study of chemical reaction
dynamics. Initially the temporal resolution was given
by the duration of flashes from light bulbs (‘flash’
spectroscopy) or by rapid mixing of reaction partners
(stopped-flow technique), as developed by Nobel

Laureates Eigen, Norrish, and Porter, and many
others. These techniques allow a temporal resolution
of at best milliseconds. Already, up to the early
1960s, it was understood that elementary reaction
dynamics occur on much faster time-scales. Fourier
spectroscopy may improve time resolution down to
microseconds or slightly less. With the advent
of pulsed laser sources with ever-increasing
temporal resolution, a wide arena of time-resolved
spectroscopic techniques has emerged. Nanosecond
laser systems are known since the early 1960s,
picosecond pulses can be generated since the 1970s,
the first femtosecond laser system was reported in
1981, and currently laser engineering groups are
breaking into the attosecond domain. The majority
of pulsed laser systems operate at visible and
near-infrared wavelengths. This means that usually
chemical events in ultrafast time-resolved spec-
troscopy are initiated by electronic excitation
(‘photochemistry’). Subsequent molecular rearrange-
ments have then to be followed by probing the elec-
tronic states through electronic resonances (UV/VIS
pump–UV/VIS probe or UV/VIS four-wave mixing

Figure 1 Chart showing the ultrafast time-scales of fundamental physical and chemical processes (inspired by charts of Fleming

GR (1986) Chemical Applications of Ultrafast Spectroscopy. Oxford, UK: Clarendon Press and Zewail AH (2000) Femtochemistry:

atomic-scale dynamics of the chemical bond. Nobel lecture as appeared in Journal of Physical Chemistry A 104(24): 5660–5694).
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spectroscopy) (Figure 2), or via vibrational reson-
ances (UV/VIS pump–IR/Raman probe spectroscopy)
(see Figures 3 and 4).

Laser Technology

Since the beginning of the 1990s, a major advance-
ment in femtosecond laser technology has emerged by
the discovery of Kerr lens mode locking in laser
oscillators with Ti:sapphire as lasing material.
Ultrastable and ultrashort laser pulses tunable
between 700 and 1,000 nm can be generated with
durations as short as 6 fs. The second advancement is
due to the ability of Ti:sapphire as laser amplifying
material, using the method of chirped pulse amplifi-
cation. Pulses with output powers up to several W,

with repetition rates in the kHz-regime, are now
routinely generated. These developments facilitate
the efficient generation of ultrashort pulses tunable
from the UV to the mid-infrared, and even beyond to
the THz-regime using schemes based on nonlinear
optics. Frequency conversion of the fundamental
output of an amplified Ti:sapphire laser system is
then achieved with nonlinear processes such as self-
phase modulation and supercontinuum generation,
nth-order harmonic generation (n ¼ 2; 3, 4,…), sum
and difference frequency generation, or parametric
generation and amplification. As a result, one can
now almost arbitrarily tune the excitation and probe
wavelengths of the applied laser pulses. Additional
parameters, that one may alter, are pulse duration
(from less than 10 fs up to several ps) and pulse
energy (in the mJ range or less; typically one uses for

Figure 2 Ultrafast time-resolved electronic spectroscopy. A

UV/VIS pump pulse excited an electronic resonance, and a probe

pulse determines, depending on the tuning in the UV/VIS

population changes in the reactant ground or excited states or in

the product state.

Figure 3 Ultrafast time-resolved infrared spectroscopy. A

UV/VIS pump pulse excites an electronic resonance, after

which the populations are followed with an infrared probe

pulse by inspection of marker modes in the different electronic

states.
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condensed phase spectroscopy pulse energies in
the range of nJ to mJ). More advanced pulse
manipulation schemes use amplitude and phase
masks. The latter aspect holds the promise of
amplitude and phase control of molecular excitation,
feeding the ultrafast chemist’s dream of laser control
of molecular reaction dynamics.

Ultrafast Electronic Spectroscopic
Techniques

Pulsed laser sources enable a variety of experimental
approaches to determine transient states. Already,
since the development of nanosecond laser sources,
time-resolved pump–probe and four-wave mixing
spectroscopy have been widely used. In a first
approach, often one uses these forms of spectroscopy
to probe in real-time populations of reactant,

transient, and product states as function of pulse
delay. With the advent of pico- and femtosecond laser
sources, coherence properties of the material response
have been investigated as well.

The following techniques have been widely used in
ultrafast electronic condensed phase spectroscopy.

UV/VIS Pump–UV/VIS Probe Spectroscopy

In this technique a ‘pump’ pulse resonant to a
transition promotes the molecules to an electronic
excited state, and the time-dependent populations are
determined by measurement of the transmission of a
time-delayed ‘probe’ pulse (Figure 5). The absorbance
change DAðtÞ ¼ 210log½TðtÞ=Tðt ¼ 0Þ� (with T for
transmission change and t the pulse delay) is a direct
indication of populations of states. Here one can tune
the probe pulse to the same transition as the pump
pulse, and one measures an absorbance decrease due
to a bleach of ground state population (i.e., fraction
of molecules being excited), and due to molecules in
the excited state stimulated back to the ground state.
One could also tune the probe pulse to transitions
between the transient state and higher lying states.
For electronic spectroscopy, often transitions between
the ground and first excited state (S0 ! S1) overlap
with excited state absorptions (S1 ! Sn). One has to
rely then on numerical analysis procedures such as
singular value decomposition and decay associated
spectra, that correlate spectral features with temporal
behavior.

The time resolution of the experiment is given by
the cross-correlation between pump and probe
pulses. In the case of extremely short pulses one has

Figure 4 Ultrafast time-resolved Raman spectroscopy. A

UV/VIS pump pulse excites an electronic resonance, after which

the populations are followed with (resonance) Raman probe pulse

by inspection of marker modes in the different electronic states.

Figure 5 Pump–probe technique: A pump pulse induces an

absorbance change in a sample, that is subsequently measured

by a time delayed probe pulse, either spectrally integrated (a) or

spectrally resolved (b).
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to consider the effects of group velocity dispersion
between different frequency components due to
different travel times through the samples, leading
to pulse temporal broadening. For the case of pump
and probe tuned to different wavelengths, the time-
resolution is usually dominated by group velocity
mismatch between pump and probe pulses.

When ultrashort laser pulses are used, often the
applied spectral bandwidth enables simultaneous
excitation of several vibrational sublevels in vibronic
transitions. Due to the phase-relationship of the
applied laser pulses, these vibrational sublevels are
prepared in states that are well-defined in temporal
phase with respect to each other. Such a coherent
superposition of vibrational eigenstates is nothing less
than a vibrational wavepacket, that will evolve in
time. The occurrence of vibrational wavepacket
motions leads to oscillatory modulations of the
pump–probe signals.

Time-Resolved Fluorescence Spectroscopy

Here again a ‘pump’ pulse excites an electronic
resonance. The transient excited states are now
probed through their spontaneous fluorescence emis-
sion, either by use of time-correlated single photon
counting or by fluorescence upconversion with a
gating pulse in a nonlinear medium (Figure 6). Single-
photon counting has a time resolution of at best a few
picoseconds. Fluorescence upconversion can be
performed with a time resolution of 100–200 fs.
The advantage lies in the fact that the measured
signals are more likely due to the specific excited
states only, and not corrupted by other contributions.

Electronic Four-Wave Mixing Spectroscopy

In time-resolved degenerate electronic four-wave
mixing spectroscopy, where all the three applied
laser pulses (with wavevectors k1, k2, and k3) are
tuned to the same electronic resonance, one can detect
a nonlinear signal in the phase-matched direction
kS ¼ k3 þ k2 2 k1 (Figure 7). The first laser pulse
generates a coherent superposition between the
electronic ground and excited states. This electronic
coherence evolves in time during the period (denoted
as coherence time t), until the second pulse converts
this coherence in a population frequency grating in the
electronic ground and excited states. After a second
time period offree evolution (denoted as population or
waiting time T), this frequency grating is again
transformed into an electronic coherence, which
after some time evolution generates a macroscopic
polarization in the phase-matched directions. This
macroscopic polarization is either directly measured
by a time-integrating detector (in which case one

measures the intensity signal proportional to the
absolute square of the nonlinear polarization), or
one uses another light pulse that mixes as local
oscillator with the nonlinear polarization (and the
signal is proportional to the amplitude of the
polarization). The time resolution is determined by
the third-order autocorrelation of the applied pulses.

Depending on the delay between the three input
pulses, and which delay one varies, different dynamics
can be measured. When one performs an experiment
with t scanned and T set at zero, one measures the
electronic coherence decay (due to electronic dephas-
ing) time in a two-pulse photon echo experiment.
When, on the other hand, t is set to zero, and T is
scanned, one measures the evolution of a population
grating, and electronic lifetimes can be deduced. In a
three-pulse photon echo experiment both pulse delays
are scanned, and the signals give insight into both
electronic coherence and frequency grating decay (due
to electronic dephasing and spectral diffusion, respect-
ively). A novel extension of four-wave mixing tech-
nique is the three-pulse echo peak shift (3PEPS).
In a 3PEPS measurement, the delay time tmax is

Figure 6 Time-resolved emission detection: The fluorescence

emission is either temporally resolved by time-correlated single

photon counting (a) or by up-conversion with a gating pulse (b).
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determined, where the echo signal has a maximum
along the coherence delay t, as a function of the
population delay T. This method provides direct
insight into the frequency fluctuation correlation
function that governs the linear and nonlinear signals.
Extension of the method to multi-color four-wave
mixing spectroscopy has been demonstrated.

Electronic Condensed Phase
Spectroscopy: Femtochemistry and
Solvation Dynamics

In the narrow sense of meaning, ‘femtochemistry’
deals with the real-time observation of nuclear
motions during chemical reactions. Quantum mecha-
nics teaches us that this is only possible when
molecular systems are prepared in vibrational super-
positions. Only in the case of quantum states describ-
ing vibrational wavepackets evolving in time the
narrow-defined positions of nuclei allow for a real-
time description of molecular rearrangements, or in
other words: dynamics. This has been demonstrated
in the gas-phase landmark experiments by Nobel
Laureate Zewail (Figure 8).

In the condensed phase at room temperature,
however, often such well-defined quantum states are

hard to prepare, since the ensembles of molecular
systems exist in mixed states. Coherent laser exci-
tation on an ensemble will then prepare mixed states
as well, and then information that one obtains from
the experiments is less explicit. In addition, room
temperature liquid solutions induce extremely fast
fluctuations in the states of the molecules under study
and as a consequence the electronic and vibrational
coherences show ultrafast decaying behavior. This
limits the temporal window with which one can
follow the evolution of vibrational wavepackets.

Most of the ultrafast spectroscopic experimental
work performed on photochemistry in the condensed
phase, being described as ‘femtochemistry’, only deals
with the time-scales of changes in electronic states
(usually indicated with reaction rates typified with
exponentially decaying or rising functions). In this
regard it is better to speak of ‘kinetics’ rather than
‘dynamics’, although both terms are used in con-
densed phase spectroscopy. Due to the relative broad
electronic spectra of condensed phase molecules
masking any structural detail, it is hard to derive
nuclear motions in real time, and as such it is difficult
to make any statements about dynamics of molecular
structures during chemical reactions.

Electronic resonances have also been used to probe
the dynamical interactions between a nonreactive
solute and the surrounding fluctuating solvent. The
idea behind these experiments is to achieve infor-
mation about the time-scales of solvent fluctuations on
(and solvent motions due to a change in) the electronic
charge distribution in a molecule (as induced by an
electronic excitation). Usually the solvent motions are
characterized with a frequency fluctuation correlation
function (Figure 9). This information is highly relevant
for the case of reacting molecules, where electronic
motions accompany the relocations of nuclei, even
in electron transfer reactions, where the nucleic
rearrangements are modest. Solvent motions have
been shown to often control reaction rates. Solvent
rearrangement, as a response to a change in electronic
charge distribution, is known as solvation dynamics.
Experimental probes for solvent motional fluctuations
are electronic coherence decay (electronic dephasing)
and population frequency grating decay (spectral
diffusion) that can be measured in two- and three-
pulse photon echoes. Solvent adaptation to new charge
distributions can be followed with the time-dependent
Stokes-shift in fluorescence emission, as well as in
three-pulse photon echoes (in so-called three-pulse
echo peak shift measurements described above).
Ultimately these experiments resolve the temporal
characteristics of the frequency fluctuation correlation
function.

Figure 7 Beam geometry for time-resolved four-wave mixing

(grating/photon echo) spectroscopy: The nonlinear signal is

transmitted by the sample in a phase-matched direction and its

intensity signal (a) or its amplitude by interference with a local

oscillator field (b) is detected by a time-integrating detector.
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Ultrafast Vibrational Spectroscopy in
Photochemistry: Structural Dynamics

Vibrational spectroscopy has, despite a smaller
signal sensitivity due to smaller transition cross-
sections, several advantages over electronic
spectroscopy. Vibrational transitions have typically
smaller bandwidths than electronic transitions, due
to longer dephasing times (the exception to the rule:
O–H/O–D stretching bands of hydrogen bonded
hydroxyl groups). Specific signal contributions are
thus easier tractable in vibrational spectroscopy than
in electronic spectroscopy. Vibrational bands can
often be correlated to specific vibrational motions by
inspection of the transition frequencies, (e.g., O–H,
N–H, and C–H stretching bands can be found in the
3000 cm21 range, CyO and CyN stretching modes
are located near 1,600–1,750 cm21, O–H, N–H,
and C–H bending vibrations between 1,500–
1,650 cm21, C–O stretching mode around 1,200–
1,300 cm21 etc.), and, in particular, the frequency
range between 1,000 and 1,800 cm21 is called the
fingerprint region because of this reason. Measure-
ment of vibrational bands thus leads to identification
of particular vibrational motions, and conclusions
can be drawn on specific structural motifs in the
molecules. Vibrational bands can be infrared (IR) or
Raman active, sometimes both, and both IR and
Raman techniques have been widely applied in
structural determination studies ranging from
small molecules to larger biomolecular systems.

In ultrafast photochemistry one thus excites the
molecules with a UV/VIS pump pulse, and an
IR/Raman probe pulse follows the outcome of the
chemical reaction by inspection of vibrational bands
of reactant, transients, and products.

Vibrational spectroscopy has the potential of
revealing site-specific information if the marker
modes are due to nuclear motions of specific
molecular side-groups. For instance, hydrogen bond-
ing induces marked shifts of O–H, N–H, CyO, and
CyN bands. Observation of changes in spectral shifts
reveals important information on hydrogen bond
interactions (weakening/strengthening or even hydro-
gen bond cleavage). Infrared spectroscopy is able to
probe small molecular species in solution that
typically have their electronic resonances in the far-
UV (making electronic spectroscopy impossible, since
normally the solvent would absorb this radiation)
(Figure 10). For instance, in acid–base neutralization
reactions, where the acidity of a so-called photoacid
is switched on by use of a UV pulse, a VIS probe
pulse would only be able to probe the photoacid
(or its conjugate photobase), thus revealing only
when a proton leaves the photoacid. An infrared
pulse can, besides probing vibrational resonances of
the photoacid, also probe bands of a small base (or its
conjugated acid) indicating when a proton arrives at
the base.

In the case where the vibrational normal modes do
not allow such a structural insight into site-specific
groups, one can make a comparison of the

Figure 8 Ultrafast excitation with broadband pulses creates coherent superpositions of vibrational eigenstates, i.e., vibrational

wavepackets. These wavepackets are generated in electronic excited and ground states (a), and their time-dependence can be

determined in pump–probe and four-wave mixing experiments. When level crossing occurs to another electronic state, the vibrational

wavepacket may be observed to evolve along the reaction coordinate (b).
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experimentally observed vibrational bands with
predictions made by quantum chemical calculations.
When a full correspondence between experiment and
theory is possible, one can make statements about the
three-dimensional structure. With current quantum
chemical calculational routines, such as density
functional theory, medium-sized molecules are routi-
nely calculated for electronic ground-state confor-
mations. Reliable results of transient and product
states in electronic excited states can be obtained with
the routine ab initio complete active space self-
consistent field (CASSCF), albeit for mid-size mol-
ecules of at most on the order of about 20 atoms.
New developments in numerical procedures, such as
time-dependent density functional theory (TD-DFT)
may prove fruitful in the calculation of larger
molecular systems in electronic excited states.

During recent years, femtosecond IR spectroscopy
has been used in photo-induced chemical reactions
ranging from excited state hydrogen and proton
transfer, transformations of photochromic switches,
excited state charge transfer, and cis–trans isomer-
izations. Here an ultrashort UV/VIS ‘pump’ pulse
promotes the molecule to an electronic excited state,
and the reaction is followed by a measurement of the
absorbance change of a ‘probe’ pulse tuned in the
mid-IR region where the vibrational marker modes
sensitive to structural changes have their resonances.

Experimentally, one performs spectrally resolved
transient IR spectroscopy. Femtosecond IR para-
metric devices deliver pulses with bandwidths of
150 cm21 or more. In order to be able to observe
shifts as small as the linewidths of IR-active
vibrations, one usually measures the IR absorbance
change with a detector after spectral dispersion with a
monochromator. As a side-effect of this spectral
dispersion ground-state bleach signals often appear
to grow in at negative pulse delay with the dephasing
time of the transition. This effect, known as
‘perturbed free induction decay’ is a common feature
of spectrally resolved nonlinear pump–probe spec-
troscopy of bleached transitions with dephasing times
much longer than the time resolution of the
experiment. The time resolution of the experi-
ment is given by the cross-correlation between
the UV/VIS-pump and IR-probe pulse (about
100–200 fs), and is typically dominated by group
velocity mismatch in samples with thicknesses of
about 100 mm.

In principle, the same approach can be followed by
probing Raman-active vibrations. In this case the
spectral resolution is not only determined by the
monochromator through which the spontaneous
Raman emission dispersed, but also by the bandwidth
of the gating pulse by which the Raman effect is
induced. As a result, UV/VIS pump–Raman probe

Figure 9 Solute–solvent interactions as characterized by the transition frequency fluctuation correlation function CðtÞ: This quantity

can be measured in photon echo and time-resolved fluorescence experiments. In a three-pulse photon echo experiment phase

information as given by the excited state frequency grating created with the first two interactions, is washed out due to solvent

fluctuations and Stokes shifts to lower frequencies due to solvent rearrangement. A similar plot can be drawn for the ground state

frequency grating.
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spectroscopy has a temporal resolution of around 1 ps
(a compromise between spectral and time resolution).
Due to the even weaker cross-sections of Raman
transitions, one often uses resonance enhancement by
tuning the gating pulse close to or resonant with an
electronic transition of the state that is probed. The
advantage is that one usually only observes Raman
bands of the state under inspection. The drawback is
that fluorescence resulting from the resonant elec-
tronic excitation often inhibits detection of Raman
bands in extended spectral ranges.

Raman spectroscopy offers an additional insight
into how chemical reactions evolve. By comparison of
the intensities of anti-Stokes and Stokes lines of a
particular vibration, it is possible to derive time-
dependent changes in the excitation level of this
vibration. One can draw conclusions on whether
particular modes initially drive a chemical reaction
(‘state transition promoting modes’), or only get
excited after the transition is made, by taking up the
excess energy released by the reaction (‘accepting
modes’). In such a way, insight is obtained on the
energy flow inside a molecular system (intramolecular
vibrational redistribution, abbreviated as IVR) and
vibrational energy dissipation to the surrounding
solvent (vibrational cooling). Infrared spectroscopy is
less powerful in revealing this, since red-shifted

transient absorption of vibrational bands may either
mean that the particular mode is highly excited (the
red-shift is a consequence of the diagonal anharmo-
nicity of the vibration), or it may mean that other
modes are highly excited and these cause a red-shift of
the marker mode under inspection (the red-shift is
then due to off-diagonal anharmonic coupling with
other modes).

Equilibrium Structural Dynamics in the
Electronic Ground State

Existence of anharmonic coupling between
vibrational modes means that the vibrational motions
are not decoupled from each other. These couplings
always exist, since otherwise no IVR and vibrational
cooling (no relaxation) would occur. When the
couplings are significantly large, excitation of one
specific mode will induce a significant instantaneous
shift of other vibrations anharmonically coupled to
this particular mode. Estimation of the magnitude of
these couplings should lead to a determination of
the curvatures of potential energy surfaces along the
respective coordinates. With current state-of-the-art
femtosecond infrared technology (with time resolu-
tion of about 150 fs or less) it is possible to excite

Figure 10 In excited state acid–base neutralization experiments, the proton dissociation can be followed on two sides with ultrafast

infrared spectroscopy. Vibrational marker modes of photoacid and conjugated photobase indicate when the proton leaves the acid. The

marker mode of acid formed by proton pick-up by the accepting base is a direct measure of the arrival time of the proton at the base.

Depending on relative concentrations, either the indirect proton transfer via the solvent or direct scavenging of the proton by the base

dominates the dynamics.
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infrared-active vibrations and to probe the same or
other vibrations (either in the IR or by the Raman
process), enabling insight into the anharmonic
couplings between these vibrational modes.

Direct anharmonic couplings are probed in IR-
pump–IR-probe and IR photon echo spectroscopy
(Figure 11). In the case of peptides, the excitonic
(Davydov) couplings between amide I vibrations of
the amino acid units have been the subject of
extensive study since these lead to spatial
information of the relative orientations of the
different amide I modes, and thus, of the spatial
orientation of the amino acid units inside the peptide.
Exploring the effects of the delay between the IR
pulses on the observed signals, give insight into the
fluctuations of these orientational features, or in other
words, into structural dynamics of peptides. In the
case of hydrogen bonded O–H/O–D stretching
vibrations, the anharmonic couplings with under-
damped low-frequency modes modulating the

hydrogen bond distance, lead to marked modulations
of observed pump–probe and echo signals as func-
tion of pulse delay. These experiments reveal which
modes couple strongly to the hydrogen stretching
oscillator.

Fluctuations in couplings between vibrational
modes (in particular with those of the solvent) induce
dephasing of the vibrational coherences. The dephas-
ing and spectral diffusion dynamics of vibrational
transitions, e.g., the O–H stretch vibration of HOD
dissolved in D2O, have been determined by IR photon
echo spectroscopy. From these studies the time-scales
of structural memory decay of hydrogen bond
networks can be derived. Couplings between
vibrational modes ultimately lead to population
relaxation through intramolecular vibrational redis-
tribution effects and vibrational cooling. Ultrafast
two-color IR-pump–IR-probe reveals whether exci-
tation of one IR-active vibration is followed by
population transfer into another IR-active mode.

Figure 11 In hydrogen-bonded hydroxyl groups a strong anharmonic coupling exists between the hydroxyl stretching and modes

modulating the hydrogen-bond distance. A Born–Oppenheimer-like separation of time-scales of vibrational motion between the high-

frequency O–H/O–D stretching and the low-frequency hydrogen bond modes enables a description with potential energy surfaces for

the low-frequency mode as a function of the quantum state of the hydroxyl stretching vibration. The formation of low-frequency

vibrational wavepackets in ultrafast IR spectroscopy of O–H/O–D stretching modes is then fully analogous to wavepacket formation in

ultrafast electronic spectroscopy.
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With IR-pump–Raman-probe, one can estimate
whether Raman-active vibrations are transiently
excited. In the case of hydrogen-bonded O–H/O–D
stretching bands, an extremely short population
relaxation time T1 (below 1 ps) is observed, as well
as an ultrarapid dephasing time T2 (200 fs or less).
These values are definitely longer for other vibrations,
from which it has been concluded that the strong
anharmonicities in hydrogen-bonded vibrational sys-
tems enable dephasing and relaxation processes to
have such a rapid impact.

Future Developments

Future activities in the determination of dynami-
cally evolving molecular structures in the con-
densed phase, may involve the aforementioned
application of amplitude and phase controlled
excitation pulses in optimal control of chemical
reactions. Vibrational spectroscopy may be used as
a tool in determination of evolving structures after
electronic excitation by a shaped pulse tuned in the
UV/VIS. Infrared pulses could also be shaped in
amplitude and phase, and may be used in the
exploration of steering of chemical reactions in
the electronic ground state. Multidimensional
vibrational spectroscopy is an object of extensive
research. Extension of the method to determination
of structure of transient states will lead to new
results on molecular rearrangements, e.g., polypep-
tides reaching a new equilibrium after inducing a
UV-excitation induced geometric change of a
photochromic switch incorporated in the peptide
structure. Much activity is currently also being put
in the development of ultrafast structure resolving
techniques such as electron diffraction, X-ray
diffraction, and X-ray spectroscopy. While still
extremely demanding at a technological level, final
implementation of these latter techniques will open
up new areas of ultrafast chemical dynamics.

See also

Chemical Applications of Lasers: Pump and Probe
Studies of Femtosecond Kinetics.
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Introduction

Mode-locked lasers emitting ultrashort pulses have
expanded the range of available instruments and
techniques to the scientific community. The unique
properties of these ultrashort pulses – their high peak
powers and short duration – enable such diverse
applications as multiphoton microscopy, pump-probe
experiments, and coherent control of molecular and
atomic wavepackets, to name a few. Ultrashort pulses
can also be used as a basis for ultrahigh data rate
optical communications using time division multi-
plexing (TDM) in a fiber communication application.
These ultrafast applications often require comp-
lementary real-time optical processors based on
instantaneous nonlinear phenomena, since conven-
tional electronic means are limited by the response
time of electronic devices.

During the last few years, we have developed real-
time optical processors utilizing nonlinear three- and
four-wave mixing of signals originating from spatial or
temporal channels for synthesizing, processing, and
detecting ultrafast waveforms. We perform real-time
optical signal processing that can be applied to data
conversion between slow parallel channels in space
and an ultrafast serial signal. A time-to-space mapping
processor has been built for detection of ultrafast
waveforms. It mixes two spatially inverted temporal
frequency information waves in a three-wave mixing
arrangement, generating a quasi-monochromatic
spatial signal carrying the temporal image for detec-
tion by slower electronic means. A space-to-time
mapping processor was constructed for generation of
arbitrary ultrafast waveforms from an input ultrashort
pulse. The waveform is a time-scaled replica of the
employed input spatial image, converted by a four-
wave mixing arrangement. By introducing only
temporal information channels to our four-wave
mixing processors, real-time optical processing of
temporal waveforms was enabled. We have demon-
strated time reversal experiments based on performing
spectral phase conjugation and spectral inversion
operations, achieving time reversal of the electrical
field and of the complex amplitude waveform,
respectively. The three- and four-wave mixing

arrangements are performed within a spectral
processing device – a free-space optical setup consist-
ing of diffraction gratings and lenses – utilizing a xð2Þ

nonlinear crystal. A cascaded second-order non-
linearity technique is used for four-wave mixing
within the xð2Þ crystal (a frequency-sum generation
process followed by a frequency-difference generation
process satisfying the type-II noncollinear phase
matching condition). However, a xð3Þ nonlinear crystal
may be readily substituted without loss of generality
(albeit with a likely smaller conversion efficiency).

This article reviews the spatial/temporal processing
techniques for synthesizing, processing, and detecting
ultrafast waveforms. The generation of spectrally
decomposed waves within a spectral processing
device is described in the following section. The
subsequent section articulates on the employed
nonlinear wave mixing processes, and the ensuing
sections express the synthesis, processing, and detec-
tion of ultrafast waveforms.

Generation and Characteristics of
Spectrally Decomposed Waves

Our wave mixing experiments are performed with
spectrally decomposed waves, in which the spectral
frequency content is spatially dispersed. When the
pulse is decomposed with high resolution, the signal
at every spatial location can be treated as quasi-
monochromatic. This allows for increased interaction
length within a nonlinear crystal, allowing us to use
long crystals, whereas typically the interaction length
is limited by temporal walkoff. In this section we
analyze the creation of spectrally decomposed waves.

We introduce an ultrashort optical waveform, with
a temporal envelope of sðt=tÞ; into the spectral
processing device, where t parameterized the wave-
form’s duration. The waveform is propagating in free
space towards a diffraction grating, at an incidence
angle u (see Figure 1). The input ultrashort waveform
is characterized in its coordinate system ðx1; z1Þ as:

Epulseðx1; z1; tÞ ¼ w
�

x1

L1

�
s

�
t 2 t0 2 z1=c

t

�

£ exp

�
i

�
v0t 2

v0

c
z1

��
½1�

where wð·Þ defines the transversal field distribution
with a scale size parameter L1; t0 is a time delay
parameter, c is the speed of light in vacuum, and v0 is
the center optical frequency. The waveform is
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propagating in the z1 direction at a group velocity and
phase velocity of the speed of light in vacuum. The
spatial confinement in the y1 direction is omitted for
brevity. We perform a time-domain Fourier transform
(TFT) on eqn [1] to perform a frequency decompo-
sition of the ultrafast waveform, yielding:

~Epulseðx1; z1;vÞ ¼ tw
�

x1

L1

�

£ exp

�
2i

v

c
z1

�
~sðt ðv2 v0ÞÞ

£ expð2iðv2 v0Þt0Þ ½2�

where the tilde over the script denotes a FT relation-
ship, defined for the TFT as ~sðvÞA

Ð
sðtÞexpð2ivtÞdt:

Next we perform a rotation of the coordinate system
from ðx1; z1Þ to ðx; zÞ; for compatibility with the
coordinate system of the spectral processing device,
yielding:

~Epulseðx; z;vÞ ¼ tw

 
x cos u2 z sin u

L1

!

£ exp

�
2i

v

c
ðx sin uþ z cos uÞ

�
£ ~sðt ðv2 v0ÞÞ expð2iðv2 v0Þt0Þ

½3�

To find the incident field on the input grating of the
spectral processing device, the field of eqn [3] is
evaluated at z ¼ 0:The effect of the grating diffraction
can be modeled by adding the grating momentum,

kg; in the x direction to the k-vector that
characterizes the propagation direction of the wave,
resulting in:

~Einputðx; 0;vÞ ¼ tw

 
x cos u

L1

!

£ exp

�
2i

�
v

c
sin u2 kg

�
x

�
£ ~sðt ðv2 v0ÞÞ expð2iðv2 v0Þt0Þ

½4�

The grating momentum, kg; and the incidence angle, u,
are chosen such that the center frequency v0 will
diffract in the direction of the optical axis of the
system. Setting v0=c·sinu ¼ kg and substituting the
grating’s k-vector, kg ¼ 2p=L; where L is the grating
period, yields sin u ¼ l0=L ; a;where l0 is the optical
wavelength corresponding to the center carrier fre-
quency. To further simplify the notation, we define a
new spatial width scaling parameter L ¼ L1=cosðuÞ;
accounting for the aperture size increase due to the
projection onto the diffraction grating. With these
substitutions, the expression takes on the more
familiar form, given by

~Einputðx;vÞ ¼ tw
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x

L

�
exp

�
2i

ðv2 v0Þax

c
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£ ~sðtðv2 v0ÞÞ expð2iðv2 v0Þt0Þ ½5�

We may perform an inverse TFT on eqn [5] to
characterize the input signal in the time domain,
yielding:

Einputðx; tÞ ¼ w

�
x

L

�
s

�
t 2 t0 2 ax=c

t

�
expðiv0tÞ ½6�

Equation [6] describes the input waveform scanning
across the fixed aperture at velocity of c=a in the
x-direction.

The spectrally decomposed wave is generated by
performing a spatial Fourier transform (SFT) employ-
ing a lens of focal length f on the input wave (either
frequency domain representation, eqn [4], or time
domain representation, eqn [6]). Using the frequency
domain representation, the spectrally decomposed
wave USDW of the input waveform is given by

USDWðx0;vÞ ¼ t~sðt ðv2 v0ÞÞ

£ expð2iðv2 v0Þt0Þ
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21
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Figure 1 An ultrashort optical waveform, s(t /t), propagating in

free-space is incident upon a diffraction grating at angle u. The

transverse spatial mode of the pulse is stretched due to the

projection onto the grating.
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where we use the central wavelength in the Fourier
transform kernel. Evaluating the integration of
eqn [7], yields:

USDWðx0;vÞ ¼ Lt~s ðt ðv2 v0ÞÞ expð2iðv2 v0Þt0Þ

£ ~w

0
@ aL

2pc

"
v0x0

af
þ ðv2 v0Þ

#1A
½8�

where the SFT of the input pupil function,
~wðfxÞA

Ð
wðxÞ expð2i2pxfxÞdx; has mixed space-

domain and time-domain frequency variables in its
argument, characterizing the dispersion. A spectral
component shifted away from the center frequency,
Dv ¼ v2 v0; will be centered at a displaced location
Dx0 ¼ 2Dv·af =v0; defining the spatial dispersion
term ›x0=›v ¼ 2af =v0: One can see that in order to
get fine localization of each spectral component, the
spatial extent of the function ~wð·Þ must be minimized.
This can be readily achieved by increasing the size of
the input aperture, or the parameter L, as well as
increasing a (grating’s angular dispersion). Let us
make the following observation on system resolution:
The ultrafast pulse’s spectral width is proportional to
1=t; and its spatial extent is therefore proportional to
af =v0t (multiplying by the spatial dispersion term).
The spatial width of each spectral component is
proportional to cf =v0t: The dimensionless ratio of
these two spatial widths, which is indicative of the
number of resolvable spectral components, is N ,
aL=ct; where N is defined as the system spectral
resolution. When the spectral processing device is
designed to satisfy the requirement of N .. 1; then
the spectrally decomposed wave can be considered
quasi-monochromatic at every spatial position. In our
experiments, we use l0 ¼ 800 nm, gratings of 600
lines/mm frequency (L ¼ 1666 nm), L < 1 cm, and
t < 100 femtoseconds, yielding a ø 0:5 and N ,
160; easily satisfying the high spectral resolution
requirement. Let us make a second observation on
system resolution using the time domain represen-
tation of eqn [6]: The spatial extent of the
input aperture is proportional to L, whereas the
instantaneous spatial extent of the scanning wave-
form is proportional to tc=a (see Figure 2). The
dimensionless ratio of these two spatial widths is
again N , aL=ct; exemplifying the concept of resol-
vable positions and demonstrating the conservation
of the space-bandwidth product.

To further facilitate the ensuing analysis, let us
assume that we operate in the high-resolution regime
(satisfied with the values given above), and we seek to
simplify the expressions defining the spectrally
decomposed wave. The spectrally decomposed wave

can be defined in the time domain by performing a
SFT on eqn [6], yielding:
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where by account of the high-resolution approxi-
mation, the instantaneous location of the traveling
signal waveform samples the value of the aperture
function and removes the aperture dependence from
the Fourier integral. This approximation decouples
the aperture function from the temporal waveform,
and illustrates that the duration of the spectrally
decomposed wave is defined by the aperture function
(time of flight through aperture of size L), and that the
spatial dependence is a mapping of the incident
waveform spectrum. A rotating wavevector in time is
also present, on account of the traveling (moving)
waveform on the input plane. Again, we may perform
a TFT on eqn [9], defining the high-resolution limit of
the spectrally decomposed wave, yielding:

USDWðx0;vÞ ¼ ~s
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One can compare eqns [8] and [10], as both
characterize the spectrally decomposed wave in the

Figure 2 The input short pulse scans across the diffraction

grating at velocity of c/a. The ratio of the width of the spatial mode

of the beam to the instantaneous spatial width of the scanning

waveform determines the system resolution. q 2001 Optical

Society of America.
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temporal frequency domain, and observe that the
difference lies with the argument of the spectral term.
If we apply the high-resolution approximation to eqn
[8], then each spectral component would occupy a
small region in space, as defined by the extent of the
aperture function’s SFT. Substituting for v2 v0 by
2v0x0=af for the spectral argument of eqn [8],
corresponding to the high-resolution limit, equates
the two expressions (essentially the same approxi-
mation as was performed in deriving eqn [9]).

Nonlinear Wave Mixing With
Nondepleting Pumps

A nonlinear crystal exhibiting a large nonlinear
susceptibility xð2Þ is placed at the Fourier plane of
the spectral processing device. We employ non-
collinear phase matching in our experiments. Either
type-I or type-II phase matching conditions can be
used in three-wave mixing experiments, with the
resultant frequency-sum wave propagating along the
bi-sector direction (see Figure 3a). Since both input
waveforms are at v0 frequency, the generated
field will be at a doubled carrier frequency, 2v0; due
to the frequency-sum process. Four-wave mixing

experiments use type-II phase matching in the xð2Þ

crystal, involving a frequency-sum process generating
an intermediate wave followed by a frequency-
difference process between the intermediate wave
and the third input wave. The resultant wave will co-
propagate with one of the input waves and at the
same temporal carrier frequency (propagation direc-
tion and frequency v0), albeit at an orthogonal
polarization state (see Figure 3b). The output signal
can be extracted using a polarizer or a polarizing
beam splitter. The interacting input waves propagate
noncollinearly at the Fourier transform plane by
offsetting the signals from each other at the input
plane of the spectral processing device.

While it is possible, though often difficult, to obtain
a precise analytic solution to the coupled mode
equations governing the wave-mixing processes for
the generated waves, it is beyond the scope of this
article whose focus is on the signal processing
functionality. We therefore limit the analysis to weak
interactions with nondepleting input waves. Using the
nondepleted input waves approximation, the non-
linear polarization term, which drives the generation
of new waves, is constant and an ordinary differential
equation characterizes the generation process.

The nonlinear polarization for the frequency-sum
process is proportional to the product of the input
waves, when expressed in the time domain:
Psum

NL ðx0; tÞ ¼ x
ð2Þ
eff U1ðx

0; tÞU2ðx
0; tÞ: The nonlinear

polarization for the frequency-difference process is
proportional to the product of an input waves
and a conjugated input wave: Pdiff

NL ðx
0; tÞ ¼

x
ð2Þ
eff U1ðx

0; tÞUp
2ðx

0; tÞ:
The solution of the ordinary differential equation

driving the generation of the new wave, takes into
account the possible phase mismatch between the
propagation of the nonlinear polarization and the
generated wave within the nonlinear crystal medium.
Since we are interested in the signal processing
functionality only, we approximate the generated
waves as being directly proportional to the driving
nonlinear polarization. This approach is valid for
obtaining the generated signal forms in the case of
short nonlinear crystals (limited interaction length)
satisfying the phase matching condition. In practice,
the temporal and spatial bandwidths, as well as the
crystal length, will introduce filtering effects which
will slightly modify the output signals. However, it
can be shown that when wave mixing with spectrally
decomposed waves, especially mutually inverted
waves, the phase matching requirement is well
satisfied and the filtering effects are negligible for
the employed crystal lengths. In our experiments, we
typically used 2 mm long b-barium borate (BBO)
crystals. Using the simplified method for obtaining

Figure 3 (a) Three-wave mixing interaction: two input waves U1

and U2, generate a third wave U3. (b) Four-wave mixing by

cascaded second order nonlinearities: three input waves, U1, U2,

and U3, generate a fourth wave U4. The first two waves generate

an intermediate wave Uint, by a frequency-sum process, followed

by a frequency-difference process between the intermediate wave

and the third input wave.
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the form of the generated waves, arrangements for
synthesizing, processing, and detecting ultrafast
waveforms can be explored.

Detection of Ultrafast Waveforms

Ultrafast optical waveforms are too rapid for
acquisition by opto-electronic means alone, due to
the latter’s finite response time. An optical pro-
cessor is usually required to convert a finite time
window (typically in the tens to hundreds of ps
range) to a stationary signal in space for detection
by slower means. We mix two mutually inverted
spectrally decomposed waves in the Fourier plane
of a spectral processing device, and spatially
Fourier transform the resultant wave to the output
plane. As will be shown below, when one of the
spectrally decomposed waves is generated by a
transform limited short pulse, the output spatial
signal carries the temporal information of the input
waveform. We call this process a time-to-space
converter.

Let two ultrafast waveforms, sððt 2 t0Þ=tÞ and rðt=tÞ;
enter the spectral processing device from opposite
directions (one strikes the grating at angle u and the
other at 2u; see Figure 4). Each waveform will
generate a spectrally decomposed wave in the spatial
Fourier transform plane. The spectrally decomposed
wave of the signal sðtÞ; as defined by eqn [9], yields the
first input field:
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whereas the inverted spectrally decomposed wave for
rðt=tÞ is given by
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Without loss of generality, we set the time delay
parameter in eqn [11b] to zero, such that the parameter
t0 in the spectrally decomposed wave of the signal
waveform is a measure of the relative time delay of the
two waveforms. With full knowledge of the two input
waves, U1 and U2; we can express the resultant
waveform of the three-wave mixing process as:
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Next we apply a SFT to propagate the wave U3 to the
output plane, yielding:
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where yðtÞ¼sðt=tÞ^ rð2t=tÞ; as the Fourier transform
of a product is the convolution of their Fourier
transforms (the ^-symbol denotes the convolution
operation), and we use the spatial Fourier
transform kernel at the doubled carrier frequency.
The stationary spatial signal, yð·Þ; is proportional to
the convolution of the two input waveforms, where

Figure 4 Arrangement for imaging ultrafast waveforms using a time-to-space conversion. The mutually inverted, spectrally

decomposed waves of a signal waveform and that of a reference pulse are mixed in a nonlinear crystal placed at the Fourier plane. The

generated wave is spatially Fourier transformed to the output plane, yielding a stationary image that carries the signal waveform

information. q 2001 Optical Society of America.
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one of them is reversed in time. This mixing process
was developed for time-to-space conversion by using a
reference transform limited pulse for the reversed
waveform. The resulting spatial image will be that of
the signal waveform, albeit smoothed out due to the
convolution operation with the reference pulse. The
spatial signal is centered at x00 ¼ct0=2a; illustrating that
the relative time delay between the two waveforms
shifts the location of the output signal. The temporal
characteristic is determined by the product of the time-
scaled input apertures. The relative time delay, t0;

serves as an attenuation mechanism when the time
windows are not perfectly aligned. When the time
delay between the signal pulse and the reference pulse
is too large, no output signal will emerge as the two
signals do not overlap for the wave mixing process.
Therefore, the time window of the spectral processing
device is determined by the input aperture size, not the
physical dimension of the nonlinear crystal. Conse-
quently, we have been able to demonstrate high-
resolution temporal imaging with time windows in the
range of tens of picoseconds (see Figure 5). Addition-
ally, as mentioned earlier, one of the significant
advantages of this technique is the favorable phase
matching condition with the spectrally decomposed
wave and its inverted counterpart.

Processing of Ultrafast Waveforms

The simplest form of ultrafast waveform processing
uses linear filtering, or placement of an element with

transmittance characteristics that are frequency
selective. However, a linear filter is a time invariant
process and cannot perform more advanced proces-
sing operations of ultrafast waveforms such as
interaction between ultrafast waveforms. For such
processing applications, we mix three spectrally
decomposed waves in the Fourier plane of a spectral
processing device to generate a resultant output
ultrafast waveform in real time. We illustrate
advanced processing by performing a time reversal
experiment using the spectral phase conjugation and
spectral inversion techniques in four-wave mixing
experiments.

Consider three ultrafast waveforms, s1ðt 2 t0=tÞ;

s2ððt 2 t1Þ=tÞ and s3ðt=tÞ; which enter a spectral
processing device for generation of their respective
spectrally decomposed waves. Let all three waves
enter the spectral processing device from the same
direction, such that the spatial dispersion is in
the same direction for each signal (as defined by
eqn [11a]), and generate the spectrally decomposed
waves U1ðx

0; tÞ; U2ðx
0; tÞ; and U3ðx

0; tÞ; respectively
(see Figure 6a). Since we utilize a cascaded second-
order nonlinearity process, we let the first two waves
interact first in a frequency-sum process, generating
the intermediate field:
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It should be noted that upon a more rigorous analysis
of the generated frequency-sum wave, phase match-
ing is not well met across the temporal bandwidth of
the waveform, as is the case when wave mixing
mutually inverted spectrally decomposed waves. This
will introduce time domain spectra filtering effects,
but for simplicity these effects are ignored below. The
generated frequency-sum wave interacts with the
third input wave in a frequency-difference process,
giving rise to the fourth wave:
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Figure 5 Output of a time-to-space converter. Top: image

acquired by a CCD camera of the stationary image of a pulse

sequence. Botttom: extracted time domain data from the image,

showing inter-pulse time separation of 1.25 ps.
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where we assume that the window function wð·Þ is
real. Next we apply a SFT to propagate the wave U4

to the output plane, yielding:

Uoutðx
00; tÞ ¼

ð
U4ðx

0; tÞ exp

 
2 i

2p

l0f
x0x00

!
dx0

¼ y

�
ax00

c
þ t2 t0 2 t1

�
w

�
cðt2 t0Þ

aL

�

£ w

�
cðt2 t1Þ

aL

�
w

�
ct

aL

�
expðiv0t0Þ ½16�

where yðtÞ ¼ s1ðt=tÞ^s2ðt=tÞ^sp3ð2t=tÞ: The new ultra-
fast waveform yð·Þ scans along the output plane at a
velocity of 2c=a in the x-direction (compare to the
input signals scanning in the opposite direction along
the input plane, eqn [6]). By placing another diffrac-
tion grating at this plane, the new ultrafast waveform
can be recomposed and made to propagate once more
in free space. The waveform information consists of a
convolution between the first and second signals,
followed by a convolution with the third signal, which
is both conjugated and reversed. If we set the first and
second signals to be transform limited pulses, then the
resultant waveform will carry the reversed and

conjugated information of the third signal. Such
capability can be very important for dispersion
compensation in optical fiber communication links.

Let us now consider an alternate arrangement,
where the second and third input signals are
introduced to the spectral processing device from
the opposite direction, and consequently have
reversed spatial dispersion direction (see Figure 6b).
Therefore, the first signal will generate a spectral
decomposed wave U1ðx

0; tÞ; as defined by eqn [11a],
whereas the second and third signals will give rise to
the spectrally decomposed waves U2ðx

0; tÞ and
U3ðx

0; tÞ; with inverted spectra relative to that of U1;

as defined by eqn [11b]. The interaction of the first
two waves gives rise to:
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Figure 6 Arrangements of processing ultrafast waveforms within a spectral processing device. (a) Three input waveforms are

introduced from the same direction, and their spectrally decomposed waves interact via four-wave mixing. (b) The three input waveforms

are introduced from opposite directions, giving rise to mutually inverted spectrally decomposed waves. These two arrangements can

perform time reversal, the first by spectral phase conjugation and the second by spectral information inversion. q 2001 IEEE.
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which is identical to the wave mixing process of the
time-to-space converter (see eqn [12]). However, in
this case, we follow the first wave mixing process by
a frequency-difference process, generating:
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Next we apply a SFT to propagate the wave U4 to
the output plane, yielding the output waveform:
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where yðtÞ¼s1ðt=tÞ^s2ð2t=tÞ^sp3ðt=tÞ: As before,
the new ultrafast waveform yð·Þ scans along the output
plane at a velocity of 2c=a in the x-direction, and will
propagate in free-space upon another grating diffrac-
tion. This time, however, the waveform information
consists of a convolution between the first signal and a
time-reversed second signal, followed by a convolu-
tion with the conjugated third signal. If we set the first
and second signals to be transform limited pulses, then
the resultant waveform will carry the conjugated
information of the third signal. If we set the first and
third signals to be transform limited pulses, then the
resultant waveform will carry the reversed infor-
mation of the second signal.

We have experimentally demonstrated the two
time-reversal techniques: the first technique
whereby the resultant signal is both reversed and
conjugated is labeled ‘spectral phase conjugation’,
as the signal’s spectrum is conjugated by the
frequency difference process, and the second
technique, where the signal is purely reversed in
time, is named ‘spectral information inversion’, as
the spectrum is flipped about the carrier frequency
(see Figure 7). By proper selection of the input
waveforms, one can also obtain higher-level oper-
ations and functionality such as convolutions and
correlations among the different signals. All these
operations are time-variant, and cannot be per-
formed by passive filtering alone.

Synthesis of Ultrafast Waveforms

Shaping of ultrafast waveforms is usually per-
formed by filtering an input transform limited
pulse by a fixed filter. Adaptive filtering can be
performed by various means incorporating opto-
electronic modulators such as liquid-crystal-based
or acousto-optic-based spatial light moduloators,
however the response time required for changing
the waveform is typically limited to the ms and ms
regime, respectively. For ultrafast reconfigurability,
we utilize our spectral processing device and wave
mixing, to achieve pulse shaping controlled by
light, or a second optical signal.

Let the three input signals entering the spectral
processing device be an ultrashort waveform, sðt=tÞ;
and two additional spatial domain signals; one
carrying spatial information mðx=xÞ; where x is a
scaling factor, and the second a point source (see
Figure 8). Both spatial domain signals are illuminated

Figure 7 Time reversal experimental results. (a) Input pulse pair

consisting of a transform limited pulse followed by a chirped pulse.

(b) Time reversal by spectral information inversion technique.

Chirped pulse leads transform limited pulse and maintains the

sign of the chirp. (c) Time reversal by spectral phase conjugation

technique. Chirped pulse leads transform limited pulse and flips

the sign of the chirp. Data acquired with time-to-space imaging

technique and sign of quadratic term (dashed line) determined by

translating output plane.
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by a monochromatic light source at frequency v0:

The input ultrashort waveform gives rise to a
spectrally decomposed wave U1ðx

0; tÞ; as described
by eqn [11a]. The spatial information channel is SFT
by a lens, generating the wave:

U2ðx
0; tÞ / ~m

 
v0xx0
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!
expðiv0tÞ ½20�

The signal from the point source (or dðxÞ) gives rise
to a wave U3ðx

0; tÞ with no spatial information (plane
wave). As before, we utilize cascaded second-order
nonlinearities for the wave mixing process. The
interaction of the first two waves gives rise to the
intermediate frequency-sum wave:
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The frequency-difference process with an informa-
tionless waveform serves to reduce the carrier
frequency of resultant waveform back to v0: The
down-converted wave U4 is SFT to the output plane,
yielding:
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where yðtÞ ¼ sðt=tÞ^mð2ct=axÞ: As in the proces-
sing of ultrafast waveforms section above, the new
ultrafast waveform yð·Þ scans along the output
plane at a velocity of 2c=a in the x-direction. The
synthesized ultrafast waveform can propagate in
freespace after an additional grating diffraction.
The waveform information, in this case, consists of

a convolution between the input temporal signal
and a time-scaled and reversed version of the
spatial information channel. Since the input tem-
poral channel is typically a transform limited pulse,
the output waveform carries the spatial infor-
mation image, mapped to the time domain. In
analogy to the imaging of ultrafast waveforms
section, we call this technique space-to-time con-
version. We have generated experimentally numer-
ous waveforms that are controlled by a space
domain image, or mask (flat-top waveforms,
Figure 9, and pulse sequences of Figure 5 were
generated by a cylindrical lens array in the spatial
information channel).

Figure 9 Synthesized flat-top waveforms via space-to-time

conversion utilizing a variable slit in the spatial information

channel. Increasing the width of the slit results in broader square-

shaped pulses in real-time. Solid line: 2 ps pulse, dot-dash line:

,1 ps pulse, dashed line: ,300 fs pulse.

Figure 8 Arrangement for ultrafast waveform synthesis by wave mixing temporal and spatial information channels. Three input

channels consist of a temporal channel, a spatial channel carrying information, and a second spatial channel consisting of a point

source. The information from the spatial channel is transferred to the temporal channel via the wave mixing process. q 2001 IEEE.
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Conclusions

To properly utilize ultrafast waveforms in scientific
and advanced technology applications requires
instantaneous techniques from generation to pro-
cessing and imaging of the waveforms. We have
studied the nonlinear wave-mixing approach within
a spectral processing device, and demonstrated the
ability to perform all of these tasks. The wave
mixing was performed in a second-order nonlinear
crystal, using three-wave mixing for detection and
four-wave mixing for synthesis and processing of
ultrafast waveforms. The three-wave mixing pro-
cess results in a second-harmonic output image,
suitable for acquisition by silicon-based CCD
imagers. The four-wave mixing processes result in
an output waveform of an identical carrier
frequency, as typically required in processing and
synthesis applications. The high nonlinear coeffi-
cient of xð2Þ crystals enabled us to demonstrate
these techniques with ultrashort pulse energies
ranging from nJ to mJ levels. Further advantages
afforded by the techniques are expanded time
windows and favorable phase matching.

This review of the instantaneous optical signal
processing capabilities with optical nonlinearities and
interaction with ultrafast waveforms introduced and
demonstrated the basic signal processing capabilities
to manipulate optical signals in amplitude and phase.
The same techniques can be used and expanded upon
to achieve different signal processing abilities, which
are beyond the scope of this article.
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All the ideas essential to making a laser were known
before 1930, but there was no operating laser before
1960. So why didn’t the laser come sooner? There are
several reasons. One important impediment to the
laser invention was that a combination of ideas from
quantum mechanics and from electrical engineering
was needed, and these two fields were not well mixed
in the early days. Another is that, while some
physicists recognized that amplification could occur
if there was a population inversion of states, they did
not consider the coherence of such amplifications and
did not recognize its importance or usefulness. It was
just something that in principle could happen, but
was not very interesting. What was required was a
combination of physics and electrical engineering
thinking and recognition of the coherence of such
amplification. In addition the importance of such a
development had to be visualized and recognized in a
way that it led to very devoted work towards its
achievement.

It is striking that lasers grew out of the study of
microwave spectra of molecules, for which engineer-
ing and quantum mechanics were both important and
which helped orient thinking in the appropriate
direction. That this origin was not accidental is
convincingly demonstrated by the fact that three
independent ideas for amplification by stimulated
emission were generated about 1950. They were from
Joe Weber, at the University of Maryland, from
Nikolai Basov and Alexander Prokhovov at the Soviet
Academy, and myself at Columbia University. Weber
primarily wanted to point out the possibility, but
didn’t try to do it. In addition, his numbers were a bit
off and no practical system was suggested. Basov and
Prokhovov actually worked towards microwave
amplification using a beam of molecules, as did I.

That stimulated amplification was recognized
early, but not thought through, is illustrated by
the fact that Prof. Richard Tolman, a theoretical
physicist, wrote a discussion in 1924 of the net
absorption of light by molecules, pointing out in
particular that induced emission counteracted
absorption and noting that if there were more
molecules in the upper than in the lower state there
could be ‘negative absorption’. But, he wrote, ‘This
would usually be very small’. The Russian physicist
Vitaly Ginsburg wrote me, after the maser and laser

had appeared, that his professor, S.M. Levi, had been
well aware of such effects back in the 1930s and had
told him ‘create an overpopulation at higher atomic
levels and you will obtain an amplifier; the whole
trouble is that it is difficult to create a substantial
overpopulation of levels’.

The German physicist F.G. Houtermans said to me
that in 1932, when told by a colleague of an unusual
light intensity in a gaseous discharge, he had thought
it might be a ‘photon avalanche’, i.e. multiplication of
photons by stimulated emission.

Another Russian physicist, V.A. Fabricant, wrote a
thesis in 1939 in which he discussed absorption and
emission of light radiation in a gas and looked for
‘negative absorption’, or amplification. He did not
discuss coherence or a resonant cavity, and was not
able to achieve any amplification so his work was
quickly forgotten. None of these early mentions of
stimulated emission proposed how to actually get
amplification, that it would be useful, nor clearly
noted its coherence. Tolman did, however, write in
1927 that, ‘We should expect radiation induced by an
external field to be coherent with the radiation
associated with that field’. I know of no proposal to
actually make use of such amplification, until those
made by microwave spectroscopists in the early
1950s.

Another clear indicator that even in the 1950s
physicists and engineers did not think amplification
by stimulated emission was particularly interesting
nor useful is that during the 2 1

2 years when Jim
Gordon, Herb Zeiger, and I were working on trying
to obtain microwave amplification (the maser), a
large number of scientists visited my laboratory, saw
what we were doing, but no one bothered to also try
to obtain such amplification. After the maser worked,
it hit the newspapers and then very quickly became a
popular and intense field of interest for a number of
physicists.

My own drive to produce oscillators by stimulated
emission came from my strong interest in obtaining
sources of waves shorter than the few millimeters
wavelength which could be produced by electronic
devices, in order to extend the high resolution study
of molecular spectra to wavelengths shorter than
microwaves, down into the far infrared. My students
and I worked on several possible schemes for
producing waves shorter than those produced by
klystrons or magnetrons – frequency multiplication
by nonlinearities, electronic beams passing over sur-
faces of solid materials with resonances, and anything
else I could think of. None worked very well.
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In early 1950, I was asked by the Office of Naval
Research to form and chair a committee which would
examine possible research towards obtaining wave-
lengths down to one millimeter and shorter. I chose
outstanding scientists and engineers in a variety of
fields which might touch on this problem. We met
together, and visited many pertinent laboratories and
individuals interested in such research. Nothing very
promising seemed to turn up. But we wanted, of
course, to at least provide a report summarizing the
situation as we saw it. Our last meeting was April 26,
1951, in Washington, D.C. Worrying over our lack of
success, I woke up early before the meeting. Breakfast
was not ready, so I walked over to nearby Franklin
Park, sat on a bench in front of beautiful blooming
azaleas, and puzzled over why neither I nor the
Committee had found any promising solutions.

I went over all the ideas I had had previously.
Molecules, of course, can produce high frequencies.
But I had previously concluded, I thought wisely and
rigorously, that one could not obtain intense radi-
ation from them because radiation intensity was a
function of temperature, and the temperature could
not be very high without destroying the molecules.
Suddenly I realized that they did not need to have a
temperature in the usual sense – they need not be in
temperature equilibrium. There could be more
molecules in an upper than a lower excitation state,
which could in principle produce indefinitely intense
radiation. I pulled a piece of paper out of my pocket
and wrote down the equations and numbers for such
a case, using a molecule beam sent into a resonant
cavity and ammonia molecules with which I was very
familiar. My equations said one could get enough
excited molecules, low enough loss in a resonant
cavity, and it would work! Why hadn’t I thought of it
before?!

Back at Columbia, where I worked, and about 4
months later, the graduate student Jim Gordon agreed
to work on trying to obtain such an oscillator using a
beam of ammonia. I assured him that if it didn’t work
he could modify the experiment to do interesting
spectroscopy and thus complete a thesis. But we both
thought he had a good chance of making it work. And
a young post doc working with me, Herb Zeiger,
joined the effort.

Actually, I had first thought of obtaining stimulated
emission from a molecular beam back in 1948, but
simply as a demonstration of physical principles
rather than as a useful amplification. Also, about a
year later a young post doc, J.W. Trischka, working
on molecular beams with Professors Rabi and Kusch,
had also thought of demonstrating stimulated emis-
sion. We talked about it together, and he decided it
wasn’t worthwhile just demonstrating the effect

because it wouldn’t really prove any new physics.
Neither of us at that time had recognized the real
point and the possibility of useful amplification,
which is one of the reasons mentioned above that the
idea was delayed as long as it was.

It is perhaps important to emphasize again and to
illustrate how out-of-the-way the use of stimulated
emission was at that time for physicists, and how
distant stimulated emission was from engineers.
While we were working on the ammonia beam
maser, Prof. L.H. Thomas, an outstanding physicist
known for the ‘Thomas Effect’, frequently would run
into me in the hallway at Columbia University and
say that I didn’t understand, and that my proposed
ammonia oscillator could not work. However, I never
got a clear explanation from him of what it was I
didn’t understand. And after we had been working on
the ammonia maser system for about 2 years (a more-
or-less normal time for a student thesis project), the
Physics Department Chairman, Prof. Polycarp Kusch,
and the previous chairman, Prof. I.I. Rabi, came into
my office to object. They were excellent physicists,
both received Nobel Prizes, and both were experts on
molecular beams. They sat down in my office and said
‘Look, Charlie, that is not going to work. We know it
won’t work and you know it won’t work. You are
wasting departmental money, and must stop!’ Other
people had also questioned what I was doing,
frequently in particular whether the stimulated
radiation would be coherent. So I had already
thought over the situation many times. I had full
notes from the quantum mechanics course I took as a
student back in 1938, and could derive from them a
proof of coherence. I felt also that I knew the
quantitative numbers, such as the molecular beam
intensity and the possible ‘Q’, or loss, in the cavity
resonator, very well. I was also by then an Associate
Professor, and the department chairman could not fire
me simply because of stupidity. I replied to Rabi and
Kusch ‘No, I believe it has a reasonable chance of
working and I’m going to continue!’ Annoyed, they
stomped out of the room.

About 2 months after the Rabi/Kusch incident, Jim
Gordon dashed into the classroom where I was
lecturing and said loudly ‘It’s working!’ Most of the
class then went up to the lab to see the new device.
Rabi and Kusch were not against me; even though
they were outstanding physicists, they probably just
didn’t quite comprehend the device. A couple of
months after its successful operation, Kusch more or
less apologized by saying ‘Well, I should have realized
that you probably know more about what you are
doing than I do.’

After the maser successfully operated, there were
other incidences showing the lack of appropriate
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focus of physicists on stimulated emission. I was a
friend of Aage Bohr, the son of Niels Bohr, and in that
connection was visiting him in Denmark. Niels Bohr
asked me what research I was presently doing, so I
told him about our new oscillator, the maser, and its
remarkably pure frequency. He looked at me and said
‘Oh no, that’s not possible. You must be misunder-
standing something.’ I emphasized again what it was
really doing, but he still seemed not to believe it could
function that way. I presumed he was thinking in
terms of the uncertainty principle and the finite time
of passage of a molecule through the cavity, though I
never was quite sure just why he felt it impossible. A
similar thing happened shortly after that at a cocktail
party in Princeton, where John Von Neumann asked
the same question – what was my research at the
moment? After telling him about the maser oscillator
and the purity of frequency he reacted very similarly
‘Oh no,’ he said, ‘That can’t be right. You must be
misunderstanding something.’ After arguing a little
more, he left to get another drink. Fifteen minutes
later he came back, saying ‘Hey, you are right!’ He
had understood, and wanted to talk much more
about the maser and of possibly using excited
semiconductors. Only after his death did I learn
from his notebooks that he had considered exciting
electrons in semiconductors with neutrons from a
reactor, and had written Edward Teller about whether
some experiments might be done with this to obtain
intense light. However, he had not considered
coherence, and Teller was apparently not interested
enough to respond, so the matter was dropped.

The above account reminds me a bit of the amusing
comments of Arthur Clark on ‘Change’. He writes:

‘People go through four states before any revolu-
tionary development:

1. It’s nonsense, don’t waste my time
2. It’s interesting, but not important
3. I always said it was a good idea
4. I thought of it first’.

It’s clear that the world of physics was thinking
very little in the direction of masers or lasers, and that
many preconceptions as well as lack of interest stood
in the way. My own experience with engineering at
Bell Telephone Labs during World War II, in
designing radar and electronic systems, plus my
intense interest in obtaining short-wave oscillators,
were clearly important in bringing me to the right
ideas.

As masers became very interesting to the physics
community and the field grew rapidly, my engineering
experiences continued to be of help. I was well
acquainted with the theoretical examination of noise

in vacuum tube amplifiers by various individuals at
Bell Labs, and recognized that the maser could
provide much more sensitive amplification than
could common electronic amplifiers, where discrete
electronic charges produce the basic noise. On
sabbatical in France, I worked on electron spin
masers with Jean Combrisson and Arnold Honig
who had the appropriate equipment. And then in
Japan, Koichi Shimoda, Hidetoshi Takahashi, and I
wrote a theoretical paper on the basic quantum noise
of maser (or laser) amplification. The theory showed
that maser amplifiers of microwaves should be about
100 times more sensitive than the existing electronic
ones.

After 2–3 years of maser experiments and devel-
opment I felt I wanted to move on to the shorter
wavelengths for which I had generated the maser
idea. Although I had first tried the idea at microwave
frequencies because that seemed the easiest way to
test out the general idea and the result had been
exciting, I still wanted those shorter wavelengths. I
had not come up with any great ideas of just how to
get to much shorter wavelengths, which is why I
waited several years after the maser worked before
moving on. However, in 1957, 3 years after the first
successful operation of the maser, I decided it was
high time to simply figure out what was the best way I
could imagine to move on into the infrared region and
do it. A number of physicists had concluded that of
course one couldn’t make masers work at much
shorter wavelengths, certainly not in the visible
region, because spontaneous emission becomes so
much faster as the wavelength is shortened and
adequate inversion of population was not practical.
But that was intuition, not quantitative science. As I
wrote down equations for what might be done to
move towards shorter wavelengths using a model of
atomic or molecular excitation by radiation and a
reasonably high Q resonator, it became clear that it
was quite practical to move on even into the visible
region. That was exciting! Why hadn’t I, or someone
else, looked at it carefully and quantitatively before
that time?

I was at the time consulting at Bell Labs, with the
assignment to spend a day there every 2 weeks and
just talk with the Lab’s scientific personnel. Since my
former post doc and now brother-in-law Arthur
Schawlow was then at Bell Labs, I of course talked
with him. On telling him of my ideas for an ‘optical
maser’, using a resonant cavity and excitation of
atoms with optical radiation, he said he too was
interested in that, and we decided to work together to
optimize a system. It was Art who then suggested use
of a Fabry–Perot resonator rather than the cavity
with large holes I had used for a model, and that was
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an excellent addition. Why I did not think of that is
a mystery, but Art had done his thesis at the
University of Toronto in Fabry–Perot spectroscopy,
and that might have been why the thought came
to him.

Since Art Schawlow was participating, I decided
the patent for the new ‘optical maser’ should
belong to the Bell Labs (I already claimed ownership
of the basic maser patent, which covered all
wavelengths). Hence we recognized that the new
idea must be kept confidential until Bell Labs lawyers
had worked out and applied for an appropriate
patent. This delay in public information sheds some
additional light on how the scientific and technical
world was thinking at the time. I had written down
my original ideas for an ‘optical maser’ in my note-
book and had it witnessed by my student Joe
Giordmaine at Columbia University. I had also talked
with a Columbia student Gordon Gould because he
had been doing research with an intense light source
and I wanted to know how much intensity he had in
order to be sure I could get enough excited atoms and
provide an oscillator at these short wavelengths.
Except for these two persons, neither Art Schawlow
nor I told anyone outside of Bell Labs about the
‘optical maser’, or laser idea until after Bell Labs had
properly prepared its patent, which was about 11
months after my first notebook entry. For that entire
time, no one has produced a record of any thoughts
about extending the maser to optical wavelengths
except Gordon Gould, who entered some ideas in his
notebook about 1 month after I talked with him
about the possibility of an optical maser, and 2
months after my original notebook entry. His notes
were later to be the source of a long patent case.

The striking observation is that no one outside of
Bell Labs except Gordon Gould, to whom I had
explained my ideas, seems to have written or noted
down anything about extending masers to these
shorter wavelengths during the 11 months from my
recognition that it could well be done until after the
Schawlow and Townes paper on how to do it became
available. After that there was considerable excite-
ment and a number of ideas.

It is also noteworthy that, because of low general
interest and competition, I did not publish a paper on
how a maser might be made, but waited for
publication until we demonstrated its operation,
about 3 years after the idea had arrived. But after
the maser worked the field became exciting and
competitive. Hence, Schawlow and I thought we
surely should publish a theoretical paper establishing
the idea before taking the time to make a laser work.
And indeed, there was much competition to build the
first laser.

I myself helped a couple of my graduate students
start work on trying to build an ‘optical maser’ or
laser. But at about that time (1958), I was urged to
undertake a job in Washington as Vice President and
Director of Research of the Institute for Defense
Analysis, an organization put together largely by the
presidents of several universities to try to help advise
the government on matters of science and technology.
Sputnik had gone up the year before, and everyone
was worried about the position of the U.S. with
respect to Communist Russia, which seemed to be
ahead particularly in some areas important to
defense. I decided I should try to help, and accepted
a two-year appointment in Washington. I recognized
that this seriously distracted my attention from
developing a laser quickly, but knew there were
many others working towards lasers and so such
devices would certainly be developed and our doing it
just at Columbia University was neither critically
important nor highly probable.

The field of masers and ‘optical masers’ or
lasers was becoming so exciting and a bit scrambled
that The Office of Naval Research asked me if I
would organize a meeting on the subject. I did, with
the help of a committee of many distinguished people
in the field or closely related science and technology.
And it was in a meeting of the Committee that we
christened the field with the name ‘Quantum Elec-
tronics’. This first international meeting on the
subject was at Shawanga Lodge in New York State
in September 1959. It made an occasion for the
Russians Basov and Prokhorov to visit the United
States (and my lab and home), and was about 6
months before Ted Maiman made the first working
laser. There were many interesting discussions of
masers and their coming operation at optical
wavelengths.

It is significant to note that, while the maser
grew out of basic research in universities (with
Russian work at the Russian Academy) and industry
had little to do with early masers, all the first lasers
were made in industrial laboratories. This illustrates
the sociology and the strengths and weaknesses of
industrial and of academic laboratories. While masers
(and from them lasers) originated from research on
microwave spectroscopy of molecules, industrial
laboratories believed the field of microwave
spectroscopy had little to offer in the way of
commercial results. Because of equipment
available and the interest of physicists in industry,
the field was initiated and pursued immediately after
World War II in commercial laboratories – by myself
at Bell Labs, my friends at the RCA Labs, at
Westinghouse, and at General Electric. For lack of
interest in industry, such work was soon shut down,
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except at Bell Labs, and it moved to universities. Bell
Labs generously allowed me to continue such work,
although they wanted me to do some ‘more useful’
engineering. Once the field had obvious commercial
possibilities, commercial laboratories began to sup-
port it well and the clear importance of masers and
lasers made industry very interested. Really interested
industry can more easily put strong new resources
and push harder on a field than can academic
laboratories, where money has to be granted and
professors have a variety of other assignments. The
first laser was made to work, of course, by Ted
Maiman at Hughes Research Laboratories. Ted had
been a student of Willis Lamb at Stanford, and there
worked on radio spectroscopy. The second type of
laser, rather similar to Maiman’s but using a different
material, was made to work at the General Electric
Laboratories by Peter Sorokin and Mirek Stevenson.
Sorokin had been a student of Bloembergen at
Harvard in microwave or radio spectroscopy and
Stevenson was one of my students in microwave
spectroscopy at Columbia University. The next type
of laser, and one I particularly admire, was made by
Ali Javan, William Bennett, and Don Herriott. Javan
had been a student with me in microwave spec-
troscopy at Columbia University, Bill Bennett a
student in the molecular beam group at Columbia
working on radio spectroscopy, and Don Harriott
was an optics specialist. All of these originators, with
the exception of Herriott, had been working at
universities in the field which originated the idea
and were recently hired by industry. The next
important laser, involving semiconductors, was
invented by Robert Hall and collaborators at General
Electric Labs. Note that every one of these early lasers
was created in industry.

After the first laser was operated, my own students
at Columbia quickly turned from trying to make a
laser to using lasers to explore more physics, the
normal university function. And I am delighted that
masers and lasers have provided such excellent tools
for research, as well as for commercial and medical
applications.

After a few years of exploring new physics with
lasers, I decided that since there were many excellent
scientists doing such work, I should move into fields
which it seemed to me were being relatively neglected.
I moved to the University of California at Berkeley to
look for molecules in interstellar space by microwave
spectroscopy, and to do infrared astronomy. Very
soon after initiating work at Berkeley, one of my
students, Albert Cheung, not only discovered the
first polyatomic molecules in space, he found
powerful water masers. A while before our discovery
of water and identification of its radiation as due to

maser action, it had been deduced that some
microwave radiation of OH must be due to maser
action. And since then, many, many masers due to a
wide variety of molecules have been found in
astronomical sources as well as a few powerful lasers.
Since deviations from thermal equilibrium are
common in the very thin gases excited by powerful
sources in space, we should have expected this, but
didn’t. And these masers in space could have been
easily detected with radio technology available
back in the 1930s if anyone had searched the
microwave spectrum carefully.

Clearly, masers and lasers could have been dis-
covered and used much sooner than they actually
were. We simply were neither thinking nor looking in
the right directions. And this raises the natural
question – what important and more-or-less obvious
ideas are we missing now because of our lack of
imaginative exploration?
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LET THERE BE COHERENT LIGHT:
THE DISCOVERY OF THE LASER

T H Maiman, Vancouver, BC, Canada
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Editor’s Note

The discovery of the first laser was a remarkable
culmination of human creativity and ingenuity.
However the achievement was finally made by one
individual young scientist, Theodore Maiman, work-
ing independently of the mainstream and without the
benefit of strong government or private financial
support. With persuasive arguments, he convinced his
management at the Hughes Research Laboratories to
allow him to continue his work, albeit with limited
resources. And then, working alone with his assistant
he saw the light that now illuminates the world of
laser science and engineering. This is the story of how
thinking outside the box created a new field of
science, whose developing technology has advanced
the state of medicine and engineering and the quality
of life in general.

Introduction

I am frequently asked how it was that I discovered the
laser. Many assume that the concept evolved from
some sudden, inspirational thought. It didn’t happen
that way.

It is dramatic and exciting to have a scientific
discovery emerge from a dream or a vision that comes
out of nowhere, but it seldom does. In reality, almost
all scientific discoveries come from building on other,
prior, scientific developments.

So it was with the laser. In 1916, Albert Einstein
laid the foundation and conceived the basic under-
lying principles on which lasers are based. He
formulated and explained the relations that govern
the way that atoms and molecules absorb and emit
radiation. He introduced the key concept of stimu-
lated emission. Then, in the 1920s, physicists C.H.
Füchtbauer and Rudolph Ladenburg added formu-
lations that used the Einstein theory to go further, and
tie the absorption of light in a material medium to the
fundamental properties of its constituent atoms. But
it was the Russian physicist A.V. Fabricant who first

had the vision to propose the concept of a laser in
1940.

Unlike the Sun and other incoherent light sources,
the laser produces light of one precise color. Its waves
are emitted in phase with each other, and its radiation
can be efficiently focused to a precise spot. In short,
the laser produces coherent light, with the properties
we were already used to with radio, television and
microwave sources.

Fabricant specified the conditions needed for
amplification of light via stimulated emission. He
appreciated the concept of an inverted population
and the concept of coupling such an inverted
population medium to a resonant structure (resona-
tor). He proposed using a gaseous electrical discharge
to achieve laser action as one possibility. Later, he
proposed the use of a helium discharge lamp to
optically pump the gaseous form of cesium.

Scientists Purcell and Pound were the first to report
evidence of net stimulated emission in 1951. Their
observation, in the radio part of the spectrum, was a
by-product of their pioneering developments in the
techniques of nuclear induction, the foundation for
magnetic resonance imaging.

The first achievement of a working device that
utilized stimulated emission as its operating principle
was a microwave oscillator/amplifier. That device
used a beam of ammonia molecules as the working
medium. The design details were worked out
independently by groups at the Lebedev Institute in
the Soviet Union and Columbia University in the
USA. The device was dubbed a maser, which is an
acronym for microwave amplification by stimulated
emission of radiation.

In 1955, the year after I was awarded my Ph.D.,
I joined the Hughes Research Laboratory in Culver
City, California. One of my major assignments was to
head a project developing a miniature, liquid-nitro-
gen ruby maser for the US Army Signal Corps.

Race to the Light

Before starting work on the maser I had begun to
germinate some ideas about the possibility of a laser.
My concept so far was to try to use a solid material
for the lasing medium, and to fabricate the potential
laser material into a rod shape. In microwave
thinking this configuration would be called a dielec-
tric wave-guide. In optics it is known as a light pipe.

Abridged from “The Laser Odyssey” by Theodore H. Maiman.
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I planned to put mirrors on each end of the rod to
form a resonator.

Despite the advances in physics it represents, the
maser does not in any way extend the coherent
electromagnetic spectrum. Furthermore, its use as an
amplifier turned out to be impractical because
cryogenic temperatures were required for proper
operation. There was strong motivation to push the
frontiers of coherent electromagnetic radiation to
higher frequencies, principally the promise of higher
energies and greater concentrations. The reduction in
wavelength from microwave to visible is a factor of
about 104. This would lead to a consequent 104-fold
reduction in the minimum achievable focal size, and a
108-fold increase in energy concentration delivered
by the laser.

Work on the maser project therefore proved
something of a distraction, and it was not until
August 1959 that I was able to devote full effort to the
consideration and analysis of my concepts for a laser.

Why would I be willing to enter such a race? There
was rather formidable global competition already in
play, well-funded and very competently manned. The
answer lies in my knowledge of the proposals that
had been floated about. Generally, the scientists who
pursued these notions were not particularly secretive
about what they were working on. They published
and gave talks at conferences. On the whole,
however, I found that the authors and conference
presenters were only offering vague proposals. To be
sure, this served as an exchange of information and
stimulated ideas. But it didn’t appear to me that
anyone was close to the answer. In short, no viable
laser concept was yet in existence.

As I look back, I was a little brash. I would be
thrusting myself, in a sense, into a technological
Olympics. The competition was of the best quality
and of international scope. But my competitive spirit
won out. The challenge of working in the top league
of such an exciting project, that had so many
questions and problems to resolve, was very compel-
ling to me.

We know now that many kinds of lasers can be
made. But back then, in 1959, we didn’t know. We
didn’t even know with any confidence if it was really
possible to make a laser at all. My strategy was to
limit myself to potential solutions to the making of a
laser that did not have appreciable distractions in the
design. That way I could focus strictly on just the
laser problem itself.

For various reasons I was reluctant to work on
alkali-vapor or gas discharge systems. I chose to work
with solid-state crystals. The main appeal that solids
held for me was simplicity. By that, I mean simple in

analysis and understanding, and simple in device
conception.

In contrast to a gas discharge, the energy level
diagram in an appropriate crystal is very limited.
There are relatively few possibilities for the energy
states, and by and large, the pertinent parameters for
a potential laser candidate are amenable to a
combination of calculations and relatively straight-
forward direct measurements.

Another advantage, in principle, to a solid crystal is
its relatively high gain coefficient. By that, I mean the
amplification in a given length of material is of
reasonable proportions. This meant that the laser
medium could be relatively small in size and short in
extent, and I would not have the problem of
developing or depending on the use of special mirrors.
Indeed, my first laser used a crystal that was only
2 cm long.

I was also intrigued with the concept of a solid
medium since I would not have to deal with vacuum
pumps, impurity problems and gas handling appar-
atus, or complex mirror mechanisms. I could put
simple silver mirror coatings directly on the crystal as
I had done with my small ruby maser. In principle, a
solid crystal laser could be designed to be very simple,
compact and rugged.

My first choice to study and contemplate was that
of a ruby crystal. Ruby is the result when a water-
clear cast of aluminum oxide is doped with a small
amount of chromium oxide impurity. It is the
chromium that is responsible for the red color. The
rubies used for devices are usually not natural
gemstones, which have a chromium impurity level
of about 0.5%. The chromium concentration in
device rubies is around ten times less than this, and
hence they display a lighter red color than gemstone
ruby and are referred to as pink ruby.

Why choose ruby as a potential laser candidate?
Most importantly, I was quite familiar with and
fascinated by the interesting optical properties of the
crystal. Ruby is a fluorescent mineral; if ultraviolet
light is shone on a ruby, it will glow with deep red
fluorescence. Furthermore, ruby also gives off a red
glow when either blue or green light is shone upon it.
It is these blue and green absorption bands that give
ruby its red color. When a green photon impinges on
and is absorbed by the ruby, a chromium impurity ion
is raised from its ground state into a broad, excited
band. Although the chromium ion has the possibility
of radiating by spontaneous emission from that
excited level, another process comes into play. The
competing process uses the thermal vibrations of the
crystal lattice to interact with the excited ion and
deposit most of the excitation energy to another
slightly lower excited level of the ruby chromium
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where it stays for a while. This latter process is much
more probable and dominates.

The energy from this third level is radiated as
spontaneous incoherent emission. This spontaneous
emission is made up of red photons and is the
observed fluorescence. The level where the fluor-
escence emanates is sometimes called a metastable
level, since the chromium ions linger in that energy
state for a comparatively long time before they
radiate red photons.

I developed a model that could be mathematically
analyzed and I set up kinetic equations to take into
account the various mechanisms taking place in the
fluorescent process. I also set up simple intuitive
criteria for establishing the condition for laser action.
This model and these equations have subsequently
become a standard way for others to analyze crystal
lasers.

I was able to determine which material parameters
were important and relevant to a laser by getting the
solution to the equations describing the model. Using
known and estimated values for the pertinent
parameters in ruby, I found that ruby would require
a very bright pump lamp to excite the crystal
sufficiently to allow laser action to take place. The
brightness of a lamp is an important parameter for
lasers. It is a measure not of the total power radiated
by the lamp, but rather the power per unit area.

Obstacles and Solutions

Ruby has many desirable qualities. It is a very stable,
very rugged crystal to work with. It has some broad
pumping bands that make it helpful to get a
reasonable energy transfer from an incoherent
pumping lamp, and compared to some other crystals
I considered (e.g., gadolinium-doped crystals), a
working ruby laser would produce visible light.

However, there was some uncertainty over the
crystal’s measured quantum efficiency. The quantum
efficiency for a fluorescent crystal is the number of
fluorescent photons emitted, divided by the number
of pumping photons. In the case of ruby, this is the
number of red photons radiated out compared to the
number of green photons absorbed. A report in
November 1959 had suggested that ruby’s quantum
efficiency was only 1%. This would effectively mean
that it would be impossible for ruby to achieve laser
action. However, I was able to make my own
measurements of ruby’s fluorescent efficiency, and
these showed that it was nearer 75%.

I now had enough information that I could proceed
to work out an actual laser design. But how would I
pump the ruby? What would be the ruby’s shape and
size?

I knew that I needed a very bright lamp. Among the
brightest around was a high-pressure mercury arc
lamp manufactured by General Electric. In addition
to being one of the brightest available laboratory
lamps, it had the advantage of radiating most of its
energy in the green and blue-violet parts of the
spectrum. This was a good match to what I needed for
the ruby.

I drew up a paper design with the mercury arc lamp
at the focus of an elliptic cylinder. A small ruby rod
was to be mounted on the other focus of the elliptic
cylinder. It is a property of an elliptically shaped
reflector that a point of light placed at one focus of the
ellipse will be imaged at the other focus. The elliptic
cylinder that I had in mind would be highly polished
on its inner surface to a mirror finish.

But I had a problem. My paper analysis of the
design showed that although it should work, it would
only do so by a slim margin. I studied the design in
more detail, looking for ways to optimize and
improve it, but I couldn’t convince myself that it
was anything but marginal.

I stewed over the problem at hand. I started to
think about other ways to look at the problem. I was
frustrated: I felt that, on the one hand I was very close
to an answer, but on the other hand it was eluding me.

I went back to my analytical model. I pondered my
options and decided to put the pumping lamp
requirement for the ruby in a different form. I
calculated the equivalent black-body temperature of
a suitable pumping lamp. The temperature I calcu-
lated to have enough brightness capable of driving a
ruby into laser action was close to 5000 K. By
contrast an ordinary tungsten light bulb has a
brightness temperature of about 2800 K.

Once I put the pumping requirement in terms of
brightness temperature, I began to think in a different
way. I remembered reading an article about photo-
graphic strobe lamps, a camera’s flash mechanism.
The article said that strobe lamps could reach
brightness temperatures of 8000 K or more.

I now had my ‘aha’!
Most scientists had been thinking in terms of a

continuous laser, and that was certainly my thinking
to start with. But why should I place such restrictions
on myself? At this juncture I was only trying to
demonstrate that coherent light could be made at all.
Besides, a pulsed source is not only acceptable in
many applications, it may even be preferable.

I went back to my analytical model, modified the
equations to account for a pulsed light source, and
then analyzed the results to guide me in the actual
laser design. I had already determined that the most
important parameter of the light source would be its
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brightness, that is, a lamp that maximized the power
per unit area into the useful pump bands of the ruby.

My calculations also instructed me that this lamp
brightness requirement is largely independent of the
ruby crystal dimensions and its chromium concen-
tration over a reasonably wide range. The model
assumption was that of a three-level system (appro-
priate to ruby) where the lower laser-energy level is
the ground state.

Next, I scoured every flashlamp catalogue that I
could find. I calculated the luminous intensity for
promising candidates and found that the highest
intensity came from three General Electric spiral-
shaped flashlamps. My calculations showed that I
would have an adequate margin of safety, in terms of
excess brightness intensity for the laser, of some two
to three times, even with the smallest lamp.

Let there be ‘Coherent’ Light

Based on my most current calculations and measure-
ments, I was becoming optimistic about the possi-
bility of creating a laser. The tension was building and
I started to have dreams that I actually did it. It was a
wildly exciting thought!

Still, I was worried that I might be missing
something. Instead of proceeding directly to the
actual design, I decided to do an experiment that
would check the validity of my model.

I made up a cube of pink ruby with each dimension
equal to one centimeter in length, about the size and
shape of a sugar cube. The crystal axis was
perpendicular to one set of faces of the cube. I then
placed the cube between two parallel plates, thus
forming a microwave cavity. The cavity resonance
was designed to be equal to the natural ground-state
splitting of the ruby. These are the ground-state sub-
levels used in a ruby maser.

The purpose of this arrangement and the sub-
sequent experiment was to monitor the ground state
population of the ruby. My calculations had shown
that it would be possible to substantially reduce the
ruby ground state ion population necessary to make a
laser, but I wanted tangible evidence to confirm and
justify my optimism.

I was still harassed by the thought that no one had
yet ever made a laser, although by now several teams
of scientists had been diligently working away for
nearly two years. Was there a fundamental insur-
mountable problem that I had missed?

I proceeded with the experiment using the ruby
cube. As described above, one set of parallel faces of
the cube served as the resonant microwave cavity. I
connected one of the open (second set of) faces of the
cube to one end of a polished quartz rod called a light

pipe. The other end of the light pipe was connected to
the flashlamp. The third set of faces of the cube was
used to probe with selected wavelengths of light. I
used the ‘loading’ on the parallel-plate microwave
cavity to monitor the ground state population of the
ruby, making use of the microwave properties of ruby
that I had learned from my work on the ruby maser.

When I flashed the lamp, the cavity loading did
indeed change. It decreased because, as expected,
there were fewer chromium ions in the ground state.
More important, the magnitude of the population
change, 3%, was very close to the value I had
predicted from my analysis of the experimental
parameters. This was an extremely gratifying result
since it gave further confirmation to my model and its
analysis.

Now I was getting more excited. Since I couldn’t
think of anything else to check, it was time to proceed
with the definitive design of a laser.

The Laser Design

My first thought was to use some modification of the
elliptic-cylinder configuration that I considered for
the mercury arc lamp as discussed in the previous
section. The problem was, I would need a straight,
rod-shaped flashlamp, but the straight lamps in the
catalogues that I checked didn’t have high enough
intensity. Therefore, I resorted to a different design
and stuck with what was available – the spiral-
shaped lamps. I didn’t want to get sidetracked at this
time into the development of a special lamp.

It dawned on me that I would not have to devise a
focusing arrangement, since the brightness of the
radiation that is attainable at the focus of a mirror or
lens can only approach, but not exceed, the brightness
of the source. So, why not just place the crystal in
close proximity to the lamp? That is, why not place
the crystal inside the lamp helix?

To help gather the light, I placed a polished
aluminum cylinder around the outside of the spiral.
To fit the lamp, I used a pink ruby crystal in the shape
of a right circular cylinder rod, about 1 £ 2 cm. The
ends of the ruby cylinder were polished flat, parallel
to each other and perpendicular to the axis of the
cylinder. For mirrors, I used evaporated silver.

I chose silver for the mirrors because it has the
highest reflectivity of any metal at the deep red ruby
laser wavelength. However, silver tarnishes quickly,
and so with time, the thin output layer will change its
transmission characteristics; it is not stable. To solve
this problem, I had a thick layer of silver evaporated
on both ends of the crystal and I scraped a tiny hole in
the coating at one end. The laser beam would
emanate from that coupling hole.
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The Crucial Test

As I neared completion of my laser design, Bob
Hellwarth, one of my colleagues in the Atomic
Physics Department, asked, ‘How will you know if
it’s working?’

At first, I was concerned that if I were stuck with a
ruby crystal that deviated too much from optical
perfection, these imperfections could prevent measur-
able laser behavior.

To get a better understanding of the processes, I
elaborated on my existing analysis to account for an
imperfect crystal. I found that if I were able to drive
the ruby crystal reasonably far above the point of
inverted population, or laser threshold, that I would
see very substantial evidence of an inverted popu-
lation and impressive laser behavior even with a poor
crystal.

Just exactly what would I see?
I planned to monitor the red light emitted from the

ruby through the hole in the output silver coating and
expected to observe three kinds of laser behavior
evidence: a reduction in the decay time of the
fluorescent level; the bunching of the radiation into
a beam; and a significant reduction of the spectral
width of the red light.

The Laser Process

Laser action can be understood by following through
the operational details in the above-mentioned ruby
laser design. The process starts when the ruby crystal
is excited by the flashlamp and chromium ions are
excited into the metastable fluorescent level. The ions
lose energy by radiating randomly red photons. This
is the familiar red fluorescence (spontaneous radi-
ation).

When the excitation level is great enough, that
revered ‘inverted population’ condition is reached. In
that case, more chromium ions are in the ruby’s
metastable upper fluorescent level than are in the
ground state. Therefore, chromium ions can radiate
by stimulated emission as well as by the normal
spontaneous emission process.

Because the metastable level now empties much
faster than it normally would, the fluorescent lifetime
is reduced. That decreased lifetime can be observed
by monitoring the red ruby glow with a photoelectric
cell connected to an oscilloscope when the ruby is
flashlamp-excited.

When the ruby is in the inverted population
condition, as explained previously, it becomes an
amplifier. The red photons are amplified as they
progress through the crystal.

An important selection process starts to take place.
The red photons are initially emitted in random

directions. But the fluorescent photons that happen to
be radiated at large angles to the mechanical axis of
the ruby cylinder are lost through the sides of the
crystal. On the other hand, photons radiated along
the crystal axis, or at small angles with respect to the
crystal axis, are in effect, trapped. They are reflected
when they strike either one of the end mirrors and
move back and forth through the crystal. As these
axial photons move through the ruby they are
amplified and consequently generate more photons
in the same direction. They quickly become the
dominant stimulated radiation from the excited
metastable level.

Keep in mind that photons moving through the
crystal are responsible for the stimulated emission.
The axial photons pick up a following and march
down that crystal axis. Consequently, the photons
that emerge from the coupling hole in the output
silver mirror are concentrated in a direction along, or
nearly along, the crystal axis.

The red ruby fluorescent (spontaneous) emission
extends over a distribution of frequencies in a curve
that resembles a bell shape. The fluorescent photons
are most concentrated at the center of that curve.
When the inverted population condition exists, the
top of the curve has the highest amplification. The
consequence is (as with the discussion of beam angle)
that photons near the center of the distribution are
favored, since it is these photons that get amplified
most in the back and forth transits, through the
crystal from the multiple mirror reflections. It is this
last process that explains why the frequency distri-
bution, the linewidth of a laser, is so small.

I planned to vary the excitation to the flashlamp. In
doing so, as explained above, I would expect to see a
reduction of the fluorescent lifetime giving evidence
of stimulated emission. As I varied the ruby excitation
level, the fluorescent intensity should increase pro-
portionately, as long as I was below threshold. But,
when above threshold, small increases in excitation
should make much bigger changes in the output since
the detector and monochromator combination are
more responsive to the smaller beam and narrower
linewidth.

Do it!

It was the afternoon of May 16, 1960; it was time to
confirm or deny all the fears of why ‘ruby can’t work’
or why ‘lasers can’t be made to work.’ No more
new calculations, no more diversionary experiments.
This was the moment of truth!

The laser head was mounted on a workbench. The
flashlamp was connected to the power supply.
The trigger electrode was connected to the spark
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coil (the mechanism that initiates the flash from the
strobe lamp). The light output from the coupling hole
in the end of the ruby was directed through the
monochromator to a photomultiplier tube. The
electrical signal from the photomultiplier was con-
nected to an oscilloscope.

Irnee D’Haenens, my laboratory assistant, and I
were the only ones performing and observing the
experiment. We first took a test shot so that we
could adjust the monitoring equipment. We turned
the power supply up to about 500 volts. We fired the
flashtube. Indeed, we observed a trace on the
oscilloscope!

The trace was a recording of the red ruby
fluorescence. The decay in the trace was about three
milliseconds, the lifetime of the upper possible laser
level. We made the appropriate adjustments to
optimize the monitor display.

We continued. We progressively increased the
supply voltage, each time monitoring and recording
the light output trace. As we did so, the peak output

increased proportionately to the energy input, the
decay time remained the same. So far, so good.

But, when we got past 950 volts on the power
supply, everything changed! The output trace started
to shoot up in peak intensity and the initial decay time
rapidly decreased.

Voilà. This was it! The laser was born!

The Light Fantastic

When Irnee and I observed the first laser go into
action, Irnee was smiling and jumping up and down
with glee. I was numb and emotionally drained from
all the tension and excitement.

Imagine: in the 10 years prior to the laser, the
coherent electromagnetic spectrum had been
extended by perhaps a factor of five. Now, with the
advent of the laser, there was a quantum jump in that
spectrum of ten thousand!

The significance of my historic accomplishment
didn’t sink in right away. I’m not sure that it has yet.
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THE HELIUM–NEON LASER
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The date, twelve of December nineteen sixty, and the
time, 4:20 PM, are the date and the time of an event that
triggered such an imortant segment of what has now
evolved in modern optics. Here is how:

It had snowed heavily on that day. The laboratory
at Murray Hill, New Jersey, the Bell Telephone
Laboratory, BTL, had been closed at 4. What
occurred was a triumph of our depth of under-
standing of the atomic spectra, the physics of the
inter-atom collisions and electron impacts and
exchange effects, the fascinating sequence of what
takes place in a gas discharge plasma when the
discharge is switched on. The triumph was also that
of the art in spectroscopy, this time that of the
colorful glow of a gas discharge plasma in a
controlled mixture of helium and neon. Performing
the spectroscopy, one could effectively watch and
follow a set of fascinating physics effects in the
discharge plasma, that would lead to an inversion to
set-in in a specific transition between a high-lying pair
of energy levels in neon, by the now well-known
transition at 1.15 mm wavelength in neon. Helium
atoms in a metastable state in the discharge plasma
played the key role.

On that day: The laser had already been de-gassed
for 5 days and nights at 600 8C under the high
vacuum, to drive off the impurities prior to introdu-
cing the gas mixture in the laser-plasma quartz tubing
and sealing it off. We had a way to optimize the
mixture, at the exact mixture ratio for the optimum
inversion and the laser gain at the 1.15 mm neon
transition wavelength. The laser design had a daring
interferometer length one meter long. Why daring at
one meter long, I will have a chance to explain why
below. The laser-mirrors at each end of the one-meter-
long interferometer were situated internally in the
laser, exposed to the gas mixture. Two fine
micrometers at each end of the laser provided the
fine control for the laser–mirror alignment control
externally.

To convey the scene, we had known already, that
the inversion and the laser gain at the 1.15 mm neon
transition will be higher in the discharge ‘afterglow’,
the afterglow following rapidly switching-off the
discharge. The inversion and the laser gain at the

1.15 mm wavelength, we knew, would last for as long
as a millisecond in the afterglow. Certain that the
inversion and the gain will be higher in the afterglow,
we had set-up the electronics to switch on the
discharge for about 10 milliseconds, and switching
it off fast at a one microsecond switch-off time, and
leaving it off for the same 10 milliseconds time
interval, and repeating it at a low rep-rate, about 20
times a second on that day. Expecting that while
searching for the laser signal, the laser will first break
into oscillation in the afterglow where the laser-gain
will be higher, knowing that pulling it into the glow
afterward will be easy.

With me on that day I had two of the three good
people who worked with me on the experiment. One
of the two, Donald Herriott, was about to miss his car
pool. He had his hand at the time on the laser–mirror
tuning-alignment, the fine micrometer at one end of
the laser interferometer on his side. I had my back
towards the oscilloscope that would display the laser
signal, aligning the detection system. My journey had
begun over two years previously. I was certain on that
day, and at that time, that possibly right then, or no
later than hours later or by midnight, the moment
would come for me and others that I had with me, to
witness the onset of the event sought after so hard.
And then … .

I had my back towards Don Herriott, urging him to
stay a bit longer. I heard Don’s voice, saying ‘What is
that?’. I turned and looked. The laser signals in the
discharge afterglow on the oscilloscope screen,
synchronized to the gas discharge rep rate. I reached
the laser interferometer fine-tuning micrometer on my
end … a gentle tuning, in a mere few seconds time,
optimized the afterglow signal, and then pulled the
laser signal right into the glow. I loudly called on ‘Ed’
to switch on to CW. He, Edward Ballick, jumped over
the equipment and the electronics on the floor in the
lab, reached the switching electronics, switched it on
to CW:

The laser signal on the oscilloscope … switched to
CW … a coherent light beam … CW … continuous …
and at a degree of coherence … that as it proved later
and I know then … to the limits that the laws of nature
will permit. I looked at my watch, 4:20 PM.

The year 1960 was the beginning. Some months
earlier, in the summer of that year, Theodore Maiman
at Hughes Laboratories, in Malibu, CA, succeeded to
operate an optically pumped laser, operating in short-
duration laser pulses, the Ruby laser at 0.694 mm.
That approach to the laser differed fundamentally
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from the discharge plasma approach. The two were
different inventions and served different purposes.
One, the optically pumped, converts the optical
energy in the pump, to the laser light output. The
other, electrically pumped, converts the electrical
energy in the electrical current that excites the laser
plasma, to the laser light output. The rest on how
things evolved is history.

The Scene Before Lasers

Before lasers, optics had long passed its peaks. The
last words had been written by Born and Wolf in
1957, in an impressive volume on Physical Optics.
When I went through my graduate studies at
Columbia University in the early fifties, there were
no graduate courses offered in optics. The subject was
dealt with incidentally in courses in electricity and
magnetism. Action was all on the microwaves at the
time. Optical spectroscopy had reached its peaks
much earlier yet, before World War II. Condon and
Shortly had written the last words on Theory of
Atomic Spectra in 1935, amazingly, as it seems, in
hardly a decade after the discoveries in quantum
mechanics. As events had it, optics gave way to the
microwaves after the war, and optical spectroscopy to
the RF and microwave spectroscopy – and all this, a
result of the discoveries in Radar at the microwave
frequencies in World War II.

We owed everything we knew of the atomic spectra
to the gas discharges used as spectroscopic light
sources at the time, from the high-resolution spectra
of the hydrogen atoms at one end of the periodic
table, to that of the trans-uranium elements on the
other. We need not be reminded, everyone knows,
how much we owed then and do now, to the high-
resolution spectra of the hydrogen atoms, all because
of the early hydrogen discharge light sources and then
at the beginning, what led to the discovery of the
quantum mechanics, and the wave nature of the
atoms. The excitement that followed has remained
unparalleled in physics since. Within hardly a decade
after as a result, the cleverly designed spectroscopic
gas-discharge sources, of different makes and designs,
exhaustively revealed every feature predicted by the
quantum mechanics in the high-resolution spectra of
every element we know in nature. Gas discharge light
sources set the course at the time, as did the lasers
after the events in 1960.

Optics had given way to the microwaves in the
fifties after the war. The physics of the gas discharges,
however, continued as an active research field after
the war, although of short duration. Bell Telephone
Laboratory had a most distinguished research depart-
ment in gas discharges in the early fifties. Towards the

late fifties, as it seemed, the gas discharges as a field in
research, also seemed to have been exhausted. The
payoff at the time had evolved in the colorful neon
light sources and fluorescence lamps, a thriving
industry all over the country.

In the summer of 1958, Bell Telephone Laboratory
had dissolved their research department in gas
discharges. They had transferred every one of their
distinguished research people to the other research
areas in the laboratory. Some good people had left
earlier, already.

As the fate in gas discharge physics had it, I joined
the Laboratory in September 1958 – with ZERO
backgrounds in gas discharge physics. I knew physics.

How Things Evolved

It has been said that when time is ripe for a new idea, if
one person misses it, the next one will not. Time was
ripe in the late fifties for the optically pumped idea for
the laser, but far from it for the electrically pumped.
Optical pumping was an active field in research at the
time. The French had introduced the ‘pompage optic’,
the optical pumping. With the French pompage optic,
one would by optical pumping, resonantly excite an
atomic species from its ground into its excited
electronic state, and perform a double-resonance at
an RF frequency on a fine or hyperfine structure of the
excited electronic state. There were other versions of
the French pompage optic. Each version used the
optical pumping to induce resonantly, an atomic
species into an excited electronic state.

Important, and more so, in the fifties, in the second
half, the discoveries of the three-level masers at the
microwave frequencies had attracted much attention.
The three-level masers are the counterparts at the
microwaves of our now optically pumped lasers. In
three-level masers, one drives to saturation a pair of
energy levels at microwave energy-spacing in a
paramagnetic solid, and allows the inversion and
the gain to set-in in a transition to a low-lying third
energy level at the microwave frequencies. Nicholas
Blumbergen at Harvard had proposed the three-level
maser idea in an important publication in 1956. I had
my own original three-level maser ideas, and had
them published in 1957. In my work I had discovered
a fascinating new effect, and for the first time, that in
the transition to a third level in a three-level maser, it
will be possible to drive the maser into its self-
oscillation, without requiring the inversion. The
effect had led me to the idea of the Raman masers,
requiring a ‘pumping’ microwave field, followed by a
Raman transition across a pair of energy levels at
microwave energy-spacing. In my publication of the
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effect, I had also considered the pumping field at an
optical frequency, instead of at the microwave.

The ideas were ‘in the air’ at the time, to extend the
three-level maser approach into the optical frequen-
cies. Yet, in the summer of 1958, on an occasion in
June of that year, I think on the first Monday in June,
flashed through my mind a far different approach, all
because of the helium metastables. Ideas always come
to mind in a flash, the rest follows.

Summer of 1958: A Bit of History

I think it was on the first Monday in June 1958. I had
been on an occasion visiting the Bell Telephone
Laboratory (BTL) on that day. They had approached
me that I join their research staff at Bell. My work on
masers – I had done as a part of my post-doctoral
research position in physics at Columbia University in
New York City – had in part overlapped the then
ongoing work at Bell. They knew me, and I knew Bell.

At the visit meeting with Arthur Schawlow, whom I
knew well, he gave me his news on that day, that he
and Charles Townes, had submitted to the Physical
Review a paper for publication proposing an opti-
cally pumped counterpart of a three-level maser at the
optical frequencies – by-now, the well-known
Schawlow–Townes optically pumped laser publi-
cation. Specially, I was attracted to Schawlow’s idea
on a two-mirror Perot–Fabry-type interferometer as
a resonator at the optical frequencies for the laser.
The use of it in that publication was Schawlow’s idea.

My thoughts, it may seem paradoxical, right there
and then moved far away from an optically pumped
laser as a possibility. The helium atoms in a
metastable state flashed through my mind. I will
avoid explaining why or how, other than, of a three-
level atom, two of the levels were now to belong to a
different atomic species, the helium atom, and that
there will be no optical pumping … and so much
‘electrical energy’ could be converted to and stored in
the energetic metastable helium. A new possibility
presented itself, with no resemblance to the optical
pumping – an energy-exchange effect taking place
resonantly, between the highly energetic helium
metastables, and – as it evolved – another inert gas,
the neon atoms in a helium–neon gas mixture. The
resonant nature of the effect embodied everything we
know of the wave nature of the atoms. I will have a
chance to explain the effect shortly below.

Driving home at the end of the day on that day, a
two hour drive from Murray Hill, New Jersey to
uptown New York City, the thought of the metastable
helium had crystallized before me the task to examine
the effect in a helium-plasma in a gas discharge, in a

gas mixture with the other four well-behaved inert
gases, from neon through xenon. There are four.

Within weeks in June, searching through the
literature I learned, that over the years, and mostly
in the early fifties, the helium plasmas in a gas
discharge in mixtures with every other inert gases had
been the subject of most extensive research, except in
a mixture with neon. The mixture with neon, for
the reason that the reader will find below, had
been thought of as uninteresting. The matter was
left for me.

I had accepted in June already, to join the Bell
research staff at Murray-Hill, and I did on September.
From my work that entire summer, unfolded the
entire theory for the helium–neon gas laser. There
was also another far-reaching offshoot.

The Physics Effect

Next to the hydrogen atom, the helium is the most
fundamental of all atoms in physics. Hydrogen has one
electron. Its spectrum, detached from the complexities
of the multi-electron atoms, carries the entire signa-
ture of the wave nature of the atom, in ways that are
subject to accurate predictions and the measurements.
The helium atom has two electrons. Its spectrum
carries the entire signature of the physics effect of the
entire multi-electron atoms, also in ways that are
subject to accurate predictions and the measurements.
In its metastable states, it carries special dynamic
features, deeply fundamental, and special only to the
helium metastables.

In a gas discharge in pure helium at a moderate gas
pressure, the discharge color takes on a grayish-white
with a tint of blue. Over 500 excited electronic states
in helium have been identified – their excitation by the
energetic electrons in the discharge, followed by their
spontaneous radiative decays, the emissions of
photons, accounts for the high-resolution spectra of
the discharge grayish-white with a tint of blue in
color. Of these 500, all of them, high lying in energy,
are short-lived radiatively, with the exception, how-
ever, of two amongst them. The two have the lowest
excitation energy. Their radiative decays to the
ground electronic state are deeply forbidden;
they cannot decay radiatively. The two form the
well-known helium metastables, identified by their
spectroscopic designations: 3S1=2; the triplet S one
half, and 1S0; the singlet S zero – generally
referred to in the literature as, the triplet S and the
singlet S metastables. Of the two, the triplet S
metastable has the lowest excitation energy. It lies
at 19.8 electron volts (eV), above the helium
ground state. The singlet S metastable lies higher, at
20.2 eV.
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Helium atoms in their ground electronic state are
chemically inert. A helium atom’s two electrons form
a closed shell. It cannot enter in a chemical reaction,
neither with its own species, nor with any other, as we
all know. The situation is, however, far different with
every one of the 500 excited electronic states in a
helium gas discharge. They are energetically high-
reactive, except, and with the exception of the two
metastables, they are all short-lived, and cannot play
an important role.

The effect manifests itself differently in the long-
lived metastables, and accounts for their special
dynamic features, special only to the helium meta-
stables. What follows outlines the effect.

Dynamic Features: Why so Special

By far the majority of the atoms in the helium gas
discharge are in their inert, ground electronic states.
Once in its energetic metastable state, a helium
metastable in the gas discharge encounters in an
impact – in a collision – with a helium atom in its
ground electronic state. The encounter in the impact
is of a short duration in our scale of time, but long in
the atomic time-scale, of about 2 £ 10213 second, a
fifth of a picosecond. What occurs is strictly wave-
mechanical, dictated by the wave nature of the
electrons in the atoms. During the encounter, the
electron wave functions in the encountering atoms
overlap momentarily. A momentary binding occurs.
In no ways can one tell during the encounter which
electron is which: Electrons are the properties of their
wave functions – once overlapped, individual elec-
trons lose their identity, in no way can one tell which
is which. As the atoms fly apart, caused by the
kinematics of the impact, an electron exchange
occurs, wave-mechanically. The helium atom initially
in its ground electronic state, will fly away from the
encounter with one of its two electrons now in the
highly excited energetic metastable state. The other,
the one initially in the excited metastable state,
emerges from the encounter in the unexcited ground
electronic state.

At a gas pressure in the discharge of about one torr,
a millimeter, the mean free-time between two impacts
is about one microsecond, a very long time in the
scale of the atoms. The helium atom that flew away
from the encounter in the metastable state remains in
its now metastable state, during the entire mean-free
collision time. Once it encounters the next helium
atom in its ground electronic state, the act repeats
again, a momentary binding occurs, an electron
exchange takes place, and a new metastable flying
away. The effect repeats over and over again, at about
every microsecond. A diffusion of the metastability

through the helium in the discharge sets in. Depend-
ing on the diameter of the discharge tubing, it takes
about a millisecond until the helium that emerges
from the encounter in the metastable state reaches the
walls of the discharge tubing. The act will then
terminate, in a most violent collision effect with the
wall. The energetic metastable helium knocks out an
electron off the wall, as itself emerges from the
collision in its ground electronic state – all intact.

With one exception, the encounter between a
helium metastable with any species other than of its
own kind, a helium, is energetically highly violent.
The exception is the neon atoms. In encounters with
all atomic species other than neon, the metastable
helium knocks out an electron off the species, ionizes
the species, and itself emerges from the encounter in
its ground electronic state, intact. The ionizing
impacts had attracted so much attentions in the
early fifties, the effect in the helium gas discharge in
mixtures specially with every other inert gases, had
been exhaustively investigated, except with neon.
Neon has its ionization potential higher than the two
metastable excitation energies. It can not undergo an
ionizing impact with either of the two metastables.
The mixture with neon had thus been considered
uninteresting, and was discarded.

What emerged by the end of the summer of 1958
was the entire theory for the helium neon laser –
and the recognition of a deeply wave-mechanical
effect, the resonant energy exchange taking place
between the energetic helium metastable and an inert
neon atom in the discharge gas mixture. In the
mixture, a momentary binding occurs between the
helium metastable encountering an inert neon atom in
the gas discharge. Wave-function overlaps occur for
the electrons in the encountering atoms. A resonant
energy exchange takes place during the encounter.
Helium metastable will fly away from the impact in its
now ground electronic state, while neon emerges in
one of its high-lying excited energy states, at the
near-resonant with the helium metastable.

A special effect sets in in the energy exchange, as
well. The kinetics of the impact in the encounter
enters in satisfying the exact resonance in the energy
exchange. The singlet S metastable flying away from
the encounter after the energy exchange, will be
slightly ‘cooler’ kinetically, and the triplet S flying
away from the encounter after the energy-exchange,
will be slightly ‘hotter’. The kinetic energy of the
impact enters in the energy exchange.

Optical Gain and Amplification Effect

Within weeks, early in the summer of 1958,
investigating the energy transfer effect led to the
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prediction that there can be inversion and optical gain
in two sets of transitions in neon, one as a result of the
excitation transfer from the triplet S metastables, and
the other a result of the transfer from the singlet S. By
far the more challenging task that summer, however,
was to estimate theoretically the values for the gain
and amplification factors obtainable for the predicted
inverted transitions, and more specifically, for the
inverted transitions that will have the highest gain
and amplification factors. There followed the theor-
etical estimates on which relied the entire experimen-
tal phase of the work, the planning of it commenced
within weeks after my joining the Bell Telephone
Laboratory on September of that year.

The set of transitions originating from the triplet S
energy transfer to neon, occur in the near-red region of
the spectrum, the 1 mm wavelength region. The
strongest inverted transition at the highest predicted
gain value, lies at 1.15 mm transition wavelength, the
spectral laser line that first broke into self-oscillation
(see the opening page in this article). The set of
transitions originating from the singlet S energy
transfer to neon occur in the red-yellow region of the
spectrum. The strongest, although at less gain-
value than 1.15 mm, occurs at the 0.633 mm in the red.

In the early phase of the investigation, it came to
light also that the achievement of the inverted
transitions with optical gains, was, interestingly, a
commune occurrence in gaseous discharges in a
variety of the atomic species, including in pure
neon. However, the complexities in the excitations
by the hot electrons of the high-lying energy levels,
and in particular in the presence of the secondary
excitation mechanism, and a list of other similar
effects, in no way would allow a quantitative estimate
of the gain and amplification factors in the inverted
transitions obtainable in the gas discharge.

The reliance on the excitations of the high-lying
energy levels in neon via the resonant energy transfer
from the helium metastables, as per the physics effect
I have outlined above, placed at my disposal the one
gas discharge system that lent itself to the theoretical
estimates of the predicted optical gains and the
amplification factor for the inverted transitions.

Without a knowledge of the predicted values for
the optical gain and the amplification factor, it would
have been in no way possible to perform the
experiment.

Experimental Phase

The Bell Telephone Laboratory, considered as a
foremost research institution in the country at the
time, operated at a $250 million yearly budget – in
1960s’ dollars. Transistors had been invented at Bell

in the forties. With the awareness at the time at Bell,
that a light beam at the degree of frequency-purity
and the coherence expected of the laser, will have far-
reaching consequences on the telecommunication
technology, without hesitation I received from Bell
an open ticket to do what it takes – one key person in
the administration understood in-depth my approach
to the laser – via the gas discharge and the physics
effects I had invoked. Within weeks following joining
Bell in September, I had my planning underway for
what came to be known in a short while later, as a
most aggressive research in gas discharges – and at a
time when Bell had already, in the summer of 1958,
dismantled the entire research activities in gas
discharges at Bell. That speaks a great deal for Bell
at the time … at the time before the AT&T break up.

In lasers, the knowledge of the full length of the
amplifying medium across which the optical gain
obtainable at the laser transition will suffice to drive
the laser into its self-oscillation, will dictate the full
length of the laser interferometer resonator. The
spacing between the two high-reflectance interferom-
eter end-mirrors will have to accommodate the full
length of the amplifying medium, thus dictating the
interferometer full length. With respect to the mirror
reflectivity obtainable at the time, one had to be
content with the values at the highest close to 98%.
The highest gain transition from my theoretical
estimates, that of the neon transition at the 1.15 mm
wavelength in the near-red, indicated an interfero-
meter length of no less than 50 centimeters, or possibly
as long as one meter – and there lay the challenge,
achieving the required degree of parallelism needed
for the interferometer end-mirrors at such spacing.
One could show, from simple inspection, that the
parallelism needed for the mirrors had to be at values
better than one part in several-hundredths of a
wavelength. This value applied to the use of the flat
interferometer mirrors known to me at that time.

An alignment to such a degree of accuracy could
well be obtainable at the time for Perot–Fabry-type
interferometer mirrors at the mirror-spacing not
exceeding about eight or ten centimeters at the
most – where one would rely on the observation of
the interference fringes using the available spectro-
scopic light sources to observe the fringes, a principle
well known in physical optics. At longer mirror
spacing, the spectroscopic light sources lacked the
degree of coherence, the color purity, needed to
observe fringes for the mirror alignment. The fringes
will get wiped out.

These days, using a helium–neon laser light source
available at every laboratory in optics, one can align
a two-mirror interferometer at tens of meters
mirror-spacing, or hundreds, or even as far apart as
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several miles in some experiments. Ideas are floating
around now of the possibility, using gas lasers, to
align mirrors placed on satellites in orbit, with the
mirror on two different satellites at controlled spacing
as far apart as thousands of miles – the experiment
thought of is that of the detection of the gravity
waves. Without a laser operating and available at the
time, in no ways would it have been possible to align
an interferometer at a daring mirror-spacing as far
apart as one meter, or even half as long. One had to
rely on an auto-collimator, an optical instrument that
at the best would provide an alignment to within one
or two wavelengths, nowhere sufficient to drive the
laser into its self oscillation.

The challenge mapped the entire course for the
experimental phase, foremost aimed at showing
every feature of the predicted effects experimentally,
from the energy transfer effect, to observing and
measuring the gain and amplification effect in the
predicted inverted transitions in neon. The feat was
that of the art in spectroscopy. The observation of
gain and amplification effect was a highlight in the
course of the experiment. Up to that point, in optical
spectroscopy, one always measured the spectral lines
in either emission or in absorption. The feat was the
first in spectroscopy, observing the spectral line of an
atomic species not in absorption, but in amplifi-
cation – the amplification of an external light source
transmitted through the gas discharge in the experi-
ment. The feat, yet, lay in the art in spectroscopy,
throughout the experiments.

The event at 4:20 PM in December two years later,
speaks for itself.

It may seem now, as if one needed an operating helium–
neon laser at the time, to align the laser mirrors for the
first operating helium–neon laser. It seemed evident
from the beginning, that the presence in the very first
helium–neon laser, of the optical-gain at the predicted
value in the predicted inverted transition, will guide
achieving the alignment of its own mirrors, to the exact
optical degree of the alignment accuracy needed for the
self-oscillation. Driving the laser into its self-oscillation
signaled the feat. The feat, however, was that of the
power in spectroscopy, making it possible to predeter-
mine the presence in the first helium–neon laser, of the
optical gain, at the predicted optimum value needed for
self oscillation.

There were doubters and doubters, in the technical
staff and the administration at Bell. Donald Herriott,
William Bennett and Edward Ballick collaborated with
me in the experiment.

The Impact

Within months of the publication of the work in
January 1961 in the Physical Review Letters, walking

through the long hallways at BTL where the
laboratories were situated, one could see through
the open doors in many laboratories down the long
halways, the pink colors of long helium–neon gas
discharges plasma tubing, with people in the labs
searching for new laser transitions. BTL had revived
the gas discharge research activities they had dis-
mantled in the summer of 1958. Not surprisingly, the
second set of new laser transitions driven into self-
oscillation took place at Bell in 1962, that of the set of
transitions in neon originating from the energy
transfer from the helium singlet S metastable – with
the most intense in the series, that of the by now well-
known 0.6328 mm neon transition in the red. There
followed the discoveries of the argon–ion gas laser
and shortly thereafter the CO2 gas laser, the two
amongst the foremost in the many new gas lasers
driven to self-oscillation at Bell.

Every gas laser discovered since the December 12
event, has enjoyed the use of a ‘no-longer’ a ‘daring’
‘long’ interferometer resonator, merely because one
would use a He–Ne laser to pre-align the laser
mirrors to within a small fraction of the wavelength
needed, prior to searching for a new laser line in the
gas discharge chosen for the search. The already
aligned resonator removed the need to predetermine
the presence of the gain and the amplification effect at
the values needed for self-oscillation. Within a span of
about a decade, virtually hundreds of different gases
were driven to self-oscillation with this method,
operating literally at thousands of different wave-
lengths, ranging from the far infrared, the 100 100hn
region, to the near-UV.

The helium–neon laser triggered so many of the
key discoveries that followed. Within months, in the
spring of 1961, one of the distinguished engineers at
BTL, Rudolf Komphner, the discoverer of the back-
ward tube oscillators at the microwave frequencies,
began experimenting with the transmission through
the improvised thin fiberoptic, of the output beam of
a helium–neon laser at the 1.15 mm transition in the
near-red, the near-IR, having his eyes on the potential
someday in communication on the use of a continu-
ously operating laser light beam at the near-IR
frequencies. I recollect the very first ad that appeared
on lasers nationally was a BTL ad in the spring of
1961, showing a cross-section of a beam of light,
underneath it saying: ‘Someday a Beam of Light This
Size Will Carry Millions of Telephone Conversations
Simultaneously’. The ad speaks for itself.

In every gas laser, the active laser medium – being a
gas – is highly homogeneous. As a result, with a
reasonably good optics, one can obtain a nearly
perfect Gaussian output beam. For this reason, the
helium–neon lasers available commercially since the
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mid-sixties, have served as the indispensable tools for
the alignment of the complex optics in every research
laboratory in lasers, or in every manufacturer of the
lasers in the country, or the manufacturers of the
precise optical components, or the medical uses and
so on.

In the applied areas, the helium–neon laser
triggered so many of the key experiments in the
early days. Philips at Eindhoven can be considered as
the first discoverer of a video disc recorder. The model
used a helium–neon red laser, at a most impressive
fidelity and color resolution, in recording and in
reading for the display. I recollect, in an exhibit
shown to me at a Philips Lab, one groove on the
recorder was that of a horse in a prairie, and the next
groove, one ‘micrometer away’ on the recorder, was
that of a crowd in a park – so impressive at the time,
with no cross talks. They had it packaged in a
compact unit already. In other areas, all bar-code
readings were done using a helium–neon laser, and
some still do.

In the scientific area, from high-resolution spec-
troscopy at unprecedented accuracy, to the accurate

clocks operating at optical frequencies, or in the
measurements of the absolute frequencies of the
accurate laser clocks, or the early experiments in
relativity and so on, all are owed to the precision gas
lasers. Helium–neon laser has played the key role, in
the early days throughout, and continues today.

A note to the reader

In the early publications on laser, the device was
generally known and referred to at the time as the
‘Optical Maser’. The word laser became an accepted
designation for the device in the late 1960s and the
early 1970s.

Suggested Readings

Javan A (1961) In: Singer J (ed.) Advances in Quantum
Electronics, pp. 18. Columbia University Press.

Javan A, Bennett WR, Jr. and Herriott DR (1961)
Publications reporting operation of the first helium–
neon laser. Physical Review Letters 6: 106.
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