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Plasma (physics)

A gas of charged and neutral particles which exhibits
collective behavior. All gases become ionized at suf-
ficiently high temperatures, creating what has been
called a fourth state of matter, together with solids,
liquids, and gases. It has been estimated that more
than 99% of the universe is in the plasma state. On the
Earth, plasmas are much less common. Lightning is a
familiar natural manifestation, and fluorescent lights
are a practical application. Plasma applications and
studies make use of an enormous range of plasma
temperatures, densities, and neutral pressures
(Fig. 1). They extend from plasma processing ap-
plications at relatively low temperatures (such as
plasma etching of semiconductor chips at low pres-
sure, or plasma cutting torches at atmospheric pres-
sure) to studies of controlled fusion at very high tem-
peratures. See FLUORESCENT LAMP.

Plasma physics is a many-body problem that can
be described by a combination of Newton'’s laws and
Maxwell’s equations. The charged particles in plas-
mas are usually ions, both positive and negative, and
electrons. Plasmas are normally quasineutral; that is,
the net positive ion charge density approximately
equals the net negative charge density everywhere
in the bulk of the plasma. Quasi-neutrality refers
to charge density and does not imply equal densi-
ties of electrons and ions since ions can be multi-
ply charged and can also have negative charge. In
space and fusion plasmas, plasmas are normally mag-
netized, while in application plasmas on Earth, such
as plasma processing, both magnetized and unmag-
netized plasmas are employed. See MAXWELL'S EQUA-
TIONS; NEWTON’S LAWS OF MOTION.

Plasma parameters. It is convenient to keep
track of plasma properties in terms of characteristic
lengths, frequencies, and velocities. Among these are
the Debye length, the electron and ion plasma fre-
quencies, the electron and ion gyrofrequencies and
gyroradii, the electron and ion thermal velocities, the
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Fig. 1. Approximate number densities (n) and temperatures (T) of some typical plasmas.
The temperature is measured in electronvolts (eV), with 1 eV = 11,605 K. The region above
and to the left of the diagonal line represents strongly coupled plasmas (n\§ < 1, where

Ap is the Debye length). The figure uses logarithmic scales.
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ion sound velocity, the Alfvén velocity, and various
collision lengths. The definition of a plasma depends
on several of these characteristic parameters, and
the magnitude of ratios of these parameters to
system size or applied frequencies determines most
plasma behavior.

The simplest plasma is a collisionless, unmagne-
tized collection of ions and electrons with no sig-
nificant currents. Such plasmas have quasineutral
regions and nonneutral regions. The nonneutral re-
gions are highly localized. They are usually located
near boundaries (where they are known as sheaths),
but are sometimes located within the plasma (where
they are known as double layers).

The plasma potential, ¢, is described by Poisson’s
equation. In a one-dimensional system, this equation
reduces to Eq. (1), where p is the net charge den-
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sity and g, is the permittivity of free space. From
Poisson’s equation, it can be shown that the spa-
tial dependence of the plasma potential in nonneu-
tral regions scales with the Debye length, given by
Eq. (2), regardless of the geometry of a particular
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situation (see table). Here 7 is the value of the elec-
tron density in the quasineutral region, e is the elec-
tron charge, and T, is the electron temperature, mea-
sured in electronvolts (1 eV corresponds to 11,605 K,
and Boltzmann’s constant kg = 1). The dimensions of
nonneutral regions are the order of the Debye length
when ed¢ is of the order of the electron temper-
ature (where §¢ is a characteristic variation of the
potential), and depend on the Debye length when
ed¢ is much greater than the electron temperature.
In quasineutral regions where the charge density is
approximately 0, the potential is normally constant
or, at most, slowly varying with a constant electric
field over distances comparable to the characteris-
tic dimension, L, of a system. In terms of the Debye

Convenient expressions for evaluating plasma
parameters
Parameter Symbol Value*
Debye length AD 74 %103
n

Electron plasma frequency foe = % 9.0yn
Electron cyclotron frequency  fee 52&; 2.8 x 1098
Electron thermal velocity Ve 4.2 X 105ﬁ
lon sound velocity Cs 104 ,l%
Alfvén velocity Va 2.2 X 10'® B

* Lengths are expressed in meters (m); frequencies are in hertz (Hz);
velocities are in m/s; electron temperatures (Te) are in electronvolts
(eV); particle densities (n) are in m~3; masses (u) are in atomic mass
units (u); and magnetic fields (B) are in tesla.

length, quasineutral means that electric fields must
be much weaker than 7,/(eAD). See POTENTIALS.

Plasma phenomena begin to be apparent only
when the system’s characteristic dimension is
greater than the Debye length. Further, for a gas to
be a plasma, there should be at least one electron
within each Debye-length volume, A3,.

The electron thermal velocity is given by Eq. (3),

T,
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where m, is the electron mass. Dividing this veloc-
ity by the Debye length yields the (electron) plasma
frequency, given by Eq. (4), which is the characteris-
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tic frequency of electrons in unmagnetized plasmas.
Similarly, the characteristic frequency of ions, called
the ion plasma frequency, is given by Eq. (5), where
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m; is the ion mass. Multiplying the ion plasma fre-
quency by the Debye length gives a characteristic ion
velocity, called the ion sound velocity and denoted ¢,
which depends on the electron temperature rather
than the ion temperature.

In the presence of collisions, it is still meaningful
to consider the system to be a plasma so long as the
collision frequency, v, defined as the reciprocal of
the mean collision time, is smaller than the plasma
frequency. This idea can also be expressed by the
statement that the mean free path for collisions is
longer than the Debye length. If the neutral pressure
is too high, electron and ion neutral collisions can
dominate the properties of the charged gas.

In magnetized plasmas (with magnetic field B),
electrons and ions gyrate with characteristic fre-
quencies (cyclotron frequencies) given by Egs. (6).
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Multiplying the ratio Q;/w,; by the speed of light
yields another important characteristic velocity, the
Alfvén velocity, denoted v4.

The three criteria for the existence of a plasma are
thus given by inequalities (7). While the charged par-

L>\p Ta)
niD® > 1 7b)
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ticles in a typical room (7 = 10%/m>, T, = 0.025 eV)
satisfy inequalities (7a) and (7b), they are not a
plasma because they do not satisfy inequality (7¢).
Collective behavior refers to the plasma properties
not present in single-particle motion. Collective be-
havior is a distinguishing characteristic of a plasma.



It consists of flows, waves, instabilities, and so
forth. Common examples are fluctuations in the
aurora, generation of microwaves in devices such
as magnetrons and klystrons, and reflection of elec-
tromagnetic waves from the ionosphere. See AU-
RORA; KLYSTRON; MAGNETRON; RADIO-WAVE PROPA-
GATION.

Charged-particle gases. Curiously, very high den-
sity collections of equal numbers of ions and elec-
trons are not plasmas. According to Eq. (2), the prod-
uct 2}, is proportional to 1/y/7, so at high plasma
density this product is less than 1, and inequality
(7b) is no longer satisfied. Such systems are referred
to as strongly coupled plasmas (even though, strictly
speaking, they are not plasmas at all).

A collection of either electrons or ions can exhibit
properties similar to those of an electrically neutral
plasma if the charged-particle density is sufficiently
large. For such so-called plasmas, the Debye length
and the characteristic frequency of electrons or ions,
Wpe OF wy,;, can still be defined, and collective behav-
ior is still exhibited when the Debye length is less
than the system’s characteristic dimension. So-called
pure electron plasmas or pure ion plasmas are un-
confined in an unmagnetized system. However, par-
ticle traps consisting of a combination of electric and
magnetic fields can be used to confine the charges.
See PARTICLE TRAP.

Plasmas based on carbon- or silicon-containing
gases can give rise to polymer formation within the
plasmas. As a consequence, macroscopic insulating
particles can grow within the plasma, reaching sizes
the order of micrometers. The insulating particles
charge negative, with thousands of electron charges
or more, so near the particles the plasma can con-
sist of many positive ions and very few electrons.
Unlike other plasmas, dusty plasmas consist of neg-
ative ions with a large variety of masses and charge-
to-mass ratios.

Visual characteristics. The visual appearance of a
plasma depends on the kind of ion present, the elec-
tron temperature, and the plasma density. Some plas-
mas are invisible. Curiously, if a plasma is present and
not glowing, it is either very hot or very cold. For
example, an H' plasma, or any other relatively hot
plasma with fully stripped ions, contains atomic nu-
clei with no electrons, so there is no atomic physics
and no optical emission or absorption. If plasma elec-
trons and jons are very cold, there is insufficient en-
ergy to excite optical transitions. The glow often
associated with plasmas indicates only where visi-
ble energy transitions are excited by energetic elec-
trons or perhaps absorption of ultraviolet radiation,
and may have little to do with the presence of bulk
plasma. In fusion plasmas, the edges are often copi-
ous sources of emission associated with the dissoci-
ation and ionization of hydrogen and edge-generated
impurities, while much of the hotter core plasma is
fully ionized and invisible.

Direct-current glow-discharge plasmas originate
from electrons created by secondary electron emis-
sion due to ion bombardment of a negatively bi-
ased cathode. The secondary electrons are acceler-

ated through the cathode sheath potential (called
the cathode fall) to energies the order of 1 keV, and
partially ionize the neutral gas, releasing additional
energetic electrons in a multiplicative process. The
energetic electrons also undergo inelastic collisions
with neutrals which result in optical emission that
contributes to the so-called glow. See GLOW DIS-
CHARGE; SECONDARY EMISSION.

Single-particle motion. The understanding of
plasma physics begins with an understanding of the
motion of single charged particles in a combination
of electric and magnetic fields (£ and B), produced
by a combination of external fields and the motion
of the charged particles themselves. The motion of a
single particle, with mass 2, charge g, and velocity v,
is governed by the Lorentz force, as given in Eq. (8).

dav
m— = qgE+vxB) ®
dt
From the perpendicular component of Eq. (8), it can
be shown that the charged particles gyrate about
magnetic field lines with a characteristic frequency
(the cyclotron frequency) given by Egs. (6). lons
rotate about the magnetic field in the clockwise
direction, while electrons rotate counterclockwise
with the magnetic field pointing outward. See
ELECTRIC FIELD; PARTICLE ACCELERATOR.

In addition to the motion parallel to the magnetic
field and the gyromotion about the magnetic field,
there are drifts perpendicular to the magnetic field.
For a general force, F, in the presence of a mag-
netic field, the perpendicular drift velocity is given
by Eq. (9).

F x B

Vp = F ®

Two specific examples of perpendicular drifts are
the E x B and curvature drifts. Substituting F = gE
into Eq. (9) gives Eq. (10). This E x B drift is orthog-
ExB

B2

Vp = 1o
onal to both the magnetic field and the electric field.
Curiously, it is independent of the particle’s mass and
charge. Given a perpendicular electric field, particles
can walk across a magnetic field. Forces associated
with magneticfield curvature give rise to a curva-
ture drift in the direction orthogonal to the magnetic
field, and to the radius of curvature of the magnetic
field lines.

Magnetic mirroring. For gyro motion in a slowly
changing magnetic field, which is approximately
periodic, it can be shown that the ratio of the per-
pendicular energy to the magnetic field is approx-
imately constant. This means that a charged parti-
cle moving parallel to a magnetic field and gyrating
about the field will gyrate faster as the magnetic field
increases. If the magnetic field changes in space and
is constant in time, the total energy is conserved. For
a sufficiently large magnetic field, a point is reached
where the total energy equals the perpendicular en-
ergy, so that the parallel energy goes to zero and the
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particle reflects. This is known as magnetic mirror-
ing.

Magnetic mirroring is the chief natural mecha-
nism of charged-particle confinement. For example,
this process confines charged particles in the iono-
sphere and magnetosphere. The magnetic field lines
that connect the north and south magnetic poles of
the Earth provide a mirror magnetic field which in-
creases as either pole is approached. In the absence
of collisions, a particle moving along and gyrating
about such a magnetic field is magnetically confined,
if it has a sufficiently large velocity perpendicular
to the magnetic field. The Van Allen belts are com-
posed of such mirror-trapped charged particles. The
source of these particles is the solar wind, a stream
of charged particles continuously emitted by the
Sun.

Distribution functions. The number of particles per
unit volume at position x and time # between veloci-
ties vand v 4 dv can be specified by the distribution
function f(v,x,t) dv. This distribution function sat-
isfies the Boltzmann transport equation, which ex-
presses the rate of change of f as the sum of a term
due to external forces, a term due to diffusion, and a
term due to collisions of the particles. If the collision
term is set equal to zero, the Vlasov equation results.
See BOLTZMANN TRANSPORT EQUATION.

Under many situations the distribution functions
of plasma electrons and ions are approximately
maxwellian, which means that each distribution
function that varies with v is proportion to the ex-
ponential of —E/T, where E is the kinetic energy
of the particle in question. For maxwellian distribu-
tion functions, the average energy is equal to >4T.
See BOLTZMANN STATISTICS; KINETIC THEORY OF
MATTER.

Fluid equations. It is often convenient to describe
the plasma in terms of fluid variables such as the
plasma species densities 7;(x,0), the fluid velocity
ux,, and the pressure tensor P(x,7). This proce-
dure, together with Maxwell’s equations, provides
the simplest description of a plasma. The simplest
fluid equations are the continuity equation and the
equation of motion. The fluid equation of motion
resembles the single-particle equation of motion
with the addition of terms representing a pressure-
gradient force on a single particle and a frictional
force. See FLUID-FLOW PRINCIPLES.

For given electric and magnetic fields E and B, de-
termined by Maxwell’s equations, the equations of
continuity and motion are two equations with three
unknowns, 7, u, and P. Solutions to the fluid equa-
tions can be obtained by giving another equation for
the extra unknown, an equation of state (11), where

b = Clnmy’ an
p is the pressure and C is a constant. For isothermal
compression y = 1, while for adiabatic compression
y is the ratio of specific heats, equal to (2 + N)/N,
where N is the number of degrees of freedom. Even
in this simple description, the equations are nonlin-
ear. See POLYTROPIC PROCESS.

Nonlinear physics. Many of the equations describ-
ing plasma physics are nonlinear. The usual approach
is to linearize the equations. This procedure simply
ignores all nonlinear terms. However, solutions exist
that are inherently nonlinear and not superpositions
of linear solutions.

Sheaths are a simple example of a nonlinear struc-
ture. Ion acoustic solitons are another example of a
nonlinear structure. Ion acoustic solitons are pulse-
like modes which result from a balance of nonlin-
earity, which tends to steepen pulses (since large-
amplitude components travel faster), and dispersion,
which tends to broaden pulses. The velocity of
solitons, measured in the frame moving at the
ion acoustic velocity, is proportional to the soliton
amplitude, b, while the soliton width, w, is propor-
tional to 1/\/5, so the product hw? is a constant
of motion. These solitons can survive collisions with
other solitons with no change in shape. In this re-
spect, they behave like linear pulses even though
they are inherently nonlinear. See NONLINEAR PHY-
SICS; SOLITON.

MHD equations. For fully ionized plasmas, it is con-
venient to describe the plasma as a single fluid
together with Maxwell’s equations. This gives the
magnetohydrodynamic (MHD) equations, which are
used to describe plasma equilibria and plasma waves
and instabilities. Their relative simplicity has made
them ideal for solutions of fusion problems in compli-
cated geometries, and they have been widely used to
describe astrophysical plasmas and magnetohy-
drodynamic energy conversion. See MAGNETOHY-
DRODYNAMIC POWER GENERATOR; MAGNETOHYDRO-
DYNAMICS.

Waves in plasmas. Plasmas can support an im-
pressive variety of electrostatic and electromagnetic
waves not present in the absence of plasma. The
waves are distinguished by their frequency, the pres-
ence or absence of dc magnetic fields, and the plasma
temperature and density. Wave characteristics also
depend on whether the plasma is bounded, and if it
is, how it is bounded. Relatively simple expressions
exist only for unbounded (that is, infinite), unmag-
netized plasmas or cold plasmas with zero tempera-
ture. Wave characteristics depend on the ratio of the
wave frequency to the characteristic frequencies of
the plasma, w;, Wpe, 2;, and 2.

Unmagnetized plasmas. In unbounded, unmagnetized
plasmas with finite electron temperature and zero
ion temperature, only two modes can exist: ion
acoustic waves with frequencies less than the ion-
plasma frequency, w,,, and Langmuir waves with fre-
quencies greater than the electron plasma frequency,
wpe. Both modes are electrostatic with the fluctuat-
ing electric field parallel to the wave propagation
direction. No waves can exist between the ion and
electron plasma frequencies.

Alfvénwaves. In the presence of a magnetic field, and
at frequencies less than the jion cyclotron frequency,
Q;, the solutions to the wave equation are known
as Alfvén waves. They come in three varieties: mag-
netosonic, shear Alfvén, and slow Alfvén waves (ion
acoustic waves).



For low frequencies (much less than €2,) the mag-
netosonic and shear Alfvén waves have similar values
of frequency versus wave number. As the frequency
is increased, the solutions to the wave equation split
into two separate branches. Near €2, one branch is
known as the ion cyclotron waves, while the other
continues to be known as the magnetosonic waves,
or fast waves. See ALFVEN WAVES.

Whistlers. At frequencies between /Q;€, and the
electron cyclotron frequency, €2,, the electromag-
netic wave solutions are known as whistlers (Fig. 2).
Whistler waves are observed to propagate along the

(b)

magnetic field lines connecting the Earth’s magnetic
poles. They are at audio frequencies and make a
whistlinglike sound when the signals they generate
are played over a loudspeaker. This phenomenon
occurs because the phase and group velocities dif-
fer, with the higher-frequency components arriving
first.

Bernstein waves. For frequencies greater than €2,
electrostatic waves propagating across the magnetic
field are found to be associated with the harmonics
of 2, and are known as ion Bernstein waves. These
waves can exist over a range of frequencies between

Fig. 2. Helicon plasma, which is generated by whistler waves, which then propagate in the plasma. (a) Plasma source.
(b) Plasma in a Pyrex chamber mounted inside the magnetic field coils. (Bruce Fritz, University of Wisconsin Engineering

Center for Plasma Aided Physics)
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current for
toroidal field

poloidal field toroidal field

(a)

successive harmonics of 2; with new modes appear-
ing at each harmonic. Electrostatic waves known as
electron Bernstein waves are also found to be asso-
ciated with the harmonics of €2,.

Collisionless Landau damping. It might be guessed that
waves in a collisionless plasma would not damp,
since there is no energy dissipation. This does not
turn out to be true. Starting with the Vlasov equa-
tion, L. D. Landau showed that langmuir waves damp
when the derivative of the distribution function eval-
uated at the phase velocity of the wave is negative.
This condition is satisfied for the common case of a
maxwellian electron distribution.

Plasma sources. Much of the progress in the un-
derstanding of plasma physics has been the result of
the development of new plasma sources. Discharge
tubes, Penning discharges, Q machines, multidi-
pole confined plasmas, magnetron discharges, stel-
larators, and tokamaks are examples. The key ele-
ments shared by all plasma sources are ionization,
confinement, equilibrium, stability, and heating.

lonization. Tonization is the key to plasma pro-
duction and can be accomplished in many different
ways. The most common approach is to employ ener-
getic electrons with energies greater than the ioniza-
tion potential of the gas being ionized. In dc glow dis-

resulting magnetic
axial plasma field line

current

Fig. 3. Tokamaks. (a) Diagram of tokamak plasma and magnetic field. (b) Interior of the
reaction chamber of the Tokamak Fusion Test Reactor (TFTR).

charges, electrons produced by ion secondary elec-
tron emission are accelerated by the cathode sheath
potential, as are electrons created by thermionic
emission in hot-cathode plasmas. Electrons can also
pick up energy by reflecting from oscillating radio-
frequency sheath electric fields, or by cyclotron res-
onance in magnetic fields, or from collisions with
other energetic electrons. See ELECTRICAL CONDUC-
TION IN GASES; GAS DISCHARGE; IONIZATION POTEN-
TIAL; THERMIONIC EMISSION.

Several other approaches involving collisions,
which do not require energetic electrons, also
exist. These techniques include photoionization,
ion-neutral charge exchange, surface ionization, and
Penning ionization. Ions can also be produced in the
dissociation of molecules. Yet another mechanism,
called critical ionization velocity, is instability driven,
and occurs when the kinetic energy of the neutral gas
atoms streaming perpendicular to a magnetic field
exceeds their ionization potential. See ION SOURCES;
IONIZATION; PHOTOIONIZATION.

Confinement. A vacuum chamber provides the sim-
plest approach to confinement. In an unmagnetized
plasma, electrons are lost more rapidly than ions, and
the plasma acquires a net positive charge. The excess
positive charge appears in a sheath at the plasma
boundary with the bulk plasma potential more pos-
itive than the boundary potential. The decrease in
potential at the boundary provides plasma electron
confinement, reducing their loss rate to balance the
ion loss rate. The ion loss current is found to lead
to the particle confinement time given by Eq. (12),

14 m;
AV T, +T;

where 4 is the loss area and V'is the plasma volume.
For tabletop-size devices used in plasma processing,
7 is of the order of 0.1 millisecond.

Addition of a uniform magnetic field reduces the
loss rate of ions and electrons transverse to the mag-
netic field, but has no effect on losses parallel to
the magnetic field because the Lorentz force has no
components along this field. Effective confinement
by magnetic fields requires that the ion and electron
gyroradii be small compared to device dimensions.
Plasma transport across the magnetic field can still
occur as a result of collisions or of perpendicular
drifts.

Open magnetic-field confinement devices, in
which the magnetic field intersects a boundary, can
take advantage of nonuniform magnetic fields to en-
hance axial confinement by providing magnetic mir-
rors. However, charged particles which do not have
sufficiently large perpendicular velocities fall within
a loss cone, in velocity space, and are not confined.
Scattering in velocity space removes particles from
the confined region.

In closed magnetic confinement devices, mag-
netic fields do not intersect a boundary, but charged
particles can still flow across magnetic fields. A
toroidal magnetic field can be produced by a
set of toroidal field coils (Fig. 3). Perpendicular

T =
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plasma drifts cause a vertical separation of elec-
trons and ions and a corresponding vertical elec-
tric field. Combined with the toroidal magnetic
field, this results in an outward E x B drift.
Toroidal plasma confinement devices avoid this
problem by twisting the magnetic field heli-
cally by adding a poloidal magnetic field. The
E x B drift (which is always outward with respect
to the major radius of the torus) changes from out-
ward to inward (with respect to the minor radius of
the torus) as the magnetic line of force goes from
the low magnetic field, outside the torus, to the high
field inside the torus and averages to zero. In stellara-
tors, the twist in the magnetic field is accomplished
by using external conductors. In tokamaks (Fig. 3),
it is produced by current in the plasma itself.
Equilibrium. In the absence of magnetic fields (both
inside and outside the plasma), an equilibrium can be
achieved by establishing a pressure balance between
plasma and edge walls or edge gas.
When a plasma column is confined by a magnetic
field, it can be shown that Eq. (13) is satisfied, where
B? B;

bt —= "
- 2p0

13
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P is the plasma pressure perpendicular to the mag-
netic field, By is the magnetic field just outside the
plasma, and u, is the permeability of free space. Dia-
magnetic currents generated at the plasma edge re-
duce the magnetic field in the plasma. The quantity
B?/(2110) can be regarded as the magnetic-field pres-
sure. Its ratio to the plasma perpendicular pressure is
called the plasma beta, given by Eq. (14). Equilibrium

_ B
B=p1L 20

exists only when 8 < 1, and f = 1 corresponds to
zero magnetic field inside the plasma. See DIAMAG-
NETISM.

Stability. The existence of an equilibrium does not
guarantee that a particular configuration is stable.
There are two classes of instabilities, macroscopic
and microscopic. Macroscopic or magnetohydrody-
namic instabilities are of relatively low frequency and
involve large-scale motions of the plasma, such as
ripples in the plasma edge. The energy for the insta-
bility comes from the plasma expanding in a mag-
netic field. Microinstabilities are of relatively high
frequency and get their free energy from changes
in the distribution function f(v,x,f) toward a uni-
form maxwellian distribution function, the distribu-
tion function with the lowest free energy.

An important example of a magnetohydrodynamic
instability is the Rayleigh-Taylor instability. The equi-
librium between a uniform plasma column and a uni-
form magnetic field is not stable in the presence of a
transverse force applied away from the plasma. The
growth rate of the instability is proportional to the
square root of the effective gravity associated with
the transverse force. The gravitational force can be
the result of curved magnetic field lines. The gradient

a9

of the magnetic field points away from the center of
curvature of curved magnetic field lines, so there can
be good or bad curvature. Plasmas are stable when
this gradient points toward the plasma, and unstable
when it points away from the plasma.

A similar instability results from an attempt to sup-
port a heavy fluid by a light fluid. When a glass of
water is turned upside down, the upward air pres-
sure on the water exceeds the downward force of
the water so that an equilibrium exists, but the water
falls out of the glass never the less. It is apparent that
the equilibrium of a heavy fluid (water) supported
by a light fluid (air) is not stable.

Plasma heating. Combined with collisions, dc elec-
tric fields can heat electrons. The electrons are
accelerated by the electric field, and the energy is
randomized in direction by collisions with other elec-
trons, ions, or neutrals. Resonant heating can also be
employed. In the presence of a circularly polarized
electric field rotating with electrons at the electron
cyclotron frequency, electrons can be spun up to
high energies without the need for collisions. A sim-
ilar approach can be used to heat ions. A third ap-
proach to heating plasmas is to use charge exchange
on energetic neutral beams which converts energetic
neutrals to energetic ions and cold ions to cold neu-
trals.

Ohmic heating, the combination of an applied
electric field and Coulomb collisions, is a very
successful heating technique in fusion plasmas. The
resistivity averaged over a maxwellian electron dis-
tribution function is known as the Spitzer resistivity.
For an electron temperature of 1 keV, this resistivity
is 2.5 x 107® ohm-m, comparable to the resistivity of
copper (2 x 1078 ohm-m).

Ohmic heating has provided tokamaks with an
easy way to heat plasmas and an easy path to rela-
tively high density and high temperature, which may
progress all the way to fusion reactors. However, the
resistivity is proportional to the —35 power of the
electron temperature, and thus becomes much less
effective at high temperatures.

Plasma processing. Plasma processing can be de-
fined as the collection of techniques which make
use of plasmas to create new materials or to mod-
ify properties of existing materials. It is used in a
large variety of applications including semiconduc-
tor etching, preparing plastic surfaces to accept ink,
depositing polymers, depositing diamond films, and
hardening artificial hip joints. The technique has its
foundations in plasma physics, chemistry, electrical
and chemical engineering, and materials science.

Plasma processing employs a wide range of plasma
densities and neutral pressures, but a narrow range
of electron temperatures, from 1 to 10 eV. At
the lowest neutral pressures, less than 10~! pascal
(1073 torr), plasma effects are most important and
plasmas can generally be treated as collisionless. The
most interesting application in this neutral pressure
regime is ion implantation into objects immersed in
plasmas. As the pressure is increased, through the
range 1072 to 10 Pa (10 % to 107! torr), many-body
effects begin to be important and the density of free
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radicals (active chemical species) increases. Plasma
etching of semiconductors is an important applica-
tion in this pressure regime. At higher pressures,
in the range from 10 Pa to 10 kilopascals (107! to
102 torr), a variety of plasma deposition techniques
are important. Applications at higher pressure, from
10 kPa (10? torr) to several atmospheres (1 atm =
10% kPa), include plasma torches, plasma sprays,
high-pressure deposition, and high-pressure arc
lamps. See FREE RADICAL.

Plasma-source ion implantation. Low-energy ion beams
produce secondary electron emission, radiation
damage, and sputtering at material surfaces. Raising
the ion energy results in ion implantation. Ions are
embedded far into material surfaces, changing the
surface properties. This process differs from coat-
ings in that a layer 50-100 nanometers or more thick
is transformed. Conventional ion implantation em-
ploys an accelerator to produce the energetic ions.
Plasma-source ion implantation (PSID) is one of many
names used to describe the process of ion implanta-
tion into objects immersed in a plasma. It provides
ion acceleration in a sheath formed at the material
surface.

A series of short, pulsed negative-bias voltages, 6V,
with e Vmuch greater than the plasma electron tem-
perature, are applied to an object immersed in the
plasma. This results in a thick expanding sheath, with
thickness much greater than the Debye length, dur-
ing the pulses. Plasma-source ion implantation has
the advantage that sheaths are conformal to objects,
so ion implantation is as easy to use with objects
with relatively complicated shapes as it is for planar
objects. See ION IMPLANTATION.

Plasma etching. Chemical etching of semiconductor
device structures undercuts masks by approximately
0.5 um, so plasma etching has been required to
achieve structures less than 1.0 um in size. The di-
rected ion acceleration at the plasma-wafer sheath
boundary gives rise to the anisotropy in the etch.
In many situations, a passivating polymer layer is de-
posited on the side walls of structures, preventing
chemical etching. At the bottom of a trench, the pas-
sivating layer is sputtered away by the directed ion
flux.

The most widely used etch tools have employed
parallel-plate capacitive discharges operating at
13.56 MHz, a frequency that is designated for gen-
eral use, at neutral pressures the order of 10 Pa
(107! torr). This system is chemically etched, en-
hanced by the presence of ion beams. Several dif-
ferent approaches can be used to obtain high-
density, low-pressure etching plasmas needed for
finer linewidths. Among them are inductive dis-
charges (Fig. 4) and helicon (bounded whistler
wave) discharges (Fig. 2) operating at 13.56 MHz, and
electron cyclotron resonant (ECR) discharges oper-
ating at 2.45 GHz, a frequency for which magnetron
sources are widely available and relatively inexpen-
sive because it is used in microwave ovens. See INTE-
GRATED CIRCUITS; MICROWAVE.

Plasma deposition. The walls of devices that employ
plasmas are often found to be coated. The deposited

Fig. 4. Wafer mounted inside the inductive source used for
plasma etching. The surface magnetic field produced by
the permanent magnets helps to confine the plasma.
(Bruce Fritz, University of Wisconsin Engineering Center
for Plasma Aided Physics)

species can originate from sputtering by plasmaions,
accelerated by the plasma-object sheath at the edge
of objects immersed in the plasma, or from depo-
sition of molecular species created in the plasma.
For example, gas-phase carbon difluoride (CF,) can
lead to poly(tetrafluoroethylene)-like polymer forma-
tion on silicon dioxide (§iO,). Graphite can originate
either by sputtering of carbon into a mostly noncar-
bon plasma or from a plasma based on a carbon-
containing gas such as methane (CHy). It is also pos-
sible to deposit diamond and diamondlike films. At
atmospheric pressure, plasma sprays provide a way
to deposit films as thick as several millimeters. Plasma
sprays work by injecting powder into arc jets. The
powders become molten and are ejected superson-
ically onto substrates, where they stick. See VAPOR
DEPOSITION.

Thermal plasmas. At pressures greater than 10% Pa
(1 torr), electron, ion, and neutral gas temperatures
are almost in equilibrium and plasma properties are
dominated by heat transport. Important applications
involve arcs and plasma torches.

When the current in a discharge is increased by
reducing the current-limiting resistance in external
circuits, glow-discharge plasmas can make a transi-
tion to being an arc. Compared to glow discharges,
which require voltages of several hundred volts,
arcs are self-sustaining at relatively low voltages, the
order of 10 V. This occurs because the cathode
emission mechanism differs from those in glow dis-
charges. Field emission of electrons combined with



thermionic emission result in cathode-spot current
densities as high as 10'° A/m? compared to 10-
100 A/m? for glow discharges. See ARC DISCHARGE;
FIELD EMISSION.

Arcs are used in plasma torches, plasma sprays,
lighting, gas heaters, and many other applications.
Arcs often have a negative resistance characteris-
tic, with current decreasing with increasing voltage.
Arcs have high column luminosity at pressures above
1 kPa (10 torr). At pressures greater than or equal
to atmospheric pressure, this luminosity is used in
lighting applications. See ARC LAMP.

Arcs tend to be unstable, and the arc may wander
about or move along an electrode. Several stabiliza-
tion schemes are used to confine arcs to a restricted
region. In arc lamps, the glass or quartz tube walls
provides stabilization. In other applications, the glass
tube is replaced by a stack of insulated, water-cooled
copper disks or by an intense vortex of swirling gas
or liquid. Magnetically stabilized arcs employ exter-
nal magnetic fields to stabilize, deflect, and drive
them.

Plasma torches have replaced chemical flames as
heat sources in many applications and have many ad-
vantages. Temperatures determined by resistive heat-
ing in the arc plasma can be much higher than those
found in chemical flames. Operation with inert gases
avoids chemical reactions. In addition, torches can
have very high thermal efficiencies, reaching as high
as 92%. See ARC HEATING.

Controlled fusion. Controlled fusion aims at taking
advantage of nuclear fusion reactions to generate net
power. Cross sections for fusion reactions become
significant only for energies greater than 10 keV and
for light nuclei. The reaction that is likely to power
the first fusion reactors, because it has the highest
cross section for energies less than 30 keV, is reaction
(15), employing deuterium and tritium plasmas.

D+ T— n (4.1 MeV) + « (3.5MeV) 15)

Plasma heating can be accomplished with ohmic
heating, neutral beams, radio-frequency fields, and
so forth. As the input power is increased, plasma
is heated to higher temperatures, and the relative
power from the fusion reaction also increases. In
this state, the plasma is referred to as burning.
For deuterium-tritium fusion, collisions with magnet-
ically confined alpha particles convert power from
the fusion reaction to heating power. At high enough
temperatures, the plasma ignites; that is, the power
provided by the alpha particles to the plasma is suffi-
cient to balance power losses from the plasma. After
ignition, the burning plasma no longer requires ex-
ternal heating.

At energies of the order of 10 keV or more, elec-
trons and ions are essentially Coulomb collisionless,
even though collisions leading to thermonuclear re-
actions are the basis of controlled fusion. Curiously,
plasmas studied in controlled fusion are close rela-
tives of low-density space plasmas. In spite of the
great differences in parameter values, the ratios of
characteristic lengths and time scales are compara-

ble and many plasma phenomena are seen only in
these two systems.

Advances in fusion studies have been tied to the
techniques developed for plasma confinement and
heating. Fusion experiments employ either magnetic
confinement or inertial confinement, in which fusion
reactions take place before the plasma has a chance
to expand to chamber boundaries. Magnetic mirrors
are an example of open systems, while tokamaks,
stellarators, and reversed-field pinches are examples
of closed toroidal systems. Most magnetic confine-
ment research experiments are done on tokamaks
(Fig. 3). See NUCLEAR FUSION. Noah Hershkowitz

Naturally occurring plasmas. Naturally occurring
plasmas exist throughout the solar system and be-
yond. Above the atmosphere, most matter is ionized.
The lower-density ionized materials are considered
to be plasmas, and they behave in manners very dif-
ferent from the behavior of nonplasmas. Some dense
materials, such as stellar matter or electrolytic solu-
tions, are often not considered to be plasmas even
though they are ionized; they behave, for the most
part, as do ordinary fluids.

As discussed above, two important parameters of
a plasma are its number density, 7, and its tempera-
ture, T, (Fig. 1). The combination of the two param-
eters determines whether the motions of the electri-
cally charged particles that compose the plasma will
be dominated by the large-scale electric and mag-
netic fields generated by the plasma or whether their
motions will be dominated by interparticle collis-
ions. Hot, low-density plasmas are termed collision-
less, and cool, high-density plasmas are termed colli-
sional. The behaviors of collisionless and collisional
plasmas are quite different. In particular, for collision-
less plasmas, a third parameter that is important is
the strength of the magnetic field in the plasma. If the
magnetic field is strong, the field acts to confine the
plasma; if the magnetic field is weak, the movement
of the plasma distorts the field and plasma motions
can carry embedded magnetic-field structures.

The behavior of naturally occurring plasmas is
complicated and often not well understood, and
major gaps exist in knowledge about them. Several
processes often operate simultaneously, some acting
on large spatial scales and long time scales while
others act on short spatial scales and fast time scales.
Self-generated magnetic and electric fields which
are difficult to predict are often important. Conse-
quently, the fundamental dynamics of naturally oc-
curring plasmas is an active area of research.

lonosphere. The upper atmosphere of the Earth,
known as the ionosphere, is in a plasma state be-
cause of the photoionization by sunlight of the at-
mospheric gas, and the impact ionization of the gas
by particles associated with the aurora. Because plas-
mas are capable of reflecting electromagnetic waves,
the ionosphere is studied for its role in enabling radio
communication around the Earth and for its role in
disrupting radio communication between the Earth
and space satellites. See IONOSPHERE.

Solar atmosphere. The solar atmosphere (photo-
sphere, chromosphere, and corona) is in a plasma
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Fig. 5. Earth’s magnetosphere. The magnetotail extends for a long distance off the figure
to the right, away from the Sun.

state because of the heating of solar material by elec-
tromechanical processes driven perhaps by fluid mo-
tions at the solar surface. The study of the solar at-
mosphere is important to gain understanding of the
transport of energy from the Sun, the production
of solar wind (which can drive geomagnetic storms
that disrupt communication), the production of en-
ergetic particles and energetic photons from solar
flares in the atmosphere (which have environmental
consequences), and the production of radio bursts
(which interfere with communication). The insight
gained from studying the solar atmosphere is used
to increase and test the understanding of the atmo-
spheres of other stars. See SUN.

Solar wind. The solar wind is a supersonic flow
of plasma emanating from the Sun and extending
far beyond the solar system, keeping the interstellar
plasma pushed away from the Sun. The solar wind is
turbulent, with embedded magnetic-field structures
convected along with the flow. The self-generated
electric field of the solar wind is the driver for geo-
magnetic disturbances at the Earth, and the embed-
ded magnetic field of the solar wind modulates the
ability of cosmic rays to enter the solar system. The
solar wind is also the source of some intense radio
bursts that interfere with communications.

Besides being important for understanding effects
on the Earth, investigations of the solar wind serve
to extend the understanding of stellar winds, stellar
mass loss, and astrophysical-plasma turbulence. See
COSMIC RAYS; SOLAR WIND.

Magnetospheric plasmas. The Earth’s magneto-
sphere is the region of space where the magnetic
field of the Earth controls the motion of the plasmas;
the magnetosphere forms a barrier to the solar-wind
flow. The interaction of the solar wind draws the
magnetosphere out into a long tail (Fig. 5). The size,
shape, and content of the magnetosphere varies with
time; solar-wind-driven geomagnetic disturbances
(substorms and storms) can reconfigure the magne-
tosphere on time scales of tens of minutes. Plasmas
in the magnetosphere have two sources: solar-wind
plasma that is captured by the magnetosphere, and
ionospheric plasma that evaporates into the magne-
tosphere.

Two of the major plasmas of the magnetosphere
are the plasmasphere and the plasma sheet (Figs. 1
and 5). The plasmasphere is a region of denser, cooler
plasma that originates from the ionosphere. If the
plasmaspheric plasma is removed by a geomagnetic
disturbance, it refills from the ionosphere in a mat-
ter of days. Within the plasmasphere lie the Van Allen
radiation belts, which are regions where very ener-
getic electrons and ions are magnetically trapped for
years. See VAN ALLEN RADIATION.

The plasma sheet is a region of lower-density,
hotter plasma that has its source in the distant mag-
netotail where solar-wind plasma and evaporated
ionospheric plasma are magnetically captured. The
plasma-sheet plasma flows up the nightside magne-
totail toward the Earth, then flows around the dawn
and dusk sides of the Earth, through the dayside mag-
netosphere, then out into the solar wind, with the
entire trip through the magnetosphere taking only
hours.

Some of the major topics of study for magneto-
spheric plasmas are the energy flow from the solar
wind to the Earth, the mechanics of geomagnetic
disturbances, the sources and movements of ener-
getic particles, the causes of the aurora and auroral
radio emissions, and the effects of magnetospheric
plasma on satellite operations. The plasmas of other
planetary magnetospheres (Mercury, Jupiter, Saturn,
Uranus, and Neptune) are studied to understand the
sources of magnetospheric radio emissions, and the
production of energetic charged particles by magne-
tospheres. See JUPITER; MAGNETOSPHERE; NEPTUNE;
SATURN; URANUS.

Lightning. The hot, luminous channels of lightning
strokes are dense plasmas. The plasma is produced
by impact ionization of air molecules by the free elec-
trons that carry the lightning currents. Typically, tens
of thousands of amperes flow in channels that are
only millimeters in radius. Lightning-channel plasmas
are studied to determine the dynamics of the chan-
nels, to obtain current-versus-voltage information for
lightning, to discern the effects of lightning on at-
mospheric chemistry, and to ascertain the sources
of the intense radio emissions from lightning. See
LIGHTNING.

Metals and semiconductors. The electrons that
provide the electrical conduction of metals are in a
plasma state, and the mobile electrons and electron
holes in semiconductors exhibit plasma properties.



The reflection of light by a metal is an example of
a plasma process (like the reflection of radio waves
by the ionosphere). These solid-state plasmas differ
from other plasmas because quantum-mechanical ef-
fects often are significant. The study of solid-state
plasmas is important for the development of ampli-
fiers and oscillators and for the comprehension of
conductivity and superconductivity. See ELECTRICAL
CONDUCTIVITY OF METALS; FREE-ELECTRON THEORY
OF METALS; SEMICONDUCTOR; SUPERCONDUCTIVITY.

Interstellar medium. The hydrogen plasma of the
interstellar medium (denoted in astronomy as H II re-
gions) is produced by photoionization of interstellar
gas by starlight and by the collisional ionization of in-
terstellar gas by supernova-explosion plasmas, with
an additional contribution from the ionized winds
from stars. The interstellar plasma plays roles in the
formation of stars from interstellar gas, in the dynam-
ics and evolution of galaxies, and in the transport of
cosmic rays. See INTERSTELLAR MATTER.

Other astrophysical plasmas. In addition to the in-
terstellar medium, the study of plasma astrophysics
includes (1) the high-velocity plasmas of supernova
explosions, which are of interest for their interac-
tions with interstellar gases and for their possible
production of cosmic rays; (2) the electron-position
plasmas believed to exist in pulsar magnetospheres,
which are thought to give rise to the optical and
radio emissions of pulsars; and (3) the radio-emitting
extragalacticjet plasmas, which emanate from the
cores of large galaxies. Because of inaccessibility,
the critical parameters of most astrophysical
plasmas (temperatures, densities, and magnetic-field
strengths) are not known. See ASTROPHYSICS, HIGH-
ENERGY; GALAXY, EXTERNAL; PULSAR; SUPERNOVA.

Some of the major plasma-physics issues that are
under study with naturally occurring plasmas are the
energization of charged particles, the reconnection
of magnetic fields (temporal changes in magnetic-
field topology), the production of magnetic fields by
dynamos, the production of electromagnetic waves,
the interaction between waves and particles, and the
transport of mass, momentum, and energy across
magnetic fields.

Naturally occurring plasmas are in general diffi-
cult to measure. The solar-wind, ionospheric, and
magnetospheric plasmas are diagnosed by single-
point measurements by rockets and satellites; the
solar atmosphere and all astrophysical plasmas are
unreachable and must be diagnosed by the light and
radio waves that they emit; and lightning is unpre-
dictable and inhospitable to instruments and must
be diagnosed primarily by the light that it emits. As a
consequence of limited diagnostics, theoretical anal-
ysis and laboratory-plasma experiments play sup-
porting roles in the investigations of naturally occur-
ring plasmas. Joseph E. Borovsky
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Plasma diagnostics

Techniques to measure the properties and parame-
ters of jonized gases. Plasmas are gases in which a
sufficient proportion of the atoms are ionized that
the resulting mixture of free electrons and positively
charged ions exhibits collective behavior result-
ing from electromagnetic interactions. See PLASMA
(PHYSICS).

Plasma properties. The simplest properties of a
plasma that one might wish to measure are the den-
sity (1) of particles per unit volume, the fluid ve-
locity ((v)), and the temperature (7). These gaseous
parameters may be different for the different particle
species in the plasma. There are normally at least two
such species, electrons (subscript e) and ions (sub-
script #); but often multiple ion species and neutral
particles are present. (The brackets around v indicate
that it is the average value of the particle velocities
of all the particles, or of the particles of a particular
species.) Because plasma temperatures are generally
high, from a few thousand degrees Celsius upward,
they are usually expressed in energy units such as
electronvolts (1 €V = 1.6 x 10" ] ~ 11,600°C).

Plasmas often possess nonthermal particle distri-
butions. That is, the velocity distribution function of
electrons or ions, f; (s = e, #), which measures the
numbers of electrons or ions that have various veloci-
ties, has not simply the Maxwell-Boltzmann form cor-
responding to thermal equilibrium at some temper-
ature but has some more complicated form f(vy). In
that case an ideal that may sometimes be approached
is to measure the entire velocity distribution f(vy)
and not just the parameters 7, (v), and 7, which are
moments of this distribution. See BOLTZMANN STATIS-
TICS; KINETIC THEORY OF MATTER.

The electromagnetic fields E and B are also es-
sential parameters that affect the plasma. They are
affected in turn by the charge and current densities,
p and j, which are simple sums of the densities and
velocities of the plasma species weighted by their
charge per particle, g:p = Y gshs;j = D G55 (Vs).

Diagnostic techniques. Techniques to measure the
plasma parameters, and their space- and time-
variation, are based on a wide variety of physical
principles. Direct invasion of the plasma using solid
probes is possible only for relatively cold and tenuous
plasmas; otherwise the probe will be damaged by ex-
cessive heat flux. However, powerful noncontact di-
agnostics are based on measurements external to the
plasma of electromagnetic fields, waves propagated
through or scattered by the plasma, photons emit-
ted by plasma electrons or atoms, and particle emis-
sion, transmission, or scattering. The applicability of
different techniques is determined by the plasma
parameters, the accessibility of the plasma, and the
acceptability of any perturbation of the plasma. For
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Fig. 1. Langmuir probe. (a) Probe setup. I, = probe current; V,, = probe potential. (b) Current-voltage (/,-V,) characteristic.
The base of the small right triangle, T./e, is the electron temperature in electronvolts.

example, direct plasma probing is feasible for cold
laboratory plasmas and, by spacecraft, for solar-
system plasmas, but not for the core of hot fusion
research plasmas (because probes will not survive),
for stellar or interstellar plasmas (because they are
inaccessible), or for some industrial processing plas-
mas (because they might be contaminated by the
probe). See NUCLEAR FUSION; SOLAR WIND.

Electric probes. Direct probing of plasma species
is occasionally based on collection of specific atoms
from the plasma as surface deposits that are subse-
quently analyzed by surface analysis techniques. By
far the majority of probe measurements, however,
are based on measuring the electric current carried
to the probe by the plasma particles. The simplest
and most direct such measurement, called the Lang-
muir probe, consists of an electrode of some well-
defined geometry (plane, cylinder, and sphere are all
used). The potential of this probe is varied and the
resulting probe current is measured (Fig. 1).

The Debye length Ap is an important parameter
that determines the length scale over which signifi-
cant electric charge density can exist in a plasma. In
the advantageous situation where the Debye length
is much smaller than the probe, the probe surface
is surrounded by a thin “sheath” of thickness about
5Ap. Ions are accelerated toward the probe in the
region beyond the sheath and enter the sheath at
the sound speed, ¢, = [(ZT, + T)/m,]"?, where m;
is the ion mass and Z its charge. Since the sheath is
thin, the ion electric current density j; to the probe
is Zen;sc,. Here, e is the electron charge and 7, is the
ion density at the sheath edge, which is related to the
electron density at the sheath edge 7., by Zn;; = 1.
This perturbed electron density is approximately
half the unperturbed density n, far from the probe,
because of the dynamics of the acceleration up to
the sheath. Therefore, the ion current density is
J: = 1/,en.c,. Assuming the probe potential V), to be
negative, the electron current to the probe is approx-

imately the random one-way current of a maxwellian
electron distribution, —en (T,/2wm,)"?, reduced by
a Boltzmann factor, exp(eV,/T.). The total current
in then given by Eq. (1). The electron temperature

j="hencc; — en(T./2rm)" *exp eV, /T (1

in electronvolts, T,/e, can thus be deduced from the
logarithmic slope of the probe current with respect
to V,. A simple graphical construction is shown in
Fig. 1b. The density can then be deduced from
the ion saturation current, which is the value of j at
large negative values of V,,, where the second term
in the right-hand side of Eq. (1) is small. Some appro-
priate value for 7;/T, must be assumed.

The Langmuir probe cannot provide an indepen-
dent measurement of the ion temperature because
the ions are usually the attracted species and their
current is almost independent of probe potential.
More elaborate plasma flux measurements can be
performed with devices called gridded energy ana-
lyzers, which can obtain energy distribution func-
tions of both electrons and ions at the expense of
far greater complexity, greater probe size and hence
plasma perturbation, and often loss of absolute den-
sity calibration.

Electric and magnetic fields. Langmuir probes can
provide measurement of the electrostatic potential in
the plasma, and hence the electric field, although not
quite directly, since the “floating potential” adopted
by a probe at zero current is actually a few times
T, below the unperturbed space potential. The mag-
netic field can be measured by sensors based either
on simple induction in a coil for pulsed fields, or
typically on the Hall effect in a semiconductor for
static fields. The former approach dominates fusion
plasma research because of its linearity, noise insen-
sitivity, and robustness, while the latter dominates
space measurements in which sensitivity and dc re-
sponse are essential. Magnetic probes suffer the same



limitations as Langmuir probes associated with over-
heating for internal plasma measurements. However,
in plasmas that are sufficiently tenuous that they
do not perturb the field, the internal magnetic field
can often be deduced from external measurements
by solving the governing magnetostatic equation,
V x B = oj, with j = 0. If the plasma carries cur-
rent, this equation can be used in the other way, to
deduce the current density j from measurements of
the magnetic field B. Any plasma whose pressure, p
(equal to n,T, + n;T)), is comparable to the internal
magnetic field pressure, B%/21,, carries appreciable
current because it must satisfy the equilibrium equa-
tion j X B = Vp. The plasma pressure thus tends to
reduce the magnetic field inside it. A measurement
of this “diamagnetic effect” provides a direct plasma
pressure measurement. A more indirect estimate of
plasma temperature can be obtained if both the cur-
rent density and electric field are available, giving
the plasma electrical conductivity o = j/E (parallel
to B), because the conductivity is a function of elec-
tron temperature, equal to o ~ 1300722 Q 'm™!
(for singly charged ions and negligible neutral col-
lisions), where the electron temperature 7, is ex-
pressed in electronvolts. See ELECTRIC FIELD; HALL
EFFECT; MAGNETIC INSTRUMENTS; MAGNETISM.
Refractive index measurements. Propagating an
clectromagnetic wave through the plasma and mea-
suring the plasma'’s effect on it is a powerful nonper-
turbing diagnostic technique. The plasma’s presence
modifies the refractive index, kc/w, where w and
k are the wave’s frequency and wave vector and ¢
the velocity of light. For the so-called ordinary wave,
which propagates in a magnetic-field-free plasma, or
propagates perpendicular to the ambient magnetic
field B, with its electric field E polarized along B,
(that is k - By = 0 and By, || E), the refractive index at
high frequency is given by Eq. (2). Here, w,, called

1/2

a)Z
ke/o=(1- w—‘z’ 1))

(€))

the plasma frequency, is given by Eq. (3), where €,
is the permittivity of vacuum. The measurement of
the ordinary-wave refractive index thus provides a
measure of the plasma electron density. The mea-
surement requires a wave frequency larger than the
plasma frequency for the plasma of interest; other-
wise the index becomes imaginary and the wave
is not transmitted. In fact, a wave frequency up to
20 times higher than w), is best for preventing ex-
cessive refraction but retaining adequate sensitivity.
Coherent sources from microwave to x-ray are used,
depending on the plasma to be measured, with far-
infrared lasers dominating the magnetic fusion appli-
cations. See LASER; REFRACTION OF WAVES.

The index measurement is performed by measur-
ing the phase difference caused by the plasma along
an optical path, using some form of interferome-
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Fig. 2. Plasma interferometer with simple Mach-Zehnder
configuration.

ter (Fig. 2); the Michelson or Mach-Zehnder confi-
gurations are most popular. The phase shift is
approximately proportional to the average plasma
density along the optical path. A variety of well-
developed heterodyne techniques exist for obtain-
ing the phase shift unambiguously in real time at
high speed. Multiple optical paths are often used to
obtain spatial profile information; and in the limit, a
two-dimensional interferometric image of the plasma
can be obtained, representing the plasma line den-
sity projected along the probing beam. See INTERFE-
ROMETRY.

If the plasma density somewhere along the opti-
cal path rises to a value such that w, = w, reflection
occurs at that point. By detecting the reflected wave
and measuring its phase or preferably group delay
(that is, the round-trip propagation time), the loca-
tion of the reflection point can be determined. This
“reflectometer” measurement can also give density
profile information if performed over an appropriate
range of wave frequencies, but is generally less ver-
satile and more sensitive to plasma fluctuations than
interferometry.

At propagation angles other than perpendicular
to B, the magnetic field enters into the refractive
index, which offers the diagnostic opportunity for
measuring B. The predominant effect is Faraday ro-
tation: the progressive angular displacement of the
angle of wave polarization as it propagates. The rota-
tion is proportional to the path-integral of 7,B - K);
so if the density is determined independently, the
component of B along the propagation direction is
obtained. This technique has been used in the labora-
tory, and also for interstellar radiation, providing one
of the few measurements of the interstellar magnetic
field.

Thomson scattering. In addition to causing the
phase shifts measured by interferometry, plasma par-
ticles scatter electromagnetic waves by Thomson
scattering. Collection of the scattered radiation pro-
vides an important diagnostic technique. The scatter-
ing can take place either incoherently (the powers
of light scattered from individual particles add) or
coherently (scattered electric fields add), depending
on whether the quantity 2Apk sin 6 is much greater
than 1 (incoherent) or not (coherent). Here 6 is the
scattering angle.
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Fig. 3. Thomson scattering apparatus that uses imaging of
the scattered light to give a spatial profile of the electron
temperature T, and the electron density ne.

Incoherent scattering is purely from the elec-
trons. Each scattered photon is Doppler-shifted by an
amount corresponding to the velocity of the elec-
tron from which it scatters. Consequently there is
a one-to-one correspondence between the scattered
spectrum and the electron velocity distribution. Un-
fortunately the Thomson scattering cross section is
so small (6.652 x 1072 m?) that typically only per-
haps one photon in 10'> might be scattered into the
collection optics. Therefore high-energy pulsed laser
sources are essential, great care to eliminate spurious
signals must be taken, and even so the measurement
is difficult and the total detected spectrum is often
only a few hundred photons. It is therefore very rare
for details of the electron distribution other than tem-
perature and density to be obtainable. However, for
those parameters that are measured, the spatial local-
ization defined by the input and collection crossed
optical paths permits highly detailed and unambigu-
ous profiles to be obtained (Fig. 3).

Coherent scattering samples the correlations be-
tween electrons, notably their density fluctuations.
Therefore coherent scattering is used to measure
plasma turbulence or to sense high-amplitude heat-
ing waves inside the plasma. Also, since electrons
form correlated shielding clouds around the ions of
the plasma, coherent scattering is able to sense the
velocity of these clouds and hence measure ion pa-
rameters such as temperature. See SCATTERING OF
ELECTROMAGNETIC RADIATION.

Plasma radiation. Electromagnetic wave emission
from the free electrons in the plasma occurs pre-
dominantly from acceleration either by the ambi-
ent magnetic field (cyclotron or synchrotron emis-
sion) or by collisions with other plasma particles
(bremsstrahlung).

Cyclotron emission in magnetically confined

plasmas provides a spatially resolved measurement
of electron temperature because the resonant fre-
quency (eB/m,) identifies the location of emission
when B is a known function of position; and in the
usual situation that the plasma is optically thick, the
intensity is equal to the blackbody level, w?T,/8m3c?
(the Rayleigh-Jeans approximation), that is, it is pro-
portional to the electron temperature. In astrophys-
ical plasmas, cyclotron radiation from relativistic
electrons is often intense enough for terrestrial de-
tection, especially when the distribution function
is such that collective amplification of the waves
occurs. The radiation provides information about
both the electrons and the magnetic field. See
CYCLOTRON RESONANCE EXPERIMENTS; HEAT RADIA-
TION; PARTICLE ACCELERATOR.

Bremsstrahlung from optically thin (hot and ten-
uous) plasmas has a photon energy spectrum that
resembles the electron energy distribution; so, for
example, its logarithmic slope gives the electron
temperature. The spectrum for kiloelectronvolt-
temperature plasmas is measured by x-ray tech-
niques such as pulse-height analysis or approxi-
mately using foil filters. Large, dense, or cold plasmas
are often optically thick to bremsstrahlung, in which
case their spectrum is blackbody and provides
electron temperature. Alternatively, by backlight-
ing the plasma (for example with x-rays), their
bremsstrahlung (collisional) absorption provides a
measure of line-averaged density. This last technique
is particularly important for laser-produced plasmas
and inertial fusion research. See BREMSSTRAHLUNG.

Plasma spectroscopy. Line radiation arises from
electronic transitions between bound levels of
atomic species in the plasma. The characteristic
wavelengths serve to identify the species, and the
intensities are proportional to the excited-state den-
sities. Therefore line radiation is the primary method
for determining the atomic and molecular compo-
sition of plasmas. Excitation of the atom from the
ground state usually occurs by electron impact,
requiring an electron energy greater than the ex-
citation energy. Therefore the ratio of the intensi-
ties of lines from different excited states whose ex-
citation energies differ by an amount comparable
to the electron temperature, is a measure of electron
temperature. The rate of excitation is proportional
to electron density; however, in order to eliminate
from the measured intensity its dependence on the
atomic density, a line ratio is generally chosen for
measurement. If the population of one excited level
of the line pair chosen is substantially affected by col-
lisional deexcitation, because it is a metastable level
for example, or is populated by recombination, then
the ratio is sensitive to electron density. See ATOMIC
STRUCTURE AND SPECTRA; SCATTERING EXPERIMENTS
(ATOMS AND MOLECULES).

Lines are broadened by the Doppler effect arising
from thermal atom velocities. So the spectral line
shape reflects the atom velocity distribution and,
especially, its width gives the atom temperature. If
the atoms are charged (because of being a partially
ionized species), they are collisionally well coupled



to the other ions in the plasma and often, therefore,
represent the overall ion temperature. Moreover,
if the plasma is flowing, its ion velocity can be
obtained from the spectral line shift. At higher
densities, broadening can also arise from collisions.
This Stark broadening gives a width approximately
proportional to n*? and provides a density mea-
surement. Spectral lines are split by magnetic fields
(Zeeman effect) and electric fields (Stark effect), and
the different components of the resulting multiplets
have specific polarization with respect to the field.
This effect thus provides an opportunity to measure
both the field’s amplitude and direction. See DOPPLER
EFFECT; SPECTROSCOPY; STARK EFFECT; ZEEMAN
EFFECT.

Heavy-particle diagnostics. Neutral atoms are con-
tinually formed from plasma ions by charge exchange
with other neutrals or recombination with electrons.
The neutrals formed may escape promptly from the
plasma, providing a means for detection of the ion
distribution using a neutral-particle spectrometer. In
fusion research plasmas, fusion reactions give rise
to megaelectronvolt-energy neutrons and charged
products. These too provide information on the ion
temperature and density via the reaction rate and the
emitted spectrum.

Energetic neutral or ion beams, generated specifi-
cally for the purpose, can be used for active plasma
probing. Their attenuation is generally proportional
to plasma density; but more important special-
purpose applications include the internal measure-
ment of potential (by local beam ionization in the
plasma) and the provision of localized atomic species
for other spectroscopic diagnostics. |. H. Hutchinson

Bibliography. O. Auciello and D. Flamm, Plasma
Diagnostics, Academic Press, Boston, 1989; R. H.
Huddlestone and S. L. Leonard, Plasma Diagnos-
tic Techniques, Academic Press, New York, 1965;
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Holland, Amsterdam, 1968.
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Plasma propulsion

The imparting of thrust to a spacecraft through the
acceleration of a plasma (ionized gas). A plasma can
be accelerated by electrical means to exhaust ve-

Plasma propulsion

locities considerably higher than those attained by
chemical rockets. The higher exhaust velocities (spe-
cific impulses) of plasma thrusters usually imply that,
for a particular mission, the spacecraft would use
less propellant than the amount required by con-
ventional chemical rockets. This means that for the
same amount of propellant a spacecraft propelled
by a plasma rocket can increase in velocity over a
set distance by an increment larger than that possi-
ble with a chemical propulsion system. An increas-
ing number of near-Earth satellites have benefited
from the propellant savings of plasma thrusters and
rely on them for attitude control and station-keeping
maneuvers. Generally, the larger the required veloc-
ity increment, the more beneficial is plasma propul-
sion compared to propulsion with rockets having
lower exhaust velocities. Consequently, many ambi-
tious missions—such as deep-space exploration in-
cluding Moon tours and orbiters to outer planets,
sample return missions, and heavy cargo and piloted
missions—may be enabled by plasma propulsion. See
PLASMA (PHYSICS); SPECIFIC IMPULSE.

Plasma propulsion is one of three major classes
of electric propulsion, the others being electrother-
mal propulsion and ion (or electrostatic) propulsion.
In electrothermal devices the working fluid is a hot
nonionized or very weakly ionized gas. All three elec-
tric propulsion systems offer high specific impulses;
the plasma devices are further distinguished by their
high thrust density (thrust per unit exhaust area) as
indicated in the table. See ELECTROTHERMAL PROPUL-
SION; ION PROPULSION; SPACECRAFT PROPULSION.

Types of plasma thrusters. One common type of
electric thruster in which a plasma is generated is
the ion thruster. However, in the ion thruster only
the plasma ions are accelerated, and therefore this
variant of plasma propulsion is not discussed here.
The three most mature types of plasma propulsion
devices are the Hall thruster, the magnetoplasma-
dynamic thruster (MPDT), and the pulsed plasma
thruster (PPT).

Although these three types of plasma thrusters
share the distinction of having been in use, or in
the case of the MPDT having been tested, in space,
there are many other promising plasma propulsion
concepts that have been advanced to various degrees
of technological readiness over the past few decades.
These concepts differ in [1] their mode of operation
(pulsed or steady-state) [2] methods of generating

Plasma propulsion as a class of electrical propulsion*®
Propulsion Working Exhaust velocity, Thrust density, Efficiency,
system fluid Acceleration km/s (mi/s) N/m? (Ibf/ft?) %

Plasma Plasma Electromagnetic, or 10-60 (6-40) 10-1500 (0.2-31) 10-60
electromagnetic
with thermal
expansion

Electrothermal Hot gas, weakly Thermal expansion 2-10 (1.2-6) 10-100 (0.2-2) 40

ionized
lon or electrostatic lons Electrostatic 30-100 (18.7-60) 0.1-4 (0.002-0.1) 60-90
*Numerical values are typical.
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the plasma (electrode-based discharge, coil-based
induction, or antenna-based radiation) [3] plasma
acceleration mechanisms (Lorentz forces; entrain-
ment by plasma sheet; or traveling waves, whereby
an alternating magnetic field is synchronized with
the electric-field pulses to drive the plasma), [4]
expansion through magnetic nozzles (whereby a
heated plasma is exhausted through an expanding
magnetic field), [5] implementation of the mag-
netic field (applied or self-induced), [6] propellant-
feeding schemes (gas-fed or solidfed, primarily
polytetrafluoroethylene), [7] geometry (rectangular,
coaxial, pinch, parallel-plate, constant, or variable-
area geometry), and other details of implemen-
tation.

Hall thruster. The most successful plasma thruster to
date is the Hall thruster. It has been gaining accep-
tance in the West since the early 1990s, after three
decades of improvement in the former Soviet Union.
More than 200 Hall thrusters have been flown so far
on about 30 spacecraft, mostly by the former Soviet
Union and Russia. In a Hall thruster, (Fig. 1) a mostly
radial magnetic field is applied inside the accelera-
tion chamber. A hollow cathode, placed outside the
chamber, is kept at a few hundred volts below the po-
tential of an annular anode located upstream in the
device, thus setting a mostly axial electric field inside
the chamber. As the cathode is heated, it emits elec-
trons, which drift in the opposite direction of the
electric field and enter the device, where they are

subjected to the radial magnetic field and the axial
electric field. This leads to an azimuthal (that is, about
the device’s axis of symmetry) drift for the electrons,
which constitutes an electric current called the Hall
current. The drifting electrons collide with propel-
lant gas molecules (typically xenon) injected in the
device through the anode. These impacts produce
a plasma that finds itself acted on by an electromag-
netic force, called the Lorentz force, which results
from the interaction of the radial magnetic field and
the azimuthal Hall current that are perpendicular to
each other. The plasma is thus accelerated and ex-
hausted out of the thruster at high exhaust velocities
(from 10 km/s or 6 mi/s to above 50 km/s or 30 mi/s
depending on the available power). The acceleration
mechanism can also be described, equivalently, to be
the result of the action of the applied electric field on
the newly born ions (whose mass is too large to allow
them to be magnetized) with the electrons acting as
a neutralizing cloud whose momentum is coupled
to the ions via interparticle electrostatic fields. Since
the entire plasma is accelerated, and not only the
positive ions, there is no space-charge buildup as in
the ion thruster, and the device can have a thrust
density many times that of the ion engine. See HALL
EFFECT; MAGNETISM; MAGNETOHYDRODYNAMICS.
Hall thrusters can attain thrust efficiencies (ratio of
propulsive power of the exhaust jet to input electric
power) in excess of 50% and are thus attractive for
many space applications. They have been developed
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Fig. 1. Hall thruster schematic, showing the electric circuit, the applied electric and magnetic fields, and typical trajectories
of ions and electrons. The electrons entering the cylindrical device execute azimuthal drifts (about the shown axis of
symmetry) and collide with the injected neutral gas to produce the plasma.



for power levels of the order of 1 kW. Although they
had considerable development in the former Soviet
Union, a number of research problems remain, in-
cluding scaling them to high power (in excess of
10 kW) for applications requiring high thrust, high
specific impulse, or low power (below 50 W) for
micropropulsion; lowering the divergence of the ex-
haust beam of plasma (which can adversely impact
the performance of the device and the integrity of
exposed spacecraft surfaces); and understanding the
basic processes controlling the various oscillations,
plasma waves, and instabilities that are excited in the
plasma.

Magnetoplasmadynamic thruster. One of the most
promising and thoroughly studied electromagnetic
plasma accelerators is the magnetoplasmadynamic
thruster. In this device the plasma is both created
and accelerated by a high-current discharge between
two coaxial electrodes. The discharge is due to the
breakdown of the gas as it is injected in the inter-
electrode region. The acceleration process can be
described as the result of the action of a body force
acting on the plasma (Fig. 2). This body force is
the Lorentz force created by the interaction between
the mostly radial current conducted through the
plasma and the magnetic field. The latter can be ei-
ther externally applied by a magnet or self-induced
by the discharge, if the current is sufficiently high.
The reliance on the radial component of the current
(which is aligned with the electric field) instead of
the Hall component (perpendicular to both electric
and magnetic fields) allows operation at much higher
plasma densities (and thrust densities) than with the
Hall thruster.

Microscopically, the acceleration process can be
described as the momentum transfer from the elec-
trons, which carry the current, to the heavy parti-
cles through collisions. Such collisions are responsi-
ble for the creation of the plasma (ionization) and
its acceleration and heating (Joule heating). Even
though charged particles (ions and electrons) in an
electromagnetic field drift at the same velocity irre-
spective of their mass, the electrons recover faster
from a collision because of their small mass and
thus are the prime beneficiaries of the energy in
the electromagnetic field. In other words, the elec-
trons carry the current responsible for the acceler-
ation of the plasma in the magnetoplasmadynamic
thruster. Indeed, the thrust 7" of a purely electromag-
netic coaxial and cylindrical self-field plasma accel-
erator is directly and strongly related to that current
by Eq. (1), where b is a constant dependent on the

T = bJ? (€))

ratio of the electrode radii and J is the total cur-
rent conducted through the plasma. The thrust of a
purely electromagnetic device is therefore indepen-
dent of the mass-flow rate and type of propellant.
The electromagnetic thrust of experimental proto-
types of the magnetoplasmadynamic thruster obeys
this law when operated at full ionization, which cor-
responds to operation at current levels at and above

Plasma propulsion

L multichannel hollow cathode
lithium /

propellant

insulator backplate

Fig. 2. Self-field, coaxial, magnetoplasmadynamic thruster. Here the current density j
(color curves) and the induced azimuthal magnetic field B (black circle) interact to
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produce the mostly axial Lorentz force density. Electrodes are typically made of tungsten.

Js, the current required for effective full ionization
of the plasma. This is the regime of £ > 1, where
& is the nondimensional current defined by Eq. (2)
and J; in amperes is given by Eq. (3). Here 1 is

S
Ja

1/2 1/4
() (2 3
=) G

the mass-flow rate of propellant into the device in
kilograms per second, and M and € are the atomic
mass and first ionization potential of the propellant
in kilograms and joules, respectively. See IONIZATION
POTENTIAL.

For typical magnetoplasmadynamic thruster ge-
ometry, b is about 0.17 N/kA? (0.038 Ibf/kA?), and
for operation with 3 g/s of argon the nominal condi-
tion & = 1 is attained at / = 12 kA [from Egs. (2)
and (3)]. Furthermore, Eq. (1) implies an electro-
magnetic thrust of 25 newtons. At these conditions,
the voltages associated with the back electromotive
force, plasma heating, and electrode sheaths add up
to about 80 V. Power levels exceeding 1 MW are thus
required for Eq. (1) to hold at these operating condi-
tions. It is, however, the universal scaling parameter
& that determines the applicability of the electromag-
netic thrust law [Eq. (1)] and not the power level. In
other words, it is possible to attain the regime of elec-
tromagnetic acceleration at considerably more mod-
est power levels as long as £ > 1 is satisfied. This can
be achieved by reducing the propellant mass-flow
rate, and some devices are operated at power levels
as low as 15 kW. However, the power losses associ-
ated with the electrodes and ionization dominate at
lower power, and thrust efficiencies exceeding 20%
are still attainable only with the megawatt-class de-
vices or with the use of lithium as propellant. Below
about 250 kW, an applied magnetic field is generally
needed to improve the performance.

3 €))
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(b)

v

Fig. 3. Schematic of two configurations of the pulsed plasma thruster, showing the
current sheet, the induced magnetic field, and the resulting electromagnetic force.
(a) Coaxial configuration. (b) Parallel-plate configuration.

Research has demonsrated the advantage of using
lithium vapor as propellant, injected, along with
small amounts of barium vapor, from a multichan-
nel hollow cathode (Fig. 2). Lithium (which has a
low ionization potential) offers the advantage of low
ionization losses, and barium, which has a low work
function, ensures a low cathode operation temper-
ature, which lowers the cathode evaporation rate,
leading to longer lifetime. Such a magnetoplasma-
dynamic thruster variant is sometimes called the
lithium Lorentz force accelerator (Li-LFA).

The scaling of the various power sinks with the
input power is an area of active research, and of
major concern for improving efficiency. Other re-
search areas include the understanding of various
mechanisms controlling the efficiency as well as
an operation-limiting phenomenon called onset that
occurs when £ exceeds a critical value. Operation
above onset can lead to severe damage to the anode
and to strong voltage fluctuations.

Pulsed plasma thrusters. This type of plasma
thruster, called the PPT, relies on pulsing a high-
current gas discharge on a time scale of a few mi-
croseconds. This is done by quickly discharging the

energy stored in a capacitor into a gas that is either
injected (gas-fed PPT) or vaporized from a solid pro-
pellant (ablative PPT), typically polytetrafluoroethy-
lene. The quick rise in current through the gas forces
the formation of a plasma sheet through which the
current flows as shown in Fig 3, where two possi-
ble configurations are illustrated. The current sheet
is subjected to the Lorentz force produced by the
interaction of the current it carries and the induced
magnetic field. This causes the current sheet to accel-
erate downstream, ionizing and entraining ambient
gas as in a snowplow. The exhausted plasma and gas
give the propulsive impulse. The pulsed operation
of such electric propulsion devices allows power-
limited spacecraft to take advantage of high-current
plasma acceleration at the low average power avail-
able on current spacecraft (hundreds of watts).

Depending on the gas pressure in the device, the
gas injection mode, the rate of current rise, and other
implementation details, acceleration by thermal ef-
fects can dominate over electromagnetic accelera-
tion, or the acceleration can be due to a so-called de-
flagration effect where the current pattern spreads
over the discharge chamber and exerts a body force
that extends over a large volume of the plasma. This
latter mode can lead to higher exhaust velocities and
efficiencies.

Another type of plasma thruster that is an inher-
ently pulsed device, the pulsed inductive thruster
(PIT), relies on using coils placed outside the dis-
charge to induce a current sheet in a gas injected
from a downstream nozzle. The PIT has the advan-
tage of foregoing the use of electrodes, which often
are the life-limiting factor for plasma thrusters. An-
other pulsed inductive thruster variant, the Faraday
accelerator with radio-frequency assisted discharge
(FARAD), relies on injecting a plasma, instead of a
gas, from an upstream pre-ionization radio-frequency
plasma source and on an applied magnetic field to
control the plasma injection and acceleration pro-
cesses.

Propellants for plasma thrusters. Plasma accelera-
tion allows a wider choice of propellants than any
other type of propulsion. Plasma-propelled space-
craft thus have the potential of using propellants that
are abundant in their environment rather than from
Earth alone. There are, however, some constraints.
For MPDTs, although Eq. (1) implies that the magni-
tude of the electromagnetic thrust is independent of
the propellant, the attainability of the nominal con-
dition [§ = 1, Egs. (2) and (3)], compatibility with
thruster components, requirements of rate kinetics
(for the case of a hybrid thruster), storability, and
toxicity restrict the choice of appropriate propel-
lants. Laboratory MPDTs and PPTs have been tested
with argon, krypton, xenon, helium, hydrogen, air,
deuterium, ammonia, hydrazine, lithium, and polyte-
trafluoroethylene, among other propellants and mix-
tures of propellants. For Hall thrusters, the plasma dy-
namics constrain the choice of propellants to gases of
high atomic mass and reatively low ionization poten-
tial. Xenon and bismuth have been the most favored
propellant.



Plasma thruster use in space. More than 200
plasma thrusters have been flown to date, mostly
by the former Soviet Union and Russia, and
mostly of the Hall thruster type. This excludes the
dozens of ion thrusters presently used on geosyn-
chronous spacecraft. A few PPTs of the solid-fed
[polytetrafluoroethylene-ablative] type were used on
Russian and U.S. spacecraft in the 1970s and 1980s.
The first NASA spacecraft to use an ablative PPT
was the EO-1 satellite launched in 2001. These ab-
lative PPTs have a modest thrust and efficiency. The
thrust level, however, is very reproducible and can
be precisely controlled, thus making these systems
ideal for fine-tuning spacecraft attitude control. A
gas-fed quasi-steady pulsed magnetoplasmadynamic
thruster was tested in space in 1998 onboard the
Japanese spacecraft SFU; but MPDTs, which are in-
herently high-power devices, are still awaiting the
availability of high electric power in space before
their adoption in actual missions. With technical ad-
vancements, successful flight tests, and the advent of
a new era of deep-space exploration, plasma propul-
sion is presently entering its era of wide application.
See SPACE POWER SYSTEMS. Edgar Y. Choueiri

Bibliography. R. L. Burton and P. J. Turchi, Pulsed
plasma thruster, J. Propul. Power, 14(5):716-735,
1998; E. Y. Choueiri, A critical history of elec-
tric propulsion: The first 50 vyears, J Propul.
Power, 20(2):193-203, 2004; E. Y. Choueiri, Fun-
damental difference between the two variants of
Hall thrusters, Phys. Plasmas, 8(11):5025-5033,
2001; R. G. Jahn, Physics of Electric Propulsion,
Dover Publications, 2006; H. R. Kaufman, Technol-
ogy of closed-drift thrusters, AIAA J., 23(1):78-80,
1985; A. Kodys and E. Y. Choueiri, A Critical Re-
view of the State-of-the-Art in the Performance of
Applied-Field Magnetoplasmadynamic Thrusters,
AIAA Pap. 05-2005-4247, 2005; M. Martinez-Sanchez
and J. E. Pollard, Spacecraft electric propulsion—An
overview, J. Propul. Power, 14:(5), 688-699, 1998.

1
Plasmid

A circular extrachromosomal genetic element that is
ubiquitous in prokaryotes and has also been iden-
tified in a number of eukaryotes. In general, bac-
terial plasmids can be classified into two groups
on the basis of the number of genes and functions
they carry. The larger plasmids are deoxyribonucleic
acid (DNA) molecules of around 100 kilobase (kb)
pairs, which is sufficient to code for approximately
100 genes. There is usually a small number of copies
of these plasmids per host chromosome, so that their
replication must be precisely coordinated with the
cell division cycle. Their replication genes are clus-
tered within a small segment of the genome. Larger
plasmids usually can mediate their own transfer from
cell to cell by bacterial conjugation. The genes medi-
ating transmissibility are clustered in a segment of ap-
proximately 25 kb. The other regions (around 70 kb)
of these larger plasmids can accommodate as many
as 70 additional genes which determine a variety of

properties (see table). The plasmids in the second
group are smaller in size, about 6-10 kb. These plas-
mids may harbor 6-10 genes and are usually pres-
ent in multiple copies (10-20 per chromosome). Al-
though the smaller plasmids do not carry transfer
genes, many of them can be mobilized to recipient
cells if a larger transmissible plasmid is present in the
same host cell.

Distribution. Plasmid has been identified in a large
number of bacterial genera. Some bacterial species
harbor plasmids wih no known functions (cryptic
plasmids) which have been identified as small cir-
cular molecules present in the bacterial DNA. The
host range of a particular plasmid is usually limited to
closely related genera. Some plasmids, however, are
much more promiscuous and have a much broader
host range.

Functions. The functions specified by different
bacterial plasmids are usually quite specialized in
nature. Moreover, they are not essential for cell
growth since the host bacteria are viable without
a plasmid when the cells are cultured under condi-
tions that do not select for plasmid-specified gene
products. Plasmids thus introduce specialized func-
tions to host cells which provide versatility and
adaptability for growth and survival. Plasmids which
confer antibiotic resistance (R plasmids) have been
extensively characterized because of their medical
importance.

Plasmid incompatibility. A fundamental character-
istic of plasmids by which they have been classified
into specific groups is the ability of different plas-
mids to coexist stably in a host cell. Some pairs of
plasmids, isolated independently from nature, can
coexist in the same host cell: this is referred to as
compatibility. Other pairs of plasmids are called in-
compatible since they are not inherited stably when
present in the same host cell. Based on these cri-
teria, over 25 plasmid incompatibility groups have
been identified in gram-negative bacteria, and more
than a dozen incompatibility groups have been re-
ported in gram-positive bacteria. R plasmids are rep-
resented in many different incompatibility groups,
whereas other plasmid-specified functions are not
as widely distributed among incompatibility groups.
Experiments have shown that plasmid incompatibil-
ity is a result of the control of plasmid replication.
Plasmids can be changed into a new incompatibility
group as a result of a single base change in replication
gene which controls the plasmid copy number.

R plasmids. The large increase in multiply drug-
resistant bacterial pathogens has resulted from in-
creasing use of antibiotics in chemotherapy and
animal husbandry. Gram-negative and gram-positive
bacterial species have acquired resistance to a variety
of antibiotics such as penicillins and cephalosporins,
chloramphenicol, aminoglycosides (amikacin, gen-
tamycin, kanamycin, streptomycin, spectinomycin,
tobramycin), tetracyclines, sulfonamides, trimetho-
prim, and MLS (macrolide, lincomycin, and strep-
togramin B-type) and to toxic heavy metals such
as mercuric, cadmium, and silver ions. R plasmids
do not confer resistance to all these antibiotics and

Plasmid
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Some properties determined by plasmids

Property

Autonomous replication

Genetic transfer

Bacteriocin production and resistance

Antibiotic resistance

Resistance to heavy metals

Resistance to agents that damage DNA

Metabolism of hydrocarbons and aromatic compounds

Sugar fermentation

Hydrogen sulfide production
Protease and urease production
Toxin production

Virulence and colonization factors
Hemolysin production
Restriction/modification
Antibiotic production
Tumorigenicity in plants

Conferred by plasmids of
Gram-negative bacteria Gram-positive bacteria
+ +
+ +
+ +
+ +
4k -+
+
+
(Pseudomonas)

+ +
+

+
+ +
+
+ +
+ +

Streptomyces coelicor
Agrobacterium tumefaciens

heavy metals simultaneously, but transmissible R
plasmids conferring resistance to four to six antibi-
otics are not uncommon. Smaller R plasmids usually
confer resistance to one or two antibiotics or heavy
metals. See ANTIBIOTIC.

The biochemical mechanisms of plasmid-
determined antibiotic resistance have been
elucidated in the majority of instances. At least
six different types of resistance mechanisms have
been described: (1) cleavage of a specific bond in
an antibiotic, as in the inactivation of penicillins or
cephalosporins by B-lactamases; (2) inactivation by
chemical modification, as in the acetylation of chlo-
ramphenicol; (3) synthesis of antibiotic-insensitive
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substitute enzymes, as in the case of sulfonamide
or trimethoprim resistance; (4) alteration of a
macromolecular target site, as in methylation of
23S ribonucleic acid (RNA) to confer erythromycin
or lincomycin resistance; (5) lower cell permeabil-
ity, as in the case of tetracycline resistance; and
(6) sequestering of the antibiotic so that it cannot
bind to its target site as in the case of the binding
of fusidic acid by chloramphenicol acetyltransferase
(the enzyme which acetylates chloramphenicol). In
this case the same gene confers resistance to two
structurally unrelated antibiotics by two entirely
different mechanisms. Many of the aminoglycoside
antibiotics are inactivated by several different
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Fig. 1. Translocation of insertion sequences (IS) and transposable elements (Tn). (a) At left an IS 1 element is initially present
in the host chromosome which carries a mutation in the gal genes which mediate galactose metabolism. The cell can
metabolize galactose owing only to the presence of gal genes on a plasmid. After insertion of IS 1 into the gal genes on the
plasmid, these genes are inactivated; the cell at right cannot metabolize galactose. (b) Tn 10, which mediates tetracycline
resistance (Tc), translocates from one plasmid to another plasmid which also confers ampicillin resistance (Ap). In both
insertion sequence and transposable element translocation, a copy of the element is retained in the donor genome.



types of chemical modification by specific enzymes.
See DRUG RESISTANCE.

Insertion sequences and transposable elements.
Many plasmids have been found to contain genetic
elements called insertion sequences and transpos-
able elements. Insertion sequences are specific DNA
sequences that exist on bacterial genomes and have
the remarkable property of being able to translocate
(jump) spontaneously to new sites on the same or
other genomes in a cell (chromosome, plasmid, or
virus) by a mechanism which is independent of the
normal recombination system (Fig. 1). The location
of the insertion sequence elements on several bac-
terial plasmids suggests that they may play a seminal
role in plasmid evolution. These insertion sequence
elements appear to serve as recombination sites for
the fusion of separate genomes, each of which car-
ries a group of specific genes, to form more com-
plex genomes specifying all of the fun of each of the
components. Insertion sequence elements may thus
serve as linkers in the assembly of different modules
of genetic information in the evolution of plasmids
and other genomes.

The alarming spread of multiple-drug resistance
among bacterial pathogens also appears to be a man-
ifestation of the genetic plasticity made possible by
DNA insertions. Most drug resistance genes on bac-
terial plasmids are flanked by repetitious DNA se-
quences, usually in inverted orientation, which are
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Fig. 2. Plasmid deletions and rearrangements mediated by insertion sequence (IS)
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analogous to insertion sequences or may even be in-
sertion sequences. This entire unit, referred to as a
transposable element, can translocate to new sites
in a manner similar to insertion sequence elements
with the important difference that the intervening

elements. (a) The resistance (r-determinants) component of the plasmid is flanked by
direct repeats of an IS element. By genetic recombination between the homologous IS
elements, the composite plasmid can dissociate into the r-determinants and the
resistance transfer factor (RTF) components. (b) Extra copies of the r-determinants can be
incorporated into composite R plasmids by using any region of homology to form the
multiple, tandem repeats. These poly-r-determinant R plasmids confer higher levels of

drug resistance genes are transposed in addition to
the flanking repetitious sequences. Transposable el-
ements can transpose at low frequency from one
genome to another and thus lead to a broad dissemi-
nation of the same drug resistance genes among dif-
ferent plasmids. See TRANSPOSONS.

Rearrangements and evolution. Insertion sequence
and transposable elements also mediate various
types of plasmid deletions and rearrangements, in-
cluding the amplification of specific plasmid seg-
ments to increase the number of copies of specific
drug resistance genes (Fig. 2). Analysis of the molec-
ular properties of certain transmissible, multiple-
drug-resistance plasmids have indicated that these
plasmids have evolved by incorporation of genes me-
diating genetic transfer and various drug resistance
genes into a small plasmid containing the replication
functions. There are now many examples of the ac-
quisition of specific functions by plasmids by trans-
position. This ensures the continued evolution of
extrachromosomal genetic systems which provides
extraordinary versatility and adaptibility to host
cells.

Genetic engineering. Plasmids have played a semi-
nal role in the spectacular advances in the area of ge-
netic engineering. Individual genes can be inserted
into specific sites on plasmids in cell cultures and the
recombinant plasmid thus formed introduced into a
living cell by the process of bacterial transformation.

antibiotic resistance. These molecules can also delete the extra copies of r-determinants

to reform the basic composite structure.

Usually both the plasmid vector and the gene to be
cloned have been cleaved by a restriction endonucle-
ase which recognizes a specific DNA base sequence
of four or six bases. The breaks introduced by most
restriction endonucleases in the individual strands
of duplex DNA are staggered with the result that
the restriction fragments which are formed contain
four-base protruding ends of complementary base se-
quence. These cohesive ends provide the specificity
by which the fragment to be cloned is inserted into a
single, specific site on the plasmid vector. The single-
strand interruptions can then be sealed by the action
of the enzyme ligase. Some restriction endonucleases
cleave polynucleotide bonds of bases directly oppo-
site to each other in duplex DNA; such “blunt” ends
on restriction fragments can also be joined by lig-
ase to form recombinant DNA molecules, although
the ligation step is not as efficient. Plasmid and viral
vectors have been developed in both prokaryotes
and eukaryotes which make possible a high level of
expression of cloned genes. In some cases the vec-
tor itself contains the regulatory elements control-
ling the expression of genes which are not normally
expressed in the host cell so that a high level of ex-
pression of heterologous genes can be obtained. See
GENETIC ENGINEERING. Robert H. Rownd
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Plasmin

A proteolytic enzyme that can digest many proteins
through the process of hydrolysis. Plasmin is found
in plasma in the form of plasminogen, which is an
inert precursor or zymogen; one site of synthesis is
the liver. Plasma also contains inhibitors that limit
either the transformation of plasminogen to plas-
min (plasminogen activator inhibitors) or the action
of plasmin (principally o-antiplasmin and «,-macro-
globulin).

Activation of plasminogen. In the laboratory, plas-
minogen can be converted to plasmin by extracts
of bacteria, notably streptokinase, a protein that is
formed by certain beta-hemolytic streptococci. Plas-
minogen can also be activated by factors that are
present in the body. Tissue plasminogen activators,
which are proteolytic enzymes derived from a variety
of normal and neoplastic cells, can convert plasmino-
gen to plasmin, as can urokinase, an enzyme found
in urine and plasma. Exposure to organic solvents,
particularly chloroform, will also lead to the forma-
tion of plasmin in human plasma, which is rich in
plasminogen.

Plasma itself has the potentiality of activating plas-
minogen, because it contains intrinsic activators. A
tissue plasminogen activator is produced in blood
vessel walls, from which it is released into the blood-
stream following vascular injury. Further, the process
of blood coagulation may foster the activation of plas-
minogen. Activated Hageman factor (factor XII), acti-
vated plasma thromboplastin antecedent (factor XI),
plasma kallikrein (an enzyme derived from plasma
prekallikrein), and activated protein C, all evolving
during blood clotting, bring about reactions leading
to the formation of plasmin. Moreover, the presence
of a fibrin clot enhances activation of plasminogen
by many agents.

Physiologic actions of plasmin. Plasmin can act
on many protein substrates. It liquefies coagulated
blood by digesting fibrin, the insoluble meshwork of
the clot; it also digests fibrinogen, the precursor of
fibrin, rendering it incoagulable. The digestion prod-
ucts of fibrinogen and fibrin are anticoagulant sub-
stances that further interfere with the clotting pro-
cess. Plasmin also inactivates several other protein
procoagulant factors, particularly proaccelerin (fac-
tor V) and antihemophilic factor (factor VIII). Other
substrates attacked by plasmin include gamma glob-
ulin and several protein or polypeptide hormones
found in plasma.

The action of plasmin may be related to certain
body defenses against injury. Its capacity to digest fib-
rin is thought to bring about liquefaction of intravas-
cular clots (thrombi) that might otherwise cause

damage by reducing blood flow to tissues. It can con-
vert the first component of complement, a group of
plasma proteins important in immune reactions, to
the proteolytic enzyme C1 esterase (C1). It can also
liberate polypeptide kinins (for example, bradykinin)
from plasma precursors. The kinins can reproduce
such elements of the inflammatory process as pain,
dilatation and increased permeability of small blood
vessels, and the migration of leukocytes. In addition
to these physiologic actions, plasmin hydrolyzes ca-
sein, gelatin, denatured hemoglobin, and certain syn-
thetic esters of arginine and lysine. See COMPLEMENT;
IMMUNOLOGY; INFLAMMATION.

In the test tube, clots formed from plasma or its
euglobulin (water-insoluble) fraction dissolve spon-
taneously, through the action of plasmin. Ordinarily
such fibrinolysis is slow, but if the plasma is prepared
from the blood of individuals who have been under
stress or have severe chronic liver disease, fibrinoly-
sis may be much more rapid. Similarly, the adminis-
tration of such substances as epinephrine (adrenalin)
or des-amino-p-arginine vasopressin (DDAVP) may
enhance fibrinolysis. These test-tube phenomena
have not been related conclusively to events in the
body, but fibrinolysis, although rarely significant, ap-
parently does occur in the body, either as a pri-
mary event or secondary to widespread coagulation
within the patient’s blood vessels (disseminated in-
travascular coagulation) and may then be responsi-
ble for or contribute to hemorrhage. This fibrinolytic
purpura has been treated with agents inhibiting ei-
ther the activation of plasminogen, such as epsilon-
aminocaproic acid or tranexamic acid, or the action
of plasmin, such as aprotinin, a polypeptide thatis de-
rived from various tissues. A deficiency of o ,-plasmin
inhibitor has been associated with a hemophilialike
disorder, presumably because clots that might stop
bleeding readily dissolve. Conversely, a tendency to
form intravascular clots (thrombi) has been related
to deficiencies or abnormalities of the proteins that
foster fibrinolysis.

Fibrinolytic agents, principally tissue plasminogen
activator, urokinase, streptokinase, and their deriva-
tives, have been used therapeutically to dissolve
thrombi and thereby restore blood flow in the af-
fected vessels. Their chief application is in treating
myocardial infarction, dissolving clots that occlude
the coronary arteries that supply blood to cardiac
muscle and thereby limiting damage by restoring cir-
culation through these vessels. They have also been
used to dissolve thrombi in other blood vessels and to
dissolve pulmonary emboli, that is, thrombi that have
broken off from peripheral veins and traveled to the
pulmonary arteries so as to occlude these vessels and
thereby damage pulmonary tissue (pulmonary in-
farction). See BLOOD; ENZYME; FIBRINOGEN; INFARC-
TION; RESPIRATORY SYSTEM DISORDERS; UROKINASE.

Oscar D. Ratnoff
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Plasmodiophorida

Protozoa composing an order of Mycetozoia,
endoparasitic in plants and primarily causing, for
example, club root of cabbage, powdery scab of
potatoes, and galls in Ruppia. Underground portions
of host plants are invaded by young parasites, often
a flagellate which sometimes arises from a freshly
excysted ameba. Becoming intracellular, the young
parasite grows, apparently without phagotrophy,
and develops into a plasmodium. At maturity, the
plasmodium produces uninucleate cysts (spores)
which are released upon degeneration of the dam-
aged cell (see illus.). Under favorable conditions,

(c)

Typical life cycle of Plasmodiophorida. (a) Uninucleate cyst
(spore). (b) Excystment. (c) Flagellate stage. (d) Ameboid
stage. () Ameboid stage supposedly formed by syngamy.
(f) Binucleate ameboid stage. (g) Growing plasmodium
inside plant cell. (h) Products of plasmotomy. (i) Uninucle-
ate stages formed from plasmodium (or from products of
plasmotomy), prior to encystment. (After R. P. Hall,
Protozoology, Prentice-Hall, 1953)

the released spores hatch into uninucleate stages
which become the infective forms. In the invaded
area, the host’s tissue commonly undergoes hyper-
trophy to form a gall. There are a number of gen-
era, including Plasmodiophora, Spongospora, and
Sorosphaera. See PROTOZOA; RHIZOPODEA; SARCO-
DINA; SARCOMASTIGOPHORA. Richard P. Hall

]
Plasmodiophoromycota

Obligate endoparasites (parasites restricted to liv-
ing inside a host) of flowering plants, green and
yellow-green algae, seaweeds, diatoms, water molds,
and ciliates. The Plasmodiophoromycota (plasmodi-
ophorids) are prevalent in both soil and aquatic
habitats, where their biflagellate zoospores (inde-
pendently motile spores) disperse the pathogen
and infect hosts. A plasmodium develops within
the host cell, often causing cell enlargement and
proliferation, resulting in hypertrophy (abnormal
enlargement) of host tissue. These organisms in-
clude devastating pathogens of food crops, such as
Plasmodiophora brassicae, which causes clubroot
(a plant disease involving malformed and abnormally

Plasmodiophoromycota

enlarged roots) of crucifers (for example, mustard,
cabbage, radishes, turnips, cauliflower, and broc-
coli). Plasmodiophoromycota were once thought to
be kin to fungi, but recent molecular systematic stud-
ies have revealed that they are actually protozoa,
members of the phylum Cercozoa and class Phyto-
myxea. See PARASITOLOGY; PROTOZOA.

Life cycle. The life history of plasmodiophorids
is complex and includes (1) a flagellated motile
stage, the zoospore; (2) an infectious stage, the en-
cysted zoospore (cyst); (3) an unwalled assimilative
and feeding stage, the multinucleate plasmodium;
(4) a zoospore proliferation stage, the zoospo-
rangium; and (5) a resistant stage, the resting spore.
Zoosporangia and resting spores, cleaved from their
respective plasmodia, cluster together with a char-
acteristic organization in sori (spore balls).

Uninucleate resting spores that survive adverse
growth conditions in host tissue debris or directly
in the soil germinate with primary zoospores when
growth conditions are conducive. Zoospores are un-
inucleate and microscopic, 3-5 micrometers in di-
ameter. They bear two apically inserted smooth-
surfaced flagella. Flagellar basal bodies are especially
long, with globules scattered in their core, and are
positioned at an angle to each other. Two micro-
tubular roots are associated with each basal body
and extend underneath the cell membrane. The an-
teriorly directed flagellum does most of the work
in zoospore motility, with the other, longer, posteri-
orly directed flagellum essentially serving as a rudder.
Plasmodiophorid zoospores have a distinct method
for penetration into the host. The zoospore swims
to a suitable host, loses its flagella, crawls along the
host surface, produces a wall around itself, and ad-
heres to the host. Inside the cyst, a new structure
shaped like a bullet (the stachel) forms within a
channel (the rohr). A vacuole in the cyst expands
and pushes the stachel into the host cell wall, pierc-
ing it. The parasite’s protoplast is then injected into
the host cytoplasm through the pore. See CILIA AND
FLAGELLA.

The protoplast enlarges into a multinucleate plas-
modium (Fig. 1a) as it absorbs nutrients from the
host. There have been several reports that plasmodia
are phagotrophic, ingesting portions of host cyto-
plasm. Typically the infected host cell enlarges, re-
sulting in swelling of host tissue, as in the distorted
club-shaped roots of cabbage infected with P bras-
sicae.

The primary plasmodium then segments (Fig. 1a)
into thin-walled zoosporangia, which release sec-
ondary zoospores. The site of cell and nuclear fusion
(sexual reproduction) is controversial, but fusion
between secondary zoospores has been reported.
Secondary zoospores reinfect host cells with addi-
tional zoosporangial plasmodia or with secondary
plasmodia (the resting spore producing plasmodia).
After secondary plasmodial expansion, the plasmod-
ium cleaves into uninucleate masses with thick
chitinous cell walls, the resting spores (Fig. 1b).
Transmission electron microscopy has revealed syn-
aptonemal complexes (ribbonlike protein structures

23
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(a)

(b)

Fig. 1. Clubroot of cabbage. (a) Cross section of root
infected with Plasmodiophora brassicae. The thick-walled,
hollow cells radiating out like fingers are the water
transport system of the host. Primary plasmodia
(arrowheads) are scattered in cells of the root cortex.
Notice the primary plasmodium (~50 pm in diameter) in an
enlarged host cell beginning to segment (arrow) into
masses that will become thin-walled zoosporangia.

(b) More detailed cross section of infected root. The
secondary plasmodium (P) [~50 pm in diameter] is
beginning to segment into uninucleate masses (arrow) that
will become resting spores. Characteristic of Plasmo-
diophora, resting spores (RS) are scattered in the host cell.

that extend the length of synapsing chromosomes
and aid in exchange pairing) in resting-spore plas-
modia, evidence that reduction division (meiosis)
occurs in the secondary plasmodium. The lesions
of powdery scab of potatoes and the deformed tis-
sue of clubroot of crucifers are often invaded secon-
darily by bacteria, rotting host tissue and releasing
plasmodiophorid resting spores. See PLANT PATHOL-
OGY.

Taxonomy. There are approximately 12 currently
recognized genera, but exploration of new habitats
is leading to discovery of new taxa. Genera are dif-
ferentiated based on the organization of their rest-
ing spores, especially as spore balls. For example,
Plasmodiophora resting spores lie free in host cells
(Fig. 1b). Spongospora forms spongelike spore balls,

traversed by pockets and channels (Fig. 2), and is dis-
tinguished from Sorosphaera, which forms hollow
spore balls. Typically infections result in hypertrophy
of host tissue, and hypertrophy in clubroot of cru-
cifers is believed to be caused by the rerouting of the
plant hormone precursor, glucobrassicin, into auxin
(any organic compound promoting plant growth).
However, some infections, as with Ligniera, there is
little hypertrophy.

Several characters distinguish plasmodiophorids:
(1) cruciform nuclear division, where the persis-
tent nucleolus elongates toward the mitotic poles as
chromosomes align along the equatorial plate, giving
a crosslike configuration; (2) centrioles positioned
end to end during interphase; (3) multiple globules
in the core of flagellar basal bodies; and (4) relatively
simple microtubular root systems in zoospores. See
PLASMODIOPHORIDA.

Importance. Plasmodiophorids are economically
important as pathogens of crop plants. For exam-
ple, Spongospora subterranea causes powdery scab
of potato, as well as crookneck disease of water-
cress. On potatoes, thick corky lesions become filled
with thousands of spore balls containing resting
spores. This disease has become more prevalent as a
greater range of nonresistant potato varieties is pro-
duced. The economic loss to this disease has also
increased with consumers’ demands for high-quality
potatoes. Plasmodiophora brassicae causes club-
root of crucifers and distorts root tissue, resulting
in galls (abnormal growths) on twisted roots that
cannot transport nutrients and water effectively to
the aboveground portion of plants. Diseased cru-
cifers, consequently, become stunted, yellowed, and
wilted. See AGRICULTURAL SCIENCE (PLANT); AGRI-
CULTURAL SOIL AND CROP PRACTICES.

In addition to being the causal agents of diseases,
plasmodiophorids can serve as vectors (agents capa-
ble of transferring pathogens from one organism to
another) for plant viruses. Spongospora subterranea
ZOOoSpores transmit potato mop top virus. Polymyxa
graminis is the vector for wheat spindle streak mo-
saic virus and barley yellow mosaic virus. Polymyxa
betae is the vector for beet necrotic yellow vein
virus. See PLANT VIRUSES AND VIROIDS.

Fig. 2. Powdery scab of potato. Longitudinal section
through the outer portion of a potato infected with
Spongospora subterranea. Notice the spongelike spore
balls (sori) traversed by irregular channels (arrow). Each
resting spore is ~4 um in diameter. The spore balls are
45-80 pum in diameter.



The future. Plasmodiophorid diseases are difficult
to control because of the longevity of their resting
spores in the soil. Most chemicals used to control
fungal diseases are not effective against plasmodio-
phorid, protozoan diseases of plants. Use of resistant
plant varieties, long-cycle crop rotation, and sanita-
tion are the three most effective controls of plasmodi-
ophorid diseases.

The impact of plasmodiophorid parasites of algae
and oomycetes on environmental balance is poorly
studied. Modern molecular environmental studies
are revealing new plasmodiophorids and their near
relatives in newly explored habitats, such as oceanic
thermal vents. Clearly, these modern methods will
expand our understanding of the diversity of plas-
modiophorids and of their role in the environment.

Martha J. Powell
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Plasmon

The quanta of waves produced by collective effects
of large numbers of electrons in matter when the
electrons are disturbed from equilibrium. Plasmon
excitations are easily detected in metals because they
have a high density of electrons that are free to
move. The result of plasmon stimulation by ener-
getic electrons is seen in Fig. 1. The graph shows the
probability of energy losses by fast electrons trans-
mitted through a thin aluminum foil. The number
of detected electrons in a beam is plotted against
the energy loss during transit through the foil. Each
energy-loss peak corresponds to excitation of one
or more plasmons. Within experimental error, the
peaks occur at integral multiples of a fundamental
loss quantum.

The name plasmon is derived from conventional
plasma theory. A plasma is a state of matter in which
the atoms are jonized and the electrons are free to
move. At low particle densities this means an ionized
gas, or classical plasma. In a metal the conduction
electrons are also free to move, and there are many
analogies to the classical low-density plasma. Simi-
lar to sound waves in a low-density gas of charged
particles, the electron gas in a metal exhibits plas-
mon phenomena, that is, electron density waves.
In both types of physical plasma, the frequency of
plasma-wave oscillation is determined by the elec-
tronic density. Because of the high electron density in
a metal (about 10% electrons/cm?), the frequencies
are typically in the ultraviolet part of the electromag-
netic spectrum. Quantum mechanics dictates that
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Fig. 1. Number of detected electrons in a beam versus
their energy loss during transit through a thin aluminum
foil. (Number of electrons is expressed as a current; 10~ 1°
A = 6.7 x 10° electrons per second.) Peaks at approximate
multiples of 14.2 eV correspond to energy donated to
plasmons in the aluminum. (After T. L. Ferrell, T. A. Callcott,
and R. J. Warmack, Plasmons and surfaces, Amer. Sci.,
73:344-353, 1985)

the energy of a plasmon is quantized, and one quan-
tum of energy of a plasmon is given by its frequency
multiplied by Planck’s constant. See FREE-ELECTRON
THEORY OF METALS; PLASMA (PHYSICS); QUANTUM ME-
CHANICS.

Bulk and surface plasmons. Metallic objects sup-
port two kinds of plasmons: bulk and surface plas-
mons. Bulk plasmons are longitudinal density waves
(like sound waves) that propagate through the vol-
ume of a metal. Electron density waves can also
propagate at the interface between a metal substrate
and a dielectric (surface plasmons). This fact can be
easily derived from the electromagnetic theory de-
veloped by James Clerk Maxwell. Such electronic
surface waves are strongly coupled to the electro-
magnetic field (Fig. 2). They are officially termed
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Fig. 2. Surface plasmon-polariton propagating at a metal-dielectric interface. Both the
magnetic (H) and electric (E) field components of this wave are shown. The coupling of
the electromagnetic fields to the electrons in the metal is also visualized by the charge
density waves near the metal surface that creates a region of slightly negative charge
(where electrons bunch up) and positive charge (where electrons have moved away). The
electromagnetic field intensity, /, of a surface plasmon is highest at the surface and
decays exponentially away from the interface. The diameter of the beam (optical mode),

D, can be significantly smaller than the wavelength of light.
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surface plasmon-polaritons, but the term surface
plasmon is more commonly used by many scien-
tists. The charge fluctuations are extremely localized
in the z direction (perpendicular to the interface)
within the Thomas-Fermi screening length of about
0.1 nm. The corresponding electromagnetic wave is
transverse magnetic (M) in nature and has a beam
(mode) size, D, that is not limited by diffraction in
the direction normal to the metal surface. The field
intensity, /, of such a wave has a maximum at the
surface and decays exponentially away from the in-
terface. See ELECTROMAGNETIC WAVE TRANSMISSION;
MAXWELL’S EQUATIONS.

History of plasmon research. Well before scientists
set out to study the unique optical properties of
metal nanostructures, these optical properties were
employed by artists to generate vibrant colors in
glass artifacts and to stain church windows. A fa-
mous example is the Lycurgus cup dating back to the
Byzantine Empire (A.D. 4th century). Scientific stud-
ies in which surface plasmons were observed date
back to the beginning of the twentieth century. In
1902 Robert W. Wood observed unexplained fea-
tures in optical reflection measurements on metal-
lic gratings. In 1904 Maxwell Garnett described the
bright colors observed in metal-doped glasses using
the newly developed Drude theory of metals, and
the electromagnetic properties of small spheres as
derived by Lord Rayleigh. In an effort to develop fur-
ther understanding, in 1908 Gustav Mie developed
his now widely used theory of light scattering by
spherical particles. See SCATTERING OF ELECTROMAG-
NETIC RADIATION.

In 1956 David Pines theoretically described the
characteristic energy losses experienced by fast elec-
trons traveling through metals, and attributed these
losses to collective oscillations of free electrons in
the metal. In analogy to earlier work on plasma os-
cillations in gas discharges, he called these oscilla-
tions plasmons. In 1957 Rufus Ritchie studied elec-
tron energy losses in thin films and showed that plas-
mon modes can exist near the surfaces of metals.
This study represents the first theoretical description
of surface plasmons. In 1968 Ritchie and cowork-
ers described the anomalous behavior of metal grat-
ings in terms of surface plasmon resonances ex-
cited on the gratings. In the same year Andreas Otto
as well as Erich Kretschmann and Heinz Raether
presented methods for the optical excitation of
surface plasmons on metal films, making experi-
ments on surface plasmons easily accessible to many
researchers.

In the late 1970s and 1980s, surface plasmons
at optical frequencies attracted much attention be-
cause the high field intensity near the interface
could be exploited in nonlinear optical experiments
such as surface-enhanced Raman scattering, second-
harmonic generation, and surface-enhanced fluores-
cence. This has been an active area of research for
many years, and the physics of surface plasmon-
polaritons on two-dimensional (2D) films is now
fairly well understood. See NONLINEAR OPTICS.

Since the late 1990s, notable developments have

taken place in the field of plasmon optics. These de-
velopments have come about primarily because of
the ability to fabricate nanoscale metallic structures
in a controlled fashion. Thomas Ebbesen showed
that optical transmission through a subwavelength
aperture in a metal film is strongly enhanced when
the incident light resonantly couples to surface plas-
mons. John Pendry speculated that a thin silver film
mightactasa “perfect” lens capable of producing im-
ages with a spatial resolution beyond the diffraction
limit. Furthermore, theory and experiments demon-
strated that metal nanowires, ordered arrays of metal
nanoparticles, and grooves in metal films can serve
as light guides that can manipulate the flow of light at
the nanoscale. These findings are expected to have
a major impact on the semiconductor industry and
on the fields of biology, medicine, energy, and the
environment. See NANOSTRUCTURE; NANOTECHNOL-
OGY.

Optical excitation of surface plasmons. From basic
electromagnetic theory, it follows that surface plas-
mon waves have a shorter wavelength than light
waves of the same frequency. In the quantum pic-
ture, this means that surface plasmons possess a
larger momentum than photons of the same energy.
For this reason, free-space light beams in air cannot
simply couple to surface plasmon waves and con-
serve both energy and momentum. Kretschmann re-
alized that photons in a high-refractive-index mate-
rial, such as glass, possess a larger momentum and
can be used to excite surface plasmons at a metal-air
interface. He showed that surface plasmons can be
excited by directing light through a glass prism at a
thin metal film deposited on the prism surface. He
found that there was one specific, resonant angle for
which significant energy from the light beam could
be transferred to surface plasmons. At this angle the
intensity of the reflected beam was significantly re-
duced, consistent with the fundamental law of en-
ergy conservation. From the early studies by Wood,
it was also found that surface plasmons can be ex-
cited by means of a metal grating structure. When
gratings are used, the momentum mismatch between
photons and surface plasmons is taken up by the grat-
ing.

For the excitation of surface plasmons in nanoscale
particles, a grating or a prism is not needed. Inci-
dent light typically induces an oscillating charge den-
sity on the surface of a particle or microstructure,
with opposite charges at opposing sides. For parti-
cles small compared to the wavelength of the light,
this is a purely dipolar charge distribution. The dipo-
lar surface plasmon frequency for a sphere in vac-
uum is given by the bulk plasmon frequency divided
by+/3 (assuming a simple model for the electronic
properties of the metal). The resonance frequencies
for most metals are in the ultraviolet, visible, or near-
infrared part of the electromagnetic spectrum. Metal
nanoparticles suspended in a liquid or embedded in
a glass film strongly absorb light at their surface plas-
mon frequency and therefore exhibit vibrant colors.
The surface plasmon resonance frequency can be
easily tuned by changing the shape of the particle



or the refractive index of the medium it is embed-
ded in. Peter Nordlander and Naomi Halas provided
a very intuitive model that can be used to predict
the optical response of complex metallic nanostruc-
tures and systems. Called the plasmon hybridization
model, it shows intriguing similarities to the well-
established theories on molecular orbital formation
from atomic orbitals. This model can predict the lo-
cation of plasmon resonances in complex systems
based on knowledge of the resonant behavior of ele-
mentary building blocks. It thus provides a powerful
tool for optical engineers in the design of functional
plasmonic nanostructures. See COLLOID; COLLOIDAL
CRYSTALS; DIPOLE.

Applications of surface plasmons. One of the most
well-established applications of surface plasmons is
biochemical sensors that can detect the presence
of specific biochemical compounds. Selectivity can
be obtained by the use of compounds or molecular
impressions that bind only the specific target com-
pound. By coating a thin metal film on a prism with
antibodies, and tracking the shift in the surface plas-
mon excitation angle as antigens from a solution bind
to the antibodies, the concentration of antigens can
be determined. Similarly, since the surface plasmon
excitation angle is sensitive to the index of refrac-
tion of the overcoating, it is possible to distinguish
monomers from dimers just by exposing the thin film
to the solution containing both, the monomer form
having a different index from that of the dimer. The
indices must be known from other measurements,
and the thin film must be protected from deleteri-
ous effects of the solution. See ANTIBODY; ANTIGEN;
BIOELECTRONICS; TRANSDUCER.

An important contribution of surface plasmons to
analytical chemistry and biology is in Raman scatter-
ing. A portion of visible light incident on a molecule
is frequency-shifted in accordance with the vibra-
tional and rotational spectrum of the molecule. This
constitutes the Raman signal that is characteristic of
the scattering molecule. When a molecule is sitting
on the surface of a metallic nanostructure, the fields
can be substantially enhanced due to the resonant
excitation of surface plasmons. This in turn leads
to a surface-enhanced Raman spectroscopy (SERS)
signal. This signal can be many orders of magnitude
stronger than the Raman signal obtained without the
presence of the metal. This effect has enabled the
successful implementation of Raman spectroscopy
on trace amounts of chemical compounds and even
single molecules. See RAMAN EFFECT.

Promising developments in biology and medicine
followed the demonstration by Halas and Jennifer
West in 2003 that the resonant properties of gold
nanoshells could enable fast whole-blood immunoas-
says. It has been speculated that nanoshells could
play a role in cancer treatments.

There is significant interest in the use of surface
plasmon waves to transport information on a chip
with nanoscale plasmon waveguides. Currently, two
of the most daunting problems preventing signifi-
cant increases in processor speed are thermal and
resistance-capacitance (RC) delay time issues asso-

ciated with electronic interconnection. Optical in-
terconnects, on the other hand, possess an almost
unimaginably large data-carrying capacity and may
offer interesting solutions for circumventing these
problems. Optical alternatives may be particularly
attractive for chips with more distributed archi-
tectures in which a multitude of fast electronic
computing units (cores) need to be connected by
high-speed links. Unfortunately, dielectric photonic
devices are limited in size by the fundamental laws
of diffraction to about half a wavelength of light,
and tend to be at least 1 or 2 orders of magnitude
larger than their nanoscale electronic counterparts.
This obvious size mismatch between electronic and
photonic components presents a major challenge for
interfacing these technologies. It thus appears that
further progress will require the development of a
radically new chip-scale device technology that can
facilitate information transport between nanoscale
devices at optical frequencies and bridge the gap be-
tween the world of nanoscale electronics and mi-
croscale photonics. Metallic or “plasmonic” inter-
connects may provide new solutions. The device
technology based on plasmonic interconnects and
components has been termed plasmonics. An in-
creased synergy could be attained by integrating
plasmonic, electronic, and conventional photonic
devices on the same chip and taking advantage of
the strengths of each technology. See INTEGRATED
OPTICS.

One of the most promising developments in sur-
face plasmon science is the superlens proposed by
Pendry. A superlens is an optical element capable of
imaging objects of subwavelength dimensions. The
simplest version of a superlens consists of a thin
slab of metal. Superlenses exhibit enormous poten-
tial for commercial applications, including ultrahigh-
resolution imaging, high-density memory storage de-
vices, and nanolithography.

Surface plasmons also play an important role in
the extraordinary optical transmission (EOT) pheno-
menon observed in thin metallic films perforated
with an array of subwavelength holes. Ebbesen
demonstrated that significantly more light is transmit-
ted through the tiny holes in the metal film than was
previously predicted by classical diffraction theory.
The reason is that the hole arrays scatter light into
surface plasmon waves. First, these surface plasmons
waves on the illuminated side of the metal couple to
surface plasmon waves on the other side of the metal
through the holes. In a second stage, these surface
plasmons get scattered again to light waves propa-
gating away from the metal. The exact transmission
spectrum can be tuned by adjusting the period and
the symmetry of the hole array. This phenomenon
has attracted much attention to the field of plasmon-
ics.

The energy losses imparted by materials on a
charged particle beam can be analyzed in much the
same way as in the original observations of plasmons.
This analysis can be used to form high-resolution
chemical maps in transmission electron microscopy.
This technique has a number of applications in

Plasmon
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materials analysis of inorganic, organic, and bioma-
terials. See ELECTRON MICROSCOPE.
Mark L. Brongersma; Pieter G. Kik
Bibliography. W. L. Barnes, A. Dereux, and T. Ebbe-
sen, Surface plasmon subwavelength optics, Na-
ture, 424:824-830, 2003; T. W. Ebbesen et al.,
Extraordinary optical transmission through sub-
wavelength hole arrays, Nature, 391:667-669, 1998;
J. B. Pendry, Negative refraction makes a per-
fect lens. Phys. Rev. Lett., 85:3966-3969, 2000;
E. Prodan et al., A hybridization model for the plas-
mon response of complex nanostructures, Science,
302:419-422, 2003; H. Raether, Surface Plasmons,
1988; J. Takahara et al., Guiding of a one-dimensional
optical beam with nanometer diameter, Opt. Lett.,
22:475-477, 1997; R. W. Wood, On a remarkable
case of uneven distribution of light in a diffrac-
tion grating spectrum, Phil. Mag., 4:396-402, 1902;
R. Zia, J. A. Schuller, and M. L. Brongersma, Plasmon-
ics: The next chip-scale technology, Mater. Today,
9:20-27, 2006.
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Plaster

A plastic mixture of solids and water that sets to a
hard, coherent solid and that is used to line the in-
teriors of buildings. A similar material of different
composition, used to line the exteriors of buildings,
is known is stucco. The term plaster is also used in
the industry to designate plaster of paris.

Plaster is usually applied in one or more base
(rough or scratch) coats up to ¥ in. (2 cm) thick,
and also in a smooth, white, finish coat about /¢ in.
(0.2 cm) thick. The solids in the base coats are hy-
drated (or slaked) lime, sand, fiber or hair (for bond-
ing), and portland cement (the last may be omitted in
some plasters). The finish coat consists of hydrated
lime and gypsum plaster (in addition to the water).
See LIME (INDUSTRY); MORTAR; PLASTER OF PARIS.

J. F. McMahon

]
Plaster of paris

The hemihydrate of calcium sulfate, composition
CaSO4-!/,H,0, made by calcining the mineral gyp-
sum, composition CaSO4-2H,0, at temperatures up
to 482°F (250°C). It is used for making plasters,
molds, and models. For a description of the casting
method of ceramic forming see CERAMICS.

When the powdered hemihydrate is mixed with
water to form a paste or slurry, the calcining reaction
is reversed and a solid mass of interlocking gypsum
crystals with moderate strength is formed. Upon set-
ting there is very little (a slight contraction) dimen-
sional change, making the material suitable for accu-
rate molds and models.

The chemical reaction of hydration requires
18.61b of water for each 100 Ib of plaster of paris; any
water in excess of this makes the mixture more fluid
and it eventually evaporates, leaving a porous struc-
ture. In general, the greater the porosity, the lower

the strength of the set plaster. Plaster of paris molds
for ceramic casting must have a certain minimum
porosity in order to absorb water from the slip; thus,
for this application, the amount of water added rep-
resents a compromise between the conflicting prop-
erties of high strength and high porosity.

Diverse types of plaster, varying in the time taken
to set, the amount of water needed to make a
pourable slip, and the final hardness, are made for
different uses. These characteristics are controlled
by the calcination conditions (temperature and pres-
sure) and by additions to the plaster. For example,
hydrated calcium sulfate (CaSO4-2H,0) greatly accel-
erates setting time and therefore the use of utensils
contaminated with set plaster is to be avoided. See
GYPSUM; PLASTER. J. F. McMahon
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Plastic deformation of metals

The permanent change in shape of a metal object
as a result of applied or internal forces. This fea-
ture permits metals to be formed into pipe, wire,
sheet, and so on, with an optimal combination of
strength, ductility, and toughness. The onset of no-
ticeable plastic deformation occurs when the ap-
plied tensile stress or applied effective stress reaches
the tensile yield strength of the material. Contin-
ued plastic deformation usually requires a contin-
ued increase in the applied stress. The effects of
plastic deformation may be removed by heat treat-
ment. See MECHANICAL PROPERTIES OF METAL; PLAS-
TICITY.

Mechanisms of plastic deformation in metals are
understood in terms of crystal structure and incre-
mental slip between atomic planes. These aspects
are useful to understand: (1) regimes of stress and
temperature for plastic deformation; (2) types of
plastic stress-strain response; (3) reasons why met-
als exhibit plastic deformation; (4) mechanisms of
plastic deformation in metal crystals and polycrys-
tals; (5) strategies to strengthen metals against plas-
tic deformation; (6) effect of strengthening, temper-
ature, and deformation rate on ductility and tough-
ness.

Deformation regimes and plastic stress-strain re-
sponse. Plastic deformation in metals is observed
macroscopically as a departure from linear-elastic
stress-strain response. Figure 1 shows that plastic
deformation predominates over other deformation
mechanisms when the applied stress is greater
than the yield strength. Unlike creep deformation,
plastic deformation usually does not increase with
time unless the applied stress is also increased.
When the applied stress is less than the yield
strength, other deformation mechanisms may dom-
inate. See CREEP; ELASTICITY; MECHANICAL PROPER-
TIES OF METAL; STRESS AND STRAIN.

Tensile-engineering stress-strain (o-¢) curves ex-
hibit several features of plastic deformation (Fig. 2).
The response depends on single versus polycrys-
talline structure, alloy content, temperature, strain
rate, loading geometry, as well as sample size, shape,
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Fig. 2. Stress-strain curves for metals. (P M. Anderson,
The Ohio State University, 2005)

and orientation. For polycrystalline metals, depar-
ture from linear-elastic response can be gradual (poly-
crystal 1) or quite abrupt (polycrystal 2). Similarly,
single-crystal samples can have an abrupt departure
(single crystal orient 1) or a gradual one (single crys-
tal orient 2). In the latter case, three distinct regimes
of plastic deformation are noted. See SINGLE CRYS-
TAL.

Reasons for plastic deformation. Metals are unique
in that they tend to form crystals of densely packed
atoms. This occurs in metals since the valence or
outer electrons have a continuous succession of pos-
sible energy levels. These electrons create a “sea” of
negative charge that pulls positively charged nuclei
into densely packed crystal structures such as face-
centered cubic (fcc), hexagonal close-packed (hep),
and body-centered cubic (bcc). Metallic glasses are
an exception, since they are noncrystalline or amor-
phous. See CRYSTAL STRUCTURE; METALLIC GLASSES;
METALS.

Under stress, metal crystals are prone to shear be-
tween densely packed planes. Figure 3a shows two
densely packed layers typical of metal crystals with
fcc or hep crystal structures. The upper (lighter)
plane is positioned into depressions created by the
lower (darker) plane. Plastic deformation occurs by
shearing one plane relative to another, as depicted in

Plastic deformation of metals

Fig. 3b. Complete shearing by an amount b restores
dense packing, since the upper plane moves into an
equivalent set of depressions. During the process,
atomic bonds are broken and made. Densely packed
slip planes are preferred in part because the depres-
sions are shallow and allow for “smoother” slip. In
many metal crystals, the unit slip b is smoothened
by a two-step process of partial slip p1, followed by
partial slip p2 (Fig. 3b). See SHEAR.

Experimental evidence confirms that slip pro-
duces plastic deformation in metals. Figure 4
shows numerous slip traces along the surface of a
copper-aluminum crystal deformed in tension. Since
the length of unit slip b is only 2-3 angstroms
(1 angstrom = 107'° m), planes must shear repeat-
edly to produce macroscopically visible slip traces.
Formation of slip traces during plastic deformation
turns shiny metal surfaces to a dull state. In con-
trast, ceramic materials are brittle and lack plastic
deformation at room temperature. This is due to the
lack of closely packed planes and to the prohibitively

(a)
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Fig. 3. Pair of closely packed planes in (a) initial and
(b) sheared positions. (P M. Anderson, The Ohio State
University, 2005)
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Fig. 4. Slip traces along the surface of a copper-aluminum
crystal deformed in tension. (From C. F. Elam, The
Distortion of Metal Crystals, Oxford University Press,
London, 1935)

large energy needed to break bonds during shearing.
See BRITTLENESS; CERAMICS.

Incremental slip and theoretical strength. Exper-
imental evidence also demonstrates that atomic
planes slip incrementally. The line ABCD in
Fig. 5 is known as a dislocation and identifies the
boundary between slipped and unslipped portions.
Dislocations are lines along which crystal packing is
disrupted and atomic bonds are distorted. Figure 6a
shows several dislocations as viewed by a transmis-
sion electron microscope. Dislocations move under
applied load, indicating the advance of slip between
two planes. For example, movement of dislocation
ABCD to the left (Fig. 5) corresponds to motion of ad-
ditional atoms from unslipped to slipped positions.
In reality, dislocation lines are not as atomically sharp
as depicted in Fig. 5. Rather, atoms near dislocations
displace to close gaps (for example, along lines BC
and CD) and smoothen the transition. These dis-
placements become negligible with increasing dis-
tance from the dislocation (Fig. 3). See CRYSTAL DE-
FECTS.

The existence of dislocations is also supported

by the small applied tensile stress needed for plas-
tic deformation. The yield strength of many metals
varies from 1072 to 107> times the elastic modulus
and agrees well with theoretical estimates of stress to
move dislocations along slip planes. In contrast, the-
oretical estimates of stress to simultaneously shear
atomic planes are orders of magnitude larger than
measured yield strengths. A convenient analogy is
that sliding an entire rubber-backed carpet across a
floor can be quite difficult. However, the carpet can
be slid easily (and incrementally) by introducing a
wrinkle (dislocation) along one edge and pushing
the wrinkle to the opposite edge.

Some nanometer-scale crystals have nearly per-
fect atomic stacking and thus no dislocations. The
premise is that dislocation-free crystals will be unable
to slip incrementally and therefore approach the-
oretical strength. Indeed, single-crystal whiskers a
few micrometers in diameter exhibit near-theoretical
strength, and metal cylinders with diameters
<1 pm are observed to have extraordinary compres-
sive yield strength. See CRYSTAL WHISKERS.

Single crystals and polycrystals. Several features of
stress-strain curves (Fig. 2) can be understood qual-
itatively based on dislocation concepts. In single
crystals, plastic stress-strain response is anisotropic,
or dependent on crystal orientation. If crystal orien-
tation favors slip on just one crystallographic plane
and direction, three stages of deformation are often
observed (single crystal orient 1). During stage I, a
single slip plane and direction, called the primary
slip system, operate. Primary slip dislocations move
until arrested by other primary slip dislocations or
until portions of dislocations (for example, AB in
Fig. 5) move onto different crystallographic planes.
The latter process, called cross slip, prevents move-
ment of dislocations. Arrest of dislocations increases
deformation stress and thus work hardens the metal.
The slope do/de, or work-hardening rate, is small
in stage I, and a moderately uniform distribution of
interacting primary dislocations is produced. A sec-
ond or conjugate slip system is activated when the

unslipped I

5
A8 A8

Fig. 5. Incremental slip between closely packed planes.
Dislocation line ABCD separates slipped and unslipped
regions. (P. M. Anderson, Ohio State University, 2005)
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Fig. 6. (a) Arrays of parallel dislocation lines positioned near a grain boundary (lower right) in «-Ti(Al) (courtesy M. Mills and
N. Thirumalai, The Ohio State University, 2005). (b) Dislocation cell structure in oxygen-free high conductivity copper
deformed by sliding the top surface against M2 tool steel (R. Divakar and D. A. Rigney, The Ohio State University, 2005).

primary slip system becomes sufficiently hardened.
Primary and conjugate dislocations interact strongly
during stage II so that the work-hardening rate is
often large. Cells of entangled dislocations form
(Fig. 6b), the size of the cells decreasing with contin-
ued deformation. During stage III, a minimum dislo-
cation cell size is reached and remains constant with
deformation, so that do /de approaches 0. Single crys-
tals may be oriented to activate two or more primary
slip systems initially (single crystal orient 2). In this
case, stage I deformation is absent. In special cases
of severe deformation (¢ > 1 or 2), additional stages
are observed during which do /de increases slightly
or remains constant (stage IV) and then decreases
and reaches O (stage V).

Maximum plastic strength is inversely propor-
tional to the minimum dislocation cell size achieved
during stage III. Minimum size is controlled, in part,
by escape of dislocations from cell walls via cross
slip. Cross slip is easier for metals with large stacking-
fault energy, or energy associated with partial slip
p1 of a unit area of atoms (Fig. 3b). Consequently,
metals with large stacking-fault energy, such as alu-
minum, exhibit easier cross slip and cannot achieve
small stage III cell size or large maximum plastic
strength.

Polycrystals tend to have larger initial yield
strength (Fig. 2) since they contain internal bound-
aries between crystals that act as barriers to disloca-
tion motion. Yield is often gradual due to a range of
crystal (grain) orientations (polycrystal 1). The first
grains to yield have larger values of stress to shear
crystallographic planes. In some cases, abrupt yield
occurs via breakaway of dislocations from impurity
elements such as carbon and nitrogen in steel (poly-
crystal 2). The upper yield point (o, Fig. 2) is the
breakaway stress. Following breakaway, dislocations
move at a reduced stress or lower yield point (o,
Fig. 2). This phenomenon can be repeated if the
sample is unloaded and impurities are allowed to
diffuse back to dislocations. See GRAIN BOUNDARIES;

MECHANICAL PROPERTIES OF METAL.

Stress-strain curves exhibit work hardening due
to increasing dislocation density p, during plastic
deformation. Density ranges from 10 to 10> cm of
dislocation line length per cubic centimeter of ma-
terial for carefully produced crystals to greater than
10! cm/cm? after large plastic deformation. Disloca-
tions generate new dislocations during plastic defor-
mation and interact with one another via the internal
stress they create. The increase in deformation stress
is proportional to Gb(p,)'/?, where G is elastic shear
modulus and b is the magnitude of unit slip vector
b (Fig. 3b). Work hardening of pure metals can in-
crease the deformation stress to more than ten times
the initial yield strength.

Tensile engineering stress-strain curves exhibit a
negative slope or softening near the end of a test
due to a geometric instability called necking (Fig.
2). During testing, elongation in the tensile direc-
tion reduces the cross-sectional area, due to the
volume-conserving nature of crystallographic slip. A
neck, or region of smaller cross-sectional area, arises
when softening due to reduction in cross-sectional
area cannot be offset by work hardening. The neck
becomes more pronounced until plastic failure oc-
curs, usually by linking internal pores along a flat re-
gion of the neck center, coupled with angled shear-
ing around the neck perimeter. Engineering stress
peaks when true strain equals the work-hardening
exponent n. However, true stress properly accounts
for area reduction and continues to increase due
to work hardening. See MECHANICAL PROPERTIES OF
METAL.

Strategies to strengthen metals against plastic defor-
mation. Four elementary strategies are used to make
dislocation motion difficult and thereby increase
the stress needed for plastic deformation. Grain-size
strengthening involves the reduction of grain (crys-
tal) size in polycrystals, so that grain boundaries
provide more numerous trapping sites for disloca-
tions. The contribution to deformation stress scales
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as (grain size)~ 2. Solution strengthening involves
adding impurity atoms to pure metals (alloying).
Impurity atoms interact with dislocations via the
local distortion or strain they induce. The contri-
bution to deformation stress scales as (impurity
concentration)/?. Precipitate strengthening is also
the result of alloying to the extent that a new phase is
produced inside the host phase. Precipitates induce
strain and provide interfaces that can trap disloca-
tions. The contribution to deformation stress scales
as (precipitate spacing)~!. Cold work increases dislo-
cation density via deformation at lower temperature
and larger deformation rate. The contribution to de-
formation stress scales as (dislocation density)/? or
as (plastic strain)”, where 7 is the work hardening
exponent. See ALLOY.

Two additional strategies to strengthen metals
against plastic deformation are to increase strain rate
and decrease temperature. These are effective since
dislocation motion involves kinetic processes related
to bond breaking and forming during shear. In addi-
tion, motion can be assisted or suppressed by the ki-
netics of impurity or vacancy diffusion to or from dis-
locations. Deformation stress scales as (strain rate)”,
where m is the strain-rate sensitivity.

Effect of strengthening, temperature, and deforma-
tion rate. Cold work and other mechanisms to in-
crease deformation stress often decrease ductility
and toughness (Fig. 7). Fracture toughness is also
reduced, since restricting dislocation motion often
reduces the ability to blunt-out sharp cracks and dis-
sipate energy. The effects of cold work are reversed
by annealing, which can reduce dislocation den-
sity via dislocation annihilation or formation of new
crystals, respectively. See HEAT TREATMENT (METAL-
LURGY).

Dislocation motion and therefore ductility and
toughness are affected by crystal structure. Metals
with fcc structure, such as copper, have several ori-
entations of closely packed planes and directions,
so that they are easily deformed and require a large
energy for failure under impact, regardless of test
temperature (Fig. 8). In contrast, high-strength met-
als that use one or more strengthening strategies ex-
hibit small impact energy. Certain metals with hcp
structure such as zinc and bcc structure such as
iron, chromium, tungsten, and molybdenum display
a transition from brittle behavior at lower tempera-
ture to ductile behavior at higher temperature. The
ductile-to-brittle transition temperature is positioned
between the brittle and ductile regimes.

The unique characteristics of hcp and bec metals
stem in part from crystal structure. Hcp metals have
only one orientation of closely packed planes and
therefore rely on non-densely packed planes for gen-
eral deformation. Bcc metals have no closely packed
planes. Thus, the critical stress for dislocation mo-
tion in bcee metals (and some ceramics such as sili-
con) is typically larger than for fcc materials and is
dependent on temperature. An outcome is that duc-
tility, toughness, and deformation stress are also de-
pendent on temperature. However, the transition
temperature for each metal is not fixed, but a func-
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Fig. 7. Effect of cold work on the engineering stress-strain
behavior of a low-carbon steel. [ASM Handbook, vol. 1:
Properties and Selection: Irons, Steels, and High
Performance Alloys (Carbon and low-alloy steels:
Cold-finished steel bars: Mechanical Properties), ASM
International, 1990]
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Fig. 8. Variation of impact energy with temperature for
different materials. (After C. R. Barrett, W. D. Nix, and A. S.
Tetelman, The Principles of Engineering Materials, Prentice
Hall, 1973)

tion of alloy cleanliness, grain size, prior cold work,
rate of deformation, and even sample geometry.
Thus, increasing the rate of deformation or includ-
ing notches in the specimen geometry will shift the
curve to the right, thereby creating a larger temper-
ature regime over which the metal is brittle.
Peter M. Anderson
Bibliography. M. E Ashby and D. R. H. Jones, En-
gineering Materials 1: An Introduction to Their
Properties and Applications, 2d ed., Butterworth-
Heinemann, Oxford, 1996; ASM International, Atlas
of Stress-Strain Curves, 2d ed., ASM International,
2002; W. D. Callister, Materials Science and En-
gineering: An Introduction, 6th ed., Wiley, 2003;
D. Hull and D. J. Bacon, Introduction to Dislo-
cations, 4th ed., Butterworth-Heinemann, Oxford,
2001; J. Martin, Materials for Engineering, 2d ed.,
Maney, Leeds, 2002.
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Plasticity

The ability of a solid body to permanently change
shape (deform) in response to mechanical loads or
forces. Deformation characteristics are dependent
on the material from which a body is made, as well
as the magnitude and type of the imposed forces. In
addition to plastic, other types of deformation are
possible for solid materials.

One common test for measuring the plastic de-
formation characteristics of materials is the tensile
test, in which a tensile (stretching) load is applied
along the axis of a cylindrical specimen, with defor-
mation corresponding to specimen elongation. The
load magnitude and degree of deformation are nor-
mally converted into meaningful parameters, which
include the size and geometry of the body. The load
is converted into stress; its units are megapascals
(1 MPa = 10° newtons per square meter) or pounds
per square inch (psi). Likewise, the amount of de-
formation is converted into strain, which is unitless.
The test results are expressed as a plot of stress ver-
sus strain. See STRESS AND STRAIN.

Typical tensile stress-strain curves are shown for
metal alloys and polymeric materials in Figs. 1 and
2, respectively. The inset plots show behavior at
small strain values. For both materials, the initial re-
gions of the curves are linear and relatively steep.
Deformation that occurs within these regions is non-
permanent (nonplastic) or elastic. This means that
the body springs back to its original dimensions
once the stress is released, or that all of the defor-
matijon is recovered. In addition, stress is propor-
tional to strain (Hooke’s law), and the slope of this
linear segment corresponds to the elastic (Young’s)

modulus. See ELASTICITY; HOOKE'S LAW; YOUNG’S
MODULUS.

Plastic (permanent) deformation begins at the
point where linearity ceases such that, upon re-
moval of the load, not all deformation is recov-
ered (the body does not assume its original or
stress-free dimensions). The onset of plastic defor-
mation is called yielding, and the corresponding
stress value is called the yield strength. After yield-
ing, all deformation is plastic and, until fracture, the
curves are nonlinear. This behavior is characteris-
tic of many metal alloys and polymeric materials, as
shown in Figs. 1 and 2. See PLASTIC DEFORMATION OF
METAL.

Quualitatively, the plasticity of a material depends
on both the yield strength and fracture strain. That
is, plasticity increases with a decrease in yield
strength (as plastic deformation becomes easier)
and an increase in fracture strain (as the degree of
plastic deformation increases). Typical metal alloy
and polymer vyield strengths are indicated on the
stress axis of Fig. 1, whereas the strain axis of
Fig. 2 compares their fracture strains. Accordingly,
the polymer has a higher plasticity since it has a
lower yield strength and a greater failure strain. Many
polymers are called plastics because of their rela-
tively high degrees of plasticity.

Another aspect of plasticity deals with deforma-
tion mechanisms, the atomic or molecular processes
that accompany deformation. Plastic deformation
involves the net movement of large numbers of
atoms or molecules.

The concept of plasticity does not normally re-
late to ceramic materials such as glasses and metal
oxides (for example, aluminum oxide). At room
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Fig. 1. Plot of stress versus strain to fracture for a typical metal alloy that is deformed using a tensile load.
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Fig. 2. Plot of stress versus strain to fracture for a typical plastic polymeric material that is deformed using a tensile load.

temperature, virtually all of these materials are brit-
tle; that is, they fracture before deforming plastically.
See BRITTLENESS. William D. Callister

Bibliography. T. H. Courtney, Mechanical Bebavior
of Materials, 2d ed., McGraw-Hill Higher Education,
Burr Ridge, IL, 2000; N. E. Dowling, Mechanical Be-
havior of Materials, 2d ed., Prentice Hall, Upper
Saddle River, NJ, 1998.
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Plastics processing

The methods and techniques used to convert plas-
tics materials in the form of pellets, granules, pow-
ders, sheets, fluids, or preforms into formed shapes
or parts. Although the term plastics has been used
loosely as a synonym for polymers and resins, plas-
tics generally represent polymeric compounds that
are formulated with plasticizers, stabilizers, fillers,
and other additives for purposes of processability
and performance. After forming, the part may be
subjected to a variety of ancillary operations such
as welding, adhesive bonding, machining, or surface
decorating (painting, metallizing).

As with other construction materials, processing
of plastics is only one step in the normal design-to-
finished-part sequence. The choice of process is in-
fluenced by economic considerations, product spec-
ifications, number and size of finished parts, and the

complexity of postfinishing operations, as well as the
adaptability of the plastics to the process. A variety of
processes have been used to produce the final plastic
parts (Fig. 1). Thermoforming (not shown in Fig. 1)
uses about 30% of the extruded sheets and films for
primarily packaging applications. Among all plastics
processing methods, injection molding ranks first in
terms of the number of machines, employment, and
total product value.

Injection molding. This process consists of heat-
ing and homogenizing plastics granules in an injec-
tion molding barrel until they are sufficiently fluid
to allow for pressure injection into a relatively cold
mold, where they solidify and take the shape of
the mold cavity. For thermoplastics, no chemical
changes occur within the plastic. Injection mold-
ing of thermosetting resins (thermosets) differs pri-
marily in that the cylinder heating is designed to
homogenize and preheat the reactive materials, and
the mold is heated to complete the chemical cross-
linking reaction to form an intractable solid. Solid
particles, in the form of pellets or granules, con-
stitute the main feed for injection moldable ther-
moplastics. The major advantages of the injection
molding process are production speed, excellent
dimensional tolerance, minimal requirements for
postmolding operations, simultaneous multipart
molding, and design freedom given by the complex
geometries produced. In addition to thermoplastics,



thermosets, and elastomers, injection molding can
be extended to materials such as fibers, ceramics, and
powder metals, processed with polymeric binders.
Among the polymer processing methods, injection
molding accounts for 32% by weight of all plastics
materials processed.

The early injection molding methods were quite
similar to the old metal die casting machines. The
pellets were fed through a hopper into one end of
the machine, heated and fluidized in the cylinder,
and injected by a ram into a mold, where cooling
occurred. After solidification, the mold was opened,
the part or parts were ejected, and the process was
repeated.

Molding technology has since undergone an exten-
sive evolution. Technology is now dominated by the
reciprocating screw injection machine (Fig. 2), in
which the screw acts as a material plasticizer as well
as an injection ram. As the screw rotates, it is forced
backward by a buildup of viscous plastic at the nozzle
end of the cylinder. When an appropriate charge is
accumulated, rotation stops and the screw moves for-
ward, acting as an injection ram and forcing the melt
into the mold. It remains forward to pack additional
material into the mold cavity to compensate for the
volumetric shrinkage of the material until it gains
enough strength through solidification (thermoplas-
tics) or chemical reaction (thermosets and elas-
tomers) so that the molded part can be subsequently
ejected without permanent deformation. When the
material at the gate (a small opening through which
the material enters the mold cavity from the melt
delivery system, such as a sprue and runners in
the mold) is frozen, the reciprocating screw starts
to rotate and plasticate (soften) the material while
it is moving backward, and the next cycle begins.
The size of an injection molding machine is rated in
one of two ways: by the clamping force (in tons)
available to keep the mold closed during injection,
or by the maximum amount (in ounces) of poly-
styrene that can be injected with one complete ram
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Fig. 1. Plastics consumption by process. (After D. V. Rosato, M.,G. Rosato, and

D. V. Rosato, Concise Encyclopedia of Plastics, Kluwer Academic, 2000)

Since the introduction of the reciprocating screw
injection molding machine, numerous attempts have
been made to develop injection molding processes
to produce parts with special design features and
properties. Alternative processes derived from con-
ventional injection molding have created additional
applications, more design freedom, and special struc-
tural features. These efforts have resulted in a num-
ber of special injection molding processes, includ-
ing:

Co-injection (sandwich) molding

Fusible (lost, soluble) core injection molding

Gas-assisted and water-assisted injection
molding

Injection-compression molding

In-mold decoration and in-mold lamination

Insert and outsert molding

Lamellar (microlayer) injection molding

Liquid silicone injection molding

Low-pressure injection molding

Microcellular injection molding

Multicomponent injection molding

stroke. (overmolding)
hopper slide
adapter front center rear hopper
zone zone zone zone Q
— Al A

T — ———— 5

\

nozzle

hopper housing -

(water-cooled)
metering zone compression zone feed zone
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Fig. 2. Typical in-line reciprocating screw showing the three primary barrel zones and their percentages of total length. Note
that the screw configuration differs in the three barrel zones. (After W. O. Elliott, Injection molding, Modern Plastics
Encyclopedia, vol. 45, no. 14a, pp. 644-661, McGraw-Hill, 1968-1969)
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Microinjection molding

Multiple live-feed injection molding
Powder injection molding
Push-pull injection molding
Rheomolding

Rubber injection molding
Structural foam injection molding
Thin-wall injection molding

Most processes listed above are for thermoplastics
materials. Processes that use thermosetting resins
include reactive injection molding, resin transfer
molding, and structural reaction injection molding.
The development of reaction injection molding al-
lowed for the rapid molding of liquid materials. In
these processes (cold or warm), two highly reac-
tive, low-molecular-weight, low-viscosity resin sys-
tems are first injected into a mixing head and then
into a heated mold, where the reaction to a solid is
completed. Polymerization and cross-linking occur
in the mold. This process has proven particularly
effective for high-speed molding materials such as
polyurethanes, epoxies, polyesters, and nylons. See
POLYAMIDE RESINS; POLYESTER RESINS; POLYMERIZA-
TION; POLYURETHANE RESINS.

Extrusion. In this typically continuous process,
plastic pellets or granules are fluidized and homog-
enized through the rotating action of a screw (or
screws) inside a barrel, and the melt is continuously
pushed under pressure through a shaping die to form
the final product. As material passes through the die,
it initially acquires the shape of the die opening. The
shape will change once the material exits from the
die. The extruded product is called the extrudate,
and the typical dimensional expansion exhibited by
the extrudate is called extrudate swell (formerly, die
swell). Extrudate swell is caused by the viscoelastic
behavior of the plastic melt and other factors, such
as the inertia effect and the change of velocity dis-
tribution. Products made this way include extruded

feeq  thermocouple

throat
gear thrust

—) heated
reducer bearing hopper -\ screw

barrel

tubing, pipe, film, sheet, wire and substrate coatings,
and profile shapes. The process is used to form very
long shapes or many small shapes, which can be cut
from the long shapes. The homogenizing capability
of extruders is used for plastics blending and com-
pounding. Pellets used for other processing meth-
ods, such as injection molding, are made by chop-
ping long filaments of extruded plastic.

The operation of an extruder provides a con-
tinuous length resembling that from a toothpaste
tube. The great majority of machines are still single-
screw extruders, although twin- or multiscrew ex-
truders have been used as continuous mixing and
compounding devices. Extruders consist of essen-
tially seven machine elements (Fig. 3): the feed
hopper into which the plastics pellets are charged;
the barrel containing the screw and having heat-
ing and cooling units on its exterior face and (for
some extruders) vent ports; the screw which plasti-
cates, heats, fluidizes, homogenizes, and transports
the plastic to the die; the motor and gear reduc-
tion system for rotating the screw; the screen pack
and breaker plates for filtration of the plastic melt
and for backpressure; the die which establishes
the extrusion profile; and the ancillary elements
and instrumentation for the monitoring of process
variables such as pressure, temperature, and screw
revolutions.

Single-screw extruders are often characterized by
the length-to-diameter ratio of the screw, the num-
ber of stages (number of consecutive feed, compres-
sion, and metering sections in a screw), the com-
pression ratio, and the meter ratio. These parameters
provide a means of comparing different extruders.
The extrusion process can be combined with a
variety of postextruding operations for expanded
versatility. Such postforming operations include al-
tering round to oval shapes, blowing to different di-
mensions, machining, punching, and calendering (a
finishing process in which the extruded sheet from
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Fig. 3. Typical single-screw extruder. Thermoplastic material is fed into the hopper and emerges as a hot melt at the die.
(After R. T. Van Ness, G. R. DeHoff, and R. M. Bonner, Extrusion of plastics, Modern Plastics Encyclopedia, vol. 45, no. 14a,

pp. 672-700, McGraw-Hill, 1968-1969)
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Fig. 4. Extrusion equipment (film blowing machine) for
producing blown tubing. The tube is expanded by air
(blown) and then is collapsed for windup. (After R. T. Van
Ness, G. R. DeHoff, and R. M. Bonner, Extrusion of plastics,
Modern Plastics Encyclopedia, vol. 45, no. 14a, pp. 672-700,
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an internal batch mixer is passed through pairs of
heated rolls to produce a smooth or textured sur-
face). Extrusion can have the highest output rate of
any plastics process.

The extrusion process produces pipe and tubing
by forcing the melt through a cylindrical die. Wire is
coated by running it through the center of an annu-
lar opening, so that the melt solidifies directly on the
wire. Film can be produced by extruding a thin (less
than 0.01 in. or 0.25 mm) sheet over chilled rolls
(cast film process), which is then further drawn
down to size by tension rolls. Blown film (gener-
ally stronger, tougher, and made more rapidly in less
bulky equipment than cast film) is made by extrud-
ing a tube. In producing blown tubing, the melt flow
is turned upward from the extruder and fed through
an annular die. As this tube leaves the die, internal
air pressure is introduced through the die mandrel,
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which expands the tube 1.5 to 2.5 times the die diam-
eter and simultaneously draws the film, causing a re-
duction in thickness (Fig. 4). The resulting sleeve is
subsequently slit along one side, making a larger film
width than could be conveniently made via the cast
film method. Sheet extrusion is similar to cast film,
except that thicker sections (greater than 0.01 in.
or 0.25 mm) are produced through an elongated die.
In extrusion coating, the substrate (paper, foil, fab-
ric, and so forth) is compressed together with the
extruded plastic melt by means of pressure rollers so
that the plastic impregnates the substrate for maxi-
mum adhesion. Profile extrusion is designed for rapid
turnover of specially made dies because of the rel-
atively short runs per shape. Control of shrinkage
and resultant shape distortion is the most important
consideration in profile extrusion. Several rules of
thumb should be followed, such as avoiding thick
sections, achieving uniform wall thickness, and min-
imizing the number of hollow sections.

Blow molding. This process consists of melting
plastics pellets or granules similar to that of extru-
sion or injection molding, forming a tube (called a
parison or preform) and introducing air or other gas
to cause the tube to expand into a free-blown hol-
low object or, most commonly, against the surface
of a spilt mold with a hollow cavity for forming into
a hollow object with a definite size and shape. The
parison is traditionally made by extrusion (extrusion
blow molding), although injection molded preforms
(injection blow molding) have gained prominence
because they can be mass produced with molded-
in features such as cap screws for bottles, do not
require postfinishing (for example, trimming), have
better dimensional tolerances and wall thicknesses,
and can be made unsymmetrical and in higher vol-
umes. In the injection blow molding process, the
preforms can be transported from injection mold to
blow molding machine directly, or they can undergo
a reheating stage in between. In addition to extru-
sion blow molding and injection blow molding, a
retrofitted stretch-blow system for stretch-blow bot-
tle formation can be used in (Fig. 5).

stretch
pin
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melt par_ison prgglr?liwnﬁatrrifon - - -
extrusion transfer stretch ejection
to finishing blowing to
blow mold finished article

Fig. 5. Retrofitted stretch blow system that uses a preforming mold to condition a blow molded parison before final blow
molding of a bottle. (After G. R. Smoluk, Modern Plastics, p. 47, McGraw-Hill, February 1981)
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Fig. 6. Common blow-molded products with some preblown, injection molded preforms (tubes) shown in left of center near

the foreground.

In blow molding, the mold is cooled with water
for solidifying the expanded and thinned parison into
the part. After the part is ejected, the pinch-off sec-
tion of the parison is trimmed. One primary concern
during blow molding is controlling the wall thickness
distribution within the molded part, as it greatly influ-
ences the integrity, performance, and material cost
of the final part. Unlike injection molding, which
typically requires high-flow materials, resins used in
blow molding have a high molecular weight to pro-
vide the proper melt viscosity for extrusion and melt
strength in the parison for supporting its weight dur-
ing extrusion as well as for expansion. A variety of
blow-molded products are shown in Fig. 6, together
with preblown, injection molded preforms (tubes).
Bottles still represent a large share (80%) of the blow-
molding market, with the remaining 20% considered
as industrial blow molding (for example, fuel tanks).

Thermoforming. Plastics sheets into parts are ther-
moformed through the application of heat and pres-
sure. Heat is used to soften the plastic sheet so that
it can be stretched under pressure (vacuum) against
one side of a cool mold surface. The pressure can
be obtained through use of pneumatics (air) or com-
pression (tooling) or vacuum (Figs. 7 and 8). Increas-
ingly, prestretching of the softened sheet and/or a
plug is used to improve the wall thickness unifor-
mity of the final part. When the sheet has cooled
enough to retain sufficient strength and the shape
of the mold, the formed sheet is removed from the

mold, and the excess material used to hold and con-
nect the final articles (called trim, web, or skeleton)
is cut off. Typically, thermoforming can be further
classified into two subprocesses according to the
thickness or gauge of the sheet used: thin-gauge ther-
moforming (sheet is less than 0.06 in. or 1.5 mm) and
heavy-gauge thermoforming (sheet thickness greater
than 0.12 in. or 3 mm). There is a gray area between
thin-gauge and heavy-gauge thermoforming that de-
pends on the way the sheet is presented to the ther-
moforming press (in rolls or discrete sheets). Tool-
ing for thermoforming is the least expensive of the
plastics processes, accounting for the method’s pop-
ularity. It can also accommodate very large parts as
well as small parts, the latter being useful in low-cost
prototype fabrication. Thermoformed products are
typically categorized as permanent, or industrial
products, and disposable products (for example,
packaging).

Rotational molding. Rotational molding is used to
make hollow objects, such as those produced by
blow molding, except that with a closed rotational
mold this process is capable of producing articles
without openings. In this process, finely ground
powders are heated in a rotating mold until melt-
ing or fusion occurs. If liquid materials such as vinyl
plastisols are used, the process is often called slush
molding. With the rotating motion of the mold, the
melted or fused resin uniformly coats the inner sur-
face of the mold. When cooled, the mold opens and
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Fig. 7. Straight vacuum forming. (a) The plastic sheet is
clamped and heated; the vacuum beneath the sheet causes
atmospheric pressure to push the sheet down into the
mold. (b) As the plastic contacts the mold, it cools. (c) In
formed parts, areas of the sheet reaching the mold last are
the thinnest. (After W. K. McConnell, Jr., Thermoforming,
Modern Plastics Encyclopedia, vol. 45, no. 14a, pp. 776-792,
McGraw-Hill, 1968-1969)

a hollow finished part is removed. The processes re-
quire relatively inexpensive tooling, are scrap-free,
and are adaptable to large, double-walled, hollow
parts that are strain-free and uniform in thickness.
The processes can be performed by relatively un-
skilled labor, and the wall thickness is more uniform
than for blow molding. However, the finely ground
plastics powders are more expensive than pellets or
sheets, the thin-walled parts cannot be easily made,
and the process is not suited for large production
runs of small parts due to long cycle times for heat-
ing and cooling of the mold and plastic material.

Compression and transfer molding. Compression
molding is one of the oldest molding techniques
and consists of charging a plastics powder or pre-
formed plug into a mold cavity, closing a mating
mold half, and applying pressure to compress, heat,
and cause the plastic to flow and conform to the
cavity shape (Fig. 9). The process is used primarily
for thermosets, bulk molding compounds, and their
composite counterparts, sheet molding compounds.
Consequently, the mold is heated to accelerate the
chemical cross-linking reaction.

Plastics processing

Transfer molding is an adaptation of compression
molding in that the molding powder or preform is
charged to a separate preheating chamber and, when
appropriately fluidized, injected into a closed mold
(Fig. 10). The process predates, yet closely parallels,
the early techniques of ram injection molding of ther-
moplastics. It is mostly used for thermosets and is
somewhat faster than compression molding. In addi-
tion, parts are more uniform and more dimensionally
accurate than those made by compression molding.
Many integrated circuit chips are encapsulated by
transfer molding of epoxy molding compounds.

Foam processes. Foamed plastics materials have
achieved a high degree of importance in the plastics
industry. Foams range from soft and flexible to hard
and rigid. There are three types of cellular plastics:
blown (expanded matrix such as a natural sponge),
syntactic (the encapsulation of hollow organic or in-
organic microspheres into the matrix), and structural
(dense outer skin surrounding a foamed core).

The blowing agents used for producing porous or
cellular plastics can be roughly classified into two
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Fig. 8. Drape forming. (a) The plastic sheet is clamped and
heated and then drawn over the mold. (b) When the mold
has been forced into a sheet and a seal created, vacuum
applied beneath the mold forces the sheet over the male
mold. Side walls are formed from material draped between
the top edges of the mold and the bottom seal area at the
base. (c) Final wall thickness distribution. (After W. K.
McConnell, Jr., Thermoforming, Modern Plastics
Encyclopedia, vol. 45, no. 14a, pp. 776-792, McGraw-Hill,
1968-1969)
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Fig. 9. Three types of compression molds. (a) Flash-type.
(b) Positive. (c) Semipositive. (After E. W. Vaill, Thermoset
molding, Modern Plastics Encyclopedia, vol. 45, no. 14a,
pp. 714-731, McGraw-Hill, 1968-1969)

main categories: physical blowing agents and chemi-
cal blowing agents. The amount and type of blow-
ing agent influences the densities of the finished
products and their microstructures. Physical blow-
ing agents are volatile liquids or compressed gases
that change state during processing to form a cel-
lular structure. Chemical blowing agents are solids
that decompose above a certain temperature and re-
lease gaseous products. Depending on the blowing
agents used and how they are being introduced, cel-
lular plastics or plastics foams can be produced by a
number of processes. These include the incorpora-
tion of a chemical blowing agent that generates gas
through thermal decomposition in the polymer lig-
uid or melt; gas injected into the melt which expands
during pressure relief; gas generated as a by-product
of a chemical condensation reaction during cross-
linking; volatilization of a low-boiling liquid/solvent
through the exothermic heat of reaction; dispersion
of air by mechanical means (whipped cream); in-
corporation of nonchemical gas-liberating agents (ad-
sorbed gas on finely divided carbon) into the resin
mix which is released by heating; expansion of small
beads of thermoplastic resin containing a blowing
agent through the external application of heat; and
dissolving atmosphere gases, such as nitrogen or car-
bon dioxide, at the supercritical state into the melt
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Fig. 10. Transfer molding. (a) In the molding cycle, material is first placed in the transfer

pot. (b) Material is then forced through an orifice into the closed mold. (c) When the mold
opens, the cull and sprue are removed as a unit, and the part is lifted out of the cavity by
ejector pins. (After E. W. Vaill, Thermoset molding, Modern Plastics Encyclopedia, vol. 45,
no. 14a, pp. 714-731, McGraw-Hill, 1968-1969)

and subsequently introducing cell nucleation and
growth during processing.

Structural foams differ from other foams in that
they are produced with a hard integral skin on the
outer surface and a cellular core in the interior. They
are made by injection molding liquefied resins con-
taining chemical blowing agents. The initial high in-
jection pressure causes the skin to solidify against the
mold surface without undergoing expansion. The
subsequent reduction in pressure allows the remain-
ing material to expand and fill the mold. Co-injection
(sandwich) molding permits injection molding of
parts containing a thermoplastic core within an in-
tegral skin of another thermoplastic material. When
the core is foam, an advanced form of structural foam
is produced. Microcellular injection molding (also
known as the MuCell process) blends gas (usually ni-
trogen or carbon dioxide) in the supercritical fluid
state with polymer melt in the machine barrel to cre-
ate a single-phase, polymer-gas solution. To facilitate
fast and homogeneous mixing of the gas and the poly-
mer and to maintain a single-phase solution prior to
injection, the melt pressure inside the screw barrel
is typically one order of magnitude higher than the
typical backpressure used with the conventional in-
jection molding process. During injection, a sudden
pressure drop in the material as it flows through the
nozzle triggers the thermodynamic instability of the
polymer-gas solution. As a result, the gas emerges
from the melt, forming numerous microcells. The
size (typically about 10 to 100 micrometers) and den-
sity of microcells (107 and above) depend strongly
on the process conditions and the material system,
and are much finer and denser than those of struc-
tural foam parts (250 pum to a few millimeters). This
process is capable of producing parts with excel-
lent dimensional stability, using lower injection pres-
sures, shorter cycle times, and less material. It was
applied to the extrusion process before seeing wider
applications in injection molding. See FOAM.

Reinforced plastics/composites. These plastics
have mechanical properties that are significantly
improved due to the inclusion of fibrous reinforce-
ments. The wide variety of resins and reinforcements
that constitute this group of materials led to the
more generalized use of the term composites.

Composites consist of two main components: a fi-
brous material in various physical forms, and a flu-
idized resin that will convert to a solid generally
through a chemical reaction. Fiber-reinforced ther-
moplastic materials are typically processed in stan-
dard thermoplastic processing equipment.

For components using thermoset resins, the first
step in the composite fabrication procedure is the
impregnation of the reinforcement with the resin.
The simplest method is to pass the reinforcement
through a resin bath and use the wet impregnate
directly. For easier handling and storage, the impreg-
nated reinforcement can be subjected to heat to re-
move impregnating solvents or advance the resin
cure to a slightly tacky or dry state. The composite
in this form is called a prepreg (B stage). This B-stage
condition allows the composite to be handled, yet
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Fig. 11. Techniques for producing reinforced plastics and composites. (a) Hand lay-up technique for reinforced thermosets.
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the cross-linking reaction has not proceeded so far
as to preclude final flow and conversion to a homoge-
neous part when further heat or pressure is applied.

Premixes, often called bulk molding compounds,
are mixtures of resin, inert fillers, reinforcements,
and other formulation additives, which form a putty-
like rope, sheet, or preformed shape.

Converting these various forms of composite pre-
cursors to final part shapes is achieved in a number
of ways. Hand lay-up techniques consist of an open
mold onto which the impregnated reinforcement or
prepreg is applied layer by layer until the desired
thicknesses and contours are achieved (Fig. 11a).
The thermoset resin is then allowed to harden (cure).
Often the entire configuration will be enclosed in a
transparent sealed bag (vacuum bag) so that a vac-
uum can be applied to remove unwanted volatile
ingredients and entrained air to improve the densifi-
cation of the composite (Fig. 11b). External heat may
be applied to accelerate the process. Often, a bagged
laminate will be inserted into an autoclave so that the
synergistic effects of heat, vacuum, and pressure can
be obtained. At times, a specially designed spray ap-
paratus is used which simultaneously mixes and ap-
plies a coating of resin and chopped reinforcement

onto a mold surface (Fig. 11¢). This technique is par-
ticularly useful for large structures, such as boat hulls
and truck cabs, covering complex shapes as readily
as simple configurations.

Resin transfer molding and structural reaction in-
jection molding are two additional liquid composite
molding processes that are well suited for medium
to mass production of medium-to-large, complex,
lightweight, and high-performance composite com-
ponents primarily for the aerospace and automotive
industries. In these processes, a reinforced fiber mat
(preform) is preplaced in a closed mold to be im-
pregnated by a low-viscosity, reactive liquid resin in
a transfer or injection process. Sometimes, vacuum
is used to assist the flow of the resin. Resin transfer
molding and structural reaction injection molding
are similar, with the main differences being the resin
used, the mixing and injection set-up, the mold re-
quirements, the cycle time, the fiber volume fraction,
and the suitable production volume.

Matched-die compression molding resembles nor-
mal compression molding, although the pressures
are considerably lower (Fig. 11d). Premix molding
is essentially the same process, except that premix
compounds are used. Pultrusion is a process for the
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Fig. 12. Low-pressure plastics processes: (a) casting,

(b) potting, (c) encapsulation, and (d) sealing. (After H. Lee
and K. Neville, Handbook of Epoxy Resins, McGraw-Hill,
1967)

continuous extrusion of reinforced plastics profiles.
Strands of reinforcement are drawn (pulled) through
an impregnating tank, the forming die, and then
a curing area (radio-frequency exposure). Filament
winding is a process in which the continuous strands
of reinforcement are drawn through an impregnating
bath and then wound around a mandrel to form the
part (Fig. 11e). This technique is most often used to
form hollow objects such as chemical storage tanks
or chemically resistant pipe. Advanced automated
processes, such as ply cutting, tape laying and con-
touring, and ply lamination, provide improved parts
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system changer pump

N
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and reduced costs, particularly in the aerospace in-
dustry. See COMPOSITE MATERIAL; POLYMERIC COM-
POSITE.

Casting and encapsulation. Casting is a low-
pressure process requiring nothing more than a con-
tainer in the shape of the desired part. For thermo-
plastics, liquid monomer is poured into the mold
and, with heat, allowed to polymerize in place to a
solid mass. For vinyl plastisols, the liquid is fused with
heat. Thermosets, usually composed of liquid resins
with appropriate curatives and property-moditying
additives, are poured into a heated mold, wherein
the cross-linking reaction completes the conversion
to a solid. Often a vacuum is applied to degas the
resultant part for improved homogeneity.

Encapsulation and potting are terms for casting
processes in which a unit or assembly is encased
or impregnated, respectively, with a liquid plastic,
which is subsequently hardened by fusion or chemi-
cal reaction (Fig. 12). These processes are predom-
inant in the electrical and electronic industries for
insulation and protection of components.

Calendering. In the calendering process (Fig. 13),
a plastic is masticated between two rolls that squeeze
it out into a film that passes around one or more
additional rolls before being stripped off as a con-
tinuous film. Fabric or paper may be fed through the
latter rolls so that they become impregnated with the
plastic. See POLYMER.

Lih-Sheng Turng; Sidney H. Goodman
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Fig. 13. Calendered sheet extrusion system. (After D. Hanson, Modern Plastics, p. D-29, McGraw-Hill, Mid-November 1998)
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Plate girder

A beam assembled from steel plates which are
welded or bolted to one another, used to support the
horizontal surface of a bridge. Plate girders generally
have I-shaped cross sections (Fig. 1). Cross sections
with two or more webs that form a U- or box-shape
can also be considered plate girders, but are gener-
ally classified separately as box girders. Plate girders
are commonly used in bridge structures where large
transverse loads and spans are encountered. On av-
erage, the height (measured from the top of the top
flange to the bottom of the bottom flange) of plate
girders is one-tenth to one-twelfth the length of the
span, which can vary based on the loading and archi-
tectural requirements. The dimensions of plate gird-
ers are tailored to specific applications by adjusting
the width and thickness of the web and flange plates
along the length of the beam. By contrast, hot-rolled
beams produced at steel mills are formed to specific
dimensions according to a standardized list of struc-
tural shapes, and have limitations on their size. Plate
girders can be produced with much greater depths
than hot-rolled beams. The depth is generally con-
sidered to be the distance between the centroids of
the flanges which defines the effective moment arm
in bending. When different-grade steels are used for
the flanges and webs, a plate girder is classified as a
hybrid plate girder. See BRIDGE; LOADS, TRANSVERSE;
STRUCTURAL STEEL.

Splices. Long-span plate girders are often fabri-
cated in segments due to size or weight restrictions at
the fabrication facility, during shipping, or at the con-
struction site. These segments are spliced or joined

splice weld ~_

change in
top width splice ™~__

flange

N\

“bottom flange

Fig. 1. Plate girder with stiffeners and plate splices.

together by either high-strength bolts or welding.
Bolted splices are faster to install and easier to in-
spect than welded splices, but are readily visible to
the observer, which can detract from the esthetics
of the structure.

The individual flange and web plates that con-
stitute plate girders commonly consist of multiple
plates that are spliced together by welding. Individ-
ual plate splices are necessary whenever the plate
length required exceeds what is available or when
the width, thickness, or material grade of the plate
changes. When width or thickness changes occur,
the edges of the plates being spliced together are
beveled prior to welding to minimize any sharp cor-
ners or notches that can cause fatigue cracks (Fig. 1).
Since welding affects the material properties of the
steel, splices in the flanges and webs should be stag-
gered so two splice welds do not coincide.

Stiffeners. Plate girders commonly have stiffener
plates which increase the strength of the web plate.
Since plate girder webs are relatively slender, they
are susceptible to buckling when subjected to shear
and bending forces. The bending strength of webs
can be enhanced using horizontal (longitudinal) stiff-
eners, while the shear strength of webs can be en-
hanced using vertical (transverse) stiffeners (Fig. 1).
Increasing the thickness of the web plate increases
the overall web strength and can eliminate the need
for stiffeners altogether. The additional material cost
of a thicker web plate is often less than the mate-
rial, fabrication, and installation cost of using stiff-
eners. In some instances, the use or elimination of
stiffeners is based on esthetic reasons alone. Bear-
ing stiffeners are vertical stiffeners that are placed

change in
thickness splice

/

\
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stiffener

transverse
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Fig. 2. Shear connectors for composite plate girders.

at locations where concentrated forces are present.
Large concentrated forces, such as those at support
locations, can cause local buckling of the web. See
BEAM; SHEAR.

Composite girders. Plate girders that support con-
crete floors or roadways can be designed as compos-
ite or noncomposite girders. For noncomposite plate
girders, the concrete is simply laid to rest upon the
top flanges. Slip between the concrete and steel is
not mechanically prevented, and the structural sys-
tem behaves as two independent beams. Frictional
forces between the concrete and steel are generally
ignored as they are very small in comparison to the
forces acting to produce slip. Composite plate gird-
ers use mechanical shear connectors to prevent slip
at the interface (Fig. 2). These shear connectors are
attached to the steel and embedded into the con-
crete. This allows the concrete and steel to act to-
gether as a single structural unit, producing a sig-
nificantly stiffer and more efficient beam. The added
expense of composite plate girders is generally offset
by increased structural efficiency.

Curved girders. Plate girders can be fabricated with
a horizontal curve to accommodate curved bridge
structures such as highway interchanges. The nar-
row flange plates are usually cut and spliced as rec-
tangular plates and then mechanically curved by ap-
plying heat. The curved flanges are then welded to
the web to form the curved girder. Curved girders
add a level of complexity to straight girders because
forces due to gravity cause both bending and torsion.
See HIGHWAY BRIDGES; TORSION. Brian Chen

Bibliography. W. E Chen, Handbook of Structural
Engineering, CRC Press, Boca Raton, FL, 1997; W.
Schueller, The Design of Building Structures, Pren-
tice Hall, Upper Saddle River, NJ, 1996.
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Plate tectonics

Plate tectonics theory provides an explanation for
the present-day tectonic behavior of the Earth, par-
ticularly the global distribution of mountain building,
earthquake activity, and volcanism in a series of linear
belts. Numerous other geological phenomena such
as lateral variations in surface heat flow, the physiog-
raphy and geology of ocean basins, and various asso-

ciations of igneous, metamorphic, and sedimentary
rocks can also be logically related by plate tectonics
theory.

Theory and Evidence

The theory is based on a simple model of the Earth
in which a rigid outer shell 30-90 mi (50-150 km)
thick, the lithosphere, consisting of both oceanic
and continental crust as well as the upper mantle, is
considered to lie above a hotter, weaker semiplastic
asthenosphere. The asthenosphere, or low-velocity
zone, extends from the base of the lithosphere to a
depth of about 400 mi (700 km). The brittle litho-
sphere is broken into a mosaic of internally rigid
plates that move horizontally across the Earth’s sur-
face relative to one another. Only a small number
of major lithospheric plates exist, which grind and
scrape against each other as they move indepen-
dently like rafts of ice on water. Most dynamic activity
such as seismicity, deformation, and the generation
of magma occurs only along plate boundaries, and
it is on the basis of the global distribution of such
tectonic phenomena that plates are delineated. See
EARTH INTERIOR; LITHOSPHERE.

The plate tectonics model for the Earth is con-
sistent with the occurrence of sea-floor spreading
and continental drift. Convincing evidence exists
that both these processes have been occurring for at
least the last 600 million years (m.y.). This evidence
includes the magnetic anomaly patterns of the sea
floor, the paucity and youthful age of marine sedi-
ment in the ocean basins, the topographic features
of the sea floor, and the indications of shifts in the
position of continental blocks which can be inferred
from paleomagnetic data on paleopole positions, pa-
leontological and paleoclimatological observations,
the match-up of continental margin and geological
provinces across present-day oceans, and the struc-
tural style and rock types found in ancient moun-
tain belts. See CONTINENTAL DRIFT; CONTINENTAL
MARGIN.

Plate motion and boundaries. Geological observa-
tions, geophysical data, and theoretical considera-
tions support the existence of three fundamentally
distinct types of plate boundaries, named and clas-
sified on the basis of whether immediately adjacent
plates move apart from one another (divergent plate
margins), toward one another (convergent plate mar-
gins), or slip past one another in a direction par-
allel to their common boundary (transform plate
margins). Figure 1 shows the major plates of the
lithosphere, the major plate margins, and the type
of motion between plates. Plate margins are easily
recognized because they coincide with zones of seis-
mic and volcanic activity; little or no tectonic activity
occurs away from plate margins. The boundaries of
plates can, but need not, coincide with the contact
between continental and oceanic crust. The nature
of the crustal material capping a plate at its boundary
may control the specific processes occurring there,
particularly along convergent plate margins, but in
general plate tectonics theory considers the conti-
nental crustal blocks as passive passengers riding on



the upper surface of fragmenting, diverging, and col-
liding plates.

The velocity at which plates move varies from
plate to plate and within portions of the same plate,
ranging between 0.8 and 8 in. (2 and 20 cm) per
year. This rate is inferred from estimates for variations
in the age of the sea floor as a function of distance
from mid-oceanic ridge crests. Ocean-floor ages can
be directly measured by using paleontological data or
radiometric age-dating methods from borehole mate-
rial, or can be inferred by identifying and correlating
the magnetic anomaly belt with the paleomagnetic
time scale.

Divergent plate margins. As the plates move apart
from the axis of the mid-oceanic ridge system, the
new volcanic material welling up into the void forms
a ribbon of new material, which gradually splits
down its center as the boundary of plate separation
continues to develop. Each of the separating plates
thus accretes one-half a ribbon of new lithosphere,
and in this way new lithosphere and hence new sur-
face area are added. The process is considered to be
continuous, and the boundary at which separation
is taking place always maintains itself in the center
of the new material. See MID-OCEANIC RIDGE.

The accretion at any spreading boundary is usu-
ally bilaterally symmetric. The morphology of the
ridges is also quite symmetric and systematic. The
new material that wells up at the ridge axis is hot
and therefore expanded and less dense than the
surrounding older material. Consequently, the new
material is topographically highest. As new mate-
rial divides and moves away from the ridge axis, it
cools, contracts, becomes denser, and subsides. The
densification is caused by the combined effect of
pure thermal contraction and thermally driven phase
changes. Subsidence is fastest for newly generated
oceanic crust and gradually decreases exponentially
with time. This observation explains the fact that in
cross section the shape of the slope of the ridges
is steepest at the ridge axis and gradually decreases
down the flanks beneath the abyssal sediments and
to the bounding continents. Since all known oceanic
lithosphere has been generated by the spreading at a
ridge axis, all oceanic lithosphere is part of the mid-
oceanic ridge system. Because of the systematic way
in which the morphology of the ridges is formed,
most oceanic crust follows the same time-dependent
subsidence curve within an error range of about
300 ft (100 m). This means that the same age-versus-
depth curve fits nearly all parts of the mid-oceanic
ridge system. The ridge axis is found at a depth of
1.71 mi £ 300 ft (2.75 km £ 100 m), and oceanic
lithosphere that is 30 m.y. old is found at a depth of
2.72 £ 300 ft (4.37 km £100 m). There are excep-
tional areas such as Iceland where the ridge axis is
above sea level.

Magnetic lineations and age of oceans. Much of the
evidence which leads to the development of the
concept of sea-floor spreading, and in turn to an un-
derstanding of divergent plate margins and plate tec-
tonics theory, came from analyses of the magnetic
properties of the sea floor. Magnetometer surveys

across the sea floor near mid-oceanic ridges reveal a
pattern of alternating positive and negative magnetic
anomalies (Fig. 2). The characteristics of these mag-
netic anomaly patterns (parallel to and in symmet-
rically matching widths across the ridge crest) and
present-day general knowledge of the Earth’s mag-
netism logically support the conclusion that sea-floor
spreading occurs.

The Earth’s magnetic field as measured at the sur-
face may be approximately represented by an axial
geocentric dipole—in other words, as if a simple
two-pole magnet existed coincident with the Earth’s
rotational axis. The Earth’s magnetic field reverses
polarity episodically. Over an interval of time, the
strength of the dipole field gradually decreases to
zero and then gradually increases in the opposite di-
rection. The total transit time from full strength in
one direction (polarity) to full strength in the op-
posite direction may be less than 6000 years. The
residence time in any one particular polarity ranges
from 10,000 years up to tens of millions of years.
Thus, the polarity behavior of the Earth’s magnetic
field is approximately analogous to a randomly trig-
gered flip-flop circuit.

The top 600 to 1500 ft (200 to 500 m) of the litho-
sphere is the oceanic basalt, which is accreted at
separating boundaries and which contains magneti-
zable iron minerals. As the newly injected material
cools through its Curie point (~1100°F or 570°C),
it becomes permanently magnetized in the direction
of the Earth’s magnetic field at that time and place.
Because the oceanic crust is continuously being
formed and transported in a bilaterally symmetric
pattern away from the line of rifting, it is similar to a
continuous magnetic tape record of the Earth’s mag-
netic polarity events. At the mid-oceanic ridge axis,
the present polarity of the field is recorded. Down
the ridge flanks, progressively older oceanic crust is
traversed; hence the crust contains in its remanent
magnetism a continuously older record of the polar-
ity of the field. See BASALT; CURIE TEMPERATURE.

As a result of sea-floor spreading and polar re-
versals, the oceanic crust appears magnetically as a
set of alternately normally or reversely magnetized
strips of basalt arranged in a bilaterally symmetri-
cal pattern about the mid-oceanic ridge axes. Be-
cause the rate of separation at most segments of the
mid-oceanic ridge axes has varied only slowly with
time, the spatial distribution of the stripes is pro-
portional to the temporal history of the polarity of
the field. Thus, the polarity of the oceanic crust may
be inferred indirectly from the pattern of magnetic
anomalies.

Because the occurrence of polarity events is ran-
dom, they form a unique sequence which is reflected
directly in the magnetic anomaly patterns. A unique
pattern of magnetic anomalies has been correlated
throughout most of the world’s oceans. From this
pattern a magnetic reversal time scale from the pres-
ent to 160 m.y. ago has been developed. This geo-
magnetic time scale has been calibrated by drilling
on key anomalies in the oceans and paleontolog-
ically determining the age of the sediment-basalt
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Fig. 1. Tectonic map of the Earth. (After M. Nafi Toksoz, The subduction of the lithosphere, Sci. Amer., 233(5):88-98,

November 1975)

interface. Thus a magnetic polarity time scale has
been developed, and with it identifiable magnetic
anomalies that can be correlated with part of the
time scale may be assigned an absolute age. In this
way, the spatial distribution of the magnetic anoma-
lies is used to calculate the rates of separation of the
plates in the past. Se¢ GEOMAGNETISM; PALEOMAG-
NETISM.

Convergent (destructive) plate margins. Because the
Earth is neither expanding nor contracting, the in-

crease in lithosphere created along divergent bound-
aries must be compensated for by the destruction
of lithosphere elsewhere. The rates of global litho-
sphere construction and destruction must be equal,
or the radius of the Earth would change. Compen-
satory destruction or removal of lithosphere occurs
along convergent plate margins (subduction zones)
and is accomplished by plate subduction and conti-
nental collision. See SUBDUCTION ZONES.

Along subduction zones, one plate plunges
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beneath another (Fig. 3). The downgoing slab is
usually oceanic because the relatively buoyant con-
tinental lithosphere cannot be subducted beneath
the relatively denser oceanic lithosphere. The upper
or overriding plate may be continental or island arc
lithosphere, and occasionally oceanic plateaus as in
the case of Oregon and Alaska.

The dip of the downgoing underthrust slabs varies
but averages 45°. Earthquake foci along individual
subduction zones indicate the plate underthrust

angle, often referred to as the Benioff plane or
Wadati-Benioff zone. This plane dips away from
oceanic trenches toward adjacent volcanic arcs and
continents, and marks the surface of slippage be-
tween the overriding and descending lithospheric
plates. Successive belts of shallow (less than 40 mi
or 70 km), intermediate (40-200 mi or 70-300 km),
and deep-focus (200-400 mi or 300-700 km)
earthquakes are associated with subduction zones.
Subduction zones are also associated with active
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Fig. 2. Tape-recorder conveyor-belt scheme for sea-floor
spreading. (a) Schematic of crustal model, applied to Juan
de Fuca Ridge, southwest of Vancouver Island. (b) Part of
summary map of magnetic anomalies recorded over Juan
de Fuca Ridge. (c) Total-field magnetic anomaly profile
along the line indicated in b. (d) Computed profile assuming
the model and reversal time scale. Intensity and dip of
Earth’s magnetic field taken as 54,000 gammas (0.54
oersted) and +667°; magnetic bearing of profile 087°; 10 km
horizontally is equivalent to 100 gammas vertically. Normal
or reverse magnetization is with respect to an axial dipole
vector, and the assumed effective susceptibility is 0.01
except for central block and ridge crest (+0.02). (e) Scale
applicable to b—-d. 1 cm = 0.4 in.; 1 km = 0.6 mi; 1 gamma =
1 nanotesla. (After R. A. Phinney, ed., The History of the
Earth’s Crust, 1968)

volcanism and the development of deep-ocean
trenches. These features encircle the Pacific Ocean
basin.

A line of andesitic volcanoes usually occurs on the
upper plate, forming a chain that is parallel to the
trench. The volcanism occurs at that point above
the subduction zone where the upper surface of
the downgoing lithosphere has reached a vertical
depth of approximately 75 mi (120 km). The volcanic
materials arise from partial melting of the downgo-

ing slab. The volcanoes of the Andes chain of South
America and island arcs in the Pacific such as Izu-
Bonin and the Mariana have formed in this manner.

Convergent plate margins that develop island arc
systems adjacent to trench systems are geologically
complex. The region between a volcanic island arc
and the trench consists of volcanic rock and sed-
iments. Slumping and turbidity currents transport
sediment into the trench axis. The trench sediment
may be transferred from the downgoing plate to
the continent or island arc. Conversely, a conver-
gent margin without a large sediment supply may
be eroded during subduction.

Because of density consideration, subduction re-
quires at least one of the two converging plates to
be oceanic. If both converging plates consist of conti-
nental lithosphere, continental collision occurs, but
not subduction. Continental collision results in com-
pensatory reduction in lithospheric width by fold-
ing and compressing the lithosphere into narrower,
linear mobile belts. In such collisions, sediments de-
posited along the continental margins and within the
closing ocean basins are compressed into a series of
tight folds and thrusts. Fragments of oceanic crust
may be thrust up onto adjacent continental rocks
(obduction) as ophiolite successions. A classic ex-
ample of a continental collision belt is the Himalayan
belt, produced during the Cenozoic Era by the con-
vergence of the Indian continent with Eurasia.

Like plate divergence, plate convergence pro-
duces a distinctive suite of igneous rock types.
Subduction zones are marked by the belts of pre-
dominantly andesitic volcanoes either in island arcs
located landward of the trench system (Japan and the
Philippines) or along the rim of overriding continen-
tal blocks (the Andes belt). These andesitic volcanic
terranes are commonly associated intimately with
plutonic igneous rocks, mainly granodiorites. The
origin of andesitic magmas, and the predominance
of granodiorite plutons within continental blocks to
the exclusion of most other igneous rock varieties,
was perplexing until the development of plate tec-
tonics theory. Now both seem to be directly related
to the generation of parent magmas by the frictional
melting of ocean-floor basalt and overlying sediment
cover along subduction zones. Partial melting of the
lower crust and upper mantle also occurs.

Plate subduction and continental collision can also
explain the origin of two other puzzling rock se-
quences commonly found within mountain belts:
mélange and blueschist terranes. Mélange, a het-
erogeneous assemblage of intensely sheared, poorly
sorted, angular blocks set in a fine-grained matrix,
is probably generated at shallow depths along sub-
duction zones as the oceanic crust and overlying
sediment cover of the descending plate are scraped
and crushed against the overriding plate. Blueschist
terranes (their dark blue color is imparted by the
presence of various low-temperature-high-pressure
metamorphic minerals such as glaucophane, law-
sonite, and jadeite) occur in belts within mountain
chains, parallel with but external to (toward the
ocean) the more conventional paired metamorphic
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Fig. 3. Cross section of the upper mantle and crust showing a lithospheric plate riding on the asthenosphere. The continent
is embedded in the plate and moves with it. Divergent plate margin with generation of oceanic crust and lithosphere is shown
on the right; convergent plate margin with subduction is shown on the left. 1 km = 0. 6 mi. (After J. F. Dewey, Plate tectonics,
Sci. Amer., 226:56-68, May 1972)

facies of the greenschist terrane. The peculiar physi-
cal conditions required by the blueschist facies, great
burial depth (in excess of 10 mi or 16 km) but
moderate temperature (390-800°F or 200-450°C),
should be generated along subduction zones when
the descending lithospheric plate is underthrust at a
greater rate than the local geothermal gradient can
heat it. See BLUESCHIST.

Transform plate margins. Transform faults are al-

: ; «—x—>

ways strike-slip faults. They occur where the rela-
tive motion between the two plates is parallel to the T fault with
boundary that separates the plates. They may join a predominantly

ridge to a ridge, a ridge to a trench, or a trench to a dis;?ar(tzl(;:rerlllent
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trench. Ridge-trench transforms will always change —x—> .

length with time. A trench-trench transform may *— % ¥ %
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which of the plates that form the subduction system fault with transform —3—>
is the downgoing plate. A transform that joins two predominantly fault

ridge axes will not change in length with time. dis;?ar(tzlt(a:r?llen t —3—>

First, consider ridgeridge transforms (Fig. 4).
Earthquake epicenter data show that earthquakes
occur only along the ridge axes and the connect-

ing transform. Studies of earthquakes that occur < R —_—>
at a ridge-ridge transform fault show that the first €« %—>

motion was strike-slip parallel to the direction of Key:

the transform and opposite to the sense of offset '

of the ridge axis. If the ridge axes are offset left- < 3 Earthquake epicenter

laterally, the relative motion across the transform that with extensional motion X —>

—  earthquake epicenter

joins the ridges will be right-lateral as the plates sep- X \ith strike- slip motion

arate. The motion of the fault takes place spasmodi-

H U J
cally. Deformation occurs on either side of the fault < motion of blocks fi dgeYcrest
until the elastic limit is reached and the rupture oc-
curs, causing an earthquake. See EARTHQUAKE. Fig. 4. Idealized map view of a transform fault. The ridge appears to be offset in a
Fract hologi that left-lateral sense, but the motion on the transform fault between the ridge crests is
racturc zones arc morphologic scars that arc right-lateral. (After C. K. Seyfert and L. A. Sirkin, Earth History and Plate Tectonics, Harper

fossilized transform faults. They may be used to Row, 1973)
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Fig. 5. Ridge-ridge transform fault appears between two segments of ridge that are
displaced from each other. (After J. Tuzo Wilson, ed., Continents Adrift and Continents
Aground, W. H. Freeman, 1976)

determine the past direction of relative motion
of the bounding plates. In Figs. 5 and 6, the trans-
form fault A-B offsets two ridge axes, and there is
right-lateral strike-slip motion across the transform.
All the material to the left of the ridge-transform-
ridge boundary A’ABB’ belongs to the torsionally
rigid plate I, and all the material to the right of this
boundary is part of plate II. Thus, beyond the ends
of the transform, to the left of A’ and right of B,
there is no relative horizontal motion.

age, m.y.
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Fig. 6. Molten rock wells up from the deep Earth along a spreading axis, solidifies, and is
moved out (shown by arrows). The axis is offset by a transform fault. Between two offset
axes, material on each side of the transform fault moves in opposite directions, causing
shallow earthquakes. (After J. R. Heirtzler, Sea-floor spreading, Sci. Amer., vol. 219, no. 6,
December 1968)

Because of the way in which fracture zones are
formed, they also preserve a record of the past direc-
tion of relative motion of the plates. The transform
fault between plates I and II in Figs. 5 and 6 is in
theory a vertical plane between these plates along
which horizontal strike-slip motion occurs. The face
of plate I that abuts against plate II in effect defined
this transform plane. But as plate I moves to the left,
this transform plane or face passes by the end of
ridge A’A at point A, and new younger material is
intruded against it. Together, the transform plane of
plate I and the new younger material move off to the
left. This process is continuous. The new younger
material is more elevated and forms an escarpment
whose horizontal trace records the direction of rel-
ative movement. Because the rate of subsidence de-
ceases with time, the difference in elevation across
a fracture zone decreases with age.

A very narrow and deep rift valley is also associ-
ated with the transform. However, because of time-
dependent cooling, the oceanic lithosphere con-
tracts horizontally. This contraction causes cracking
of the lithospheric plate and widening and splaying
of the rift associated with the fracture zone. Young
fracture zones are characterized by an escarpment
and a deep fissure along their length. The magnitude
of the vertical offset decreases with age, and the fis-
sure tends to widen. Down the lower flanks of the
ridges, turbidities from the abyssal plains often fin-
ger into the fracture zone. The fracture zones form
long curvilinear features throughout the oceans and
are mappable because of morphology alone. See RIFT
VALLEY.

The numerous strike-slip faults, which offset seg-
ments of the mid-oceanic ridge system, are classi-
cal examples of transform plate boundaries. The
San Andreas system of California, which offsets por-
tions of the East Pacific Rise, is probably the best-
known example. Transform faults show apparent
lateral displacements of many tens or even hundreds
of kilometers. Occasionally extension, and conse-
quent igneous activity, may occur at a transform fault.

Transform faults are parallel to the direction of rel-
ative motion between the bounding plates. Accord-
ing to a theorem of spherical geometry, if plate 1 is
moving with respect to plate 2 on a sphere, the in-
stantaneous relative motion may be represented by
the rotation of one plate with respect to the other
about a single stationary pole. Circles drawn on the
sphere concentric to the pole of relative motion will
be parallel to the direction of instantaneous relative
motion. Great circles drawn perpendicular to these
concentric circles will intersect at the pole of instan-
taneous relative motion. The transform faults that
separate block 1 from block 2 are parallel to the di-
rection of present-day relative motion and therefore
must lie on circles that are concentric to a pole of
relative motion of 1 with respect to 2. Great circles
drawn perpendicular to the transform faults will in-
tersect at the pole of relative motion. In this way,
the pole of relative motion may be found for any two
plates whose common boundary consists in part of
transform faults.



The instantaneous rate of relative motion is an an-
gular rate of rotation of 1 with respect to 2 about
an axis through the pole of relative motion and the
center of the Earth. The linear rate of relative motion
R (in centimeters per year) will then be proportional
to the sine of the colatitude with respect to the in-
stantaneous pole,as shown in the equation below,

d
R= asin9—¢
dt

where a = the radius of the Earth, 2.4 x 10%in. (6 x
10® cm); 6 = the colatitude of the point at which the
rate is to be determined with respect to the instanta-
neous pole; and d¢/dt = the angular rate of motion
of 1 with respect to 2.

In this way, spreading-rate data calculated from the
distribution of magnetic lineations near the axis of
a spreading ridge-transform system may be used to
compute a pole of relative motion. Note that in this
case the pole is not strictly instantaneous because
magnetic lineations covering a finite period must be
used. It has been found that the poles and rates of
relative motion tend to remain nearly constant, per-
haps changing quite slowly over long time intervals.
Thus, poles and rates computed in the above fashion
may often be used to describe the relative motion for
several tens of millions of years.

The fracture zones may often be treated as fossil
transform faults. To obtain paleopoles of relative mo-
tion, segments of fracture zones spanning the same
age and from the same plate must be used. Perpen-
dicular great circles drawn to these segments give
a pole of relative motion for that time interval in
a reference frame fixed with respect to that plate.
The magnetic anomaly lineations abutting the frac-
ture zone are used to determine the rate of motion.
By calculating a time sequence of poles and rates
using time sequential segments of fracture zones,
the spreading history of an entire ocean basin may
be determined. See FAULT AND FAULT STRUCTURES;
TRANSFORM FAULT.

Triple junctions. The point where the boundaries
between three pairs of plates join is known as a
triple junction. Because the Earth’s lithosphere shell
is segmented into a mosaic, the boundary between
any two plates must end in a triple junction. Quadru-
ple junctions are theoretically possible, but except
under very unusual circumstances they degener-
ate immediately into two triple junctions. Figure 1
shows a number of triple junctions that vary as to
the types of boundaries that meet and as to the ge-
ometry.

When three bodies are moving with respect to
each other across a spherical surface, if the relative
motion of each of two pairs of the plates is known,
the relative motion of the third pair may be deter-
mined. In the case of a spherical surface, the relative
motion between two plates may be represented by a
vector through the pole of instantaneous relative mo-
tion, with the length of the vector proportional to the
rate of rotation. The relative motion of three plates or
bodies on a sphere may be represented by three such
vectors. Each vector gives the instantaneous relative

motion of two of the three plates. Thus, three such
vectors describe completely the relative motion of
the three plates and must add to zero.

The orientation of the boundary between these
plates will determine the type of interaction at the
boundary (that is, spreading, subduction, or trans-
form). There are a number of possible triple junc-
tions. The Cocos, Pacific, and Nazca plates join at
a ridge-ridge-ridge triple junction (Fig. 1). This is
an example of a stable triple junction, that is, the
triple junction moves in a constant direction and
at a constant speed with respect to each of the
plates. Other triple junctions are unstable or transi-
tional, such as a ridge-ridge-transform triple junction
which will change immediately to a transform-ridge-
transform triple junction. The most geologically im-
portant triple junctions are those that migrate along a
boundary. Consequently, the boundary along which
the triple junction moves will experience a change
in the direction of relative motion. If the change in
relative motion is radical, there may be an accom-
panying change in tectonic style. This type of plate
interaction occurred at the western boundary of the
North American Plate during the Cenozoic, and has
resulted in a time transgressive change, from south to
north, from subduction to strike slip. This is reflected
in the geologic record as a change from compressive
tectonics with thrusting, folding, and Andean or is-
land arc volcanism to strike slip, as occurs along the
San Andreas Fault.

Paleogeography. Because the accretion of new
lithosphere is bilaterally symmetric, the associated
magnetic lineations must also be bilaterally symmet-
ric across a ridge axis. Once formed, oceanic crust
is rarely disturbed by horizontal shear, but each
magnetic lineation preserves the shape of the mid-
oceanic ridge axis and offsetting transforms at the
time of its formation. The fact that lineations of the
same age from opposite sides of a ridge axis may be
fitted together is considered evidence of the undis-
turbed nature of the oceanic crust.

The North and South Atlantic oceans were formed
by the rifting and drifting of the continents that
now surround the Atlantic. These continents have
been rifted as part of the separating lithospheric
plates since the Triassic as the Atlantic Ocean slowly
opened. The magnetic lineation pattern in the North
Atlantic records this history of separation of Africa,
Europe, and North America. When magnetic lin-
eations of the same age from opposite sides of the
ridge axis are fitted together, the relative positions of
the continents at the time the lineations formed are
obtained. This is equivalent to reversing the process
of sea-floor spreading. In effect, the material younger
than the two lineations is removed, and the older por-
tions of the plates with the continents move toward
each other until the two lineations fit together.

This technique is applicable to any ocean where
separation at ridge axes has led to the passive rifting
of the surrounding continents, such as the south-
east and central Indian Ocean, the South and North
Atlantic, the Labrador and Norwegian seas, and the
Arctic Ocean.
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Fig. 7. Map illustrating the paleogeographic arrangement of the Atlantic continents during Coniacian time. Sea level may
have been over 300 m (1000 ft) above present level at that time because of the volume of the mid-oceanic ridge system.

Shaded areas are portions above sea level.

The above technique gives the position of the
continental landmasses relative to each other, not
their position relative to the rotational axis or pale-
omagnetic data. It is assumed that the Earth’s mag-
netic field, now approximated by an axial geocen-
tric dipole, has been similarly oriented throughout
geologic time. Subaerial volcanic rocks acquire a re-
manent magnetism in the same way as oceanic crust,
by cooling below the Curie point. Subaerial sedimen-
tary rocks may also be remanently magnetized by the
process of detrital remanent magnetization. As iron-
bearing particles settle from moving currents, their
orientation is influenced by the prevailing magnetic
field. By measuring the direction of the remanent
magnetism of both igneous and sedimentary rocks
whose ages can be determined, the position of the
paleomagnetic pole for that age can be found. From

these data, the paleolatitude may be found for the set
of continental landmasses whose positions relative
to each other are known (Fig. 7). See PALEOGEOGRA-
PHY; ROCK MAGNETISM.

Sea-level changes. Many important geologic phe-
nomena may in part be related to plate tectonics pro-
cesses, for example, changes in sea level and climate
and changing patterns of evolution. The geologic
record contains evidence of almost continuous eu-
static sea-level changes throughout the Phanerozoic.
Several large and rapid sea-level changes can be at-
tributed to fluctuations in the volume of massive con-
tinental glaciers. However, it is apparent that large
sea-level changes (greater than 300 ft or 100 m) also
occurred during periods when continental glaciers
were small or nonexistent.

Several factors affect the volume of the ocean



basins or the ocean waters and can thus alter eu-
static sea level. One of the most important of these
in terms of magnitude and rate of sea-level change is
variation in the volume of the mid-oceanic ridge sys-
tem. As explained above, once formed, the sea floor
subsides systematically with time, with all oceanic
crust following the same exponential subsidence
curve. The volume of the mid-oceanic ridge system is
quite large. If sea-floor spreading were to cease today,
70 m.y. from now the ridges would have subsided suf-
ficiently to decrease the depth of the water over the
abyssal area by about 1500 ft (450 m). The continen-
tal freeboard would increase by 1100 ft (320 m).
The volume of the mid-oceanic ridge system may
be altered in several ways, one of which is to
change the spreading rate. Because all ridges follow
the same subsidence curve (which is a function of
time only), age-versus-depth relationships are the
same for all ridges. This means that if two ridges have
been spreading at a constant but different rate for
70 m.y., the ratio of their volumes per unit length will
equal the ratio of their spreading rates. If the spread-
ing rate of the faster ridge is reduced to that of the
slower ridge, volume/unit length of the larger ridge
will gradually be reduced to that of the slower ridge.
If spreading rates decrease, ridge volume also de-
creases, increasing the freeboard of the continents.
The converse is also true: by increasing spreading

rates, ridge volume will increase and the freeboard of
the continents will be reduced. Several other ways of
changing the volume of the mid-oceanic ridge system
exist: ridges may be destroyed; segments of the ridge
system may be subducted; and new ridges may be
created by continental rifting and new rifting within
ocean basins.

Both the length of the mid-oceanic ridge system
and the spreading rate at its various segments have
varied considerably during Phanerozoic time. These
changes have caused large variations in sea level. For
example, by using magnetic anomaly data to calcu-
late spreading rates and ridge lengths back to the
Upper Cretaceous, it has been estimated that the sea
level then may have been as much as 900 ft (300 m)
above present (Fig. 8).

Hot spots and mantle plumes. The existence of con-
vective plumes originating in the deep mantle from
below the level of the asthenosphere and rising to
the bottom of the lithosphere has been proposed.
About 14 major convective plumes are believed to
exist today (Fig. 1). These plumes are believed to
be nearly stationary with respect to each other, and
hence they may be used as reference points with
respect to which all the plates are moving. Mantle
plumes, rather than convection currents, may also
be the driving mechanism for plate motion. The lat-
ter two hypotheses are not necessary conditions for
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the validity of the first. In other words, there may be
mantle plumes that rise to the bottom of the litho-
sphere, but they may not be stationary with respect
to each other and may not furnish the plate driving
mechanism. The major clue to the existence of hot
spots is the lines of intraplate volcanoes that are left
as a trace of the passage.

As a plate passes over a hot spot, the hot
spot burns its way through the plate. This re-
leases volatile and eruptive magma on the plate
surface. A classic example of the “volcanic” conse-
quences of passage of a plate over a hot spot is the
Hawaiian-Emperor Seamount chain. Hawaii and the
islands immediate to it are volcanically active at
present. The rest of the islands and seamounts
of the Hawaiian and Emperor chains are inactive,
but all are of volcanic origin. The islands and
seamounts are found to be sequentially older west-
northwestward along the Hawaiian chains and are
progressively older north-northwestward along the
Emperor Seamount chain. As an explanation, it has
been hypothesized that the Pacific Plate moved first
north-northwesterly and then west-northwesterly
over a single hot spot. Other seamount chains in
the Pacific, such as the Line Islands, the Tuamotu
Archipelago, and the Austral Seamount chain, are
presumed to be of similar origin. See HOT SPOTS
(GEOLOGY); MAGMA; OCEANIC ISLANDS.

In the Atlantic, features that are regarded as
major hot-spot traces are Iceland and the Iceland
Faroes Ridge, the New England Seamount chain, the
Columbia Seamount chain, the Rio Grande Rise, and
Walvis Ridge; and in the Indian Ocean, the Ninety-
East Ridge is an analogous feature. The age progres-
sion along each of these features has been estimated;
the theory that these hot spots have remained fixed
in position relative to each other has been tested.
The results indicate that some relative motion may
occur, but it appears to be an order of magnitude
less than the generally observed rate of interplate
motion.

The hot spot hypothesis is a significant comple-
ment to plate tectonics. There is little doubt that hot
spots or plumes of some type do occur. Intraplate
volcanism often seems to be a manifestation of their
existence. If, in addition, the hot spots prove to be
essentially stable with respect to the rotational axis,
they may be useful as a reference frame. They could
serve as a latitudinal constraint in addition to pa-
leomagnetic data. They could also be very useful
in finding the relative motion between plates that
have been separated by subduction zones or trans-
form faults (that is, Pacific-North America relative
motion).

Earth history. Not only does plate tectonics the-
ory explain the present-day distribution of seismic
and volcanic activity around the globe and physio-
graphic features of the ocean basins such as trenches
and mid-oceanic rises, but most Mesozoic and Ceno-
zoic mountain belts appear to be related to the con-
vergence of lithospheric plates. Two different vari-
eties of modern mobile belts have been recognized:
cordilleran type and collision type. The Cordilleran

range, which forms the western rim of North and
South America (the Rocky Mountains, Pacific Coast
ranges, and the Andes), has for the most part been
created by the underthrusting of an ocean litho-
spheric plate beneath a continental plate. Under-
thrusting along the Pacific margin of South America
is causing the continued formation of the Andes.
The Alpine-Himalayan belt, formed where the col-
lision of continental blocks buckled intervening vol-
canic belts and sedimentary strata into tight folds
and faults, is an analog of the present tectonic sit-
uation in the Mediterranean, where the collision of
Africa and Europe has begun. See CORDILLERAN BELT;
MOUNTAIN SYSTEMS; OROGENY.

Abundant evidence suggests that sea-floor spread-
ing, continental drift, and plate tectonics have oc-
curred for at least the past 600 m.y., during Phanero-
zoic time. Furthermore, it is probable that plate
tectonics phenomena have dominated geologic pro-
cesses for at least 2.5 billion years (b.y.). Present-
day ocean basins are young (post-Paleozoic) features,
and their origin is adequately explained by sea-floor
spreading. The origin and evolution of the continen-
tal blocks, substantial portions of which are Precam-
brian in age, probably may be explained by accre-
tion at subduction zones. Continental blocks, though
largely composed of granite and granodiorite, appear
to be mosaics of ancient mobile belts that progres-
sively accreted laterally, vertically, or both, through
time. Many late Precambrian and Paleozoic mobile
belts, such as the Appalachian-Caledonian belt of
the North Atlantic region, are interpretable in terms
of plate tectonics mechanisms (Fig. 8). Initial rifting
breaks a preexisting supercontinental landmass into
two or more fragments that drift apart at the flanking
margins of the growing ocean basin. At the margin
of the growing basin, continental shelves, continen-
tal rises, and abyssal plains accumulate sediments.
Cessation of sea-floor spreading and the develop-
ment of new convergent margins along one or both
sides of the ocean basin lead first to cordilleran-type
orogeny and subsequently to continental collision.
These orogenies suture or stitch together the orig-
inal continental fragments and laterally buckle the
intervening sediments and volcanic belts into folds
and faults, initiate metamorphism, and generate vol-
canic and plutonic magmas. Belts may later be bi-
sected by the development of new divergent plate
margins that produce ocean basins whose axes may
cut across the older mountain chains. This seems to
be the case with the Appalachian-Caledonian belt,
where the Mesozoic-Cenozoic development of the
Atlantic Ocean has separated the chain into the Ap-
palachians in North America and the Caledonides
in Greenland, Great Britain, and Scandinavia. Most
Paleozoic mobile belts, and many Precambrian belts
at least 2.5 b.y. old, can be interpreted in an anal-
ogous fashion, for they contain the various petro-
genetic associations of ocean opening and suture:
ophiolites, blueschist terranes, mélanges, and a suite
of sedimentary rocks whose composition, texture,
and distribution suggest deposition in trenches and
inland seas, on the abyssal plains of ocean basins,



and along continental shelves and rises. Because the
Earth itself has evolved, chemical and petrologic as-
pects of these more ancient mobile belts often differ
in detail from more modern analogs. Their organi-
zation leaves little doubt that they were formed by
plate tectonics processes.

Plate tectonics is considered to have been op-
erative as far back as 2.5 b.y. Prior to that inter-
val, evidence suggests that the plate tectonics may
have occurred, although in a markedly different man-
ner, with higher rates of global heat flow producing
smaller convective cells or more densely distributed
mantle plumes which fragmented the Earth’s surface
into numerous small, rapidly moving plates. Repe-
titious collision of plates may have accreted con-
tinental blocks by welding primitive “greenstone
island arc terranes” to small granitic subcontinen-
tal masses. See CONTINENTS, EVOLUTION OF; GEODY-
NAMICS. Walter C. Pitman Ill

Details of Processes at Convergent Margins

Convergent continental and island arc margins encir-
cle the Pacific Ocean and occur locally in all other
oceans (Fig. 9). At convergent margins, two of the
Earth’s lithospheric plates are directed against each
other. Normally, one plate consists of dense oceanic
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lithosphere which underthrusts, or subducts, be-
neath less dense continental or island arc lithosphere
(Fig. 10).

Structure and tectonic units. The thrust fault be-
tween the plates is the major tectonic feature of a
subduction zone, and opposing plate motion causes
great earthquakes that begin at 10-20 km (6-12 mi)
depths in the seismogenic zone. As the plates shear
past one another, sediment and rock of the sub-
ducting plate may be added to the upper plate
and upper-plate material may be eroded, introduc-
ing terrigeneous material into the subduction zone.
The dominant material transfer is a basis for divid-
ing convergent margins into accretionary and ero-
sive types. In the absence of a standard nomencla-
ture, the following is used here. The upper plate
of convergent margins is commonly formed by four
units, consisting of a frontal prism that is sometimes
backed against an accreted prism, which in turn
backs against the core rock framework and is over-
lain by a slope apron. The lower plate consists of
igneous rock overlain by oceanic and trench fill sedi-
ment. Sediment that stays attached to the lower plate
when introduced into the subduction zone forms the
subduction channel that is capped by the interplate
thrust. See MARINE GEOLOGY.
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Fig. 9. Plate tectonic map of the circum-Pacific region showing major zones of plate convergence and spreading ridges.
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descending limb of a convection cell in the Earth’s mantle.

The frontal prism begins at the initial contact be-
tween converging plates as represented by the first
fault that displaces the trench axis sea floor, re-
ferred to as the deformation front. Rapid deforma-
tion characterizes the frontal prism. The prism ex-
tends to either a more rigid core framework or a
well-consolidated accreted prism.

Compressional deformation tectonically thickens
the prism in contrast to less prominent active tecton-
ism landward. The frontal prism consists of material
derived from off-scraped trench fill, slope apron sed-
iment, or fragmented basement rock that was de-
tached at the basement-prism contact. Along more
than 50% of all convergent margins where trench
fill is no thicker than 1 km (0.6 mi), frontal prisms
are less than 20 km (12 mi) wide. Once they reach
25-30 km (15-20 mi) in width, material at the
back of the prism has consolidated, and it becomes
sufficiently rigid to become part of the accreted
prism. Thus, the contact between frontal prism and
accreted wedge migrates toward the trench axis.
Frontal prisms widen continents only a small amount
in contrast to accreted prisms.

The accreted prism, 30 to more than 100 km (20
to more than 60 mi) wide, is a body of oceanic and
trench fill sediment that was transferred from the
subducting lower plate at the frontal prism and be-
came attached to the upper plate framework. Ac-
creted prisms develop from the frontal prism and
consist of consolidated and rigid sedimentary rock
with porosities of about 15% or less. The accreted
prism adds to the width of a continent or island arc
and stores material for longer periods. Large accre-
tionary prisms involve a margin configuration and
plate convergence constant for tens of millions of
years. They are common where sediment fill in the
trench axis is more than 1 km (0.6 mi) thick and rates
of orthogonal convergence are less than 5 km/m.y.
Examples are found along the Lesser Antilles and the
Nankai, Makran, and Indonesian margins.

The core framework is commonly referred to as

basement, and it includes diverse igneous as well as
metamorphic and occasional sedimentary rock bod-
ies. The framework basement exposed along coasts
is a strong and rigid rock mass that can be followed
tens of kilometers seaward with geophysical meth-
ods and sampling. Along more than half of the global
length [about 41,000 km (25,000 mi)] of convergent
margins, the framework extends to within 10-15 km
(6-9 mi) of the trench axis. Many of the sedimentary
rock bodies of the framework basement are fossil ac-
creted wedges, as along the Japan and Alaskan mar-
gins.

The slope apron is a sediment sequence that over-
lies the margin framework and accreted prism. It
extends from the edge of the shelf to the frontal
prism and can be from a few meters to 5 km (3 mi)
thick. The steepness of the continental slope causes
gravity sliding and a general downslope migration of
sediment. Seismic imaging of slope-apron stratifica-
tion and high-resolution sea-floor bathymetry [100 m
(330 ft) or less], show the lack of active deforma-
tion that indicates the tectonic stability of the margin
framework and accreted prism relative to the frontal
prism. Stability is also indicated by a sea-floor mor-
phology with integrated canyons that are disrupted
and disappear over the frontal prism.

The plate interface is underlain by a layer from
about 200-1200 m (about 660-4000 ft) in thickness
called the subduction channel. This layer consists
of subducted trench sediment and eroded clastic
material on the igneous ocean crust and is com-
monly detected as a zone of low seismic velocity,
relative to its bounding rock masses. The low ve-
locity is interpreted as indicating a fluid-rich unit.
Subduction beneath the frontal prism inflicts a load
on the porous sediment in the subduction channel,
which elevates the pore fluid pressure because the
prism’s permeability does not allow the fluid to es-
cape as quickly as the load is applied. Fluid pressure
can approach the weight of the overlying material.
Such pressures greatly reduce friction and allow less
consolidated materials to be subducted rather than
scraped off at the deformation front. Farther down,
the subduction zone temperature increases to levels
where some clay minerals alter and release chemi-
cally bound water into the subduction channel. Ele-
vated pressure in a fluid-rich layer is an explanation
for reduced seismicity, and the manner of slip along
the plate interface thrust is considered stable. The
unstable slip released during large earthquakes and
tsunamis occurs at ~10 km (6 mi) or greater depths
in the portion of the subduction zone called the seis-
mogenic zone. See SEISMOLOGY; TSUNAMI.

The subducting lower plate commonly bends into
the trench axis and breaks into extensional or nor-
mal faults. This faulting produces voids that fill with
sediment carried down the subduction zone on the
lower plate. Some normal faults are imaged seismi-
cally through the entire oceanic crust, and could
form aquifers that conduct seawater into the lower
crust. Seawater in contact with lower crustal rock
can change the mineralogy to weaker serpentine
minerals and affect the mechanical behavior and



geochemical evolution of the subducting litho-
sphere. The cold, negatively buoyant subducting
plate becomes a driving force for convection in
the Earth’s mantle, which is the layer between the
lithosphere and the core. Ultimately, subduction of
oceanic plates into the mantle is responsible for
much of the tectonism expressed at the Earth’s sur-
face.

Tectonic processes. The dynamic character of con-
vergent margins is evident from earthquakes and
tsunamis. Convergent margins begin in the seismo-
genic zone at depths beyond the reach of direct ob-
servation even with scientific drilling. However, the
mechanisms involved leave a geology to interpret
that indicates the nature of dynamic processes in-
volved. Accretionary mass addition has an erosional
mass subtraction counterpart. The geology of mate-
rial added to the upper plate is more easily observed
than the record of massive material removed from
a continent or island arc and carried out of sight.
An important but difficult record to decipher from
geologic evidence is the role of fluid in controlling
tectonism and seismicity.

Erosional convergent margins. Subduction erosion
is predominant along more than 60% of convergent
margins globally. At erosional convergent margins,
the net volume of the margin’s upper plate decreases
during subduction. Evidence of missing rock masses
includes finding (1) the roots of ancient volcanic arcs
along the coast or more than 100 km (60 mi) closer
to the trench axis than where they formed; (2) large-
scale and long-term subsidence to trench depths of
unconformities that formed in shallow-water envi-
ronments; and (3) the migration of volcanic arcs hun-
dreds of kilometers inland, indicating that the conti-
nental slope retreated a similar distance. Drill cores
at seven Pacific convergent margins show 3-5 km
(2-3 mi) of subsidence during the past 15-20 m.y.
This subsidence requires upper-plate thinning from
erosion along the plate interface because sediment
deposition during subsidence rules out regional sea-
floor erosion.

Erosional margins characteristically occur where
plate convergence is relatively rapid (more than
4 km/m.y)) and sediment in the trench axis is less
than 1 km (0.6 mi) thick. The lower plate of igneous
oceanic crust and sediment bends downward into
the trench axis, causing extensional structure dia-
grammed as tilted blocks or half-grabens (depressed,
faulted blocks). The wedge-shaped upper plate con-
sists of a continental crustal framework covered by
a slope sediment apron. The margin framework is as
strong at the coast, but downslope it fractures and
develops extensional faults that break up the plate
beneath the middle slope. Disruption of the frame-
work structure results in mass wasting of the slope
apron and basement. Debris from mass wasting mi-
grates downslope and collects in a frontal prism be-
neath the lower slope. This thin weak apex of the
frontal prism displays ridges and valleys at the sea
floor that mimic the buried lower plate relief. A thrust
fault bounds the underside of the frontal prism, but
landward the plate interface becomes a subduction

channel. In seismic images, the channel has a low-
frequency-high-amplitude seismic reflectance that is
0.5-1.0 km (0.3-0.6 mi) wide, inferred to indicate a
fluid-rich zone. Subduction beneath the frontal prism
elevates fluid pressure in the lower plate and its sedi-
ment cover, and this pressure increases upward fluid
migration along and across the plate interface. As
fluid drains from the lower plate, its porosity is re-
duced, which consolidates and strengthens material
below the interplate thrust, and at the same time fluid
invading fractures in the upper plate weakens rock
above the plate interface. Thus, the zone of minimum
strength along the plate interface shifts upward. The
shift results in a transfer of upper-plate material to the
subducting lower plate, thereby thinning the plate.
See GRABEN.

In the subduction erosional model, the upper-
plate framework looses strength downslope as the
plate thins and fractures dilate from invasion by pres-
sured fluid. As the lower plate subducts, it continues
bending, which increases lower-plate relief. Relief
promotes fracturing in the upper plate from jostling
as lower-plate relief subducts beneath it. As hundreds
of kilometers of lower plate subducts, the jostling
and dilation of fractures by pressurized fluid ulti-
mately fragments the base of the upper plate. De-
tached fragments are dragged piece by piece onto
the underthrusting lower plate, which carries them
into the seismogenic zone.

Accretionary margins. Accretionary margins pref-
erentially occur where convergence is less than
40 km/m.y. (25 mi/m.y.) and where sediment in
the trench axis is thicker than 1 km (0.6 mi). They
are distinguished from erosional margins by the ac-
creted prism that develops from the frontal prism.
The sediment wedge filling the trench axis is de-
posited rapidly and has a high initial porosity (about
70%). As the wedge converges against the upper
plate, horizontal force creates small compressional
faults, which do not extend to the sea floor, in the
lower part of the trench-sediment wedge, and pore
fluid pressure increases. Before faults break the sea
floor, fluid drains from the trench-sediment wedge
through intergranular permeability. Closer to the de-
formation, front faults reaching the sea floor provide
more efficient dewatering channels. The deforma-
tion front develops when upper sediment layers con-
solidate sufficiently to break in thrust faults. Faults
near the deformation front may extend through most
of the wedge sediment section, but a horizontal fault
above the igneous basement and parallel to bedding
(a decollement) that forms the interplate thrust fault
intercepts them (Fig. 11). Sediment below the thrust
fault subducts beneath the upper plate as part of the
lower plate. Where it has been drilled, subducted
sediment is little deformed and indicates low inter-
plate friction, along with other observations. Once
faulting landward of the deformation front begins,
fluid drains rapidly through fracture permeability in
the faults. The majority of original pore fluid in ac-
creted sediment (80%) is expelled in approximately
the first 5-10 km (3-6 mi) of the accretionary frontal
prism. Accretionary frontal prisms thicken rapidly by
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Fig. 11. Section across an accretionary convergent margin. The deformation front marks the partitioning of subducted and
accreted sediment, a division that commonly occurs along the base of the trench fill. Rapid loading squeezes water from
voids in the sediment, ultimately draining with the water from vents at the sea floor.

thrust faulting, and it is here that the greatest perma-
nent strain deforms sedimentary bodies. In the sub-
ducted sediment and igneous crust, fluid is released
farther down the subduction zone.

In many accretionary margins, the latest seismic
and high-resolution bathymetric data show segmen-
tation of tectonic activity not previously noted. A
change in tectonic character separates the accre-
tionary frontal prism from the accreted prism. The
rapidly deforming frontal prism has a rough sea-floor
morphology. The accreted prism deforms minimally,
allowing deposition of a little deformed slope apron
across it. The accreted prism is stronger and more
rigid than the frontal prism, and the contact between
them is a fault zone that commonly has sea-floor ex-
pression. This segmentation is not recognized along
all accretionary margins, and it is difficult to resolve
without the latest high-resolution geophysical data.
Along the Nankai margin off Japan, the boundary be-
tween frontal prism and accreted prism is termed a
splay fault, and similar features are resolved along the
Sunda and Makran margins.

The concept of critical taper helps explain the
thickening of an accretionary wedge. Taper refers
to the angle between the upper and lower prism
surfaces, and it depends on the strength of the ma-
terial and the interplate friction. When the critical
taper is exceeded, the slope becomes overcritical
and fails by slumping to restore the optimum taper.
When taper is undercritical, accretion restores it to
the optimum taper for conditions at the time. To
accomplish tectonic thickening, the accreted thrust
packets are stacked and rotated, but only to a lim-
iting angle. Once rotation and stacking of the de-
tached packets can no longer thicken the wedge,
thickening can be accomplished by the addition of
material from below (underplating), by subsequent
thrust faulting at a lower angle across previous struc-
ture (out-of-sequence thrusting), or by thrusting that
is contained within a lower layer (duplexing). These

processes occur at depths where clear seismic imag-
ing of structures is at the limits of the current tech-
nology. They are currently modeled to explain taper
related to upper plate thickening landward of the
frontal prism.

The mass flux at convergent margins is impor-
tant for understanding arc volcanism and the origin
of continental crust. Subduction zones return crust
to the mantle from which is once originated, but
in an altered state. The past tendency to view sub-
duction zones as primarily areas of growth has di-
minished as the extent of subduction zone erosion
becomes known. The volume of continental crust re-
turned to the mantle is small compared to its entire
volume, but sufficient to impart the distinct conti-
nental geochemistry observed in mantle rock. Ero-
sion is one argument for the paucity of very old ex-
posed continental crust, functioning as a balancing
process to have kept the growth of continents at
their approximate size during much of the Earth’s
history (since pre-Cambrian time, about 2.5 billion
years ago). Roland von Huene
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1
Plateau

Any elevated area of relatively smooth land. Usu-
ally the term is used more specifically to denote an
upland of subdued relief that on at least one side
drops off abruptly to adjacent lower lands. In most
instances the upland is cut by deep but widely sep-
arated valleys or canyons. Small plateaus that stand
above their surroundings on all sides are often called
tables, tablelands, or mesas. The abrupt edge of a
plateau is an escarpment or, especially in the west-
ern United States, a rim. In the study of landform
development the word plateau is commonly used
to refer to any elevated area, especially one under-
lain by nearly horizontal rock strata, that once had a
smooth surface at high level, even though that sur-
face may since have been largely destroyed by val-
ley cutting. An example is the now-hilly Appalachian
Plateau of western Pennsylvania, West Virginia, and
eastern Kentucky. See ESCARPMENT; PLAINS.

Among the extensive plateau lands of the world
are the Colorado and Columbia plateaus of the west-
ern United States, the plateau of southeastern Brazil,
the Patagonian Plateau of southern South America,
the Central Siberian Plateau, and the Deccan Plateau
of peninsular India. Edwin H. Hammond

1
Platinum

A chemical element, Pt, atomic number 78, and
atomic weight 195.09. Platinum is a soft, ductile,
white noble metal. The platinum-group metals—
platinum, palladium, iridium, rhodium, osmium, and
ruthenium—are found widely distributed over the
Earth. Their extreme dilution, however, precludes
their recovery, except in special circumstances. For
example, small amounts of the platinum metals, pal-
ladium in particular, are recovered during the elec-
trolytic refining of copper. See IRIDIUM; OSMIUM; PAL-
LADIUM; PERIODIC TABLE; RHODIUM; RUTHENIUM.
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Physical properties of platinum
Properties Value
Atomic weight ('2C = 12.00000) 195.09
Naturally occurring isotopes and % 190, 0.0127%
abundance
192, 0.78%
194, 32.9%
195, 33.8%
196, 25.3%
198, 7.21%
Crystal structure Face-centered
cubic
Lattice constant a at 25°C, nm 0.39231
Thermal neutron capture cross 8.8
section, barns
Common chemical valence 2,4
Density at 25°C, g/cm® 21.46
Melting point 1772°C (3222°F)
Boiling point 3800°C (6900°F)
Specific heat at 0°C, cal/g 0.0314
Thermal conductivity, 0-100°C, 0.17
cal cm/cm? s°C
Linear coefficient of thermal 9.1
expansion, 20-100°C, uin./in./"C
Electrical resistivity at 0°C, 9.85
microhm-cm
Temperature coefficient of electrical 0.003927
resistance, 0-100°C/°C
Tensile strength, 1000 Ib/in.?
Soft 18-24
Hard 30-35
Young’s modulus at 20°C
Ib/in.2, static 24.8 x 10°
Ib/in.2, dynamic 24.5 x 10°
Hardness, Diamond Pyramid Number
(DPN)
Soft 37-42
Hard 90-95

The platinum-group metals have wide chemical
use because of their catalytic activity and chemical
inertness. As a catalyst, platinum is used in hydro-
genation, dehydrogenation, isomerization, cycliza-
tion, dehydration, dehalogenation, and oxidation re-
actions. See CATALYSIS; ELECTROCHEMICAL PROCESS.

Platinum is not affected by atmospheric exposure,
even in sulfur-bearing industrial atmospheres. Plat-
inum remains bright and does not visually exhibit an
oxide film when heated, although a thin, adherent
film forms below 450°C (840°F). Platinum may be
worked to fine wire and thin sheet, and by special
processes, to extremely fine wire. Important physi-
cal properties are given in the table.

Platinum can be made into a spongy form by ther-
mally decomposing ammonium chloroplatinate or
by reducing it from an aqueous solution. In this form
it exhibits a high absorptive power for gases, espe-
cially oxygen, hydrogen, and carbon monoxide. The
high catalytic activity of platinum is related directly
to this property. See CRACKING; HYDROGENATION.

Platinum strongly tends to form coordination com-
pounds. Platinum dioxide, PtO,, is a dark-brown in-
soluble compound, commonly known as Adams cat-
alyst. Platinum(I) chloride, PtCl,, is an olive-green
water-insoluble solid. Chloroplatinic acid, H,PtClg,
is the most important platinum compound. See CO-
ORDINATION CHEMISTRY.

In the glass industry, platinum is used at high tem-
peratures to contain, stir, and convey molten glass.
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In the electrical industry, platinum is used in con-
tacts and resistance wires because of its low con-
tact resistance and high reliability in contaminated
atmospheres. Platinum is clad over tungsten for use
in electron tube grid wires. In the medical field, the
simple coordination compounds cisplatin and carbo-
platin are two of the most active clinical anticancer
agents. In combination with other agents, cisplatin is
potentially curative for all stages of testicular cancer.
Both agents are used for advanced gynecologic ma-
lignancies, especially ovarian tumors, and for head
and neck and lung cancers. Carboplatin was devel-
oped in attempts to alleviate the severe toxic side
effects of the parent cisplatin, with which is shares
a very similar spectrum of anticancer efficacy. See
CANCER (MEDICINE); CHEMOTHERAPY.
Henry J. Albert; Nicholas Farrel
Bibliography. L. Cerveny, Catalytic Hydrogenation,
1986; J. R. Davis (ed.), Metals Handbook: Desk Edi-
tion, 2d ed., ASM International, 1998; E R. Hartley
(ed.), Chemistry of the Platinum Group Melals: Re-
cent Developments, 1991; L. R. Kelland and N. Far-
rell (eds.), Platinum-Based Drugs in Cancer Ther-
apy, 2000.

]
Platyasterida

A Paleozoic (Ordovician and Devonian) order of
sea stars of the class Asteroidea; only two genera
have been recognized. Platyasteridans have relatively
elongate flat arms; broad, transversely aligned ven-
tral arm plates; and paxilliform aboral plates (see
illus.). The morphology suggests living members of
the Luidiidae, and based on those similarities, some
authors contend that luidiids are surviving platyas-
teridans. Fundamental differences in ambulacral sys-
tem construction have been found between modern
asteroids and all of the well-known early Paleozoic

Ventral view of an arm and a portion of the disk of
Platanaster ordovicus. Note lateral alignment of the arm
plates. (After W. K. Spencer and C. W. Wright, Asterozoans,
in R. C. Moore, Treatise on Invertebrate Paleontology, Pt. U,
Echinodermata 3, Geological Society of America and
University of Kansas Press, 1966)

asteroids, including the platyasteridans. Similarities
between platyasteridans and modern asteroids are
atributable to evolutionary convergence. See ASTER-
OIDEA; ECHINODERMATA; PAXILLOSIDA.
Daniel B. Blake
Bibliography. D. B. Blake, A classification and phy-
logeny of post-Paleozoic sea stars (Asteroidea: Echin-
odermata), J. Nat. Hist., 21:481-528, 1987.

|
Platycopida

An order of the Podocopa (Ostracoda) containing
a single family, Cytherellidae, and two extinct su-
perorders. Platycopids are small marine or brackish-
water ostracods with an asymmetrical shell that is

mandible

closing-muscle scars

antennule

antenna
upper lip
(a) maxillule

2nd leg

Cytherella abyssorum, an ostracod of the order
Platycopida. (a) Female with left valve removed; eggs lie in
posterior brood chamber outside body. (b) Posterior end of
male body with paired furcae and long hemipenes.

(c, d) Male first and second legs, both developed as
claspers and very different from the corresponding
appendages in the female. (After R. C. Moore, ed., Treatise
on Invertebrate Paleontology, pt. Q, 1961, and D. L.
McGregor and R. V. Kesling, Contributions from the
Museum of Paleontology, University of Michigan, 1969)

oblong, nearly rectangular, and laterally compressed;
their six pairs of appendages are adapted for burrow-
ing and filter feeding. Both fossil and living species
have the inner lamella of each valve calcified only
in the distal rim, if at all; if a narrow duplicature is
developed, it is continuous with the outer lamella
and does not form a vestibule (troughlike cavity) be-
tween the lamellae. Recent platycopids are distinct
from all other ostracods: The larger valve is rabbeted
to overlap the smaller around the free edge; the cara-
pace lacks vertical lobation; none of the postoral ap-
pendages serve as legs; and the posterior end of the
body is more clearly delimited and tapering than in
other ostracods.

Species are dimorphic. The female carapace is
wider near the rear and longer than that of the



male, providing a brood chamber behind the body.
Scars of adductor muscles are arranged in a bise-
rial aggregate (see illus.). The biramous antenna has
both endopod and exopod developed for locomo-
tion, and the paired lamelliform furcae may assist.
All living species are benthic, and fossil forms prob-
ably were also. Some species live at great depths in
the Atlantic Ocean, but others have been found in
the Arabian, Caribbean, and Mediterranean seas in
shallower water.

Unquestioned Platycopida are known from Juras-
sic to Recent. It has been proposed that ancestors
of the platycopids were nondimorphic Paleocopida.
The Cytherellidea combine a primitive, albeit elabo-
rate, soft-body anatomy with specialized filter feed-
ing. Neoteny may have played a significant role in
the evolution of platycopids. See CRUSTACEA; OSTRA-
CODA; PODOCOPA. Patsy A. McLaughlin

Bibliography. L. G. Abele (ed.), The Biology of Crus-
tacea, vol. 1: Systematics, the Fossil Record, and Bio-
geography, 1982; H. Kozur, Einige Bermerkungen
zur Systematik der Ostracoden und Beschreibung
neuer Platycopida aus der Trias Ungarns und der
Slowakei, Geol. Palaeontol. Mitt. Innsbruk, vol. 2,
1972; S. P. Parker (ed.), Synopsis and Classification
of Living Organisms, 2 vols., 1982; V. Pokorny, Prin-
ciples of Zoological Micropaleontology, 2:219-237,
1965.

]
Platyctenida

An order of the phylum Ctenophora comprising
four families (Ctenoplanidae, Coeloplanidae, Tjalfiel-
lidae, Savangiidae) and six genera. All species are
highly modified from the planktonic ctenophores.
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Comb jelly, Lyrocteis imperatoris.

The platyctenes are fairly small (1-6 cm or 0.4-
2.4 in.) and brightly colored. They have adopted a
variety of swimming, creeping, and sessile habits,
with concomitant morphological changes and loss
of typical ctenophoran characteristics. The body is
compressed in the oral-aboral axis, and the oral part
of the stomodeum is everted to form a creeping sole
(see illus.). Platyctenids have a fairly typical cy-
dippid larva, and comb rows are retained in adult
ctenoplanids, which are capable of swimming or
creeping on a substrate. The remaining families all
have a benthic habit and have lost the comb rows,
and even the statocysts as adults in the Savangi-
idae. Sexual reproduction involves internal fertil-
ization in many species, with retention of the de-
veloping cydippid larvae in brood pouches. Some
species also reproduce asexually by fission. Most
platyctenids are found in tropical coastal waters,
where many are ectocommensals on benthic organ-
isms. See CTENOPHORA. Laurence P. Madin

]
Platyhelminthes

A phylum of the invertebrates, commonly called the
flatworms. They are bilaterally symmetrical, nonseg-
mented worms characterized by lack of coelom,
anus, circulatory and respiratory systems, and exo-
and endoskeletons. Many species are dorsoven-
trally flattened. They possess a protonephridial
(osmoregulatory-excretory) system, a complicated
hermaphroditic reproductive system, and a solid
mesenchyme which fills the interior of the body.
Some parasitic species, that is, some trematodes,
have secondarily acquired a lymphatic system re-
sembling a true circulatory system. Some species of
trematodes, the schistosomes, have separate sexes.

Traditionally, three classes were distinguished in
the phylum: the Turbellaria, mainly free-living preda-
cious worms; the Trematoda, or flukes, ecto- or en-
doparasites; and the Cestoda, or tapeworms, en-
doparasites found in the enteron (alimentary canal)
of vertebrates, whose larvae are found in the tis-
sues of invertebrates or vertebrates. However, re-
cent cladistic analyses using morphology, including
ultrastructure, as well as DNA analysis, have shown
that the “Turbellaria” are an assemblage of taxa that
are not monophyletic (that is, they are not a group
containing all taxa with a common ancestor), and
that the monogeneans, earlier included in the trema-
todes, do not belong to the trematodes. Most im-
portantly, the Acoela do not belong to the Platy-
helminthes, but are a very archaic group close to the
base of the lower invertebrates; and all major groups
of parasitic Platyhelminthes—that is, the Trematoda,
Monogenea, and Cestoda—are monophyletic, con-
stituting the Neodermata.

Morphology. Flatworm tissues and organs are de-
rived from three germ layers. Most flatworms have
adhesive or attachment devices. In turbellarians,
these devices are glandular or muscular; in mono-
geneans, trematodes, and cestodes, they are suck-
ers and/or hooks or spines. Muscular tissue occurs
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in mesenchymal layers and permits rapid change in
body form. Numerous receptor cells (mechanore-
ceptors and chemoreceptors) and sense organs (ten-
tacles, statocysts for balance, and ocelli for photore-
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Fig. 1. Phylogeny of Platyhelminthes based on molecular (DNA) and morphological
evidence. Note that the Acoela do not belong to the Platyhelminthes (X). (Strongly
modified from D. T. J. Littlewood, K. Rohde, and K. A. Clough, Biol. J. Linnean Soc.,

66:75-114, 1999)

ception) occur on the head and body. Some of these
are reduced or absent in parasitic forms, although
there is no general reduction in the complexity of
the nervous system and sense receptors in the para-
sitic forms. Some parasitic species, in particular the
Aspidogastrea, even have a nervous system of greater
complexity and a greater variety of sensory recep-
tors than free-living forms. The nervous system con-
sists of longitudinal nerve cords (connectives) con-
nected by transverse nerves (commissures). In some
groups the nervous system has an irregular netlike
appearance. Usually some of the anterior commis-
sures are particularly well developed, forming a kind
of brain (cephalization). See NERVOUS SYSTEM (INVER-
TEBRATE).

A digestive system is present in turbellarians,
monogeneans, and trematodes but is lacking in ces-
todes. A mouth, serving also for egestion, is situ-
ated either anteriorly or ventrally. It is often pro-
vided with an aspirating sucker or pharynx by which
host tissues or other food particles are ingested. The
gut is saclike or branched and lined with a single
layer of cells often packed with granules. The pro-
tonephridial system is of uniform construction in the
phylum. It consists of ramifying blind tubes capped
with large cells, called flame cells, each bearing a tuft
of cilia which projects into the lumen. The tubes
course through the mesenchyme and discharge at
the surface by means of one or more openings. The
function of this system is not well understood but
contributes to osmoregulation and excretion. See DI-
GESTION (INVERTEBRATE).

The reproductive system reaches very great mor-
phological complexity. In each reproductive unit—
which is the entire organism in the Turbellaria,
Monogenea, Trematoda, Amphilinidea, and Gyro-
cotylidea, and which is the proglottid (segment) in
the Eucestoda—one to several testes and ovaries
occur as well as various accessory reproductive
organs.

Reproduction. The Platyhelminthes reproduce
both sexually and asexually. In sexual reproduction,
fertilization is internal, following copulation or
hypodermic insemination. Cross-fertilization is
the rule but selffertilization may occur. In most
flatworms, the eggs are ectolecithal; that is, the ova
are invested with yolk cells and the egg mass is
enclosed in a capsule. In turbellarians, capsules are
often deposited in cocoons, in which the juveniles
develop. Eggs of monogeneans, trematodes, and
cestodes emerge from the hosts. In the monoge-
neans, larvae infect the final vertebrate hosts. In the
other two, they either are eaten or hatch in water
as free-swimming larvae; then they either actively
penetrate, or are passively ingested by, intermedi-
ate hosts. Alternatively, many species among the
trematodes encyst on a substratum outside a host.

Asexual reproduction is a frequent occurrence in
this phylum. Many turbellarians reproduce by frag-
mentation or binary fission; in some, chains of indi-
viduals are temporarily produced. The Digenea re-
produce asexually in their larval stages, as do some
tapeworms, such as Echinococcus and Multiceps.



Formation of proglottids is an asexual process, re-
sulting from activity of a proliferating zone in a neck
region. See REPRODUCTION (ANIMAL).

Economic and biological importance. Turbellaria are
widespread in freshwater and the littoral zones (the
biogeographic zones between the high- and low-
water marks) of the sea, while one group of triclads
occurs on land in moist habitats. In the meiofauna
(small benthic animals) along the coasts, huge num-
bers of small turbellarians of many species occur,
but only a very small proportion of species has been
described. Turbellaria have been used to study re-
generation, including the effects of chemicals and
radiation upon the process. They have also been
used in axial gradient research. Adults of parasitic
flatworms occur on or in many tissues and cavi-
ties of the vertebrates on which they feed. They
are responsible for troublesome diseases in humans
and animals. Monogeneans are of foremost impor-
tance as agents of fish disease, especially in aqua-
culture, whereas digeneans are important agents of
disease in domestic animals and humans (schistoso-
miasis). Larval flukes are frequent in mollusks, mainly
gastropods, and occasionally occur in pelecypods
(bivalves). Vector hosts, such as insects and fish,
are often interpolated between the mollusk and ver-
tebrate. Adult tapeworms, living in the gut or the
biliary ducts, compete with the host for food and
accessory food factors such as vitamins. Larval tape-
worms reside chiefly in arthropods, but larvae of the
Cyclophyllidea develop in mammals, which may be
severely impaired or even killed by the infection.
Investigations utilizing flukes and tapeworms have
given clearer insight into the host-parasite relation-
ship. See PARASITOLOGY.

Classification. Figures 1 and 2 show the interre-
lationships of the major groups of Platyhelminthes
according to cladistic analyses based on DNA anal-
ysis and morphology (gross morphology and ultra-

Trematoda
\ Aspidogastrea
Digenea
Monogenea
\ Polyopisthocotylea

Monopisthocotylea

Gyrocotylidea

/ Amphilinidea

Cestoda

Eucestoda

Fig. 2. Phylogeny of the Neodermata, the major groups of
parasitic Platyhelminthes. Note that the Aspidogastrea plus
Digenea, the Polyopisthocotylea plus Monopisthocotylea,
and the Gyrocotylidea plus Amphilinidea plus Eucestoda
form monophyletic groups, that is, the Trematoda,
Monogenea, and Cestoda.
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Fig. 3. Bdelloura candida (Tricladida), ectocommensal on
the king crab, Limulus. Complete digestive and male
systems are shown on the left, female systems on the right.
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Fig. 4. A monopisthocotylean monogenean on the left and
a polyopisthocotylean monogenean on the right. (Based on
K. Rohde, Ecology of Marine Parasites, 2d ed., CABI,
Wallingford, Oxon, U.K., 1993)

structure). Note that the Acoela do not belong to
the Platyhelminthes and that all major groups of par-
asitic flatworms, the Neodermata, form a monophy-
lum including all groups derived from one common
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ancestor. The Catenulida is the sister group of all
other Platyhelminthes, and there are many taxa of
equal taxonomic rank.

“Turbellaria.” This group is an assemblage of taxa
which are not monophyletic. The body is cylindrical
or flattened and may be less than 1 mm to over 50 cm
long (0.04 to 20 in.). The members are chiefly free-
living, but commensal and parasitic species occur.
A ciliated epidermis may uniformly cover the body
or may be restricted to the ventral or other sur-
faces. Peculiar rodlike rhabdoids are embedded in
the epidermis. Characteristic color patterns are im-
parted to some species by chromatophores, while
other species contain symbiotic algae and are green
or brown. Species of Temnocephalida occur as ecto-

Y

miracidium

Q0

sporocyst

Fig. 5. Life cycle of a liver fluke. (Based on K. Rohde, Ecology of Marine Parasites, 2d ed.,

CABI, Wallingford, Oxon, U.K.,

1993)

commensals (organisms living on the outer surface
of the body of another organism, without affecting
the host) mainly on freshwater crayfish. Tricladida
consists of larger forms which are marine, freshwa-
ter, or terrestrial and have a three- branched intestine
(Fig. 3). Polycladida contains marine forms of elon-
gate or leaflike shape with few to many eyes near
the tentacles and on the body margin. Many intesti-
nal rami branch from a central digestive cavity above
the pharynx. Many of the other taxa, in earlier tax-
onomic systems often grouped in the Rhabdocoela
(taxa with a simple saclike gut), are either marine or
freshwater forms. The Fecampiida and Ichthyophaga
are entirely endoparasitic. See POLYCLADIDA; TRICLA-
DIDA; TURBELLARIA.

Neodermata. This large taxon consists of parasites
covered with a surface syncytium (tegument) formed
by underlying cells. It includes the Monogenea,
Trematoda, and Cestoda.

Monogenea. The monogeneans are found mainly as
ectoparasites on cold-blooded vertebrates, with di-
rect and simple life cycles. They consist of two
groups, the Polyopisthocotylea and Monopistho-
cotylea. The former have a posterior attachment
organ (opisthaptor) with clamplike attachment scle-
rites and hamuli (hooks), whereas the latter have
a posterior attachment organ consisting of a large
sucker and/or hamuli (hooks) [Fig. 4]. Adult mono-
geneans produce eggs from which typically a ciliated
larva (oncomiracidium) hatches. It attaches itself to
the surface of the final host, usually the skin, gills, or
fins of fish, and develops to the adult. See MONOGE-
NEA.

Trematoda. The flukes consist of two groups, the As-
pidogastrea (=Aspidobothria) and Digenea. The As-
pidogastrea are endoparasites of invertebrates and
vertebrates, characterized by their ventral attach-
ment disk consisting of a row of suckers or many
suckerlets, and by a simple life cycle which may, how-
ever, include two hosts. The Digenea are endopara-
sites of vertebrates, with two or more hosts involved
in their life cycle (Figs. 5 and 6), and the intermedi-
ate host is almost always a mollusk. In the Aspidogas-
trea, there never is secondary multiplication of lar-
val stages—that is, the larva is transformed into the
adult. In the Digenea, larval stages multiply—that is,
a miracidium (ciliated first larva) is formed in the egg,
it develops to a sporocyst which gives rise to several
or many daughter sporocysts or rediae, and they in
turn give rise to many cercariae, which may encyst
outside a host or in a second intermediate host, form-
ing the metacercariae. Each cercaria is transformed
to the adult after infection of the final (=definitive)
host. See ASPIDOGASTREA; DIGENEA; TREMATODA.

Cestoda. These highly specialized animals are para-
sites of vertebrates and consist of the “segmented”
Eucestoda and the nonsegmented Amphilinidea and
Gyrocotylidea, formerly grouped in the Cestodaria,
which, however, is unlikely to be a monophyletic
group. A typical tapeworm in the Eucestoda consists
of an anterior attachment organ, the scolex, and a
series of similar reproductive segments, the proglot-
tids. See CESTODA; EUCESTODA.
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miracidium hatched from an egg (this stage penetrates the snail host). (c) Cercaria, view from the side (this stage encysts in a
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Amphilinidea infect the body cavity of teleost
fishes and freshwater turtles; their larvae occur
in crustaceans. The Gyrocotylidea infect chimaerid
fishes; their life cycle is not known. See AMPHILIN-
IDEA; GYROCOTYLIDEA.

In Eucestoda the ripe eggs or hatched ciliated lar-
vae (coracidia) are ingested by intermediate hosts in
which six-hooked embryos, the oncospheres, trans-
form into larval forms such as procercoids, plerocer-
coids, cysticercoids, cysticerci, and other specialized
types. Final hosts become infested by ingesting these
larvae. Klaus Rohde; C. G. Goodchild

Bibliography. R. H. Barth and R. E. Broshears, The
Invertebrate World, Sanders College Publishing,
Philadelphia, 1982; K. Rohde (ed.), Marine Para-

sitology, CSIRO Publishing, Melbourne, and CABI
Publishing, Wallingford, Oxon, U.K., 2005; G. D.
Schmidt and L. S. Roberts, Foundations of Parasitol-
0gy, 6th ed., McGraw-Hill, New York, 1999.

]
Platypus

The single species Ornithorbynchus anatinus of the
family Ornithorhynchidae in the order Monotremata,
which occurs in eastern Australia and Tasmania. This
mammal is a monotreme, which lays eggs and incu-
bates them in a manner similar to birds. The platy-
pus is also known as the duckbill, duckmole, and
water mole. One of the most primitive mammals,
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Platypus, a primitive aquatic mammal. (Photograph by Paddy Ryan/Ryan Photographic)

it retains some reptilian characteristics. The female
lacks a marsupium; however, marsupial or epipubic
bones are well developed.

On the male’s hindleg is a poison spur whose
function is unknown, but which occurs in other
monotremes. The skeletal system possesses sev-
eral reptilianlike characteristics. In addition, as an
oviparous species, reptilian features such as a cloaca,
double uterus, and primitive reproductive organs are
retained.

Ornithorbynchus is well adapted to aquatic life. It
ranges from the tropical, sea-level streams to cold
lakes at altitudes of 6000 ft (1800 m). It is cov-
ered with short dense fur, typical of many aquatic
mammals; the external ears are lacking; and the tail
is broad and flattened, resembling that of the beaver
(see illus.). The rubbery bill is covered with a
highly sensitive skin. There are no teeth, but horny
ridges are used for crushing food and grubbing on
the bottom of rivers. Food is principally crustaceans,
worms, and tadpoles.

The adult is about 2 ft (0.6 m) long and weighs
approximately 4 1b (1.8 kg). The duckbill is a bur-
rowing animal, and digs a chamber in the side of a
riverbank. The female lays and hatches two leath-
ery shelled eggs in the chamber, which is lined
with dry grass. Incubation takes about 2 weeks.
The young are born naked and helpless, and the fe-
male feeds them on lacteal secretions produced by
mammary glands which more closely resemble sweat
glands. The young have temporary molar, deciduous
teeth that are lost in the adult. See MONOTREMATA.

Charles B. Curtin

Bibliography. S. Jackson, M. Serena, and D.
Middleton, Platypus, in S. Jackson (ed.), Australian
Mammals: Biology and Captive Management,
pp. 1-32, CSIRO, Collingwood, Victoria, Australia,
2003; R. M. Nowak, Walker’s Mammals of the
World, Johns Hopkins University Press, 1999; M.
Serena, Duck-billed platypus: Australia’s urban odd-
ity, Nat. Geog., 197(4):118-129, 2000.
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Playa

A nearly level, generally dry surface in the lowest part
of a desert basin with internal drainage (see illus.).
When its surface is covered by a shallow sheet of
water, it is a playa lake. Playas and playa lakes are also
called dry lakes, alkali flats, mud flats, saline lakes, salt
pans, inland sabkhas, ephemeral lakes, salinas, and
sinks. The original meaning in Spanish of shore or
beach has been lost. An example is Death Valley in
California.

A playa surface is built up by sandy mud that settles
from floodwater when a playa is inundated by downs-
lope runoff during a rainstorm. A smooth, hard playa
occurs where ground-water discharge is small or
lacking and the surface is flooded frequently. These
mud surfaces are cut by extensive desiccation poly-
gons caused by shrinkage of the drying clay. Puffy-
ground playas form by crystallization of minerals as
ground water evaporates in muds near the surface.
Ground water moves upward because artesian con-
ditions exist on many playas. Artesian conditions re-
quire that subsurface flow be confined within an
aquifer, usually a sandy layer, so the piezometric
surface created by the hydrologic head is near or
above the ground surface. See AQUIFER; ARTESIAN
SYSTEMS.

Subsurface brine is present beneath many playas.
Brines evolve from surface waters that sink into al-
luvial fans adjacent to the playa basin. As ground
water flows through the fans, through the adjoining
sandflats, and under the playa, various minerals are
precipitated progressively in the sediments, increas-
ing the ionic concentration of the water and modi-
fying the proportions of the ions. The type of brine
depends on the original composition of the surface
water and reflects the lithology of the rocks weath-
ered in the surrounding mountains. See GROUND-
‘WATER HYDROLOGY.

Numerous playas in the southwestern United
States yield commercial quantities of evaporite
minerals, commonly at shallow depths. Important
are salt (NaCD and the borates, particularly borax
(Na,B;0--10H,0), kernite (Na,B;0--4H,0), ulexite

Light-colored playa in lowest part of Sarcobatus Flat in
southern Nevada.



(NaCaBsOy-8H,0), probertite (NaCaBsOo-5H,0),
and colemanite (Ca,Bs0;;-5H,0). Soda ash (sodium
carbonate; Na,COz) is obtained from trona
(NazH(CO3),-2H,0) and gaylussite (Na,Ca(CO3),-
5H,0). Lithium and bromine are produced from
brine waters. See DESERT EROSION FEATURES; SALINE
EVAPORITES. John F. Hubert

Bibliography. J. L. Melvin (ed.), Evaporites, Petro-
leum and Mineral Resources, Dev. Sedimentol.,
no. 50, 1991; H. G. Reading (ed.), Sedimentary
Environments: Processes, Facies and Stratigraphy,
3d. ed., 1996; R. W. Renault and W. M. Last (eds.),
Sedimentology and Geochemistry of Modern and An-
cient Saline Lakes, Soc. Sed. Geol. Spec. Publ., no. 50,
1994.
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Plecoptera

An order of primitive insects known as the stoneflies.
The order comprises 16 families and more than 2000
species distributed on all continents except Antarc-
tica. Stoneflies spend the majority of their lives aquat-
ically as nymphs (immature larval forms); they exit
the water and live only briefly as adults on land. There
are relatively slight differences between the aquatic
nymphal stage and the terrestrial adult form, except
for wings and tracheal gills. In stoneflies, the soft
and somewhat flattened or cylindrical body ending
in two tail filaments, the strong legs with paired tarsal
claws, the chewing mouthparts, and the rusty blacks,
dull yellows, and browns are characteristic of both
the nymph and adult (see illustration). The name
Plecoptera literally means pleated wing, referring to
the hindwings that are folded and hidden under the
forewings, which the adult holds close to the ab-
domen when at rest or walking. See INSECTA.
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Plecoptera. (a) Nymph of Paragnetina. (b) Adult of
Pteronarcys, one of the largest stoneflies. (After A. H.
Morgan, Field Book of Ponds and Streams, Putnam, 1930)

Characteristics. Stonefly nymphs live in the rapid
stony parts of clean swift streams, although a few
species occur along the rocky shores of large temper-
ate lakes. Filamentous tracheal gills are characteristic
of all nymphs except those that live in highly aerated
water and respire through the body wall. In various
species, gills are attached at the neck, on the side of
the thorax, and on the sides and top of the abdomen.
In some species, such nymphal structures persist in
the adults but do not function.

Most stonely species require 1 year for develop-
ment, but a few may take as long as 3 years. In
an observed complete life history of one species,
the nymphs went through 22 instars, the form as-
sumed by an insect between molts; the number of
known instars ranges from 12 to 36. Nymphs have
diverse feeding habits, including species that are
carnivores and others that are herbivores and/or de-
tritivores. Their diet can be determined by examin-
ing the stomach contents in newly collected speci-
mens.

The adult life stage begins when full-grown
nymphs climb onto rocks or plants, molt, and emerge
as adults. In various parts of North America stone-
fly adults emerge during every month of the year.
Numerous species of “winter stoneflies” reach their
peaks of abundance from late winter to early spring.
For these species, emergence typically takes place
after openings appear in ice-covered streams. Adults
are poor fliers and are often found creeping about
on stream banks and shrubbery.

Reproductive behavior. Adults live from one to a
few weeks, and the time is mainly spent engaged
in reproductive activities. Mating occurs near the
ground, never in flight. For most North American
species of stoneflies, males and females locate each
other through a complex system of vibrational com-
munication called drumming. The male taps or rubs
his abdomen on various substrates and waits for a re-
ceptive female to respond, whereby they are able to
locate each other. Each species has its own unique
pattern of drumming that varies in amplitude, fre-
quency, and duration. Females deposit egg masses
into the water using various means. Stoneflies that
inhabit large streams deposit their eggs directly into
the swirling water in clutches of more than 1000;
other species place the eggs at the water’s edge,
drop them from the air, or even crawl underwater
and deposit eggs onto the steam bottom. See INSECT
PHYSIOLOGY. Andrew K. Rasmussen; Lewis Berner

Bibliography. E. Leiser and R. H. Boyle, Stone-
[flies for the Angler, Knopf, New York, 1982; W. P,
McCafferty, Aquatic Entomology: The Fishermen's
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troduction to the Aquatic Insects of North America,
3d ed., Kendall Hunt, Dubuque, Iowa, 1996; K. W.
Stewart and B. P. Stark, Nymphs of North American
Stonefly Genera (Plecoptera), 2d ed., Caddis Press,
Columbus, Ohio, 2002; K. W. Stewart, S. W. Szczytko,
and B. P. Start, The language of stoneflies, Bioscience,
33:117-118, 1983.
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1
Pleiades

A typical open cluster of stars (see illus.), and the
best example in the sky of an open cluster for the
casual observer. (Open clusters are one of the two
basic types of star clusters, distinguished from glob-
ular clusters by their smaller total populations and
central densities, and by their younger age. Besides
being a focus of astronomical research in the present
era, the Pleiades has been considered important
since ancient times in various cultures, including an-
cient civilizations of Pre-Columbian Mexico, Greece,
Persia, India, and China. See STAR CLUSTERS.

The Pleiades, located in the constellation Taurus,
contains several hundred stars within a radius of
about 1°, centered on its brightest star, Alcyone.
(In comparison, the Moon is 0.5° across.) The cluster
is permeated with a faint diffuse nebulosity. Though
the Pleiades is always referred to as having seven
bright stars, only six are seen today. The “lost Pleiad”
is likely to be Pleione, which is presently a Sth-
magnitude variable star. The configuration of the
brighter stars resembles a very small dipper. See TAU-
RUS; VARIABLE STAR.

Several characteristics of the Pleiades make the
cluster useful for research. It is a young cluster, about
100 million years old, and still contains bright hot
blue stars (type B) on the main sequence (hydrogen-
burning stars) with abundances of elements similar
to that of the Sun. It is compact, and close enough
to see its smaller fainter members (including brown
dwarfs). Finally, although it has stars of widely vary-
ing masses and brightnesses, they are all approxi-

The Pleiades. (Lick Observatory photograph)

mately the same age and distance from Earth, about
130 parsecs (425 light-years). See LIGHT-YEAR; PAR-
SEC; STAR; STELLAR EVOLUTION.

Until the Hipparcos satellite was launched in
1989, the Pleiades was just beyond the distance
at which trigonometric parallaxes could be mea-
sured. While the distances measured by Hipparcos
for the Hyades and other clusters were generally near
the values expected from previous measurements,
the Pleiades cluster was found to be closer than
its expected distance. This implied that the actual
light given off by the stars was only about three-
quarters of what had been assumed from the pre-
Hipparcos measured distance. After several years of
investigation, the most likely resolution to the prob-
lem seems to be that the Hipparcos measurements
for the Pleiades cluster contain unexpected system-
atic errors, in the complex solution of the extremely
precise positional measurements obtained within a
limited period of time, and the Pleiades is actually at
its pre-Hipparcos measured distance. See PARALLAX
(ASTRONOMY).

Because it is relatively nearby, the Pleiades is
frequently studied. Brown dwarfs, whose masses
are smaller than that of the faintest true star but
larger than those of planets, have been found in the
Pleiades. While they may make up a quarter of the
objects in the cluster, they probably account for no
more than 1% of the cluster mass. The Pleiades is
also a useful basis for comparison with other clus-
ters in order to obtain the distances of clusters much
farther away. Other topics for research include the
effects of rapid rotation (stars slow down as they age)
and the fitting of theoretical models to the Pleiades.
See BROWN DWARF; STELLAR ROTATION.

Nancy Remage Evans; Ronald Pitts

Bibliography. G. Basri, The discovery of brown
dwarfs, Sci. Amer., 282(4):76, April 2000; A. G. A.
Brown, The Hyades—So close, and now, so famil-
iar, Mercury, 27(3)17-21, May/June 1998; R. Burn-
ham, Jr., Burnbam’s Celestial Handbook, vol. 111,
Dover Publications, New York, 1978; B. Paczynski,
Astronomy: A problem of distance, Nature, 427:299-
300, 2004; L. Kun Tan, The Pleiades, in Gallery, Sky
Telesc., 99(2):136, February, 2003.

1
Pleistocene

The older of the two epochs of the Quaternary
Period. The Pleistocene Epoch represents the inter-
val of geological time (and rocks accumulated during
that time) extending from the end of the Pliocene
Epoch (and the end of the Tertiary Period) to the
start of the Holocene Epoch. Most recent time scales
show the Pleistocene Epoch spanning the interval
from 1.8 million years before present (m.y. B.P) to
10,000 years B.P. The Pleistocene is commonly char-
acterized as an epoch when the Earth entered its
most recent phase of widespread glaciation. See QUA-
TERNARY.

British naturalist Charles Lyell introduced the term
Pleistocene in 1839. Earlier, he had subdivided the
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Tertiary Period on the basis of the degree of faunal
similarity of the epochs with modern molluscan
fauna. He identified an older Pliocene and a younger
Pliocene, with 50% and 70% faunal similarity with
modern fauna, respectively. In 1839 he introduced
the concept of Pleistocene as a separate epoch to
replace the younger Pliocene. Later he attempted to
abandon this term in favor of a generic post-Pliocene,
but this revisionism was largely ignored by the geo-
logical community as the use of the term Pleistocene
had become popular in stratigraphic literature. The
Holocene Epoch was proposed by the French natu-
ralist P. Gervais in 1867 to cap the Pleistocene and
the geological column. The Holocene represents the
youngest of the geological epochs and spans the last
10,000 years of geological time. Its fossil content is
characterized by 100% faunal similarity to modern
assemblages. See HOLOCENE; PLIOCENE; TERTIARY.
Following the publication in 1840 of the work
by Swiss zoologist Louis Agassiz, who envisioned
a climatically induced continental ice sheet all the
way from the North Pole to Central Asia and across
the Alps, geologists for the first time began asso-
ciating the Pleistocene as a geological epoch with
widespread glaciation. Though Agassiz’s notion was
correct in its basic tenet, it was based on several
ill-founded assumptions and was not taken seriously.
By 1850, however, the concept of the Pleistocene ice
age took hold, largely through the documentation of
glacial till sediments by Scandinavian and Scottish ge-
ologists. The glacial deposits normally lack contem-
poraneous fossils (they may contain reworked older
fossils) and are thus difficult to date. Nonetheless,

the fossils contained in sediments below and above
the glacial deposits showed considerable affinity to
modern assemblages, thereby indicating to the early
workers that these sediments were relatively recent,
that is, of the Quaternary age. See TILL.

The early workers envisioned a single large glacial
event in the Pleistocene, but observations soon led
to evidence of more than one glaciation, separated
by more equitable interglacial periods. As evidence
has accumulated in recent decades from both the
land and the sea, it clearly shows numerous glacial
advances and retreats. At least 17 glacial events
have been shown to have occurred during the Pleis-
tocene. Modern paleoclimatic studies also indicate
that the Pleistocene does not characterize the first
glaciation. The first significant glaciation in the most
recent phase of Earth’s glacial history began as far
back as the middle Miocene, some 15 m.y. ago.
Nevertheless, extensive and high-frequency glacials
events are characteristic of the Pleistocene Epoch.
See CLIMATE HISTORY; GLACIAL EPOCH.

‘While geologists and glaciologists think widesp-
read glaciation typifies the Pleistocene Epoch, in the
past anthropologists considered the appearance of
modern humans as a defining criterion, and verte-
brate paleontologists used the fossiliferous occur-
rence of the elephant, modern horse, and cattle in
their definition of this interval. Some of these events
were later shown to be of greater antiquity and not
restricted to the Pleistocene.

Subdivisions. In modern geological time scales,
the Pleistocene is subdivided into a lower and an
upper series. In Europe, the lower series is consid-
ered equivalent to the Calabrian Stage, while the
upper series is equated with the Sicilian and Tyrrehe-
nian stages (Fig. 1). The exact boundaries between
these stages are, however, still a matter of debate
among stratigraphers.

The Calabrian Stage was established by the French
geologist M. Gignoux in 1913 based on shallow ma-
rine sediments in Calabria, the toe of Italy. The oc-
currence of the cold-water mollusk species Arctica
islandica and the benthic forminifer Hyalinea bal-
thica characterizes the Calabrian beds, which were
assumed to correspond to the latest Pliocene cold pe-
riod. The latter was elevated to represent the basal
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Fig. 1. Pleistocene stages and their temporal equivalents. (After B. U. Haq and F. W. B. van Eysinga, Geological Time Table,

Elsevier, Amsterdam, 1998)
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Pleistocene at the International Geological Congress
in 1948. However, the base of the Pleistocene (or
the Pliocene-Pleistocene boundary) has remained
controversial. At present the Calabrian sections at
La Castella and Vrica and near the village of Santa
Maria di Catanzaro are variously used by stratigra-
phers to typify the Pliocene-Pleistocene boundary
and the Calabrian Stage. In 1977 B. Haq and cowork-
ers, in an attempt to reconcile the paleoclimatic and
chronologic data, used multiple, fossil, radiometric
and paleomagnetic criteria to define the boundary
at the Calabrian sections. They equated the base of
the Pleistocene with the top of the Olduvai magnetic
event, and considered it as coeval with the first of the
four major climatic deteriorations of the Pleistocene.
This finding also reconciled the boundary with the
arrival of the cold molluscan and foraminiferal fauna
in the Mediterranean and a dramatic reduction in
temperatures. More recently, Italian stratigraphers
have preferred the Vrica section as the type section
for the Pliocene-Pleistocene boundary. It is a thicker
section, containing much the same events as the La
Castella section but a better ash-bed chronology. Nev-
ertheless, their placement of the boundary yielded
the same conclusions as those reached by Haq and
coworkers. See DATING METHODS; PALEOCLIMATOL-
OGY; PALEOMAGNETISM.

The marine Calabrian is replaced locally in Italy
by fresh-water deposits. These were designated by L.
Pareto in 1856 as the Villafranchian Stage based on
a section near Villafranca di Asti that is rich in mam-
malian fauna. The occurrence of Equus and Elephas
in these beds was considered to be their earliest,
and to mark the beginning of the Quaternary accord-
ing to vertebrate paleontologists. However, the time
equivalency of the Villafranchian with Calabrian has
been questioned, and the former has been shown to
be at least in part older than the Calabrian, and there-
fore late Pliocene. The first appearances of modern
horses and elephants have also been shown to date
from the late Pliocene.

The Calabrian deposits are overlain by shallow ma-
rine sediments assigned to the Sicilian Stage, which
was considered to characterize the second glacial
episode marked by the return of A. islandica to the
Mediterranean area. In the later part of the Sicilian,
the climate once again ameliorated and warmer fau-
nas returned. This was followed by the deposition
of the sediments of the Tyrrhenian Stage, which rep-
resents another regressive-transgressive cycle. The
Tyrrhenian sediments represent overall warming
conditions with several smaller, colder intervening
episodes.

Local Pleistocene stage equivalents (Fig. 1) in Italy
include the Emilian (which straddles the early-late
Pleistocene boundary) and the Milazzian (which is
equivalent to the later part of Sicilian and early
Tyrrhenian stages). In California, the Wheelarian
Stage is considered largely to be equivalent to the
Pleistocene, though its lower boundary is somewhat
older and occurs in the latest Pliocene. In Japan the
upper half of the Kechienjian Stage and the Yuzan-
jian Stages are considered to span the early Pleis-
tocene. The Australian Werrikooian Stage also spans

only the early Pleistocene. In New Zealand, stratigra-
phers recognize the Nukumaruan Stage as overlap-
ping the latest Pliocene and the earlier Pleistocene,
and the Castlecliffian as representing the later Pleis-
tocene. They divide the Castlecliffian further into
a lower, Okehuan substage, and an upper, Putikian
substage. Students of vertebrate fossils, who often
name their own stages based on mammalian fauna,
equate the upper part of Villafrancian, the Biharian,
and the Steinheimian (Oldenburgian) with the Pleis-
tocene in the Old World, and use Irvingtonian and
Rancholabrean in North America to subdivide the
Pleistocene. Each of these ages is characterized by
its own typical mammalian assemblage. See INDEX
FOSSIL.

Glaciations and climate. Contrary to the belief of
early workers who equated the Pleistocene with the
ice age, evidence accumulated in recent years indi-
cates that glaciation in the Northern Hemisphere ac-
tually began in the late Pliocene. Data from the sta-
ble oxygen isotopes from the marine record suggests
that both Iceland and Greenland were glaciated at
least 3.2 m.y. B.P. An especially cold interval also oc-
curred around 3.0 m.y. B.P, when glacial ice reached
the sea in both polar regions as indicated by substan-
tial ice-rafted debris on the sea floor. The remain-
der of the Pliocene shows cyclic waxing and waning
of the ice sheets. The cyclic nature of the glacial-
interglacial variations becomes even more charac-
teristic of the Pleistocene. Research in the 1970s
and 1980s firmly tied this cyclicity to variations in
astronomical parameters that control the distance
between the Earth and the Sun (Milankovitch cyclic-
ity, discussed below). The onset of the Pleistocene
brought glaciations that were more widespread than
those in the Pliocene. Mountain glaciers expanded
and continental ice fields covered large areas of
the temperate latitudes. Sea ice also became more
widespread. Where there were no glaciers, such as in
the lower latitudes, considerable cooling occurred.

Four or five major glacial events have been identi-
fied in the Pleistocene continental record of the tem-
perate and high latitudes, and each of these episodes
shows a higher frequency of advances and retreats
of glacial ice. In the Alps, five major glacial episodes
have been identified and are known as (from the old-
est to the youngest) the Donau, Gilinz, Mindel, Riss,
and Wiirm. On the North American continent, four
major glacial advances have been identified in the
last million years of the continental record. These
are known as (from the oldest to the youngest) the
Nebraskan, Kansan, Illinoian, and Wisconsinan. Dur-
ing each of these episodes, ice sheets covered much
of the North American continent (Fig. 2). The syn-
chroneity of the younger four glaciations in the Alps
with those of North American is, however, not fully
established due to difficulty in direct dating of glacial
deposits. In New Zealand, four major Pleistocene
glaciations are also evident when highland glaciers
advanced to the lowlands, but their correlation with
Northern Hemisphere glacial episodes have not been
clearly established.

The most complete record of the Pleistocene
glacial and climatic variations that can be tied to a



meaningful chronology comes from the deep sea.
Deep-sea sediment cores, especially those of the
North Atlantic, contain a record of climatic cyclicity
that has been shown to be forced by Milankovitch
modulation. In the early twentieth century, M. Mi-
lankovitch established curves for solar insolation (the
amount of solar radiation impinging on the Earth’s
surface) as a factor of temporal variations in the
Earth’s distance from the Sun. This distance is con-
trolled by three astronomical parameters with differ-
ent periodicities. These include variations in (1) the
stretch of the Earth’s orbit around the Sun, or ec-
centricity, with a periodicity of about 95,000 years;
(2) the tilt of the Earth’s axis of rotation, or obliquity,
with a periodicity of about 40,000 years; and (3) the
wobble in the Earth’s rotation, or precession, that
has a periodicity of about 21,000 years. Eccentric-
ity and precession directly define the distance of the
Earth from the Sun, whereas obliquity influences the
distribution of solar radiation in different latitudes.
Milankovitch’s curves implied that the variation in
the solar insolation was the most important factor
in modulating the Pleistocene climate. These time-
dependent astronomical parameters have been di-
rectly tied to the observed periodicities in the stable-
isotopic and faunal and floral record from the deep
sea. See EARTH ROTATION AND ORBITAL MOTION;
INSOLATION; MARINE SEDIMENTS.

Although the paucity of accurate time correlations
remains a limiting factor, climatic data on a regional
basis suggest that Pleistocene climates differed in dif-
ferent areas, and cooling and warming trends were
not uniform. Generally, cooler climates followed the
onset of glaciations, and warmer climates trailed
glacial retreats. The interglacial periods, however,
have been inferred to have become progressively
cooler through the Pleistocene, with each succes-
sive interglacial as much as 1°C (1.8°F) cooler than
the previous one. Vegetation and faunal distributions
also followed these climatic fluctuations. For exam-
ple, in North America, tundralike vegetation spread
several thousand kilometers to the south during the
peak of the Wisconsinan glaciation when compared
to its present-day distribution. See GEOLOGIC THER-
MOMETRY; TUNDRA.

Oceans. The marine sedimentary record shows
that in the oceans the equatorial regions seem to
have suffered less cooling during glacial episodes
than the temperate to higher latitudes. For exam-
ple, near the end of the last glacial maximum, some
18,000 years ago, the Caribbean and Central Atlantic
waters cooled only slightly, while the North Atlantic
at 40°N cooled by as much as 10°C (18°F). This was
a consequence of a significant southward shift of
the paleo-Gulf Stream during the glacial maximum.
The average temperature of the ocean waters was,
however, only 2.3°C (4.1°F) cooler than at present.
On the continents the temperatures were some 5°C
(9°F) cooler than today. Temperature increases dur-
ing the interglacials were also of greater magnitude
in the continental interiors, where the average sum-
mer temperature may have increased by as much as
15°C (27°P).

The expansion and decay of the ice sheets had a
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Fig. 2. Spread of the continental ice sheets during various Pleistocene ice ages over

North America. (After R. F. Flint, Glacial and Quaternary Geology, Wiley, New York, 1971)

direct effect on the global sea level. Global sea-level
fluctuations of 50-150 m (170-500 ft) have been esti-
mated for various glacial-interglacial episodes during
the Pleistocene, following the sequestering of water
as glacial ice on the continents and its subsequent
melting. Since the last deglaciation, which began
some 17,000 years ago, the sea level has risen by
about 110 m (360 ft) worldwide, drowning all of the
ancient lowstand shorelines. One important product
of the sea-level drops was the migration of large river
deltas to the edges of the continental shelves and to
the deeper parts of the basins. These coarse-grained
sandy sediment bodies constitute ideal reservoirs
for the accumulation of hydrocarbons. Conversely,
the last marine transgression that started in the late
Pleistocene after rapid deglaciation and ended in the
Holocene (6000 to 7000 years ago) resulted in new
deltas that formed at the mouths of modern rivers.
All present-day river deltas date from the cessation
of the rapid sea-level rise and the attainment of rela-
tive eustatic stability in the mid-Holocene. See DELTA;
PALEOCEANOGRAPHY; PETROLEUM GEOLOGY.

Life. The Miocene three-toed horse genus Hippar-
ion survived into the latest Pliocene part of the
Villafranchian. These and other survivor species,
such as mastodonts, and premodern rhinos became
largely extinct at the close of the Pliocene. The on-
set of cooler climate and Pleistocene glaciation is
also approximated with a wave of mammalian migra-
tion from the east to the west. A relatively modern-
looking fauna that included the first true oxen, ele-
phants, and the first one-toed horse first appeared
at the beginning of Pleistocene. The modern horse,
E. caballus, made its first appearance some 250,000
years ago in the late Pleistocene in North America.
From North America it migrated to Asia and then
west to Europe. However, during the last glacial
maximum, some 18,000 years ago, it became ex-
tinct in North America when it was unable to cross
the deserts to migrate to South America. Oxen, deer
and reindeer, large cats, mammoth, great elk, wolf,
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(b)

Fig. 3. Two European mammals of the Pleistocene that ranged widely and died out before the close of the epoch. (a) Woolly
rhino (Coelodonta antiquitatis) (after B. Kurten, Pleistocene Mammals of Europe, Weidenfeld and Nicolson, 1968). (b) Woolly
mammoth (after O. Abel, Die vorzeitlichen Sdugetiere, Gustav Fischer, 1914)

hyena, and woolly rhinos (Fig. 3) proliferated during
the middle and late Pleistocene. Mammoths, which
have been found preserved nearly intact in frozen
soils in Siberia, ranged over much of Europe during
the glacial times. Thick fur and a substantial layer
of protective fat gave these species an advantage in
the cold climates. Their reign ended at the close of
the glacial period. See GEOLOGIC TIME SCALE; MAM-
MALIA.

The unique Pleistocene mammalian faunas of
some of the isolated islands, such as Madagascar, the
Philippines, Taiwan, and the Japanese Archipelago,
indicate restriction in the dispersal of species during
the Pleistocene.

Before the onset of the Pleistocene glaciation, the
Pliocene Epoch had already seen the evolution of a
whole lineage of hominids in Africa that had given
rise to the human precursor, Homo babilis, around
2 m.y. B.P. This was followed by the appearance of
H. erectus, which came on the scene almost at the
Plio-Pleistocene boundary, around 1.8 m.y. B.P. These
species were followed by more recent human an-
cestors, and the Pleistocene Epoch is characterized
by the final evolution of the Man. The first archaic
H. sapiens are now considered to have arrived on
the scene earlier than previously believed, around
about a million years ago. The appearance of H.
neanderthalensis, or the Neanderthal Man, whose
tenure of the tropics and temperate regions partly
overlapped with the archaic man, is now dated at
least as far back as 250,000 years B.P. This species be-
came extinct at approximately the same time as the
rise of modern man. Recent datings have also pushed
back the appearance of the first true modern H. sapi-
ens (the Cro-Magnon Man) to around 100,000 years
B.P. Even these dates are, however, quite likely to be
revised (to greater antiquity) as new age data accu-
mulate. See FOSSIL HUMANS; GEOLOGIC TIME SCALE.

Bilal U. Haq

Bibliography. B. U. Haq et al.,, The corrected
age of the Pliocene-Pleistocene boundary, Nature,
269:483-488,1977; B. U. Haqand E W. B. van Eyinga,
Geological Time Table, 6th ed., 2007; T. Nilsson, The
Pleistocene: Geology and Life in the Quaternary Ice
Age, 1982; C. Pomerol, The Cenozoic Era: Tertiary
and Quaternary, 1982.

1
Pleochroic halos

Spherical or elliptical regions up to 40 micrometers
in diameter in which there is a change in color from
the surrounding mineral when viewed with a pet-
rographic microscope. Pleochroic halos are found
around small inclusions of radioactive minerals—
for example, zircon, monazite, allanite, xenotime,
and apatite—and in rock-forming minerals, princi-
pally quartz, micas, amphiboles, and pyroxenes. Ha-
los have also been identified in coalified wood pre-
served in deposits on the Colorado Plateau. These
small regions of discoloration were recognized by
H. Rosenbusch as early as 1873 in cordierite, but
it was not until the early twentieth century that
J. Joly ascribed pleochroic halos to the effect
of irradiation originating from the inclusions. See
CORDIERITE; PETROFABRIC ANALYSIS.

The change in color is a result of radiation dam-
age caused by alpha particles emitted during the ra-
dioactive decay of nuclides in the decay chains of
uranium-238, uranium-235, and thorium-232. Typi-
cally, the alpha particle has an energy of 4.5-9 MeV
and a range of 10-20 pm, dissipating most of its en-
ergy by ionization with only a few hundred atomic
displacements at the end of its trajectory. The alpha
recoil has an energy of 0.07-0.09 MeV and a range of
only 0.02 um. Thus, it is the range of the alpha parti-
cle and ionization effects that account for the size and
color of the halos. The halos have a distinctive ring
structure with varying degrees of discoloration be-
tween the rings: the coloration in the halos increases,
saturates, and finally diminishes with increasing ion
dose. A total dose over time of 10'? alpha particles
per square centimeter is required to initiate discol-
oration in laboratory experiments. Natural fluences
must be four to seven times greater in order to ini-
tiate the same effect in micas, suggesting annealing
of radiation damage over geologic periods. Thus, the
size of a halo is limited first by the range of the alpha
particle and then by the dissipation of the fluence
(inversely proportional to distance) below a critical
threshold value required for discoloration. See ALPHA
PARTICLES; METAMICT STATE.

The early interest in pleochroic halos was in
their use for geologic age dating. Careful attempts



were made to correlate the halo color with the
alpha-irradiation dose in order to estimate the age
of the enclosing mineral. Additionally, the constant
size of the rings of the uranium and thorium halos
for minerals of different ages was taken as evidence
that the decay constants for radionuclides used in
age dating had remained constant throughout geo-
logic time. Thermal annealing of the halos has been
used to model the thermal histories of rock units. See
FISSION TRACK DATING.

Of great interest are the giant halos (50-100 um
in radius) or the Y halos, which lack the distinctive
ring structure of uranium and thorium halos. These
halos were attributed to extinct or nearly extinct nu-
clides, such as plutonium-244. The much larger ha-
los (up to 100 pum) might also have been caused
by highly energetic alpha particles that accompany
the spontaneous fission of plutonium-244 or by al-
pha decay of heavy elements (atomic number 126,
127, 116, or 124). Various interpretations suggest
mechanical and chemical mechanisms for the en-
largement of the discolored areas of the halo. See
ATOMIC NUMBER; MICA; PLEOCHROISM; RADIOACTIVE
MINERALS. Rod Ewing

Bibliography. R. V. Gentry, Radioactive halos, Annu.
Rev. Nucl. Sci., 23:347-362, 1973; C. H. Holbrow,
Haloes from plutonium minerals and fission alphas?,
Nature, 265:504-508, 1977; M. A. K. Lodhi (ed.), Su-
perbeavy Elements, 1978 ; C. Moazed, R. M. Spector,
and R. F Ward, Polonium radiohalos: An alternative
interpretation, Science, 180:1272-1274, 1973.

1
Pleochroism

In some colored transparent crystals, the effect
wherein the color is quite different in different direc-
tions through the crystals. In such a crystal the ab-
sorption of light is different for different polarization
directions. Tourmaline offers one of the best-known
examples of this phenomenon. In colored transpar-
ent tourmaline the effect may be so strong that one
polarized component of a light beam is wholly ab-
sorbed, and the crystal can be used as a polarizer.
For a fuller discussion of the effect see DICHROISM;
POLARIZED LIGHT; TRICHROISM. Bruce H. Billings

|
Plesiosauria

An order of extinct aquatic diapsid reptiles within
the infraclass Sauroptrygia, common throughout
the world during the Jurassic and Cretaceous pe-

Pleuronectiformes

riods. These large carnivores are characterized by
long, paddle-shaped limbs and short, dorsoven-
trally compressed bodies (see illus.). In contrast
with nothosaurs (more primitive members of the
Sauropterygia), plesiosaurs have greatly expanded
ventral portions of both pectoral and pelvic girdles
to provide large areas for the attachment of muscles
to move the limbs anteriorly and posteriorly. Lateral
undulation of the trunk was severely restricted by
elaboration of the ventral scales. The great length of
the limbs indicates that they must have been used
symmetrically, rather than alternatively as in primi-
tive reptiles. The configuration of the skeleton sug-
gests that plesiosaurs swam in the manner of sea lions
by horizontal retraction of the limbs, rather than like
sea turtles and penguins which use the limbs like
wings to fly through the water.

Approximately 40 genera of plesiosaurs are recog-
nized. They are divided into two large groups: The
plesiosauroids include the most primitive genera and
others that have small heads and very long necks.
Among the plesiosauroids, the elasmosaurids had as
many as 76 cervical vertebrae. The pliosauroids had
shorter necks but larger skulls. The skull of Kro-
nosaurus exceeded 9 ft (2.7 m) in length. Both elas-
mosaurs and pliosaurs persisted until the end of the
Mesozoic.

The common attributes of the loss of the lower
temporal bar and the superficial position of the
scapula relative to the clavicle support relationship
between the plesiosaurs and the Triassic nothosaurs,
but known members of these two groups differ
significantly in limb proportions and the structure
of the girdles. Intermediate forms might be ex-
pected in the latest Triassic, but few remains of ma-
rine reptiles are known from this time interval. See
DIAPSIDA; NOTHOSAURIA; REPTILIA; SAUROPTERYGIA.

Robert L. Carroll

Bibliography. R. L. Carroll, Vertebrate Paleontology

and Evolution, 1987.

1
Pleuronectiformes

A very distinctive order of actinopterygian fishes,
also known as the Heterosomata or commonly the
flatfishes, which in turn are known by a variety
of common names: halibut, turbots, plaice, floun-
ders, soles, tonguefishes, and others. All adults are
characterized by a flattened (laterally compressed)
body with both eyes located on the same side of
the head. Larval flatfishes are bilaterally symmetrical,

Skeleton of the plesiosauroid Cryptocleidus, about 10 ft (3 m) long.
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but early in development one eye migrates across
the top of the head to the other side. The asymme-
try is reflected in complex modifications of the skull
bones and associated muscles and nerves, as well as
dentition, squamation (arrangement of scales), vis-
ceral anatomy, and paired fins. A given family is usu-
ally either dextral (eyes on the right side) or sinis-
tral (eyes on the left side); however, some families
have both dextral and sinistral members even at the
species level. Flatfishes are further characterized by
pigmented upper side; blind side usually lacking pig-
ment; cycloid or ctenoid scales; tubercles in some
species; long-based dorsal and anal fins, with the
dorsal fin base extending to or beyond the eyes (ex-
cept in the family Psettodidae); body cavity quite
reduced in size; usually six or seven branchiostegal
(gill bone) rays; and a swim bladder in adults of only
a few species. See ACTINOPTERYGII; ANIMAL SYMME-
TRY; SWIM BLADDER.

Flatfishes are invariably benthic (bottom-dwelling)
as postlarvae, spending their entire adult lives swim-
ming on their side (except Psettodes, which occa-
sionally swims upright), with the eyeless side down.
They are carnivorous predators, keeping much to
the bottom. The eyes are protrusible, allowing these
fishes to see while buried in the substrate awaiting a
wandering prey. In pursuit of prey, the flatfishes
move far from the substrate. Worldwide many spe-
cies of flatfish are valued as food and are important to
the commercial fisheries industry. See MARINE FISH-
ERIES.

The order Pleuronectiformes comprises about
678 extant species in about 134 genera, 14 families,
and two suborders. About 10 species of soles are
thought to be limited to freshwater habitats; a few
more, primarily freshwater species enter estuaries
or marine water, and another 20 that are normally
marine species occasionally enter freshwater.

The families below were selected to represent the
diversity of the pleuronectiforms.

Suborder Psettodoidei. The family Psettodidae
(spiny turbots) is represented by a single genus, Pset-
todes (Fig. 1), and three species. It occurs in ma-
rine waters of tropical western Africa, the eastern
Atlantic, eastern Africa and the Red Sea, and the west-
ern Pacific. It is distinguished from other flatfishes
by a combination of the following characters: dorsal
fin not extending onto the head to or past the eye;
spinous anterior dorsal and anal rays; nearly symmet-

Fig. 1. Indian spiny turbot (Psettodes erumei) from the
Indo-West Pacific. (Photo by Jack E. Randall)

Fig. 2. Ocellated flounder (Pseudorhombus
dupliciocellatus) from the Indo-West Pacific. (Photo by Jack
E. Randall)

rical pelvic fins, with one spine and five soft rays; 15
branched caudal fin rays; sinistral or dextral eyes;
very large mouth, with maxilla extending far beyond
the eyes; large supramaxilla; barbed jaw teeth; gill
arches with groups of teeth; palatine with teeth; and
distinct preopercular margin, not covered with skin.
Maximum length is about 60 cm (24 in.).

Suborder Pleuronectoidei. In this group, the dorsal
fin extends onto the head at least to the eyes, and
the dorsal and anal fins lack spines.

Family Paralichthyidae (sand flounders). The paralichthyids
(Fig. 2) are primarily marine fishes of the Atlantic,
Indian, and Pacific oceans, and rarely enter freshwa-
ter. They can be distinguished from other flatfishes
by the following combination of characters: sinistral
eyes in most species; short and nearly symmetrical
pelvic fin bases (but position of bases is variable be-
tween species); and branched pectoral rays. Maxi-
mum length is 75 to 152 ¢cm (30 to 60 in.). There are
about 16 genera and about 105 species.

Family Pleuronectidae (righteye flounders). These are ma-
rine (occasionally brackish-water, rarely freshwater)
fishes of the Arctic, Atlantic, Indian, and Pacific
oceans that are distinguished from other flatfishes
by the following characters: eyes almost always dex-
tral; origin of dorsal fin above the eyes; symmetrical
pelvic fins; usually no oil globule in the egg yolk; and
a well-developed lateral line on both sides. There are
23 genera with about 60 species. The commercially
important and large halibuts belong to this family,
including Hippoglossus bippoglossus (Atlantic hal-
ibut), with a maximum published weight of 320 kg
(7001b), and H. stenolepis (Pacific halibut), weighing
in at 363 kg (800 Ib).

Family Bothidae (lefteye flounders). Known from the trop-
ical and temperate waters of the Atlantic, Indian, and
Pacific oceans, these flatfishes are distinguished by
sinistral eyes; pelvic fin base on eye side longer than
on eyeless side, on midventral line, and origin ante-
rior to the base on eyeless side; unbranched pectoral
and pelvic fin rays; pelvic fins without a spine; and
eggs with a single oil globule in the yolk. Twenty
genera are known, with about 140 species, some of
which are commercially important. Maximum total
length is 3.5 to 46 cm (1.4 to 18 in.), depending on
the species.

Sole families. Three families, Achiridae, Soleidae,
and Cynoglossidae, form a monophyletic group, with



Achiridae being the primitive sister group to Solei-
dae and Cynoglossidae. In soles, the skin of the lower
jaw and interopercle (a gill cover bone) is continuous
ventrally and covers the isthmus and branchiostegals.

Achiridae (American soles) includes shore fishes
in the eastern central Pacific and western Atlantic,
and freshwater fishes of temperate and tropical wa-
ters of South America. They are characterized by the
following combination of characters: dextral eyes;
margin of preoperculum (another gill cover bone)
detectable by a shallow groove; dorsal and anal fins
free from the caudal fin; right pelvic fin joined to
the anal fin; and eyed side of the lower lip having
a conspicuous, variously fringed fleshy rim. Ameri-
can soles are carnivores, feeding primarily on fishes
and benthic invertebrates. Maximum total length is
4 to 28 cm (1.6 to 11 in.), depending on the species.
Seven genera are known, with about 33 species.

Soleidae (soles) occurs widely in cold temperate
to tropical waters of the eastern Atlantic, the Indo-
West Pacific, and Australia. The following combina-
tion of characters readily identifies the soles: dextral
eyes; preoperculum completely concealed by skin
and scales; dorsal fin origin above or before the eyes;
dorsal and anal fins free from or united with the cau-
dal fin; pectoral fins present or absent; and pelvic
fins free from the anal fin. Maximum total length is
about 2.5 to 110 cm (1 to 43 in.), depending on the
species. Thirty-five genera have been identified, with
135 species.

Cynoglossidae (tonguefishes; also called tongue-
soles) is primarily a marine family of the tropical and
subtropical seas of the world. It is distinguished from
other soles by the following characters: very small
sinistral eyes that are usually close together; preop-
ercle margin covered with skin and scales; dorsal
and anal fins confluent with the pointed caudal fin;
pelvic fin of eyeless side having four rays attached
along midventral line, linked to the anal fin in some
species; pelvic girdle and fin on the eyed side absent
in some species; pectoral fins absent; and asymmet-
rical mouth. Most species occur in shallow water or
estuaries; however, some species of the genus Sym-
phurus may be found at depths to 1900 m (6240 ft).
Five species are known primarily from rivers. Maxi-
mum total length of most species is from 4 to 30 cm
(1.6 to 12 in.), rarely 40 to 48 cm (16 to 19 in.).
Three genera are known, with about 127 species.

Herbert Boschung
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tions and biogeography (pp. 42-67), in R. N. Gibson
(ed.), Flatfishes: Biology and Exploitation, Fish and
Aquatic Resources Series 9, Blackwell Publishing,
Oxford, England, 2005; J. S. Nelson, Fishes of the
World, 4th ed., Wiley, New York, 2006; R. T. C.
Ramos, Achiridae (American soles), pp. 666-669 in
R. E. Reis, S. O. Kullander, and C. J. Ferraris, Jr. (eds.),
Checklist of the Freshwater Fishes of South and Cen-
tral America, EDIPUCRS, Porto Alegre, Brasil, 2003.

C
Pliocene

The youngest of the five geological epochs of the
Tertiary Period. The Pliocene represents the inter-
val of geological time (and rocks deposited during
that time) extending from the end of the Miocene
Epoch to the beginning of the Pleistocene Epoch of
the Quaternary Period. Modern time scales assign
the duration of 5.0 to 1.8 million years ago (Ma)
to the Pliocene Epoch. See MIOCENE; PLEISTOCENE;
QUATERNARY; TERTIARY.

Charles Lyell introduced Pliocene in 1833 to char-
acterize the youngest of the Tertiary strata. He based
his subdivision of geological eras on the degree of
faunal similarity of those times with the modern
molluscan assemblages. For the Pliocene he identi-
fied an older Pliocene (with more than 50% extant
species) and a newer Pliocene (with up to 95% mod-
ern species). In 1839 he substituted the term Pleis-
tocene for the newer Pliocene, which he later tried
to abandon in favor of the term post-Pliocene; but
this suggestion was largely ignored, and the use of
the term Pleistocene became widespread in the ge-
ological literature. Deposits in the hills of the lesser
Apennines of northern Italy were shown to charac-
terize the Pliocene type assemblages during Lyell’s
time.

Pliocene marine sediments are commonly dis-
tributed along relatively restricted areas of the con-
tinental margins and in the deep-sea basins. Conti-
nental margin sediments are most often terrigenous
and range from coarser-grained sandstone to finer-
grained mudstone and clay. Major rivers of the world,
such as the Amazon, Indus, and Ganges, contain
thick piles of Pliocene terrigenous sediments in their
offshore fans. The Pliocene deep-sea sediments are
carbonate-rich (commonly biogenic oozes) and are
often very thick (up to 5000 m or 16,400 ft). See
BASIN; CONTINENTAL MARGIN.
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Fig. 1. Pliocene stages and their temporal equivalents in different regions.

Pliocene subdivisions. Modern stratigraphic usage
subdivides the Pliocene Epoch into two standard
stages, the lower, Zanclean stage and the upper, Pia-
cenzian stage (Fig. 1).

In 1868 G. Seguenza proposed the Zanclean stage
as the lower stage of the Pliocene, characterized
by the deposits of Trubi Marl in Sicily that con-
tained a diverse marine microfauna. The Zanclean
is considered an equivalent of the Tabianian stage,
introduced by K. Mayer-Eymer in that same year, with
atype area in northern Italy. The Tabianian contained
aless diverse and more restricted cooler-water fauna,
less suitable for broader correlations, thus leading
to the use of Zanclean as the standard stage for the
lower Pliocene over the Tabianian. In 1973 M. Cita
proposed a type section for the Zanclean in the Trubi
Marl at Capo Rosello in Sicily.

Mayer-Eymer proposed the Piacenzian in 1858
with the type area in northern Italy. It was first pro-
posed as a lower subdivision of the Astian stage
that had been introduced by P. de Rouville in
1853 as an equivalent of Lyell’s older Pliocene. The
Piacenzian was later upgraded to a stage level by
E. Renevier, with a type area designated near Castell’
Arquato by M. Pareto in 1865. The sands and blue
marls of type Piacenzian contain diverse benthic ma-
rine fauna as well as several planktonic foraminifer
species. The equivalent interfingering strata of the
Astian (type area near Asti, northern Italy) are largely
calcareous sand, conglomerate, and marl, containing
shallow-water benthos and only minor planktonic
constituents. See MARL.

The Romanian and Dacian stages are sometimes
used for the Pliocene in the Paratethys region (east-
ern and southeastern Europe) and are considered
time-equivalent to Zanclean and Piacenzian, respec-
tively. The Kimmerian and Akchagylian stages (Mol-
davian and Khaprovian substages for the latter) are
often used as approximate equivalents for the lower
and upper Pliocene in the former Soviet republics.
Other regionally used stage terms of the Pliocene in-
clude the lower brackish-water Sarmatian stage and
the upper nonmarine Pontian stage of the Vienna
basin and the western Paratethys; the Piacenzian
equivalent Redonian stage in Brittany; and the An-
versian stage for the younger Pliocene in Belgium.
In Japan, the Yuian, Totomian, Suchian, and younger
part of the Kechienjian stages span the Pliocene, and
in Australia it is subdivided into the Cheltenhamnian,
Kalimnan, and Yatalan stages. New Zealand strati-
graphers assign the Opoitian, Wapipian, Mangapa-

nian, and the lower part of Nakumaruan stages to the
Pliocene. In California, the regional Pliocene stages
include the Delmontian, Repettian, Venturian, and
the younger part of the Wheelarian.

Paleontologists working with vertebrate fauna
often use their own age and stage terminology to
characterize particular mammalian assemblages. In
European Pliocene they identify the Ruscinian and
the younger part of Villafranchian ages; while in
North America they consider the oldest part of
Hemphillian, the Blancan, and the youngest part of
Irvingtonian ages as characteristic of the mammalian
ages of the Pliocene.

Tectonics, seas, and climate. The most notable tec-
tonic events in the Pliocene include the beginning of
the third and last phase of the Himalayan uplift, the
Attican orogeny that began in the late Miocene and
continued into the Pliocene, and the Rhodanian and
Walachian orogenies that occurred during the later
Pliocene.

The latest Miocene is marked by a global cooling
period that continued into the earliest Pliocene, and
there is evidence that the East Antarctic ice sheet
had reached the continental margins at this time.
The Miocene Epoch terminated with the isolation
of, and a salinity crisis in, the Mediterranean. At
this time, the Mediterranean was cut off from the
open ocean due to the emergence of the sill block-
ing the Gibraltar Straits, due to uplift or falling global
sea level. The desiccated Mediterranean developed
high salinities, and a large volume of evaporites was
deposited. The onset of the Pliocene is marked by
the reconnection with the Atlantic, when normal
marine conditions returned to the Mediterranean.
See SALINE EVAPORITES.

The global sea level had been falling through the
late Miocene, and with the exception of a marked
rise in the mid-Zanclean, the trend toward lowered
sea levels continued through the Pliocene and Pleis-
tocene. The mid-Zanclean sea-level rise (3.5-3 Ma)
was also accompanied by a significant global warm-
ing event, which is evidenced by the paleontological
and glacial records of both the Arctic and Antarc-
tic regions and New Zealand. The oxygen isotopic
data, which record the prevailing sea surface tem-
peratures and total ice volume on the ice caps, show
little variations in the Equatorial Pacific during the
middle Pliocene. See GEOLOGIC THERMOMETRY.

By early Pliocene time, the major surface circula-
tion patterns of the world ocean and the sources
of supply of bottom waters were essentially simi-
lar to their modern counterparts. The only signif-
icant difference was the continuing connection of
the Central Atlantic with the Pacific at the Isthmus of
Panama, which did not close until the mid-Pliocene
at about 3.2 Ma. The closure of the isthmus had a
profound effect on the North Atlantic circulation
patterns. From the marine oxygen isotopic record,
the initiation of the Arctic glaciation has been dated
at 3.5 Ma, but the continental record shows that
land glaciation on North America did not start until
3.2 Ma. This time-lag effect may be linked to the clos-
ing of the Isthmus of Panama and the strengthening



of the North Atlantic Gulf Stream, which would
then be displaced farther north. Until the closure
of the isthmus, the terrestrial and marine ice mass
generation systems were not coupled. But the com-
bined effect of the northward displacement of the
Gulf Stream and the initial development of the Arc-
tic ice cap, which resulted in increased availability
of moisture to northern high latitudes and lowered
temperatures, led to the development of the first
terrestrial ice sheet. From then on, the terrestrial and
marine ice mass systems became coupled. A signifi-
cant ice cap on the Arctic region, however, did not
develop until 2.5 Ma. In the Southern Hemisphere,
two major glacial advances of the East Antarctic ice
sheet have been documented for the periods 3.2-
2.7 Ma and 2.1-1.6 Ma.

The third phase of the uplift of the Himalayas that
began in the Pliocene accentuated the monsoon-
type circulation in the Arabian Sea and North Indian
Ocean. The monsoonal system in this region had
already been activated after the Miocene (second)
phase of the Himalayan orogeny.

Thus, by mid-Pliocene time the conditions were in
place that would lead to glacially dominated climates
of the Quaternary Period.

Life. By Pliocene time, much of the marine and
terrestrial biota had essentially evolved its modern
characteristics. The late Pliocene cooling led to the
expansion of cooler-water marine assemblages of
the higher latitudes into lower latitudes, particularly
the foraminifers, bivalves, and gastropods. At the on-
set of cooling, the warm-water-preferring calcareous
nannoplankton group of discoasters began waning
in the late Pliocene and became extinct at the close
of the epoch. See BIVALVIA; COCCOLITHOPHORIDA;
FORAMINIFERIDA; GASTROPODA.

The widespread grasslands of the Pliocene were
conducive to the proliferation of mammals and in-
crease in their average size. The mid-Zanclean sea-
level rise led to the geographic isolation of many
groups of mammals and the increase in endemism.
But the late Pliocene-Pleistocene lowering of sea
level facilitated land connections and allowed exten-
sive mammalian migration between continents. The
closing of the Panama isthmus in the late Pliocene
also allowed interchanges between North and South
America. Armadillos, capybaras, ground sloths, and
porcupines, among others, migrated from south to
north, and horses, elephants, cats, dogs, deer, and
northern rodents went south. The arrival of the
North American mammals led to increased competi-
tive pressure and extinction of many typically South
American groups, including the notoungulates and
litopterns. Horses evolved and spread widely in the
Pliocene (Fig. 2). The late Miocene North American
horse genus, Hipparion, became extinct in the mid-
Pliocene after spreading into the Old World during
the latest Miocene and early Pliocene. The modern
horse genus, Equus, had appeared before the demise
of Hipparion. See MAMMALIA.

The Pliocene Epoch also saw the appearance of
several hominid species that are considered to be
directly related to modern human ancestry. The

Fig. 2. Pliocene scene in the San Joaquin Valley, California,
with ancestral species of camel (Parocamelus), horse
(Pliohippus), and pronghorn (Sphenophalos). The spread of
grasslands in the Pliocene was conducive to the
proliferation of grazing mammalian species. (After R. A.
Stirton, Time, Life and Man, John Wiley, 1959)

earliest hominid bones have been discovered from
Baringo, Kenya, in sediments that are dated to be of
earliest Pliocene age. After this first occurrence, a
whole suite of australopithicine species made their
appearance in the Pliocene. These include Ardi-
pithecus ramidus; and Australopithecus anamen-
sis, A. afarensis, A. babrelghazali, A. africanus, A.
boisei, and A. robustus. Before the beginning of the
Pleistocene glaciation, the first Homo species, Homo
habilis, had already evolved in Africa, first appearing
around 2 Ma, and Homo erectus appeared on the
scene near the Pliocene-Pleistocene boundary. Both
of these species are considered to be the precursor
of modern humans. See AUSTRALOPITHECINE; FOSSIL
HUMANS; PALEOBOTANY; PALEONTOLOGY.
Bilal U. Haq
Bibliography. W. A. Berggren and J. A. van Cou-
vering, The late Neogene, Palaeogeog. Palaeocli-
mat. Palaeoecol., 16:1-216, 1974; B. U. Haq and
E W. B. van Eysinga, Geological Time Table, Elsevier,
Amsterdam 1998.

1
Plum

Any of the smooth-skinned stone fruits grown on
shrubs or small trees. Plums are widely distributed
in all land areas of the North Temperate Zone, where
many species and varieties are adapted to different
climatic and soil conditions.

Types and varieties. There are four principal
groups: (1) Domestica (Prunus domestica) of

Fig. 1. Branch of a Damson plum.
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Fig. 2. Cluster of prunes decayed by brown rot. Fungus
spore masses are on the fruit, and there is an exudation of
gum at the base of the stems where the pathogen has
entered the shoot. (Courtesy of J. M. Ogawa)

European or Southwest Asian origin, (2) Japanese or
Salicina (P. salicina) of Chinese origin, (3) Insititia
or Damson (P. insititia) of Eurasian origin (Fig. 1),
and (4) American (P. americana and P. bortulana).
The Domesticas are large, meaty, prune-type plums,
the principal varieties being Agen or French prune
(grown in California) and Italian or Italian hybrids
(grown primarily in Oregon, Washington, Idaho, and
Michigan).

A prune is a plum which dries without spoil-
ing. Commonly but incorrectly the term “prune” is
applied to all Domestica-type plums, whereas the

Fig. 3. Crown gall on plum rootstock at left. Tree at right was protected against infection
by using the biocontrol agent Agrobacterium radiobacter. (Courtesy of W. J. Moller)

term “plum” is used only for Japanese-type plums.
Japanese plums are typically round, reddish or yel-
low, and juicy, and are represented by such varieties
as Beauty, Santa Rosa, Duarte, Burbank, Wickson, and
Satsuma. Insititias (Damson), represented by Shrop-
shire, are small, meaty fruits grown sparingly for
jam. American plums are small, watery fruits of low
quality, represented by De Soto, Pottawattomi, and
Golden Beauty, and valued chiefly for cold hardiness
of the tree.

Propagation and culture. Plums are propagated by
budding on seedlings of the myrobalan plum (P.
cerasifera) and less commonly on the peach and cer-
tain strains of P. domestica. See PEACH; PLANT PROP-
AGATION.

The Domestica and Insititia plums are slightly
hardier than the peach; the Japanese plums have
about the same hardiness as the peach; and native
American plums are considerably hardier than the
other groups.

Trees of the Domestica and Damson types may
grow 20-25 ft (6-7.5 m) high unless kept lower by
training and pruning. They are usually planted about
20 ft (6 m) apart, and are adapted to a wide range of
soils, from light to heavy. Trees of the Japanese type
are smaller (15-20 ft or 4.5-6 m) and are best adapted
to lighter soils. They are normally planted 18-20 ft
(5.4-6 m) apart, but in the hands of skilled horticul-
turists they are adaptable to close spacings and con-
trolled shapes. Most plums require cross-pollination.
See REPRODUCTION (PLANT).

Production and economic importance. California is
the leading producer (90%) of the prune-type Do-
mestica plums, followed by Oregon, Washington,
Michigan, and Idaho. In states other than California,
where 100% are dried as prunes, 52% of the prune-
type plums are sold fresh, 40% canned, and 8% dried.

R. Paul Larsen

Plum and prune diseases. Brown rot, a fungus dis-
ease caused by Monilinia fructicola and M. laxa, is
probably the most widespread and serious disease of
these crops (Fig. 2). Symptoms include blossom and
twig blight and pre- and postharvest fruit rot. Injuries
caused by the plum curculio in eastern states and
twig borer in western states play an important role
in fruit infection. Control of blossom blight is based
on the application of a dormant eradicant spray and
one or more protective sprays during bloom. Fruit
decay can be prevented only by controlling the in-
volved insects and the pathogens.

Other important fungus diseases include Armil-
laria root rot (caused by A. mellea), controlled
mainly by soil fumigation and use of resistant root-
stocks; black knot (caused by Dibotryon morbo-
sum), a serious disease in eastern states that is
controlled by gall removal and spraying; Valsa (Cy-
tospora) canker (caused by Valsa ssp.), favored by
freeze injury to the North and sunburning in the
Southwest; and Ceratocystis canker (caused by C.
fimbriata, an insect-vectored pathogen that invades
mechanical-harvesting injuries).

Bacterial diseases of importance on plums and
prunes are bacterial spot (caused by Xanthomonas
pruni), bacterial canker (caused by Pseudomonas



syringae), and crown gall caused by Agrobacterium
tumefaciens (Fig. 3). Bacterial spot occurs only east
of the Rocky Mountains, where it is especially dam-
aging to Japanese plums. Bacterial canker is serious
in the Pacific coast states on all types of plums and
prunes. It is partially controlled through soil fumiga-
tion to kill nematodes that predispose trees to the
disease, and by the use of peach rootstocks. Crown
gall is biologically controlled in nurseries, where it
is of greatest concern, by the use of A. radiobacter,
which produces a bacteriostatic bacteriocin specific
for the pathogen. See CROWN GALL.

Although plums and prunes are affected by several
virus diseases—Prunus ring spot, line pattern, stem
pitting, and diamond canker, to mention a few—
these disorders mostly are of minor importance. The
serious plum pox virus disease of Europe has not yet
been found in North America. See FRUIT, TREE; PLANT
PATHOLOGY. Harley English

Bibliography. W. H. Chandler, Deciduous Orchards,
1957; N. E Childers, Modern Fruit Science, 1973;
U.S. Department of Agriculture, Virus Diseases
and Noninfectious Disorders of Stone Fruits in
North America, Agr. Handb. 437, 1976; E. E.
Wilson and J. M. Ogawa, Fungal, Bacterial, and Cer-
tain Nonparasitic Disease of Fruit and Nut Crops
in California, Division of Agricultural Sciences, Uni-
versity of California, 1979.

]
Plumbaginales

An order of flowering plants, division Magnoliophyta
(Angiospermae), in the subclass Caryophyllidae of
the class Magnoliopsida (dicotyledons). The order
consists of only the family Plumbaginaceae, with
about 400 species. The plants are herbs or less often
shrubs. The flowers are strictly pentamerous (that
is, each floral whorl has five members); the petals
are fused (sympetalous condition) and all alike in
shape and size; the pollen is trinucleate; and there is
a single basal ovule located in a compound ovary that
has a single locule or cell. The Plumbaginaceae differ
from most families of their subclass in their straight
embryo, copious endosperm, absence of perisperm,
and the presence of anthocyanin pigments instead
of betalains. The family contains a few garden or-
namentals, such as species of Armeria, known as
thrift or sea-pink. See CARYOPHYLLIDAE; MAGNOLIO-
PHYTA; MAGNOLIOPSIDA; PLANT KINGDOM; POLLEN.

Arthur Cronquist; T. M. Barkley

1
Pluto

Formerly considered the outermost planet, tiny Pluto
is now recognized to be one of the largest and clos-
est members of a disk of icy planetesimals that sur-
rounds the solar system beyond the orbit of Nep-
tune. For this reason, the International Astronomical
Union resolved to reclassify Pluto in a new category,
dwarf planet, in 2006.

Pluto was discovered on February 18, 1930, by
C. W. Tombaugh at the Lowell Observatory, Flagstaff,

Arizona, on photographic plates taken with a spe-
cial astronomical camera as part of a systematic
search. The presence of a planet beyond Neptune’s
orbit had been predicted independently by P. Low-
ell and W. H. Pickering (among others) on the
basis of analyses similar to those that had led U. J.
Leverrier and J. C. Adams to the prediction of Nep-
tune. It was thought that there were perturbations in
the motion of Uranus that Neptune alone could not
explain. Pluto was found surprisingly near its pre-
dicted position, since it is now known that the mass
of Pluto is far too small to have caused the (evidently
spurious) perturbations. See NEPTUNE; PLANET.

Charon, Pluto’s largest satellite, was discovered in
1978 by J. W. Christy and R. Harrington at the nearby
Flagstaff station of the U.S. Naval Observatory. H.
Weaver and a team of astronomers using the Hubble
Space Telescope discovered two additional satellites,
Hydra and Nix, in 2005 (Fig. 1).

Orbit. Pluto’s orbit (Fig. 2) has a semimajor axis
(mean distance to the Sun) of 5.9 x 10° km (3.7 x
10° mi), an eccentricity of 0.25, and an inclination of
17.1°. The inclination and eccentricity are larger than
those of any of the planets. At a mean orbital velocity
of 2.95 mi/s (4.7 km/s), it takes Pluto 248.0 years
to make one revolution around the Sun. The large
orbital eccentricity means that at perihelion Pluto is
closer to the Sun than Neptune, but the orbits of the
two bodies do not intersect.

Telescopic appearance. Pluto is visible only
through fairly large telescopes since even at per-
ihelion its visual magnitude is fainter than 13.5.
This is thousands of times below the sensitivity
of the unaided eye. Its visual magnitude at mean
opposition is 15.1, thousands of times fainter
than our visual threshold. Periodic variations in its
brightness demonstrate that the surface of Pluto is
covered with bright and dark markings and indicate
a period of rotation of 6.4 days. This is longer than
the rotational period of any of the planets except
Mercury and Venus. See MAGNITUDE (ASTRONOMY).

Fig. 1. Pluto and its three known moons, imaged by the
Hubble Space Telescope on February 15, 2006. (NVASA, ESA,
H. Weaver (JHUAPL), A. Stern (SwRI), HST Pluto
Companion Search Team)

Pluto
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Fig. 2. Orbit of Pluto; a perspective view to show the
inclination I and eccentricity of the orbit. A, aphelion; P,
perihelion; NN, line of nodes. (After L. Rudaux and G. de
Vaucouleurs, Astronomie, Larousse, 1948)

Size and mass. The radius of Pluto is 1153+10 km
(7166 mi), making Pluto significantly smaller than
the Earth’s Moon (whose radius is 1738 km or
1080 mi), while Charon’s radius is 603.5+1.5 km
(375.0£0.9 mi). (The uncertainty in Pluto’s radius
includes the possibility that a lower atmosphere
haze prevents the true surface of this dwarf planet
from being measured by the occulation observation
on which it is based.) Charon is thus about half the
size of Pluto itself, making the most closely matched
pair in the solar system. The density of Pluto is
2.0 g/cm~3, while that of Charon is 1.65 g/cm~>.
These densities suggest compositions of ice and rock
within the range exhibited by Saturn’s regular satel-
lites. Nix and Hydra are too small to permit determi-
nations of size and mass.

Surface and atmosphere. The near-infrared spec-
trum of Pluto reveals absorption features of solid ni-
trogen (N,), carbon monoxide (CO), and methane
(CHy) ice. From these absorptions it is possible to
conclude that nitrogen is the dominant ice on Pluto’s
surface (some 20-100 times more abundant than the
other ices), which means it must also be the major
constituent of the planet’s tenuous atmosphere. The
nitrogen absorption in the spectrum indicates a
surface temperature near 38 K (—391°F), consis-
tent with an atmospheric surface pressure roughly
107> times that on Earth. Such a pressure was de-
duced directly from observations of a stellar occulta-
tion in 1988, which argues against the possible pres-
ence of a thick haze in Pluto’s lower atmosphere. (If
such a haze exists, it could affect the radius measure-
ment and hence the deduction of the planet’s mean
density.) Its size, surface temperature, composition,
and thin nitrogen atmosphere make Pluto very sim-
ilar to Triton, Neptune’s largest satellite. However,

there are important differences such as the absence
of frozen carbon dioxide (CO,) on Pluto. See OCCUL-
TATION.

Seasons on Pluto are modulated by the large
eccentricity of the orbit. Pluto reached perihelion in
1989, which brought it closer to the Sun than Nep-
tune. This means that during the 1988 occultation
Pluto was observed at the warmest time in its sea-
sonal cycle, when the atmospheric pressure might
be expected to be at its maximum value.

However, observations of another stellar occulta-
tion by Pluto in 2002 revealed that the atmosphere
was actually twice as massive as it had been in 1988.
This result had been anticipated by some scientists,
who had predicted that the changing orientation of
Pluto as it moved around its orbit would expose polar
deposits of frozen atmospheric gases to the Sun,
if such deposits existed. The atmospheric pressure
would then increase as the polar deposits sublimed.
The same seasonal change in atmospheric pressure is
observed on Mars, where the dominant gas is carbon
dioxide (CO,), which condenses out at the winter
polar cap. On Pluto, this seasonal effect will soon be
overwhelmed by the decrease in temperature as the
dwarf planet moves farther from the Sun in its eccen-
tric orbit, and the atmospheric pressure will gradu-
ally diminish as nitrogen again freezes out on Pluto’s
surface. Thus, to observe these processes it would be
advantageous to explore the planet with a spacecraft
as soon as possible, and such a mission is underway.
Another stellar occultation, in 2006, found that the
atmosphere had not changed further since 2002. See
MARS.

Satellites. Pluto has three small satellites: Charon,
Nix, and Hydra, with Charon far larger than the other
two (see table; Fig. 3). Demonstrating another strik-
ing difference with Pluto, Charon apparently has lit-
tle if any frozen methane on its surface, which in-
stead exhibits the spectral signature of water ice.
The orbit of Charon is unique in the solar system
in that the satellite’s period of revolution is identi-
cal to the rotational period of the planet. Thus an
inhabitant of Pluto who lived on the appropriate
hemisphere would see Charon hanging motionless
in the sky. From the opposite hemisphere the satel-
lite would be invisible. (On Earth, artificial satellites
are put into such geostationary orbits for communi-
cations and television broadcasting.) See COMMUNI-
CATIONS SATELLITE; SATELLITE (ASTRONOMY); SATEL-
LITE (SPACECRAFT).

Pluto and the Kuiper Belt. In 1992, the first of what
is proving to be a huge number of icy planetesimals

Satellites of Pluto

Orbit radius, Period, Radius, Magnitude at
Name km (mi) days Eccentricity Inclination* km (mi) mean opposition
Charon 19,571 (12,161) 6.4 ~0 ~0° 603.5+1.5 (375.0+0.9) 17.3
Nix 48,675 (30,245) 24.9 ~0 ~0° ~45 (28)?F 24.6
Hydra 64,780 (40,252) 38.2 ~0 ~0° ~45 (28)?F 24.4

*With respect to Pluto’s equatorial plane.
TEstimated from assumed reflectivity.
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Fig. 3. Orbits of four bodies in the Pluto system (Pluto and
its satellites, Charon, Nix, and Hydra) about the barycenter
(center of mass) of the system, as seen from Earth. (NASA;

ESA; W. J. Merline, Southwest Research Institute; Pluto
Companion Search Team)

(200 km or 125 mi in diameter or less) was dis-
covered orbiting the Sun at distances comparable
to or greater than the orbit of Pluto. These are mem-
bers of the Kuiper Belt, a disk-shaped distribution
of material left over from the formation of the solar
system. These objects appear to be representative of
the solid components required to initiate the growth
of giant planets. Held in the cosmic deep freeze of
trans-Neptunian space, they must be among the most
primitive, unprocessed objects still circulating in
the solar system. Collisional fragments occasionally
make their way into the inner solar system, where
they become the short-period comets. In the course
of this journey, they lose some of their most volatile
constituents but still represent a unique resource for
studying the early days of the solar system. The Euro-
pean Space Agency (ESA) mission Rosetta is sched-
uled to carry out a detailed investigation of a comet
in 2012. See COMET; SOLAR SYSTEM; SPACE PROBE.

The existence of these small bodies (Kuiper Belt
objects) finally provides a proper context for Pluto it-
self. Because of its small size and the high inclination
and eccentricity of its orbit, Pluto has been an “ugly
duckling” among the planets. As one of the largest
members of the Kuiper Belt, however, it becomes a
majestic “swan,” swimming serenely at the boundary
between the planets and this disk of debris left over
from the formation of the giant planets.

By the middle of 2006, astronomers had discov-
ered six Kuiper Belt objects with diameters of ap-
proximately 1000 km (625 mi), comparable in size
to Charon, and at least one, Eris, that may be slightly
larger than Pluto. They have also found that sev-
eral of the Kuiper Belt objects, including Eris, have
satellites. Of the larger bodies, Sedna and Eris are
particularly interesting. The diameter of Sedna is
1000-1500 km (625-940 mi), and is still poorly
known as it depends on an assumed reflectivity. (The
more reflective the surface, the smaller the object
needs to be to produce the same brightness.) Sedna’s

orbit has a very high eccentricity of 0.85 and an in-
clination of 12°, but it is the perihelion distance of
76 astronomical units that is most remarkable:
Sedna’s closest approach to the Sun is more than
twice as distant as that of Pluto and is the farthest
of any known Kuiper Belt object. This orbit is well
beyond the gravitational influence of Neptune, and
raises the questions of how Sedna got there and
whether there are still more large bodies in such
distant orbits. Eris is indeed larger, but its orbit lies
somewhat closer to the Sun. Current models of solar
system formation do not allow enough material at
these enormous distances to form objects the size of
these two Kuiper Belt objects, so they must have
been scattered from closer orbits. Perhaps other
large icy bodies suffered the same fate and ongoing
searches will reveal them.

In 2003, the National Aeronautics and Space Ad-
ministration (NASA) authorized the New Horizons
Pluto-Kuiper Belt mission. A single spacecraft was
launched on January 19, 2006, and is scheduled to
fly past Pluto and Charon in 2015, making measure-
ments and recording images. The spacecraft will
then venture forth into the Kuiper Belt and attempt
to fly past one or more of these small distant worlds.
See KUIPER BELT. Tobias C. Owen
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1
Pluton

A solid rock body that formed by cooling and crys-
tallization of molten rock (magma) within the Earth.
Most plutons, or plutonic bodies, are regarded as the
product of crystallization of magma intruded into
surrounding “country rocks” within the Earth (prin-
cipally within the crust). During the middle part of
the twentieth century some geologists believed that
many igneous or plutonic rock bodies were the re-
sult of ultrametamorphism (granitization). However,
that model has largely been abandoned.

Igneous rock bodies are referred to generally as
either extrusive or volcanic on one hand, or as in-
trusive or plutonic on the other, although the term
volcanic is sometimes also used to refer to small, shal-
low intrusive bodies associated with volcanoes. See
IGNEOUS ROCKS; MAGMA.

Types. Plutons occur in a nearly infinite variety
of shapes and sizes, so that definition of types is
arbitrary in many cases. In general, two modes of
emplacement can be recognized with regard to the
country rock. Concordant plutons are intruded be-
tween layers of stratified rock, whereas the more
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Schematic block diagram showing the occurrence of the
more common types of plutons.

common discordant plutons are characterized by
boundaries that cut across preexisting structures or
layers in the country rock. The principal types of
concordant plutons are sills, laccoliths, and lopoliths;
the principal types of discordant plutons are dikes,
volcanic necks or plugs, stocks, and batholiths. In
complex plutons, characteristics of more than one
type may be found from place to place. The more
common types are shown in the illustration.

Dike. A dike is a tabular, discordant pluton. Dikes
can range in size from a few millimeters wide by a
few centimeters long to major structures several hun-
dred meters wide and several hundred kilometers
long. Many dikes tend to be sheetlike and nearly pla-
nar, whereas others can follow complex pathways
through zones of weakness in country rocks. The
concentric fracture systems found in many volcanic
regions can also give rise to ring dikes.

Sill. While they are also tabular plutons, sills are
by definition concordant with the stratification or
layering in the surrounding country rocks. True sills
are much less common than dikes.

Laccolith. Larger concordant plutons, particularly
more viscous (granitic) ones, may tend to bulge up-
ward, creating a domal shape. Such bodies are called
laccoliths and may show well-defined feeder dikes or
sills. Laccoliths tend to be several kilometers in diam-
eter and several hundred meters thick in the center
(1 km = 0.6 mi; 1 m = 3.3 ft).

Lopolith. A second type of large concordant pluton
is the lopolith, which is characterized by a saucerlike
or funnellike shape. They are associated primarily
with large concordant intrusions of mafic (gabbroic)
rock, and true lopoliths are relatively rare.

Plug (neck). The central conduits to most volcanoes
become filled, generally, with solidified magma, and
the resulting pipelike igneous bodies are referred
to as volcanic plugs or necks. They tend to possess
steep, discordant sides and roughly equidimensional
horizontal sections; they may range from several me-
ters to hundreds of meters in diameter.

Batholiths and stocks. A complete range exists in sizes
of discordant plutons, and the designation of a partic-
ular pluton as stock or batholith may depend upon

degree of exposure due to uplift and erosion. Plu-
tons smaller than 40 mi? (100 km?) and 6 mi (10 km)
across are referred to generally as stocks, and larger
ones are referred to as batholiths. Batholiths may be
considerably larger than 40 mi? (100 km?), and the
term batholith has also come to refer to very large
plutonic masses (up to several hundred kilometers in
largest dimension) that are made up of many smaller,
compositionally distinct individual plutons (stocks
or batholiths). Batholiths do not extend indefinitely
into the Earth, but possess a finite thickness, which
ranges from 6 mi (10 km) or less to 18 mi (30 km).
In some cases they show well-defined lower bound-
aries (floors), but in others they may gradually grade
downward into root zones where the original magma
was derived by melting of older crustal rocks. Un-
fortunately the deep zones of most batholiths are
not exposed, so details of their deep structure
must be inferred from petrologic and geophysical
studies.

Origin. The modern view of most plutons is that
they are the result of intrusion of molten rock
(magma) into surrounding country rock, with sub-
sequent cooling of the magma to form plutonic ig-
neous rock. Several mechanisms of intrusion are
known or proposed. The most simple ones, per-
taining to smaller plutonic bodies, are forceful in-
jection or passive migration into fractures. Larger
plutons may form by several processes. For exam-
ple, less dense magma may migrate upward along
a myriad of channelways to accumulate as a large
molten body within the upper crust. Further migra-
tion could occur by forceful injection, by stoping (a
process where the magma rises as blocks of the roof
of the magma chamber break off and sink), and by
diapiric rise, where country rocks flow around the
upward-moving magma body. The variations and in-
teractions of such processes are complex, so that no
two large plutons formed in exactly the same way.
See PETROLOGY. W. Randall Van Schmus
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1
Plutonium

A chemical element, Pu, atomic number 94. Pluto-
nium is a reactive, silvery metal in the actinide series
of element elements. The principal isotope of chem-
ical interest is 2*°Pu, with a halfife of 24,131 years. It
is formed in nuclear reactors by the process shown in
the following reaction. Plutonium-239 is fissionable,

B~ 259N B~
2.33 days

258U +n 23‘)U 239Pu

23.5 min
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but may also capture neutrons to form higher pluto-
nium isotopes. See PERIODIC TABLE.

Plutonium-238, with a half-life of 87.7 years, is uti-
lized in heat sources for space application, and has
been used for heart pacemakers. Plutonium-239 is
used as a nuclear fuel, in the production of radioac-
tive isotopes for research, and as the fissile agent in
nuclear weapons.

Plutonium exhibits a variety of valence states in so-
lution and in the solid state. Plutonium metal is highly
electropositive. Numerous alloys of plutonium have
been prepared, and a large number of intermetallic
compounds have been characterized.

Reaction of the metal with hydrogen yields two
hydrides. The hydrides are formed at temperatures
as low as 150°C (300°F). Their decomposition above
750°C (1400°F) may be used to prepare reactive plu-
tonium powder. The most common oxide is PuO,,
which is formed by ignition of hydroxides, oxalates,
peroxides, and nitrates of any oxidation state in air of
870-1200°C (1600-2200°F). A very important class
of plutonium compounds are the halides and oxy-
halides. Plutonium hexafluoride, the most volatile
plutonium compound known, is a strong fluorinat-
ing agent. A number of other binary compounds are
known. Among these are the carbides, silicides, sul-
fides, and selenides, which are of particular interest
because of their refractory nature.

Because of its radiotoxicity, plutonium and its com-
pounds require special handling techniques to pre-
vent ingestion or inhalation. Therefore, all work with
plutonium and its compounds must be carried out
inside glove boxes. For work with plutonium and its
alloys, which are attacked by moisture and by atmo-
spheric gases, these boxes may be filled with helium
or argon. See ACTINIDE ELEMENTS; NEPTUNIUM; NU-
CLEAR CHEMISTRY; TRANSURANIUM ELEMENTS; URA-
NIUM. Fritz Weigel
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1
Plywood

A wood product in which thin sheets of wood are
glued together, grains of adjacent sheets being at
right angles to each other in the principal plane.
Because of this cross-grained orientation, mechani-
cal properties are less directional than those of nat-
ural lumber and more dimensionally stable. Origi-
nally developed to replace wide wood boards that
had been sawed directly from large logs, plywood
was manufactured from logs not suitable for other
purposes. It has since found such widespread use
that tree farms are now cultivated specifically to
yield logs suitable for processing into sheets for
plywood. The softwood plywood capacity in the
United States in 1997 was 12.5 million cubic meters.
Southern pine represents the largest segment of this
market.

Grades. The American Plywood Association iden-
tifies several grades of product. Plywood is desig-
nated group 1 when made from northern-grown
Douglas-fir, western larch, and such southern pines
as loblolly and longleaf, or other woods noted for
their strength. Plywoods in groups 2, 3, and 4 are
made from woods of successively lower strengths.
Consequently, group 1 plywood offers the greatest
stiffness, group 4 the least.

Plywood with waterproof glue is designated exte-
rior type; it is also used interiorly where moisture
is present. Plywood with nonmoisture-resistant glue
is designated interior type; it can withstand an oc-
casional soaking but neither repeated soakings nor
continuous high humidity.

Veneer grades A through D extend from a smooth
surface to a surface with occasional knotholes and
limited splits. If the outer face of the plywood is cut
from only heartwood or sapwood, free from open
defects, the plywood is assigned veneer grade N, in-
dicating that it will take a natural finish. See STEM.

Most commonly used plywoods are 1/4-in. (0.6-cm)
sanded interior paneling or /,-in. (1.3-cm) exterior
grade plywood sheeting. Other standard thicknesses
extend to 1 in. (2.5 cm) for interior types and to
1Y in. (2.8 cm) for exterior types. The most com-
mon panel size is 4 x 8 ft (1.2 x 2.4 m); larger sizes
are manufactured for such special purposes as boat
hulls.

Manufacture. In modern plywood plants, as de-
scribed in Forest Industries magazine, logs are de-
barked and graded, and those of suitable diameter
are trimmed and delivered to a lathe where they
are turned into plys of required thickness. Automatic
handling machines then stack the sheets into sand-
wiches, glue being spread as the sheets are moved
into position. If a thin hardwood veneer face is called
for, it may be conveyed by vacuum rollers. The sand-
wiches are either stacked in a hot press or placed in a
multiopening press for adhesive curing. See VENEER.

Finished plywood may be unsanded, sanded, or
overlayed with several types of coatings for decora-
tive and specialty uses.

If other than a flat board is required, the plywood
is built up ply by ply over or inside a form and molded
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to the finished shape under heat and pressure as re-
quired by the glue that is used.

Plywood in appropriate grades is used in many
different applications, such as furniture, wall fac-
ings, shelving, containers, crates, fences, forms, sub-
flooring, and roof decking. See WOOD PRODUCTS.

Frank H. Rockett; Roger M. Rowell
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Pneumatolysis

The alteration of rocks or crystallization of minerals
by gases or supercritical fluids (generically termed
magmatic fluids) derived from solidifying magma. At
surface conditions, magmatic fluids sampled from ac-
tive volcanoes contain steam with lesser amounts
of carbon dioxide, sulfur dioxide, hydrogen sul-
fide, hydrogen chloride, and hydrogen fluoride, and
trace amounts of many other volatile constituents.
Magmatic fluids may contain relatively high concen-
trations of light and heavy elements, particularly
metals, that do not crystallize readily in common
rockforming silicates constituting most of the so-
lidifying magma; thus, valuable rare minerals and
ores are sometimes deposited in rocks subjected to
pneumatolysis. Magmatic fluids are acidic and may
react extensively with rocks in the volcanic edifice
or with wall rocks surrounding intrusions. Penetra-
tion of magmatic fluids into adjacent rocks is greatly
aided by faults, fractures, and cracks developed dur-
ing intrusion and eruption or created by earlier ge-
ologic events. See MAGMA; METAMORPHISM; METASO-
MATISM; ORE AND MINERAL DEPOSITS; VOLCANO.
Pneumatolysis describes specific mechanisms of
mineral deposition, hydrothermal alteration, or
metasomatism in which magmatic fluids play an ex-
tremely significant role (see illus.). For example,
lavas and ejecta at volcanoes may contain blocks
(xenoliths) of wall rock that react with magmatic
fluids to form pneumatolytic minerals such as vesu-
vianite (idocrase). Many silicic lavas and pyroclastic
flows, particularly rhyolites, contain pneumatolytic
tridymite, cristobalite, alkali feldspar, and rarely,
topaz, garnet, rutile, fluorite, cassiterite, hematite,
among others. Gases streaming from volcanic fu-
maroles deposit sublimates of sulfur, sulfates, chlo-
rides, fluorides, and oxides of many metals. Wall
rocks surrounding volcanic conduits may be thor-
oughly altered to mixtures of quartz, alunite, anhy-
drite, pyrite, diaspore, kaolin, as well as other min-
erals by acidic fluids degassed from magma. Rarely,
gold, silver, base-metal sulfides, arsenides, and tel-
lurides are deposited by the fluids, making valuable
ores. Physical conditions during shallow pneumatol-
ysis range from 100 to 1000°C (200 to 1850°F) at
relatively low pressure (<1 kbar or <14,000 Ib/in.?),
depending on eruption temperature, cooling history,
depth to magma, and wall rock configuration. In such
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Various pneumatolytic environments. Shallow
pneumatolysis occurs around volcanoes, flows, and
shallow intrusions at depths of 0-3 km (0-2 mi), whereas
deep pneumatolysis occurs around deep intrusions at
depths of 3-15 km (2-10 mi).

environments, magmatic fluids are commonly sub-
critical, and near-surface ground waters and precip-
itation usually mix with degassing magmatic fluids.
See LAVA; METASOMATISM; PYROCLASTIC ROCKS; RHY-
OLITE; SUBLIMATION; VESUVIANITE; XENOLITH.
When magma bodies intrude rocks at greater
depths, lithostatic pressures are high (about 1-5 kbar
or 14,000-70,000 1b/in.?), and magmatic tempera-
tures (650-1200°C or 1200-2200°F) are sustained
for long periods of time (< 10° years). Released flu-
ids are supercritical brines. Wall rocks undergo con-
tact metamorphism, and a metamorphic aureole sur-
rounds the intrusion. If highly reactive rocks such
as limestones and dolomites are intruded, replace-
ment deposits called skarns are formed that contain
quartz, calcite, and a variety of iron, magnesium, and
calcium silicates and oxides. Pneumatolytic minerals
including ores of precious and base metals may be
deposited from magmatic fluids during contact meta-
morphism. Silicic intrusions, especially granites, re-
lease substantial quantities of residual magmatic flu-
ids that may alter wall rocks to form banded deposits
and veinlike bodies called greisens. These deposits
contain quartz, lithium-rich micas, and topaz, usu-
ally with accessory tourmaline, axinite, fluorite, ap-
atite, cassiterite, wolframite, and others. An intrusion
may undergo similar pneumatolytic alteration near
contacts, displaying pegmatite-like mineralization. In
these environments, pneumatolysis generally occurs
at 400-600°C (750-1100°F). See CONTACT AUREOLE;
GRANITE; GREISEN; PEGMATITE; SKARN.  Fraser Goff
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1
Pneumonia

An acute or chronic inflammatory disease of the
lungs. More specifically when inflammation is caused
by an infectious agent, the condition is called pneu-
monia; and when the inflammatory process in the
lung is not related to an infectious organism, it is
called pneumonitis.

An estimated 45 million cases of infectious pneu-
monia occur annually in the United States, with up
to 50,000 deaths directly attributable to it. Pneumo-
nia is a common immediate cause of death in per-
sons with a variety of underlying diseases. With the
use of immunosuppressive and chemotherapeutic
agents for treating transplant and cancer patients,
pneumonia caused by infectious agents that usually
do not cause infections in healthy persons (that is,
pneumonia as an opportunistic infection) has be-
come commonplace. Moreover, individuals with ac-
quired immune deficiency syndrome (AIDS) usually
die from an opportunistic infection, such as pneumo-
cystis pneumonia or cytomegalovirus pneumonia.
Concurrent with the variable and expanding etiology
of pneumonia and the more frequent occurrence of
opportunistic infections is the development of new
antibiotics and other drugs used in the treatment of
pneumonia. See ACQUIRED IMMUNE DEFICIENCY SYN-
DROME (AIDS); OPPORTUNISTIC INFECTIONS.

The incidence of noninfectious inflammatory con-
ditions of the lung also seems to be increasing, or at
least they are more frequently recognized. The num-
ber of drugs capable of inducing pneumonitis ap-
pears to be increasing as well. For example, cocaine
derivatives have been shown to cause an inflamma-
tory condition of the lung that may sometimes result
in death.

Infectious pneumonia. Bacteria, as a group, are
the most common cause of infectious pneumo-
nia, although influenza virus has replaced Strep-
tococcus pneumoniae (Diplococcus pneumoniae)
as the most common single agent. Common bac-
terial agents causing pneumonia are Streptococcus
pneumoniae (diplococci), other species of Strep-
tococcus. Staphylococcus species, Hemophilus in-
JSluenzae, Klebsiella species, Pseudomonas aerugi-

nosa, Legionella pneumophbila, Mycobacterium tu-
berculosis, and Mycoplasma pneumoniae. Some of
these bacteria are normal inhabitants of the body
and proliferate to cause disease only under certain
conditions. Other bacteria are contaminants of food
or water. See STEPTOCOCCUS PENUMONIAE (PNEUMO-
COCCUS).

Most bacteria cause one of two main morphologic
forms of inflammation in the lung. Streptococcus
pneumoniae causes a type of pneumonia referred
to as lobar pneumonia, in which an entire lobe of a
lung or a large portion of a lobe, usually the lower
lobe, becomes consolidated (firm, dense) and non-
functional secondary to an influx of fluid and acute
inflammatory cells (polymorphonuclear leukocytes)
that represent a reaction to the bacteria. This type of
pneumonia is uncommon today, usually occurring in
people who have poor hygiene and are debilitated.
If lobar pneumonia is treated adequately, the inflam-
matory process may entirely disappear, although in
some instances it undergoes a process called orga-
nization, in which the inflammatory tissue changes
into fibrous tissue. This results in a permanent oblit-
eration of the normal lung architecture, usually ren-
dering that portion of the lung nonfunctional.

The other morphologic form of pneumonia,
which is caused by the majority of bacteria, is called
bronchopneumonia. In this form there is patchy con-
solidation of lung tissue, usually around the small
bronchi and bronchioles, again most frequent in the
lower lobes (see illus.). Bronchopneumonia usually
begins as an infection in the lumina of the small air-
ways of the lower lobe and progresses to involve
the surrounding alveoli, with an associated acute in-
flammatory response. This type of pneumonia may
also undergo complete resolution if there is adequate
treatment, although rarely it organizes.

Among the many viruses known to cause pneu-
monia are influenza A, influenza B, adenovirus, respi-
ratory syncytial virus, cytomegalovirus, and herpes
simplex virus. Viral pneumonia is usually a diffuse
process throughout the lung and produces a dif-
ferent type of inflammatory reaction than is seen

Representative region of lung tissue from the right lower
lobe. The nodular whitish areas represent acute
bronchopneumonia and appear white due to the influx of
white blood cells, which represent an inflammatory
reaction to the bacteria.
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in bronchopneumonia or lobar pneumonia. My-
coplasma pneumonia, caused by Mycoplasma pneu-
moniae, is referred to as primary atypical pneumo-
nia and causes an inflammatory reaction similar to
that of viral pneumonia. Mycoplasma pneumonia
usually occurs in families and groups and may be-
come chronic and difficult to eradicate.

Fungal organisms relatively frequently causing
pneumonia include Coccidioides immitus, Crypto-
coccus neoformans, and Histoplasma capsulatum.
Pneumonia can be caused by a variety of other fungal
organisms, especially in debilitated persons such as
those with cancer or AIDS. Mycobacterium tubercu-
losis, the causative agent of pulmonary tuberculosis,
produces an inflammatory reaction similar to fungal
organisms. See MYCOBACTERIAL DISEASES; TUBERCU-
LOSIS.

Legionella pneumonia. Legionella pneumonia, ini-
tially called Legionnaire’s disease, is caused by bac-
teria of the genus Legionella. The condition is fre-
quently referred to under the broader name of
legionellosis. Although the illness was originally
described as being caused by Legionella pneu-
mophila, the organism that was isolated from pa-
tients who succumbed during the 1976 American
Legion convention in Philadelphia, many other Le-
gionella species are now recognized. Legionellosis
is not uncommon, and two clinical syndromes are
manifested: an acute pneumonia with a high mortal-
ity rate, and a self-limited flulike illness. Legionella
pneumonia may also occur in compromised hosts
as an opportunistic infection. The disease may be
preceded by several days of fever, chills, malaise,
and muscle aches, and it may be associated with
nonpulmonary symptoms such as diarrhea and en-
cephalopathy (brain dysfunction). The legionella or-
ganism is a coccobacillus that does not strain easily
with the conventional (Gram) stain used to identify
bacteria, and requires a special type of medium to
grow in culture. See LEGIONNAIRES’ DISEASE.

Pneumocystis pneumonia. Pneumocystis pneumo-
nia is caused by Pneumocystis carinii, a putative
protozoan parasite. Before the AIDS epidemic, this
organism was a rare cause of pneumonia, occurring
mainly in infants and young children and also in im-
munocompromised cancer patients. Between Octo-
ber 1980 and May 1981, five men in California were
treated for pneumocystis pneumonia, and all five
also had cytomegalovirus pneumonia. They were
subsequently found to be immunodeficient, and
pneumocystis pneumonia was quickly recognized as
the primary cause of death in patients with AIDS.
The pneumocystis organism, which is about the size
of a red blood cell, causes a rapid consolidation of
the lung. It is best identified with a silver stain in
tissue sections or in special preparations made of
fluid obtained from the lungs. The pneumonia can be
effectively treated with erythromycin and pentami-
dine.

Hypersensitivity pneumonitis. Some persons are al-
lergic to certain organic antigens, often the spores
of various types of bacteria. When these antigens
are inhaled into the lungs of susceptible persons,

an inflammatory reaction occurs that can progress
from acute to a more chronic disease. The most fre-
quently recognized hypersensitivity pneumonitis is
called farmer’s lung: susceptible farmers or other per-
sons dealing with such things as moldy hay inhale the
spores of the bacteria Thermoactinomyces vulgaris.
About 4-6 h later, they develop fever, cough, short-
ness of breath, and chest pain. X-ray shows a patchy
infiltrate in their lungs. The disease can rapidly clear
when the person is removed from the offending anti-
gen or is treated with cortisone-type medicines.

Drug-induced pneumonitis. Many drugs can induce
inflammation in the lungs. The mechanisms by
which various drugs cause pneumonitis can either
depend on the dose or be secondary to a hyper-
sensitivity reaction. Alkylating agents such as busul-
fan, which is used in treating various types of solid
tumors, are the drugs most frequently recognized
to cause pneumonitis. The pneumonitis may occur
weeks to months after the drug has been started and
usually appears to depend on the dose. Gold sodium
thiomalate, a drug used to treat rheumatoid arthritis,
and amiodarone, a drug used in treating heartbeat
irregularities, are agents that can cause a pneumoni-
tis that may progress to fibrosis and that represents
a hypersensitivity reaction. See CHEMOTHERAPY AND
OTHER ANTINEOPLASTIC DRUGS.

Cocaine and its derivatives have been associated
with the development of a nonspecific type of pneu-
monitis and fibrosis, as well as pulmonary hem-
orrhage. The exact mechanism by which cocaine
causes these types of change is uncertain but may
be related to its effect on the contraction and relaxa-
tion of blood vessels.

Other types of pneumonitis and agents. Idiopathic
interstitial pneumonitis, also referred to as idiopathic
pulmonary fibrosis, is characterized by a chronic in-
flammation in the lung in association with the for-
mation of fibrous tissue. The cause of most cases
is uncertain, although some have been associated
with diseases such as systemic lupus erythematosus.
Bronchiolitis obliterans or organizing pneumonitis is
characterized by inflammation of the bronchioles as
well as lobar fibrosis. It usually is associated with
cough, fever, and chest pain. Its cause is usually un-
known, and most cases are reversible when treated
with cortisone-type drugs.

Oxygen, when delivered at concentrations greater
than 40% for more than 24 h, can cause inflammation
in the lung. This usually begins as acute damage to
the alveoli and can progress to pulmonary fibrosis.
Radiation, used in the treatment of thoracic tumors,
can also cause inflammation of the lung with subse-
quent fibrosis. Aspiration of blood or gastric contents
can produce a localized region of severe inflamma-
tion and cellular death in the lung. The aspiration of
an oily substance, such as oily nose drops, can re-
sult in the accumulation of lipid material in the lung,
referred to as lipoid pneumonitis.

Signs, symptoms, and diagnosis. The signs and
symptoms of pneumonia and pneumonitis are
usually nonspecific, consisting of fever, chills, short-
ness of breath, and chest pain. Fever and chills are



more frequently associated with infectious pneumo-
nias but may also be seen in pneumonitis. The phys-
ical examination of a person with pneumonia or
pneumonitis may reveal abnormal lung sounds in-
dicative of regions of consolidation of lung tissue.
A chest x-ray also shows the consolidation, which
appears as an area of increased opacity (white area).
Cultures of sputum or bronchial secretions may iden-
tify an infectious organism capable of causing the
pneumonia. In AIDS patients, fluid is frequently in-
stilled into the pulmonary bronchial tree and then
rapidly removed; examination of special prepara-
tions of this fluid may show such microorganisms
as Pneumocystis carinii. In some cases of pneumo-
nia or pneumonitis in which no definite cause can
be determined from routine studies, the chest cavity
must be opened surgically and the lung biopsied.
Treatment. The treatment of pneumonia and pneu-
monitis depends on the cause. Bacterial pneumo-
nias are treated with antimicrobial agents such as
penicillin. If the organisms can be cultured, the sen-
sitivity of the organism to a specific antibiotic can
be determined. Viral pneumonia is difficult to treat,
as most drugs only help control the symptoms. The
treatment of pneumonitis depends on identifying its
cause; many cases are treated with cortisone-type
medicines. Samuel P. Hammar
Bibliography. D. H. Dail and S. P Hammar (eds.),
Pulmonary Patbology, 2d ed., 1993; R. B. Fick and
H. Y. Reynolds, The changing spectrum of pneumo-
nia: News media creation or clinical reality?, Amer
J. Med., 74:1-8, 1983; A. P. Fishman (ed.), Update:
Pulmonary Disorders and Diseases, 1983.

1
Poales

An order of flowering plants (angiosperms) that
includes the bromeliads, grasses, restios, rushes,
and sedges. It comprises approximately 18 fami-
lies and more than 18,000 species, over half of
which are grasses (Poaceae). These families in gen-
eral include plants without showy flowers (except
for Bromeliaceae, Xyridaceae, and Rapateaceae) and
with a grasslike form. These plants dominate vast
areas of the Earth’s surface and include some im-
portant grain crops, such as corn (Zea mays), rice
(Oryza sativa), and wheat (Triticum aestivum),
as well as rushes, sedges, grasses used for thatch,
and bamboos used for construction. See DUNE VEG-
ETATION; GRAIN CROPS; GRASS CROPS; PLANT EVOLU-
TION. Mark W. Chase; Michael F. Fay

1
Podicipediformes

A small order of aquatic birds that contains only a
single living family, the Podicipedidae (grebes), with
20 species found throughout the world. They breed
on freshwater, but some species winter along the
coasts. Grebes have a number of convergent simi-
larities with loons, but are not related to them or
to the fossil hesperornithiforms. The close affinities

Podicipediformes

of the grebes are still unresolved. See GAVIIFORMES;
HESPERORNITHIFORMES.

Grebes are small to medium-sized birds that are
specialized for aquatic life and can swim and dive
skillfully. Their legs are placed far posteriorly with
lobed—not webbed—toes that are used to propel
the birds through the water, but their terrestrial
locomotion is awkward. Their wings are small, and
they rarely fly, preferring to dive to escape enemies;
yet they migrate over long distances and have colo-
nized many remote islands. Rollandia microptera,
living on Lake Titicaca in the Andes, is flightless, as
is Podiceps taczanowskii, living on the high-altitude
Lake Junin in Peru; the latter species is endangered.
Grebe bodies are compact with dense waterproof
plumage. The neck is medium to long, the head is
large, and the bill is short to medium and pointed.
Grebes feed on fish and other aquatic animals that
they pursue underwater. The sexes are alike in their
plumage, which is dull except on the head, where
it is bright and patterned and used in courtship dis-
plays. Grebes are monogamous, with an elaborate
courtship and strong pair bond. The nest consists
of a floating mat of vegetation and can be solitary
or part of a large colony. The clutch of three to nine
eggs is incubated by both parents. The downy young
leave the nest after hatching and are cared for by both
parents, which often carry the small young on their
backs when swimming.

Grebes are found throughout the world except on
some remote oceanic islands. They have a poor fos-
sil record in spite of being aquatic birds. The ear-
liest fossil is early Miocene, with only a handful of
younger forms. Some researchers have suggested a
gruiform affinity for grebes, but that remains specu-
lative. Note that some taxonomists have enlarged the
Ciconiiformes to include the podicipediform grebes,
as in the Sibley-Ahlquist taxonomy a radical new ap-
proach to taxonomy, based on DNA hybridization
studies. See CICONIIFORMES.

The western grebe (Aechmophorus occidentalis;
see illustration) and Clark’s grebe (A. clarkii) con-
stitute an interesting pair of sibling species that are
similar, not only in their nearly identical plumage
coloration but also in their ecology and distribu-
tion. The giant pied-billed grebe (Podilymbus gigas),

Aechmophorus occidentalis, the western grebe.
(© California Academy of Sciences, photo by Dr. Lloyd
Glenn Ingles)
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Podocopa

found only on Guatemala’s Lake Atitlan, probably be-
came extinct during the past decade as a result of in-
terbreeding with the closely related pied-billed grebe
(P podiceps). See AVES. Walter J. Bock

Bibliography. J. Fjeldd, Grebes: Podicipedidae, Ox-
ford University Press, 2004.

]
Podocopa

One of two Recent subclasses of Ostracoda. The two
(Podocopa and Myodocopa) may share many charac-
teristics but differ significantly in others. Shared char-
acteristics include a carapace (shell) with a straight-
to-concave ventral margin and somewhat convex
dorsal margin; adductor-muscle-scar patterns vary-
ing from numerous to few; the absence of an an-
terior notch in the bivalve shell; and the absence
of lateral eyes, heart, and frontal organ (Bellonci
organ). Podocopid ostracods are small, rarely exceed-
ing 0.25 in. (7 mm). The carapace valves are unequal,
weakly or strongly calcified, and may be heavily orna-
mented. The hinge varies from simple to complex.
Six or seven pairs of appendages are present; the
seventh is adapted for walking, for cleaning, or as a
clasping leg in males. It is never annulated and worm-
like, as in the Myodocopa. The caudal furca, when
present, is lamelliform, flagellate, or footlike and ven-
tral to the anus. In one podocopid genus the poste-
rior part of the body is pronounced and has a pair of
setae-bearing lobes, structures that have been inter-
preted by some researchers as representing a telson
and uropods, respectively.

The exopod of the antenna, which consists of only
one or two segments, is never adapted for swimming;
it may be modified as a spinning structure or reduced
to a simple bristle or scale. The maxillule is usually
provided with a branchial epipod or plate. The first
postoral appendage is lamelliform or sticklike.

The sexes are separate, and the male genital
organs are large, highly specialized, and usually
paired. Females of some fresh-water species are
parthenogenetic and produce eggs capable of with-
standing years of desiccation. Many podocopids
brood their eggs; eight—or less frequently, seven—
juvenile instars make up the developmental se-
quence. Podocopid ostracods are found in fresh-
water, marine, and brackish-water environments,
and a few are terrestrial. The majority are burrow-
ing or crawling inhabitants of the benthos and are
filter or detritus feeders or herbivores. Some are ca-
pable of swimming, but none appear to ever lead a
planktonic existence.

The subclass is represented by the two extant or-
ders, Platycopida and Podocopida. Although mor-
phologic differences between these two taxa are suf-
ficiently distinct to have prompted some researchers
to recommend taxonomic hierarchical separation,
evidence supports the hypothesis of common
ancestry. Despite differences in filter-feeding adap-
tations, some older representatives exhibit converg-
ing morphologic characteristics, and taxa fr