McGRAW-HILL
ENCYCLOPEDIA OF

SCIENCE &
TECHNOLOGY

_f

3 310-CHA




1
Bioacoustics, animal

The study of the role of sounds in the life history
of animals. Almost all animals, from insects to large
mammals, depend on sounds for their well-being and
survival. Sounds are used by animals for a wide vari-
ety of reasons such as advertisement for mating, ter-
ritory demarcation, group cohesion, prey location,
infant-mother identification and contact, predator
detection, alarm warning, and social communica-
tion. The field of animal bioacoustics can be sub-
divided into the acoustics of terrestrial animals and
aquatic animals. Each field of study can be subdi-
vided into (1) auditory capabilities and processes,
(2) characteristics of sound emissions and mecha-
nisms of sound production, and (3) the function and
meaning of specific vocalizations.

Airborne and underwater acoustics. Airborne acous-
tics, associated with terrestrial animals, and under-
water acoustics, associated with aquatic animals,
have three primary differences. First, the amount of
acoustic energy that is absorbed and transformed
into heat is much higher in air than underwater.
Acoustic transmission loss in both media has a geo-
metric spreading loss component plus an absorption
loss component. The geometric spreading loss is de-
pendent on the propagation geometry and not the
medium, whereas absorption loss is directly depen-
dent on the medium. Absorption loss in both me-
dia increases with frequency, although it is much
higher in air than underwater (Fig. 1). Therefore,
the acoustic range of most aquatic animals is consid-
erably larger than for terrestrial animals. Animals in-
terested in long-range communications naturally use
lower-frequency sounds. See SOUND ABSORPTION.

Second, airborne acoustics and underwater acous-
tics differ greatly in the respective values of the
acoustic impedance, pc, where p is the density of the
medium and c is the sound velocity in that medium.
The density of water is approximately 1000 times
greater than that of air, and the sound velocity in
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water is about 4.5 times greater than in air. There-
fore, the acoustic impedance of water is approxi-
mately 3600 times greater than air. This difference in
acoustic impedance has great ramifications on how
sounds are produced and received in both media.
For example, the middle-ear ossicular chain of ter-
restrial mammals serves as an impedance-matching
transformer between the air in the external auditory
meatus and the fluid in the cochlea, or inner ear.
Such a chain is not needed for animals hearing un-
derwater since the impedance of water is already
matched to the fluid of the inner ear. The impedance
difference issue becomes rather complex with re-
gard to hearing and sound production in amphib-
ians and pinnipeds, which must have good in-air and
underwater hearing. See ACOUSTIC IMPEDANCE; AM-
PHIBIA; PINNIPEDS.

Third, between airborne acoustics and underwa-
ter acoustics there is a large pressure difference. Pres-
sure underwater increases by 1 atmosphere for ap-
proximately every 10-m (34-ft) increase in depth. As
animals in an underwater environment swim deeper,
the pressure they experience will be considerably
higher than at the surface and will cause the air in
body cavities to compress and increase in density,
which in turn affects the production and reception of
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Fig. 1. Acoustic absorption loss in air and seawater as a
function of frequency.
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Fig. 2. Audiogram of different animals.

sounds. See ATMOSPHERIC ACOUSTICS; HYDROSTAT-
ICS; SOUND; UNDERWATER SOUND.

Auditory capabilities and processes. The structure
and function of the ears of terrestrial mammals, in-
cluding humans, are similar in nature; and although
the ears of marine mammals are homologous to those
of terrestrial mammals, there can be some distinct
differences. For example, cetaceans do not have pin-
nas (external ears), and the auditory meatus in dol-
phins is but a fibrous tissue which is not capable
of conducting sounds. Although there is a middle-
ear ossicular chain, there is no direct connection
between the tympanic membrane and the malleus.
Sound enters into the dolphin’s auditory system via
the lower jaw and is probably conducted via fat chan-
nels directly into the cochlea. See CETACEA; EAR (VER-
TEBRATE).

Birds have a feather-covered auditory meatus and
no pinnas. The feathers seem to minimize air turbu-
lence and the subsequent flow noise associated with
turbulent flow. The middle ear consists of a single
major ossicle, the columella or stapes. The cochlea
is elongated rather than curled in a shell. See ACOUS-
TIC NOISE; AVES.

Of the amphibians, the anurans, which include
frogs and toads, have been studied the most.
The outer and middle ears of anurans consist of a
large tympanic membrane that is flush with the sur-
face skin, and a columella which transmits sounds
to the inner ear. The inner ear includes the basilar
papilla and the amphibian papilla, operating inde-
pendently in overlapping frequency ranges, with the
amphibian papilla responding to sound from about
100 Hz to 1 kHz and the basilar papilla responding
to frequencies of several hundred hertz to several
kilohertz. The outer ear and middle ear of reptiles
are similar to that of anurans except that the tym-
panic membrane may be recessed below the skin.
See ANURA; REPTILIA.

The bodies of fishes are closely matched in
impedance to water so that sounds can propagate

through the body to the three otolith organs—the
sacculus, lagena, and utricle—which contain hair
cells that are excited by acoustic energy. In most
fishes, the sacculus is the primary auditory organ;
however, in some fishes the utricle is the primary re-
ceptor of sounds. Most fishes have swim bladders
that can be compressed and expanded when im-
pinged upon by an acoustic wave, and the subse-
quent motions are coupled to the auditory organs.
Fishes also possess lateral lines which can sense parti-
cle motions caused by low-frequency acoustic waves
in the water. See OSTEICHTHYES; PISCES (ZOOLOGY);
SWIM BLADDER.

The structure and location of ears of insects tend
to vary considerably from species to species. In
some, the ears are located on different appendages,
while in other the ears may be located on the ab-
domen or on other parts of the body. See INSECTA.

The hearing sensitivity of animals is determined
by careful laboratory psychophysical experiments
in which the subjects are trained to respond to an
acoustic stimulus of varying frequency and ampli-
tude. The audiograms of some representative species
of terrestrial mammals are shown in Fig. 2. The
human audiogram is included to serve as a reference.
Intensity rather than pressure of the acoustic stim-
ulus must be used to compare the hearing sensi-
tivity of terrestrial and aquatic animals, because of
the difference in the acoustic impedances of the
respective media. A unit of acoustic pressure con-
veys different amounts of energy in the two me-
dia. Acoustic intensity for a plane acoustic wave is
defined as p*/pc, where p is the sound pressure.
Allowance must also be made for the difference
in reference units, 20 micropascals for airborne
acoustics and 1 pPa for underwater acoustics. Dol-
phins have the highest upper-frequency limit of
hearing and have the most acute hearing sensitiv-
ity of all animals. Fishes tend to have a limited fre-
quency range of hearing. The best sensitivities of
the species represented in Fig. 2, except for the
bullfrog, are within 20 dB of each other. See AU-
DIOMETRY; HEARING (HUMAN), PHONORECEPTION;
PSYCHOACOUSTICS; PSYCHOPHYSICAL METHODS.

Sound emissions and production. Animals use a
wide variety of different sounds in different fre-
quency ranges and for different purposes. Sounds
can be very short events lasting less than 100 mi-
croseconds for some echolocating dolphins or can
be very long duration events lasting several hours
for singing humpback whales. The sounds can be
infrasonic, with frequencies below the human hear-
ing capability, or ultrasonic, with frequencies above
the human hearing range. Most terrestrial animals,
including mammals, birds, amphibians, and reptiles,
produce sounds that are within the human frequency
range, or sonic sounds. Many aquatic animals, includ-
ing fishes and marine mammals, also produce sounds
that are in the sonic range; however, some marine
mammals also produce sounds that can extend either
beyond (ultrasonic) or below (infrasonic) the human
frequency range. Dolphins can produce very high



frequency echolocation sounds having frequency
components up to 200 kHz. However, the animal
that probably produces the highest-frequency sound
is the snapping shrimp Synalpbeus parneomeris
(Fig. 3). The difference between the peak amplitude
and the minimum amplitude in the spectrum of a
snap is only 20 dB, an indication of a very broad-
band signal. See DECAPODA (CRUSTACEA); INFRA-
SOUND; ULTRASONICS.

The mechanism of sound production in most ani-
mals is well known. Mammals and birds typically use
their lungs as a source of air that is forced through a
small orifice such as a larynx in mammals or a syrinx
in birds. Amphibians such as frogs also use their lungs
to force air through a larynx; however, the acoustic
energy is coupled to an expandable air sac in the
throats, which resonates to amplify sounds. For some
frogs, the inflatable sac also strikes the substrate,
causing seismic vibrations. Insects and crustaceans
strike or rub certain appendages against other parts
of their bodies. Some fishes produce sounds by in-
flating and compressing their swim bladder, causing
vibrations in the water, while others may use the
swim bladder as a resonator of sounds produced by
stridulation between bony parts of their bodies.

The sound production mechanism of the odonto-
cete, or toothed, whales baffled researchers for many
years. In 1997, T. Cranford demonstrated that dol-
phins produce sounds with a pair of phonic lips pre-
viously called the monkey lips-dorsal bursae com-
plex that are embedded in the nasal system. The
simultaneous manipulation of these phonic lips and
the production of echolocation clicks and whistles
have been documented. Sperm whales probably use
a similar set of phonic lips of the museau de singe,
which are located in the forward portion of the ani-
mal’s forehead. The exact mechanism of sound pro-
duction by baleen whales is still a mystery.

Function and meaning of vocalizations. Careful stud-
ies in the field are often required in order to deter-
mine the function and meaning of specific vocaliza-
tions to conspecifics and to other species. Birds sing
to mark territory and to attract potential mating part-
ners. Some nonhuman primates use specific sounds
as alarm calls indicating whether the threat is a preda-
tor bird or a mammal. Male frogs use their sound to
attract females for mating. Dolphins and bats emit
ultrasonic echolocation signals to detect and local-
ize prey. Pinniped and dolphin mother-calf pairs use
specific acoustic signals for identification purposes.
Elephants use their infrasonic calls to maintain so-
cial contact and to coordinate family group move-
ments. As sunset approaches in the savannahs of
Africa, there is often a temperature inversion in the
air mass where a layer of warm air is trapped by
cooler denser air above. This inversion layer forms
an acoustic duct to trap sounds and allows for good
propagation of infrasonic sounds over tens of kilo-
meters, making it possible for elephants in a family
group to coordinate their movements over large dis-
tances. See ECHOLOCATION.

The meaning of many animal sounds still escapes
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Fig. 3. Single snap of a snapping shrimp, Synalpheus parneomeris (shown in inset).
(a) Waveform. Source level is sound pressure level 1 m (3.3 ft) from the source.

(b) Spectrum.

human understanding. The infrasonic sounds of blue
whales can propagate over hundreds of kilometers
if trapped in a surface duct or in the deep sound
channel of the ocean. Unfortunately, the aquatic en-
vironment has made it very difficult to study the be-
havior of blue whales and to determine how they
respond to different sounds. Certain dolphins such
as spinner and spotted dolphins often are found in
groupings of up to several hundred animals. These
dolphins may be swimming in the same direction but
are spread out over hundreds of meters. Yet, some
of these schools have been observed to suddenly
change their course abruptly as a response to some
kind of signal, probably acoustic in nature. However,
the difficulty in conducting research in the ocean has
made it next to impossible to determine the specific
acoustic signals used in group coordination. Hump-
back whales have been known to “sing” for hours
on end, yet there is no consensus on the role of the
songs in their natural history. See ANIMAL COMMUNI-
CATION. Whitlow W. L. Au
Bibliography. W. W. L. Au, The Sonar of Dolphins,
Springer-Verlag, New York, 1993; J. W. Bradbury and
S. L. Vehrencamp, Principles of Animal Communi-
cations, Sinauer Associates, Sunderland, MA, 1998;
R. R. Fay, Hearing in Vertebrates: A Psychophysics
Databook, Hill-Fay Associates, Winnetka, IL, 1988.
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Bioarcheology

The study of skeletal remains from archeological sites
by biological (or physical) anthropologists. Bioarche-
ology differs in several ways from traditional skele-
tal research. Previous work focused on individual
case studies (for example, individuals with identi-
fiable diseases) or on typological analyses of cranial
form, the object of which was to classify collections
into racial or ethnic groups. Bioarcheology looks at
populations rather than individuals, often highlight-
ing variation within groups as much as differences
between them. In addition, it considers the interac-
tion of biology with human culture and behavior, and
the effects of the latter upon skeletal morphology
or form. Technological advances in computers and
methodology have opened up new fields of study,
such as biomechanics and paleonutrition, while rev-
olutionizing older interests, such as biological dis-
tance studies (a measure of genetic relatedness).
Finally, bioarcheology, in part because of the special-
ized nature of some subfields and in part because of
its biocultural approach, emphasizes collaboration
with other anthropologists as well as researchers
in other disciplines. See ANTHROPOLOGY; ARCHEO-
LOGY.

Health. The field of bioarcheology is built in large
part upon the traditional study of human disease in
prehistoric remains, or paleopathology. Bioarcheol-
ogists are more interested in the effect of disease on
populations, and interrelationships between disease
and social systems. Only a few infectious diseases
leave diagnostic lesions on the skeleton (including tu-
berculosis, treponemal diseases such as syphilis, and
leprosy). A good deal of attention has centered on
tracing the evolution of these diseases: leprosy in the
Old World, syphilis (arguably) in the New World, and
tuberculosis, which appears in both hemispheres.
More common than these specific infections in skele-
tal collections are generalized indicators of health
problems: osteitis or periostitis (bone infections due
to a variety of agents), growth disruptions in tooth
enamel (enamel hypoplasias) or bone (Harris lines),
reduced growth rates (as seen in shorter bones in
children than are expected for their age), and porotic
hyperostosis and cribra orbitalia (bone porosity on
the surface of the skull and the upper surface of the
eye orbits, respectively, the result of anemia during
childhood).

Infectious diseases increase in frequency in agri-
cultural communities due to a variety of factors, in-
cluding population growth, increasing sedentism,
and an expansion in trade contacts with other so-
cieties. However, it would be an oversimplification
to state that health always deteriorates with the
advent of agriculture; for example, stored agricul-
tural crops may alleviate seasonal fluctuations in
nutritional availability. See DISEASE; EPIDEMIOLOGY;
PATHOLOGY.

Paleonutrition. The study of prehistoric diet has
been revolutionized by work on bone chemistry and
isotopic variation. Essentially, this research focuses
on the fact that some dietary ingredients leave a

chemical or isotopic trace in bones; for example, car-
nivores retain less strontium than do herbivores, so
that strontium can indicate the amount of meat in
the diet. Carbon isotope analyses of bone also indi-
cate when maize (corn), the main component of his-
torical Native American diets, was introduced into
North America. Such studies have also uncovered
differences in the level of reliance on maize within
populations based on sex and status, and between so-
cieties, which in turn have been tied to differences
in general health. Other dietary components, such as
marine resources, may also be determined utilizing
nitrogen isotopes.

Injuries. Traumatic injuries and osteoarthritis
(arthritis in the bony sections of joints) are extremely
common in prehistoric populations. Although it is
difficult to separate accidental trauma from that
caused by interpersonal violence, bioarcheologists
can identify examples of violent death in prehistory
(for example, arrowpoints lodged in bone, around
which there is no healing). These studies indicate
that violence escalated in late prehistory in North
Americaas societies became increasingly agricultural
and population size rose. Osteoarthritis is common
throughout prehistory and may be tied in part to
levels of activities, although it is also caused by other
factors, including injuries and infections of the joints.
See ARTHRITIS.

Biomechanics. An area of research that has only
recently become feasible through computer-aided
technology is biomechanics. Like muscles, bones re-
spond to higher-than-normal physical activities by in-
creasing in mass, and can therefore indicate the usual
level of physical exertion during life. Biomechanical
studies have shown that physical activities changed
as populations adopted agriculture, although the na-
ture of the change varies in different regions of North
America. In the Midwest and Deep South of the
United States, activities increased when agriculture
was adopted, especially in females, while the oppo-
site is true in coastal Georgia. This variability may be
linked with differences in the intensity of agricultural
practices, but other activities may also be important.
See BIOMECHANICS.

Biodistance. With more sophisticated computer
technology, biodistance studies, which seek to estab-
lish genetic relationships between populations, are
increasingly complex. To some extent, this means an
elaboration of intricate typologies. However, biodis-
tance studies can be used productively to answer
questions about the evolution of regional societies,
as well as to illuminate such practices as residence
patterns.

Summary. New methods, technologies, and the-
oretical questions have transformed the fields of
skeletal biology and paleopathology into modern
bioarcheology. In spite of controversy concerning
the proper treatment of human skeletal remains,
bioarcheological research remains strong today.
More information is contained in a single human
burial than in any other archeological feature, and
skeletons are the only source of data that focuses
directly on individual humans. Burial information



provides a long-term perspective on changes in the
human condition: for instance, the evolution of dis-
eases and the effects of societal changes such as the
adoption of agriculture. Therefore, human skeletal
remains are a critical part of archeological research.
With the innovations mentioned above, bioarcheo-
logical studies will continue to play a vital role in the
interpretation of past societies. See BONE; PHYSICAL
ANTHROPOLOGY.
Patricia S. Bridges; Clark Spencer Larsen
Bibliography. R. L. Blakely (ed.), Biocultural Adap-
tation in Prebistoric America, 1977; M. N. Cohen
and G. J. Armelagos (eds.), Paleopathology at the
Origins of Agriculture, 1984; C. S. Larsen, Bioar
chaeology: Interpreting Bebavior from the Human
Skeleton, 1997; M. L. Powell, P S. Bridges, and
A. M. W. Mires (eds.), What Mean These Bones?:
Studies in Southeastern Bioarchaeology, 1989;
R. H. Steckel and J. C. Rose (eds.), The Backbone of
History: Health and Nutrition in the Western Hemi-
sphere, 2002.
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Bioassay

A method for the quantitation of the effects on a bi-
ological system by its exposure to a substance, as
well as the quantitation of the concentration of a
substance by some observable effect on a biological
system. The biological material in which the effect
is measured can range from subcellular components
and microorganisms to groups of animals. The sub-
stance can be stimulatory, such as an ion increasing
taxis behavior in certain protozoans, or inhibitory,
such as an antibiotic for bacterial growth. Bioassays
are most frequently used when there is a number of
steps, usually poorly understood, between the sub-
stance and the behavior observed, or when the sub-
stance is a complex mixture of materials and it is not
clear what the active components are. Bioassays can
be replaced, in time, by either a more direct mea-
sure of concentration of the active principle, such as
an analytical method (for example, mass spectrom-
etry, high-pressure liquid chromatography, radioim-
munoassay), or a more direct measurement of the
effect, such as binding to a surface receptor in the
case of many drugs, as the substance or its mecha-
nism of action is better characterized.

Assays to quantitate the effects of an exposure
model the effect of a substance in the real world.
Complex biological responses can be estimated by
laboratory culture tests, which use, for example,
bacteria or cells cultured in a petri dish (usually to
model an effect either on the organism of interest,
such as bacteria, or on some basic cellular function);
by tissue or organ culture, which isolates pieces of
tissue or whole organs in a petri dish (usually to
model organ function); or in whole animals (usually
to model complex organismic relationships). Tests
which measure direct effects on an organism, for
example, inhibition of mold growth by an antimold
agent in a petri dish, are frequently easier to ex-
trapolate to real-world situations (although they are

still only laboratory simulations) than are more in-
direct tests, such as measurement of tumor induc-
tion in rats under restricted conditions as a model
for tumor induction in people. However, each as-
say has advantages and disadvantages, including fac-
tors such as ease, cost, and feasibility which have
to be weighted in using the test. The usefulness
of an assay usually improves as the relationship of
concentration and effect, that is, the dose-response
curve, is characterized. Although this curve can be
complex, many systems have a linear range—doses
between which the biological effect is a constant
times the dose—generally the most useful range for
quantitation.

Assays to estimate concentrations of substances
usually require a simple, reproducible end point
which can be quantitated easily. The more complex
the biological end point measured, the greater the
number of factors that can modulate the expression
of the phenomenon and, therefore, the greater the
amount of control and cost necessary to have a re-
producible measure. Usually this type of assay is used
when the dose is in the linear range, and conditions
are frequently adjusted to make the response a linear
one. Ronald W. Hart; Angelo Turturro

Microorganism Assay

Use of animals for bioassay antedated use of microor-
ganisms. However, the expansion of knowledge
of microbial nutrition which occurred during the
period 1936-1945 stimulated the development of
microbiological assay methods as a routine tool for
determining vitamins and amino acids in natural ma-
terials. These methods possessed the required pre-
cision, and were found also to be rapid, convenient,
and remarkably sensitive for detecting the presence
and for following the isolation of new vitamins or vi-
taminlike materials present in trace amounts in crude
materials. Many of these substances (nicotinic acid,
pantothenic acid, pantetheine, inositol, biotin, pyri-
doxal, pyridoxamine) were found only subsequently
to be important in animal nutrition. The develop-
ment of microbiological assay methods for folic acid
and vitamin B, was of great aid in permitting iso-
lation of these vitamins as well. In some cases mi-
crobiological assay remains today the only rapid and
specific assay available for determination of individ-
ual vitamins.

Microbiological assay has several advantages over
animal assay. It requires much less time, labor, and
materials to perform. It is consequently less expen-
sive than animal assay, and in most instances is much
more precise. One disadvantage of microorganisms
as compared with animals as assay tools is that ex-
traction of the vitamin from the combined forms in
which most of these naturally occur is usually re-
quired to make these available to the microorganism.
It is generally assumed (sometimes on insufficient
grounds) that animals utilize such combined forms
completely. This disadvantage of the microbiological
assay as an analytical tool has proved to be an asset in
that it has permitted detection, isolation, and quan-
titative determination of several hitherto unknown

Bioassay
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TABLE 1. Representative methods of assay for the water-
soluble vitamins

Vitamin Test organism

p-Aminobenzoic acid Neurospora crassa (mutant)

Biotin Lactobacillus arabinosus

Saccharomyces cerevisiae
Choline Neurospora crassa (mutant)
Folic acid Lactobacillus casei

Streptococcus faecalis

Inositol Saccharomyces
carlsbergensis
Lipoic acid Lactobacillus lactis

Nicotinic acid
Pantothenic acid

Lactobacillus arabinosus
Lactobacillus arabinosus

Riboflavin Lactobacillus casei
Thiamin Lactobacillus fermenti
Saccharomyces cerevisiae
Vitamin Bg
Pyridoxine + Saccharomyces
pyridoxamine + carlsbergensis
pyridoxal
Pyridoxamine + Streptococcus faecalis
pyridoxal
Pyridoxal Lactobacillus casei
Vitamin B1s Lactobacillus leischmannii

combined forms of the vitamins, for example, pan-
totheine, folinic acid, and pyridoxamine phosphate.
See VITAMIN.

Vitamin assay. Microorganisms are known which
require one or more of all of the water-soluble
vitamins except ascorbic acid. Various yeasts and
lactic acid bacteria have been most widely used
for assay of these substances. The latter group in-
cludes species in the genera Lactobacillus, Strep-
tococcus, and Pediococcus (or Leuconostoc), and
has been used more widely than any other organi-
sms for assay of both vitamins and amino acids.
Although many modifications of the originally de-
vised methods have been published, the method-
ology is similar in all cases. A single procedure
for the vitamin nicotinic acid (niacin) describes
the general method. Suitable methods for other
vitamins are referred to in Table 1.

1. For extraction of nicotinic acid, an accurately
known weight for finely ground or homogenized
sample is autoclaved for 15 min in sufficient 1 N
H,SO4 to give an estimated nicotinic acid content
of 1 microgram per milliliter of extract. The cooled
mixture is adjusted to pH 6.8, diluted to an estimated
nicotinic acid content of 0.1-0.2 ug/ml, and filtered.

2. The assay organism, Lactobacillus arabinosus
8014, is maintained by monthly transfer of stab cul-
tures on a medium containing 1% yeast extract,
0.25% glucose, and 1.5% agar.

3. See Table 2 for the basal medium.

4. The inoculum is prepared the day before the
assay is run. A transfer is made from a stab of the
stock culture into a sterile 10-ml aliquot of basal
medium (single strength) supplemented with 1 ug of
nicotinic acid per tube. This culture is incubated for
16-24 h at 98.6°F (37°C). The cells are centrifuged,
washed with sterile water, and resuspended in 10 ml
of sterile water or saline. One drop of this suspension
is used to inoculate each assay tube.

5. The assay is carried out in lipless 18- by 150-mm
test tubes individually supported in a metal rack. To
one series of tubes, the freshly diluted standard nico-
tinic acid solution (0.1 n/ml) is added as follows with
duplicate tubes at each level: 0, 0.25, 0.5, 1.0, 1.5,
2.0, 2.5, 3.0, 3.5, 4.0, 4.5, and 5.0 ml. An extract of
each material to be assayed, prepared as described
in step 1, is similarly added in duplicate to a series
of tubes in amounts estimated to supply 0.025-0.45
ng of nicotinic acid. The volume of extract added
should not exceed 5 ml. All tubes are now diluted
with distilled water to 5 ml; and 5 ml of the double-
strength basal medium is added to each tube. The
culture tubes are plugged with cotton or covered
with glass or metal caps and autoclaved at 15 1b pres-
sure (10.4 kilopascals) for 10-15 min. After cooling,
each tube is inoculated with 1 drop of the inocu-
lum suspension. The racks of tubes are incubated at
98.6°F (37°C) for 24 h, after which the turbidity of
each culture tube is measured with a photoelectric
colorimeter, preferably above 560 nm, where absorp-
tion of light due to color of the growth medium is
minimized. The colorimeter reading is referred to
a previously prepared curve relating turbidity of the
cell suspension to dry cell weight. Such a curve is eas-
ily prepared by recording the optical density (OD)
of serial dilutions of a heavy suspension of cells, a
known aliquot of which is evaporated to dryness and
weighed. A plot of optical density versus the corre-
sponding calculated dry cell weight at each dilution
gives the desired reference curve. Instead of mea-
suring the growth response turbidimetrically, the in-
cubation may be extended to 72 h and the acid pro-
duced in each assay tube measured by direct titration
with 0.1 N NaOH.

6. In calculating results, a standard dose-response
curve for nicotinic acid is prepared by plotting
the average of the turbidity (recorded as optical

TABLE 2. Basal medium for determination of nicotinic
acid with Lactobacillus arabinosus
Amount per 100 ml
of double-strength
Constituent medium
Vitamin-free, acid-hydrolyzed casein 1.0g
Glucose 2.0g
Sodium acetate 129
L-Cystine 0.02g
L-Tryptophan 0.02g
Adenine 2.0mg
Guanine 2.0 mg
Uracil 2.0 mg
Riboflavin 40 g
Thiamin chloride 20 g
Calcium pantothenate 20 g
Pyridoxine 20 g
Biotin 0.08 ug
Inorganic salts™
Solution A 1.0 ml
Solution B 1.0 ml
pH adjusted to 6.8
“Solution A, 25 g KoHPOy4, 25 g KHoPO4, water to make 250 ml
solution. Solution B, 10 g MgSOy4 - 7H,0, 0.5 g NaCl, 0.5 g FeSOy -
7H,0, 0.5 g MnSOy - Hy O, water to make 250 ml solution.




densities or, preferably, dry weight of cells produced)
or titration values found at each level of the nicotinic
acid standard against the amount of nicotinic acid
present. The nicotinic acid content of the sample is
determined by interpolating the response to known
amounts of the test solution onto this standard curve.
Only those values which fall on the rapidly ascend-
ing portion of the curve should be used. A typical
standard curve obtained under these conditions is
shown in the illustration.

The accuracy of the microbiological methods is
usually given as £10%. However, this limitation is set
by procedural variations, and not by reproducibility
of the growth response as such. Under proper condi-
tions the reproducibility of assay results may surpass
+3%. Comparative data for the same material assayed
by independent reliable methods are scarce. In eval-
uating an assay method, investigators have therefore
relied on internal evidence, such as the ability to
secure quantitative recoveries of the added test sub-
stance and also the reproducibility of assay values. In
general, an assay for an essential nutrient is more ac-
curate than one for a nutrient that is only stimulatory
to growth of the test organism. See NIACIN.

Amino acid assay. These methods depend upon
the use of microorganisms which have specific
growth requirements for the individual amino acids.
One microorganism may be used for the assay of sev-
eral amino acids. See AMINO ACIDS.

The basal media used for assay of amino acids re-
semble those that are used for nicotinic acid (Table
2), but they contain a complete assortment of vita-
mins and an appropriate complete mixture of pure
amino acids (save for the one to be determined) in
place of the hydrolyzed casein. Procedures are then
entirely similar to those described for the nicotinic
acid assay, and dose-response curves similar to that
of the graph are obtained for each of the amino acids.

The assay organisms useful for estimation of in-
dividual amino acids are listed in Table 3. 1-Amino
acids of demonstrated purity must be used as stan-
dards. With few exceptions, the p-isomers of the
amino acids are inactive for most of the common
assay organisms. The concentrations of the amino
acids required to establish a standard curve are given
in Table 4.

Peptides are widely utilized by certain microor-
ganisms, and may, depending upon the assay condi-
tions and the test organism, exhibit activity which is
greater than, less than, or equal to that expected from
their amino acid composition. In general, therefore,
proteins should be hydrolyzed completely before
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they are assayed microbiologically. The minimum
time required for complete hydrolysis of any given
protein can be determined experimentally. However,
a general useful procedure for acid hydrolysis of pro-
tein samples for assay is as follows: The finely divided,
weighed sample is placed in a test tube together with
a40-fold excess of 3N hydrochloric acid, and the tube
is sealed under reduced pressure. It is autoclaved at
15 Ib (10.4 kPa) pressure for 5-10 h, cooled, opened,
and neutralized before assay. Tryptophan, tyrosine,
and variable small amounts of other amino acids are
destroyed by acid hydrolysis; modified procedures
must be used to avoid this.

Antibiotic assay. Antibiotic assays depend upon
the inhibition of growth of a susceptible microor-
ganism. They are used to standardize batches of
manufactured material, to test the potency of antibi-
otics in pharmaceutical preparations, for the estima-
tion of antibiotics (which have been administered
as chemotherapeutic agents) in body fluids, and for
the detection of new antibiotics in culture filtrates
of microorganisms and other source materials. The
test organisms selected, in addition to being sensi-
tive to the antibiotic being assayed, should be stable
(not prone to changes in sensitivity or phase), easily

TABLE 3. Bacteria used for the determination of amino acids

Name and strain no. (ATCC)

For determination of

Lactobacillus arabinosus 8014

0.1 N acid produced, ml/10 ml

Glutamic acid, leucine, isoleucine, valine, phenylalanine, tryptophan

Phenylalanine, tyrosine, serine

Alanine; could also be used for most other amino acids

All amino acids except alanine

Glutamic acid, histidine, lysine, arginine, leucine, isoleucine, valine,
methionine, threonine, tryptophan

Lactobacillus delbruckii 9595
Leuconostoc citrovorum 8081
Leuconostoc mesenteroides 8042
Streptococcus faecalis 8043
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TABLE 4. Concentrations of various amino acids suitable
for establishing a standard curve
Amino acid Assay range,
(L form) ng/ml
Alanine 0-25
Arginine 0-20
Aspartic acid 0-20
Cystine 0-5
Glutamic acid 0-25
Glycine 0-15
Histidine 0-5
Isoleucine 0-15
Leucine 0-15
Lysine 0-20
Methionine 0-5
Phenylalanine 0-5
Proline 0-10
Serine 0-10
Threonine 0-10
Tryptophan 0-2
Tyrosine 0-10
Valine 0-15

cultivated, and preferably nonpathogenic. The
method selected depends upon the intended pur-
pose.

Dilution methods. The substance to be tested is diluted
to several concentrations and placed in a series of
vessels containing a suitable liquid of solid nutrient
medium. Sterile technique is observed except when
the incubation period is as short as 3-5 h. The vessels
are inoculated with a sensitive microorganism, and
after incubation the lowest concentration of the sub-
stance which will just prevent, or reduce to one-half,
growth or some other easily observable function of
the microorganism is ascertained.

When a solid medium is used (agar streak method),
several organisms are streaked on the surface of agar
plates containing various dilutions of the antibiotic.
This method is less accurate than the broth dilution
method, but is useful as a rapid method of determin-
ing what organisms are inhibited and the approxi-
mate degree to which they are inhibited by the an-
tibiotic (the antibiotic spectrum).

Diffusion methods. The agar plate (cup, cylinder, or
paper disk) method is the most common horizon-
tal diffusion method in use. A petri plate (or some
variation thereof) containing nutrient agar is inocu-
lated in bulk or on the surface (by spreading an aque-
ous suspension of cells, or a thin layer of inoculated
agar) with vegetative cells or spores of a sensitive
organism, and partially dried at 98.6°F (37°C). Four
or five cylinders of glass, porcelain, or stainless steel
are spaced on the plate and filled with the solutions
to be tested. Absorbent paper disks may be used in
place of the cylinders, or depressions or holes may
be made in the agar to admit the solutions. The plates
are incubated for a suitable period (12-16 h at 98.6°F
or 37°C for penicillin). Clear zones appear around the
point of application of the test substances where the
antibiotic has diffused out to prevent growth of
the microorganism. The diameters of the zones are
measured (with a millimeter ruler, pointed dividers
or calipers, or specially designed projection devices)

and are compared with the dimensions of zones pro-
duced by known concentrations of the standard an-
tibiotic.

Turbidimetric methods. These differ from dilution
methods in that the response they give is a graded in-
stead of an all-or-none response. The growth of the
test organism in a liquid nutrient medium contain-
ing various known concentrations of the antibiotic
is measured photoelectrically, and a standard curve is
obtained by plotting the galvanometer readings ver-
sus the corresponding concentrations of antibiotic.
Turbidity measurements of test solutions set up at
the same time and under the same conditions are
referred to the standard curve for evaluation.

Assay in body fluids. The assay of antibiotics in body
fluids presents certain difficulties. The antibiotic
may be present in low concentrations, and limited
amounts of the body fluid may be available; therefore,
the method must be sensitive and in some cases must
be conducted on a microscale. Furthermore, the an-
tibiotic may be destroyed or its potency changed by
the presence of certain constituents in normal body
fluids. Likewise, the growth of the test organism may
be affected either favorably or adversely by the con-
stituents in blood or serum. In general, the difficul-
ties may be surmounted by employing one or more
of the following procedures: (1) choosing a sensitive
assay organism, avoiding those which are inhibited
or stimulated by constituents of body fluids to be as-
sayed; (2) when a micromethod is indicated, choos-
ing a test organism which will grow on the undiluted
body fluid; and (3) extracting the antibiotic from in-
terfering materials.

The accuracy of these methods depends consider-
ably upon the skill of the operator. Reproducibility of
assay values is the only criterion of accuracy which
has been extensively used.

Beverly M. Guirard; Esmond E. Snell

Disinfectant testing. A disinfectant serves to pre-
vent infection. It must successfully kill microorgan-
isms which occur on inanimate surfaces and can
produce infection. These microorganisms include
bacteria, fungi, yeasts, protozoa, and viruses. A
knowledge of the effectiveness of disinfectants is im-
portant in many different areas. Most manufacturers
of disinfectants require regular quality-control infor-
mation; consumers such as hospitals have the re-
sponsibility of protecting their patients; regulatory
agencies must make sure that all commercial prod-
ucts meet legal standards; and research scientists
need to develop new products that will be superior
to those already on the market. Therefore, standard-
ized testing methods have been developed and im-
proved in a century of experimentation.

Since disinfectants represent different chemical
species and are used under different environmental
conditions to act on different microorganisms, differ-
ent methods must be employed as the specific situa-
tion requires. Some tests are strictly for use in the
laboratory, others simulate practical conditions in
the laboratory, and still others involve testing when
in use under actual conditions. To illustrate the ne-
cessity for simulated and in-use tests, a disinfectant



was shown to be 20 times as effective on a ceramic
tile wall as on a rubber tile wall; thus, a test unre-
lated to the actual surface in use would have given
misleading results. The presence of organic matter is
another of the many factors which may have a pro-
found influence in reducing the activity of a disin-
fectant and must be taken into account in the testing
process. The type of microorganism used is also very
important to the results. Some disinfectants, for ex-
ample, are active only on gram-positive bacteria, not
on gram-negative organisms. The same organism may
give different results if not treated in the same man-
ner in laboratory culture; therefore, it is necessary
to standardize the method of culture of the organ-
ism, as well as the other aspects of the test proce-
dure. In the hopsital it may be necessary to addition-
ally test wild species of the same organism that is
used in the standard test, when such wild organisms
are responsible for infection and may respond differ-
ently from the normal, standard culture grown in the
laboratory.

While it would be desirable to test with a large
number of different organisms and under practical
conditions of use, the realistic considerations of cost
and time most often dictate the use of repeatable
tests performed in the laboratory with one to three
organisms. Such standard tests have received many
years of evaluation and improvement, and have been
published under the auspices of authoritative profes-
sional organizations in the United States and Europe.
There is no international set of standard tests, and the
tests of different countries vary considerably from
each other. In the United States the officially recog-
nized methods are those published by the Associ-
ation of Official Analytical Chemists (AOAC). Since
not all microbiological testing methods are appli-
cable to all types of disinfectants, different meth-
ods have been developed. The following briefly
describes the more important AOAC methods for dis-
infectants.

Phenol-coefficient method. This is the oldest of the
methods for testing disinfectants (dating from 1912)
that is still in use. It is based upon a comparison of
the disinfectant to be evaluated with a common stan-
dard, phenol. It is useful solely for chemicals which,
by their type of action, are similar to phenol. It em-
ploys bacteria in liquid suspension and compares the
concentration necessary for killing them in a specific
time by the disinfectant and by an equal quantity

TABLE 5. Example of test by the phenol-coefficient
method employing Salmonella typhosa*

GrowthT in subculture

tubes in
Substance Dilution 5 min 10 min 15 min
Disinfectant X 1:300 0 0 0
1:325 + 0 0
1:350 + 0 0
1:375 + + 0
1:400 + + +
Phenol 1:90 + 0 0
1:100 + + +

“Phenol coefficient of Disinfectant X: 350/90 = 3.9.
fSymbol + indicates growth, and 0 no growth.

of phenol, as determined by subculturing the bacte-
ria in a special medium following contact with the
chemical. Chemicals unlike phenol, such as mercu-
rials and quaternary ammonium compounds, yield
erroneous test results. Thus, the phenol-coefficient
method is not widely in use.

An example of the phenol-coefficient method is
shown in Table 5. The phenol coefficient is calcu-
lated by dividing the greatest dilution of the disinfec-
tant tested which is effective in killing the bacteria
in 10 min, but not in 5 min, by the greatest dilution
of phenol demonstrating the same result. This test
method has been shown to yield a standard devia-
tion of +21%.

The phenol-coefficient method is restricted to
disinfectants which are miscible with water or
emulsifiable in water. Test organisms specified are
Salmonella typhosa, Staphylococcus aureus, and
Pseudomonas aeruginosa. They must be cultured
in a specific manner on a stipulated medium in order
to have a specific resistance, as shown in Table 6.

It was the commonly accepted criterion that disin-
fectants for general use be applied at a dilution equiv-
alent in germicidal effectiveness against Salmonella
typhosa to 5% phenol solution. This was determined
for the phenolic-based disinfectant in question by
multiplying the phenol-coefficient number against
Salmonella typbosa by 20 to obtain the number
of parts of water in which one part of the disin-
fectant should be incorporated. This is regarded as
the highest possible dilution which could be consid-
ered for practical disinfection, and is valid only if the

TABLE 6. Resistance of test cultures to phenol as required by the phenol-coefficient method

Growth* in subculture tubes in

Organism Dilution 5 min 10 min 15 min
Salmonella typhosa 1:90 +or0 +or0 0
1:100 + + +or0
Staphylococcus aureus 1:60 +or0 +or0 0
1:70 + + +
Pseudomonas aeruginosa 1:80 +or0 +or0 0
1:90 + + +

“Symbol + indicates growth, and 0 no growth.
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bactericidal adequacy of the solution can be con-
firmed by the use-dilution method.

Use-dilution method. Owing to the introduction of
nonphenolic-based disinfectants, the use-dilution
method is currently the test most commonly used to
measure efficacy of disinfectants. This confirmation
method tests effectiveness of disinfectants under
semipractical conditions of use, namely on hard, non-
porous surfaces where a substantial reduction of the
bacterial contamination has not been achieved by
prior cleaning. In the use-dilution method, the bac-
teria are applied to stainless steel cylinders, resulting
in 1,000,000 bacteria per cylinder. Experience has
shown this method to be much more reliable in indi-
cating safe, practical dilutions for all types of disinfec-
tants than the phenol-coefficient method, in which
the bacteria are acted on in the form of suspensions.
The use-dilution method simulates the action of the
germicide on catheters, surgical instruments, and so
forth. The steel cylinders are dipped into a 48-h cul-
ture of the bacteria and are allowed to drain and
dry under set conditions. They are then immersed
in dilutions of the disinfectant for 10 min at a stan-
dard temperature and transferred to subculture broth
and incubated to determine whether complete kill
of the test bacterium has occurred. Chemicals such
as lecithin and thioglycollate are used in the subcul-
ture broth to neutralize any carry-over of disinfectant
on the cylinder.

In this test the bacteria specified are Salmonella
choleraesius, Staphylococcus aureus, and Pseu-
domonas aeruginosa. Disinfectants for hospital use
or similar application require that all three bacte-
ria be tested on three separate formulated product
batches (one batch should be at least 60 days old),
60 carriers per bacterium, for a total of 540 determi-
nations. Killing of 59 out of each set of 60 carriers
or better is required.

Test for germicidal spray products. This method was de-
veloped to evaluate spray products, manual and pres-
surized, for disinfecting surfaces, and is adapted from
the use-dilution method. It employs glass micro-
scope slides instead of steel cylinders as the carriers
for a suspension of Salmonella choleraesius, Staphy-
lococcus aureus, Pseudomonas aeruginosa, and, if
fungus control is claimed, spores of Trichophyton
mentagrophytes. The inoculated slides are sprayed
for 30 s and allowed 10 min contact time. Following
broth culture of the treated slides and incubation,
killing of all three test bacteria, as set forth for hos-
pital disinfectants under the use-dilution method, is
evidence of disinfecting action.

Germicidal and detergent sanitizer method. Public health
standards require a percentage reduction of bacte-
ria on precleaned surfaces that come in contact with
food. Such surfaces could be dishes and utensils in
restaurants, and dairies and other food-processing
plants. The germicidal and detergent sanitizer test
measures speed of kill with or without the pres-
ence of hardness in the test water. The test bacte-
ria are Escherichia coli and Staphylococcus aureus,
and are grown and diluted until a final concentration
of 75,000,000 to 125,000,000 bacteria per milliliter

is achieved. One milliliter of the bacterial suspen-
sion is added to 100 ml of the sanitizer diluted to use
concentration at 77°F (25°C). After 30 to 60 s, the so-
lution is sampled and the sample plated out. Colony-
forming units are counted and compared to the orig-
inal bacterial count. A 99.999% reduction in 30 s
meets standards set by the U.S. Public Health Service
Code, with or without hard water. This test should
be clearly separated from the use-dilution method.
In that test, complete kill of a target pathogenic bac-
terium is necessary. In this sanitizer test, a percentage
reduction of bacteria found in the inanimate environ-
ment is necessary.

Available chlorine equivalent concentration method. Where
sanitizers that are not solely chlorine-based are used
on food contact surfaces, a separate test is used to
measure efficacy. This test is designed to meet the
requirements of the U.S. Public Health Service Code
for sanitizers: at least 50 ppm of available chlorine
and a 99.999% reduction of the test bacterium. This
test shows whether or not a nonchlorine sanitizer is
equivalent to a standardized concentration of chlo-
rine. The test bacteria are Salmonella typhosa and
Staphylococcus aureus. The bacteria are grown for
broth for 24 h. For each concentration of chlorine
(50, 100, and 200 ppm), 10 ml is placed in one tube.
For the sanitizer under test, three concentrations are
made and 10 ml of each concentration placed in
a respective single tube. Over a period of 10 time-
measured increments, each tube is dosed with one
drop of bacterium, and after 1 min one drop is re-
moved and placed in fresh media. The single tube is
repeatedly dosed 10 times and subcultured 10 times.
The media are incubated and observed for
growth/no growth. If 25 ppm of iodine, for ex-
ample, shows the same pattern of no growth for
1-5-min increments, and growth for 6-10-min incre-
ments, it would be equivalent to 200 ppm of chlo-
rine, which would show the same growth/no growth
pattern.

Sporicidal test. By definition, a disinfectant kills veg-
etative cells but not necessarily bacterial spores,
which are the most resistant forms of life. When
claims are made for sporicidal action, the test is made
with resistant spores of Bacillus subtilis, Clostrid-
ium sporogenes, and spores of other species of
particular interest, such as Bacillus antbracis and
Clostridium tetanis. The sporicidal test is the same
as a test for assessing sterilizers. (Sterilization is the
killing of all life.) Much like the use-dilution method,
this is a carrier test measuring disinfection at sur-
faces, in this case using silk surgical suture loops and
porcelain cylinders impregnated with spores which
have shown standard resistance to 2.5 N hydrochlo-
ric acid. The spore-treated carriers are exposed to
the disinfectant (which may be a liquid or gas) for
selected intervals at specified temperatures. This is
followed by transfer to subculture media containing
neutralizing compounds to prevent carry-over of bac-
teriostatic action, and incubation to indicate killing
or survival of the spores. In actual tests, some 720
individual carriers are tested, with no failures in the
final result.



Fungicidal test. A disinfectant may be employed to
kill pathogenic fungi and fungal spores, which are
less resistant to chemicals than bacterial spores. The
test procedure is similar to the phenol-coefficient
test, but employs a suspension of spores of the der-
matophyte Trichophyton mentagrophytes, which
has been shown to demonstrate the required resis-
tance to phenol. The highest dilution that kills spores
in 10 min exposure is considered effective.

Test for swimming pool disinfectants. This is a suspension
test comparing bactericidal activity of the product to
that of hypochlorite (chlorine). The organisms spec-
ified are Escherichia coli and Streptococcus faecalis.
The test is based on the effectiveness of a swimming
pool disinfectant in killing 1,000,000 test bacteria
per milliliter of water in 30 s. After increasing con-
tact times of 0.5 to 10 min with dilutions of the
product, the culture is neutralized and subcultured in
fresh medium. The concentration of the disinfectant
under test that gives results equivalent to those of
an NaOCI solution containing 0.58-0.62 ppm avail-
able chlorine at zero time and greater than 0.4 ppm
after 10 min, is considered effective. Various swim-
ming pool additives used to enhance the action of a
disinfectant can be included in the test.

Test of tuberculocidal activity. A special test is required
to determine tuberculocidal activity due to both the
great resistance and slow growth of pathogenic my-
cobacteria. This test is divided into two parts: a
screening test employing the more rapidly growing
Mycobacterium smegmatis and a confirmatory test
employing Mycobacterium tuberculosis var. bovis.
The culture of organisms is applied to a carrier of
cylinders made of porcelain, using 10 per trial, with
10 min exposure. In the confirmatory test, each car-
rier with tuberculosis bacteria is transferred to a tube
with serum or neutralizer, followed by subculture in
three different broth media with serum. Three dif-
ferent media are used because each furnishes to the
damaged tuberculosis organism a growth factor that
can be used to repair itself if the disinfectant did not
kill the organism. The tubes are incubated for 60 days
and, if there is no growth, for 30 days more. The max-
imum dilution of the disinfectant and the test organ-
isms in the 10 carriers which shows no growth in the
subculture represents the maximum safe use-dilution
for practical tuberculocidal disinfection.

Virucidal methods. There is no official standard
method for testing the effect of disinfectants on
viruses; however, there are unofficial methods which
are accepted by the U.S. Environmental Protection
Agency on an individual case basis. These methods
include the suspension method where the virus is
suspended with the germicide in 5% blood serum
and held for 10 min; the carrier method using dried
viruses on inanimate surfaces; and the disinfectant
spray method. In all cases, the virus is recovered and
assayed in tissue culture, in embryonated egg, or in
a living animal, depending on the virus under study.
The work requires qualified laboratories and highly
trained personnel.

Other methods. There are many other methods for
testing disinfectants and antimicrobial chemicals.

Some, for example, are practical tests for determin-
ing activity for dairy use where milk protein is an
interfering substance; or tests on hospital linens and
textiles, and for carpet sanitizers, where the disin-
fectant may be adsorbed on the fibers to reduce its
activity. There are methods for testing antiseptics for
use on the skin, and substances which are bacte-
riostatic or fungistatic, that is, which inhibit growth
and reproduction but do not kill the cells. There are
tests which determine the activity of chemicals to
protect products such as foods, cosmetics, pharma-
ceuticals, paints, paper, wood, and petroleum from
microbiological deterioration or destruction. There
are methods which do not depend on observation
of cell growth/no growth but determine microbial
survival by such measurements as respiration and
enzyme action. Seymour S. Block

Animal Assay

Animals, from hydra to humans (in humans, assays
are termed clinical tests), are used in many ways
in a wide range of different assays, from measuring
clumping in slime molds for the estimation of minus-
cule levels of biological compounds, to sampling um-
bilical blood to evaluate human drug distribution in
fetuses during pregnancy. Although there have been
great strides in the development of computer simu-
lation and predictive toxicological methods, it is still
presently necessary to do animal tests because bio-
logical systems are so complex that the only way to
be sure about the result is to study effects in animals.

Techniques. Animal bioassays are generally direct
evaluations of agent efficacy (such as the number
of dead mosquitoes in a standardized cage, or mice
with cured cancers), indirect evaluations of agent ef-
ficacy using some marker (for example, reducing ex-
pression of an enzyme activity associated with AIDS
progression), or estimations of agent toxicity using
either short-term or long-term studies (mostly for reg-
ulatory purpose). Although similar whole-animal as-
says are sometimes used to determine substance con-
centrations, such tests, because of their high cost
when compared to analytical methods or tests in mi-
croorganismes, are fairly rare and are usually confined
to experimental situations where the active compo-
nent is being sought or is in very low concentrations.
See PHARMACOLOGY; TOXICOLOGY.

Bioassays, whether direct or indirect, for drug effi-
cacy (or potency) also usually evaluate toxic effects.
Animals are dosed with an agent, either acutely or
chronically, under specified conditions, and the end
result is evaluated. Tests using indirect evaluations
of efficacy or toxicity tend to be of shorter dura-
tion than direct tests. Acute action of a single dose,
such as lethality resulting from injection of digitalis,
or chronic action of an acute or chronic dose (for
example, long-term evaluation of the efficacy and
toxicity of a single dose of carcinogen or lifelong
treatment with diuretics for hypertension) can be
evaluated. Drug potency evaluations are relatively
short-term (especially in humans), since most drugs
are usually intended to be given for a limited time,
while toxicity evaluations tend to be both short- and
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long-term. Acute effects can include vasodilation or
heartbeat alterations when estimating drug potency,
or weight loss and organ necrosis when estimat-
ing toxicity. Chronic action for potency can include
changes in organ weight or blood composition, or
for toxicity, carcinogenicity, teratogenicity, and mu-
tational changes in the second and third generation
following chemical exposure.

Although it is important to have a good experimen-
tal design in evaluating acute action, this becomes
crucial in long-term tests, in part because of their
cost. Some important factors can be illustrated by
considering the chronic bioassay, a test to evaluate
the change in tumor incidence and time-to-tumor in
arodent species as a result of chronic exposure to an
agent. Issues which are constantly evaluated and de-
bated include the number of animals used per dose,
the strain and species used (although some strains
are conventionally used), the maximum dose used,
the number of other doses used, the dose route,
the number of tissues evaluated for carcinogenicity,
questions of tissue pathology, how long the assay
should last (2 years is conventional), and the rele-
vance of the test to aspects of human tumorigenesis
(which the test is supposed to model). For exam-
ple, the role that animal body weight has on influ-
encing chronic bioassay sensitivity and outcome has
been debated. This is especially true since the results
of these assays have direct practical significance be-
cause they are presently used to set limits for human
exposure to certain chemicals. This whole reevalu-
ation process has led to basic questions, for exam-
ple, about the extrapolation of data from animals
given high doses to humans, especially in light of
the low doses usually seen in living human subjects;
and about what animal systems are proper models for
humans.

Statistics. Because of the costs involved, while
short-term tests tend to use large numbers of test an-
imals, long-term animal assays are usually designed
with the fewest animals possible. Another factor
resulting in decreased animal numbers is concern
about needless animal suffering. As a result, the tests
tend to be fairly insensitive when used to model the
response of a large human population. Because of
this insensitivity, and biological variation between
individuals and species, statistics (always a factor to
consider in test analysis) assume special importance.
Experimental design and data analysis are heavily in-
fluenced by statistical considerations, and special sta-
tistical techniques, such as methods for determining
the effects of life-shortening and non-life-shortening
tumor incidence, or determining the effect of agents
on the time-to-tumor, have been developed which
have subsequently been adapted for more general
use (for example, factoring out the effect of life-
shortening tumors on mortality in aging studies). See
BIOMETRICS; STATISTICS.

Data management. Because of the vast amount of
data generated by a large number of short-term tests,
or even a single chronic bioassay, especially when
good dose-response data are generated, there has
arisen a need for automated systems for data acqui-
sition and management. The costs of long-term tests

has led to automation in the animal facility. An ani-
mal room without a computer terminal has become
a rarity. Many short-term tests are automated, with
robots doing the labor-intensive adding and mixing
of solutions as well as the injection of samples into
instruments for measurement. Integration of labora-
tory function with computers is increasing, with data
being placed into databases. Extensive new data are
becoming available on the Internet.
Angelo Turturro; Ronald Hart
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The measurement of the energetics of biological pro-
cesses such as biochemical reactions, association of
ligands to biological macromolecules, folding of pro-
teins into their native conformations, phase tran-
sitions in biomembranes, and enzymatic reactions,
among others. Two different types of instruments
have been developed to study these processes: differ-
ential scanning calorimeters and isothermal titration
calorimeters.

Differential scanning calorimeters. These instru-
ments measure the heat capacity at constant pres-
sure of a sample as a continuous function of temper-
ature. A typical high-sensitivity differential scanning
calorimeter consists of two cells that are suspended
inside an adiabatic shield (to prevent heat loss) and
connected to each other through one or several ther-
mopiles. One cell is filled with a solution containing
the sample under study, and the other with a ref-
erence solution. The measurement is performed by
heating both cells at a constant rate (approximately
1°C/min). When a thermally induced endothermic
transition occurs in the sample cell, the temperature
of this cell lags behind that of the reference cell. This
phenomenon occurs because some of the applied
thermal energy is utilized to induce the transition
rather than to increase the temperature of the solu-
tion. This temperature difference is sensed by the
thermopiles and used by a feedback circuit which
adds additional energy to the sample cell in order to



maintain the temperature difference equal to zero.
The additional electric power applied to the sample
cell is the basic signal measured by a differential scan-
ning calorimeter. Normalization of this signal by the
scanning rate and the amount of solute in the sam-
ple cell permits a determination of the heat capacity
function as a function of temperature. Modern instru-
mentation allows for increased sensitivity and accu-
rate measurements of protein folding and unfolding
transitions with approximately 1 mg of material. See
THERMOCHEMISTRY.

Differential scanning calorimetry is the only tech-
nique that permits a direct measurement of the ther-
modynamics of thermally induced transitions. Thus it
plays a unique role in the determination of the forces
that stabilize the native structure of proteins, nu-
cleic acids, and other biological structures. The com-
bination of thermodynamic information with high-
resolution molecular structures obtained by x-ray
crystallography or nuclear magnetic resonance pro-
vides a powerful tool for the development of rational
algorithms for protein engineering and drug design.
At a most fundamental level, differential scanning
calorimetry is also used to study the mechanisms of
protein folding, since this technique permits a char-
acterization of the energetics of partially folded struc-
tures along the folding pathway.

Isothermal titration calorimeters. Isothermal titra-
tion calorimeters measure directly the energetics
(through heat effects) associated with biochemical
reactions or processes occurring at constant tem-
peratures. Experiments are performed by titrating
reactants into sample solutions containing other re-
actants. After each addition, the heat released or ab-
sorbed as a result of the reaction is monitored by the
instrument. The difference in heat effects between
the sample solution and the reference solution is
equal to the heat of reaction. In a power compen-
sation instrument, the temperature difference be-
tween the sample and reference cells is monitored
to maintain the temperature difference equal to zero.
Instruments can measure heat effects down to about
4 microjoules (1 microcal) of total heat, the volume
of the reaction cells is about 1 milliliter, and the
volume introduced by each injection usually is 5-
20 microliters. See TITRATION.

Isothermal titration calorimeters are typically used
to measure the binding of a ligand to a macro-
molecule (for example, proteins) or larger macro-
molecular assemblies (for example, multisubunit
proteins and membrane receptors). Usually, a se-
quence of injections are administered until all of
the binding sites are saturated with a specific ligand.
Since the heat effect for each injection is directly pro-
portional to the amount of ligand bound, its magni-
tude decreases as the fractional saturation is titrated
stepwise to completion. The output of a calorimetric
titration experiment is the reaction heat as a func-
tion of the total amount of ligand added. A single
calorimetric titration curve can be analyzed to yield
the binding enthalpy, binding entropy, and therefore
the Gibbs energy of binding. Performing the titration
experiment at different temperatures allows estima-
tion of the heat capacity change that accompanies
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the binding reaction. See THERMAL ANALYSIS.
Isothermal titration calorimeters can also be used
to measure enzymatic reactions and, in general, bio-
chemical reactions that can be initiated by the mix-
ing of two or more reagents (for example, protein de-
naturation by the addition of chemical denaturants
or by changes in pH). In all cases, the uniqueness
of calorimetry resides in its capability to measure di-
rectly and in a model-independent fashion the heat
energy associated with a process. See CALORIMETRY.
Ernesto Freire
Bibliography. A. E. Beezer (ed.), Biological Mi-
crocalorimetry, 1980; W. Hemminger and G. Hohne,
Calorimetry: Fundamentals and Practice, 1984;
J. A. McLean and G. Tobin, Animal and Human
Calorimetry, 1988.
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Biochemical engineering

The application of engineering principles to con-
ceive, design, develop, operate, and/or use pro-
cesses and products based on biological and
biochemical phenomena. Biochemical engineering
(also known as biomolecular engineering because
of the emphasis on the molecular basis of biological
phenomena) influences a broad range of industries,
including health care, agriculture, food, enzymes,
chemicals, waste treatment, and energy, among oth-
ers. Historically, biochemical engineering has been
distinguished from biomedical engineering by its em-
phasis on biochemistry and microbiology and by the
lack of a health care focus. This is no longer the
case. There is increasing participation of biochem-
ical engineers in the direct development of pharma-
ceuticals and other therapeutic products. Biochemi-
cal engineering has been central to the development
of the biotechnology industry, given the need to gen-
erate prospective products (often using genetically
engineered microorganisms and cells) on scales suf-
ficient for testing, regulatory evaluation, and subse-
quent sale. See BIOMEDICAL ENGINEERING; BIOTECH-
NOLOGY.

Historical perspective. Biochemical engineering
takes its roots as a discipline in the fermentation of
carbohydrates to produce alcohol, typically for bev-
erages. This practice can be traced back to before
6000 B.C. The demand for large quantities of peni-
cillin as part of the Allies’ effort during World War II
brought together microbiologists, biochemists, and
chemical engineers to design and construct large
reactors (which came to be known as fermenters)
to cultivate the antibiotic-producing microorganism.
Subsequently, this combination of expertise facili-
tated the development of a number of industries
manufacturing products ranging from chemicals
(organic acids and solvents) to pharmaceuticals
(antibiotics and therapeutic proteins) to foods (alco-
holic beverages, sweeteners, and cheeses). The ad-
vent of genetic engineering expanded the prospects
for biological products and processes as well as
the role that biochemical engineers have come to
play. Thus, training in this discipline has evolved
from a strong emphasis on chemical engineering
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fundamentals with some elements of microbiology
and biochemistry to a broader scope that includes
molecular genetics, cell biology, pharmacology, ma-
terials science, and biophysics. See BIOPHYSICS;
CHEMICAL ENGINEERING; GENETIC ENGINEERING; MA-
TERIALS SCIENCE.

General principles. At the heart of biochemical en-
gineering are the same principles that form the basis
for chemical engineering, the discipline from which
the engineering component is primarily derived.
Whether the system is a large-scale bioreactor (a fer-
menter for microorganisms or a cell culture reactor
for plant, insect, or mammalian cells) or a single cell,
controlling the fluxes of heat, mass, and momentum
between the system and its environment is central to
effective operation. In fact, the biochemical engineer
views a living cell as a minute but highly efficient
bioreactor in which thousands of enzyme-catalyzed
chemical reactions are orchestrated to serve the cell’s
needs to survive, reproduce, and possibly carry out a
specific function in a multicellular organism. These
reactions are subject to complex regulatory mech-
anisms that remain incompletely understood. Faced
with the prospect of designing and operating a biore-
actor in which billions of cells are cultivated, the bio-
chemical engineer must often cope with overriding
the intrinsic control system of the cell to produce
a given substance. Thus, a biochemical engineer’s
task is often to promote inefficiencies in the cell’s
operation to produce a desired substance at higher
levels than it would produce in its natural setting.
This is particularly true for genetically engineered
cells designed to overproduce a biochemical or pro-
tein, which may or may not be part of their normal
metabolism.

Cultivation of microorganisms and cells. In the initial
stages of the discipline, biochemical engineers were
chiefly concerned with optimizing the growth of mi-
croorganisms under aerobic conditions, at scales of
up to thousands of liters. While the scope of bio-
chemical engineering has expanded in recent years,
this remains a focus. More often, the aim is the
development of an economic process to maximize
production of a particular biomolecule (for exam-
ple, a protein or metabolite), taking into consider-
ation raw-material and other operating costs. The
elemental constituents of biomass (carbon, nitro-
gen, oxygen, hydrogen, and to a lesser extent phos-
phorus, sulfur, mineral salts, and trace amounts of
certain metals) are added to the bioreactor and
consumed by the cells as they reproduce and
carry out metabolic processes. Sufficient amounts of
oxygen (usually supplied as sterile air) are also made
available to the growing culture, usually involving
mechanical agitation and gas sparging to overcome
the low solubility of oxygen in aqueous media and
to encourage the release of carbon dioxide formed
from cellular respiratory processes. In some cases,
cell morphology changes or extracellular metabolic
products lead to increased viscosity of the media,
thereby hindering gas-liquid mass transfer, a prob-
lem that must be addressed through specialized tech-
niques. See CHEMICAL REACTOR; FERMENTATION;
TRANSPORT PROCESSES.

The cultivation of anaerobic microorganisms, typ-
ically associated with fermentations in which or-
ganic acids or other solvents are produced, is usu-
ally characterized by slower growth rates and lower
biomass yields; here, dissolved oxygen adversely af-
fects microbial activity. The foremost application
of anaerobic microorganisms is in waste treatment,
where anaerobic digesters containing mixed com-
munities of anaerobic microorganisms are used to
reduce solids levels in industrial and municipal waste
streams. See SEWAGE TREATMENT.

While the operation and optimization of large-
scale microbial culture is still of major importance
in biochemical engineering, the capability to culti-
vate a wide range of cell types has been developed.
Biochemical engineers are often involved in the cul-
ture of cells derived from multicellular organisms,
notably mammals, plants, and insects, for research
purposes and to harness the unique biosynthetic ca-
pabilities of these cells. Most often, genetically en-
gineered variants of these cell types are established
for production of recombinant proteins. The ability
of these cells to secrete proteins with proper gly-
cosylation (attachment of sugar groups to proteins)
and other modifications—a critical determinant of
therapeutic protein quality—compensates for their
slower growth, sensitivity to processing conditions
(such as agitation, pH, and presence of metabolic
waste products), and the need to formulate complex,
defined media for their cultivation. See INDUSTRIAL
MICROBIOLOGY.

Immobilized enzymes and cells. To harness the bio-
catalytic capacity of a cell or to make economic use of
an enzyme needed for a particular biotransformation,
immobilization of the cell or enzyme may be consid-
ered. In this case, the cells or enzymes are first pro-
duced on a large scale and then concentrated before
immobilization. Next, the enzyme or cell is either
attached to an inert support or embedded within a
porous network or membrane. In doing so, a biore-
actor can be operated such that the substrate is con-
verted to products continuously by the immobilized
biocatalyst, yielding enhanced throughput and obvi-
ating the separation of the biocatalyst from substrates
and products. In some cases, living cells may be used
to avoid the need for cofactor regeneration or to take
advantage of a cascade of enzyme-catalyzed reactions
that might be a component of the cell’s metabolism.
In this situation, some care must be taken to en-
sure cell viability, while discouraging unnecessary
increases in biomass and in substrate consumption.
In all cases, engineering aspects enter into the re-
actor design, such as the intensity of fluid agitation
and the characteristic size of the insoluble support,
which affect molecular transport of substrates and
nutrients, as well as consideration of the material
composition and structure and method of immobi-
lization. See CELL (BIOLOGY); ENZYME.

Downstream processing. While the fermentation/
cell culture and the associated reactor operation are
central to bioprocess design, product recovery from
solutions of cells and media is most often the more
challenging and expensive task. Compared with
the recovery of traditional chemicals, the needs for



concentrating the product and ensuring its purity are
often far higher for biological products, and biosep-
aration processes must avoid damaging conditions
such as heat and the addition of denaturing solvents.
Approaches used for recovering biological prod-
ucts include various forms of liquid chromatography
(such as ion exchange, hydrophobic interaction, size
exclusion, and affinity), filtration, and electrophore-
sis. To the extent that the biological activity of the
product must be maintained, care must be taken not
to damage or adversely modify the molecule of in-
terest during recovery. In the case of pharmaceuti-
cals, this necessitates the development of purifica-
tion protocols that must be strictly followed once
regulatory approval of the drug and its manufactur-
ing process is granted. Changes to the overall process
necessitate a potentially long and expensive reeval-
uation from regulatory agencies. Thus, the design
and operation of bioseparation processes are subject
to constraints not encountered in chemical separa-
tions, such that they cannot be continuously opti-
mized. See ELECTROPHORESIS; LIQUID CHROMATOG-
RAPHY.

New directions in biochemical/biomolecular engi-
neering. Advances in modern biology and in the
health sciences have led to the creation of new areas
of interest that use biochemical engineering exper-
tise. The focus on the molecular scale has given
rise to the use of biomolecular engineering as the
most appropriate descriptor for this engineering dis-
cipline. Within this field, there are a number of ma-
turing and emerging specializations. Metabolic engi-
neering uses the tools of molecular genetics, often
in conjunction with whole-genome profiling of gene
expression patterns and quantitative, mathematical
models of metabolic pathways and bioreactor op-
eration, to optimize cellular function for the pro-
duction of specific metabolites and proteins. Protein
engineering focuses on the identification of proteins
with enhanced or novel biological activity for use
as biocatalysts or proteins with therapeutic value,
through functional screening of randomized protein
variants or rational design based on protein struc-
ture. Cell and tissue engineering involves analysis
and manipulation of the intra- and intercellular mech-
anisms and pathways that prompt and regulate cell
functional responses in the context of an individual
cell or multicellular tissue, as well as the design and
characterization of artificial or composite biological/
synthetic materials and tissues for biomedical appli-
cations.

Biochemical/biomolecular engineers are also ac-
tively involved in development of systems and pro-
cesses for bioremediation and for the detection and
clearance of hazardous/lethal biological agents, de-
velopment of vaccines and antibodies, and the dis-
covery and use of cells and enzymes capable of func-
tioning in extreme environments. Biochemical and
biomolecular engineering is viewed as a critical and
enabling expertise in biological and biomedical re-
search and in the further development of the biotech-
nology industry. Jason M. Haugh; Robert M. Kelly
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Biochemistry

The study of the substances and chemical processes
which occur in living organisms. It includes the iden-
tification and quantitative determination of the sub-
stances, studies of their structure, determining how
they are synthesized and degraded in organisms, and
elucidating their role in the operation of the organ-
ism. Some processes of particular interest are the
conversion of foods to energy, respiration, the syn-
thesis of nucleic acids and proteins, and the regula-
tion of the chemical activities of cells and organisms.

Substances. Carbohydrates are a class of sub-
stances which includes simple sugars such as glucose
(also called dextrose) and large polysaccharides such
as cellulose, a major structural material in plants,
and starch, a storage form of glucose in plants. Car-
bohydrates are an important source of energy and
structural materials in organisms, and may also be
found linked to proteins in glycoproteins and linked
to lipids in glycolipids. In addition, nucleic acids are
composed partially of certain sugars. See CARBOHY-
DRATE; CELLULOSE.

Proteins are intimately involved in all life pro-
cesses. Some function as biological catalysts called
enzymes, speeding up chemical reactions which or-
dinarily proceed slowly at the temperatures of living
organisms. Other proteins may act as carriers of ma-
terial, as in the case of hemoglobin, which functions
as a carrier of oxygen in many animals. Some pro-
teins (such as collagen) act as structural material, for
instance, as portions of cellular membranes and as
the major component of hair, horn, skin, and feath-
ers. Contractile proteins are involved in muscular ac-
tivity and cell division. Proteins vary in size, but all
are composed of essentially the same 20 amino acids;
each protein molecule is composed of a definite se-
quence of 100 or more amino acids chemically linked
one to the other. Normally, each chain of amino acids
is folded into a specific three-dimensional structure.
See AMINO ACIDS; ENZYME; PROTEIN.

There are two classes of nucleic acids, de-
oxyribonucleic acid (DNA) and ribonucleic acid

Biochemistry
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(RNA). The nucleic acids are large molecules com-
posed of long chains of primarily four different nu-
cleotides. Nucleotides are composed of sugar phos-
phates bonded to organic bases; they exist as small
molecules in addition to providing the material
for large nucleic acids. The sequential array of nu-
cleotides is quite specific for each molecule and con-
stitutes the form in which genetic information is
stored and transferred. See DEOXYRIBONUCLEIC ACID
(DNA); NUCLEIC ACID; RIBONUCLEIC ACID (RNA).

Lipids are a diverse group of “greasy” substances
which are soluble in organic solvents but insoluble in
water. Cells and tissues are composed predominantly
of water, so cellular structures must be composed of
materials which are insoluble in an aqueous envi-
ronment. Cellular membranes are composed mainly
of a class of lipids called phospholipids. The most
common lipids are the fats, which serve as insolu-
ble stores of biological fuel. Some other lipids are
cholesterol and steroid hormones. See LIPID.

Minerals such as salts of sodium, potassium, cal-
cium, and magnesium contribute to the ionic en-
vironment within and around cells. In addition,
calcium phosphate is an important constituent of
bone, and iron is a necessary part of respiratory
proteins such as hemoglobin and cytochromes.
Trace metals such as zinc, selenium, and molybde-
num have been found to be constituents of certain
enzymes. See CALCIUM METABOLISM; HEMOGLOBIN;
PHOSPHATE METABOLISM.

Vitamins and hormones are substances which are
biologically effective in small amounts. In living or-
ganisms, vitamins are converted into coenzymes,
substances which collaborate with some enzymes in
catalyzing reactions. Hormones are made in and se-
creted by endocrine glands, and they act in regu-
lating the activities of other tissues. See COENZYME;
ENDOCRINE SYSTEM (VERTEBRATE); HORMONE; VITA-
MIN.

Processes. Many of the chemical steps involved in
the biological breakdown of sugars, fats, and amino
acids are known. It is well established that living or-
ganisms capture the energy liberated from these re-
actions by forming a high-energy compound, adeno-
sine triphosphate (ATP). In the absence of oxygen,
some organisms and tissues derive ATP from an in-
complete breakdown of glucose, degrading the sugar
to an alcohol or an acid in the process. In the pres-
ence of oxygen, many organisms degrade glucose
and other foodstuff to carbon dioxide and water,
producing ATP in a process known as oxidative
phosphorylation. In spite of many years of intensive
investigation, the chemical reactions of oxidative
phosphorylation are not well understood. See BIO-
LOGICAL OXIDATION; CARBOHYDRATE METABOLISM;
LIPID METABOLISM; PROTEIN METABOLISM.

Structure and function. The relationship of the struc-
ture of enzymes to their catalytic activity is becom-
ing increasingly clear. It is now possible to visualize
atoms and groups of atoms in some enzymes by x-ray
crystallography. Some enzyme-catalyzed processes
can now be described in terms of the spatial arrange-
ment of the groups on the enzyme surface and how
these groups influence the reacting molecules to pro-

mote the reaction. It is also possible to explain how
the catalytic activity of an enzyme may be increased
or decreased by changes in the shape of the enzyme
molecule, an important aspect of regulation. An im-
portant advance has been the development of an au-
tomated procedure for joining amino acids together
into a predetermined sequence. This procedure per-
mits the chemical synthesis of peptide hormones and
enzymes. The use of recombinant DNA technology
also makes possible the controlled biosynthesis of
peptides and proteins of any amino acid sequence.
This has permitted the chemical synthesis of the
enzyme ribonuclease. This technology will permit
the synthesis of slightly altered enzymes and will im-
prove the understanding of the relationship between
the structure and the function of enzymes. In addi-
tion, this procedure permits the synthesis of medi-
cally important polypeptides (short chains of amino
acids) such as some hormones and antibiotics.

Genetic code. A subject of intensive investigation has
been the explanation of genetics in molecular terms.
It is now well established that genetic information is
encoded in the sequence of nucleotides of DNA and
that, with the exception of some viruses which uti-
lize RNA, DNA is the ultimate repository of genetic
information. The sequence of amino acids in a pro-
tein is programmed in DNA; this information is first
transferred by copying the nucleotide sequence of
DNA into that of messenger RNA, from which this
sequence is translated into the specific sequence of
amino acids of the protein. Each amino acid is spec-
ified by a sequence of three nucleotides (a triplet
code); an amino acid may be specified by more than
one triplet. This code has been deciphered and ap-
pears to be identical for all known organisms, thus
supporting the concept of a unitary origin of life
on Earth. Attempts have been made to simulate the
conditions on Earth before life appeared; it has been
possible to demonstrate, under these simulated con-
ditions, the formation of substances such as sugars,
amino acids, and nucleotides from the simpler sub-
stances which are presumed to have been present.
See GENETIC CODE; MOLECULAR BIOLOGY; PREBIOTIC
ORGANIC SYNTHESIS.

Disease. The biochemical basis for a number of dis-
eases is becoming increasingly clear. This is particu-
larly true for some genetically inherited diseases, in
which the cause has been traced to the production
of a defective protein. Sickle cell anemia is a particu-
larly striking example; it is well established that the
change of a single amino acid in hemoglobin has re-
sulted in a serious abnormality in the properties of
the hemoglobin molecule. See DISEASE.

Regulation. Increased understanding of the chemi-
cal events in biological processes has permitted the
investigation of the regulation of these processes.
An important concept in biological regulation is the
chemical feedback circuit: the product of a series
of reactions can itself influence the rates of the re-
actions. For example, the reactions which lead to
the production of ATP proceed vigorously when the
supply of ATP within the cell is low, but they slow
down markedly when ATP is plentiful. These obser-
vations can be explained, in part, by the fact that ATP



molecules bind to some of the enzymes involved,
changing the surface features of the enzymes suf-
ficiently to decrease their effectiveness as catalysts.
‘While it is possible to regulate a series of reactions by
controlling the activities of the catalyzing enzymes, it
is also possible to regulate these reactions by chang-
ing the amounts of the enzymes; the amount of an
enzyme can be controlled by modulating the syn-
thesis of its specific messenger RNA or by modu-
lating the translation of the information of the RNA
molecule into the enzyme molecule. Another level of
regulation involves the interaction of cells and tissues
in multicellular organisms. For instance, endocrine
glands can sense certain tissue activities and appro-
priately secrete hormones which control these activ-
ities. The chemical events and substances involved
in cellular and tissue “communication” have become
subjects of much investigation. In addition, the pro-
cess of biological development is also being exam-
ined. Chemical explanations are being sought, for
instance, for the orderly changes that occur in an
embryo as it develops.

Biological membranes. It has been known for some
time that biological membranes exhibit selective per-
meability; some substances cross membranes easily,
others are excluded completely. Indeed, some ma-
terials are actively pumped across membranes from
a region of low concentration to a region of high
concentration. A particularly striking example is the
case of sodium ions which are actively transported
out of most cells. Detailed explanations of selective
permeability and active transport are not yet avail-
able and await a better understanding of membrane
structure and function. A second aspect of mem-
brane function that has received much attention in-
volves the transfer of information across the cellular
membrane. Some hormones, for instance, influence
the metabolic activities of certain tissues without en-
tering the affected cells and are thought to act by
altering the activities of certain enzymes which are
located on or within the cellular membrane. See CELL
MEMBRANES.

Photosynthesis and nitrogen fixation. 'Two subjects of sub-
stantial interest are the processes of photosynthesis
and nitrogen fixation. In photosynthesis, the chemi-
cal reactions whereby the gas carbon dioxide is con-
verted into carbohydrate are understood, but the
reactions whereby light energy is trapped and con-
verted into the chemical energy necessary for the
synthesis of carbohydrate are unclear. The process
of nitrogen fixation involves the conversion of nitro-
gen gas into a chemical form which can be utilized
for the synthesis of numerous biologically important
substances; the chemical events of this process are
not fully understood. See NITROGEN CYCLE; PHOTO-
SYNTHESIS.

Methods. The development of biochemistry
closely parallels developments in methods of sepa-
rately and quantitatively measuring small amounts
of substances and of determining the structures
of substances. The following are some methods
employed in biochemistry.

1. Photometry for determining the absorption
or emission of light by substances. Measurements

conducted with ultraviolet light, below wave-
lengths of 400 nanometers, or with visible light,
400 to 700 nm, generally furnish information on
the concentrations of substances. Infrared mea-
surements, involving wavelengths greater than
700 nm, furnish information on chemical structure as
well.

2. Chromatography for separating dissolved sub-
stances from one another. This may involve the differ-
ential binding of some substances to solid support,
the partitioning of substances between two liquid
phases, or separation by molecular sieving.

3. Gas chromatography for separation of sub-
stances in the gas phase.

4. Isotope labeling for following atoms through
reactions, for locating elements in tissues by isotope
measurements or radiography, and for ultramicro-
analyses, including activation analysis by bombard-
ment with neutrons.

5. Ultracentrifugation for separating large
molecules in solution or cell particles in suspension
by their differential migration in a centrifugal field.
This method is also employed for the determination
of molecular weight and for the separation of large
molecules which differ from one another in their
densities.

6. Electrophoresis for the separation of dissolved
charged molecules on the basis of differential migra-
tion in an electric field.

7. X-ray crystallography for the determination of
the three-dimensional structure of molecules. The
method is based on the analysis of the diffraction
patterns obtained when a crystal is placed in a beam
of monochromatic x-rays.

8. Mass spectrometry for the identification of sub-
stances. The substance to be analyzed is volatilized,
and the individual molecules are broken into charged
fragments. The mass of each charged fragment is de-
termined by its migration in an electric field; the
number and characteristics of the fragments permit
the deducing of the structure of the parent com-
pound.

9. Nuclear magnetic resonance spectroscopy for
the identification of chemical groups in substances
and for evaluating changes in the environment
around these groups. Certain atomic nuclei, for
instance the nucleus of hydrogen, oscillate at radio
frequencies when subjected to a strong constant
magnetic field. When radio waves of varying
frequencies are passed through the solution, absorp-
tion of the radio waves is observed at frequencies at
which resonance occurs. The frequency at which
resonance is observed is a function of the nucleus,
the group of which the nucleus is a part, and the
environment around the group. See ACTIVATION
ANALYSIS; AUTORADIOGRAPHY; CHROMATOGRAPHY;
ELECTROPHORESIS; GAS CHROMATOGRAPHY; HIS-
TORADIOGRAPHY; MASS SPECTROMETRY; RADIO-
CHEMISTRY; SPECTROSCOPY; ULTRACENTRIFUGE;
X-RAY CRYSTALLOGRAPHY. A.S.L.Hu

Bibliography. R. C. Bohinski, Modern Concepts in
Biochemistry, 5th ed., 1987; T. M. Devlin, Textbook
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1
Biodegradation

The destruction of organic compounds by microor-
ganisms. Microorganisms, particularly bacteria, are
responsible for the decomposition of both natural
and synthetic organic compounds in nature. Miner-
alization results in complete conversion of a com-
pound to its inorganic mineral constituents [for
example, carbon dioxide (CO;; from carbon), sul-
fate or sulfide (from organic sulfur), nitrate or am-
monium (from organic nitrogen), phosphate (from
organophosphates), or chloride (from organochlo-
rine)]. Since carbon comprises the greatest mass of
organic compounds, mineralization can be consid-
ered in terms of CO, evolution. Radioactive carbon-
14 (MO isotopes enable scientists to distinguish be-
tween mineralization arising from contaminants and
soil organic matter. However, mineralization of any
compound is never 100% because some of it (10-
40% of the total amount degraded) is incorporated
into the cell mass or products that become part of the
amorphous soil organic matter, commonly referred
to as humus. Thus, biodegradation comprises min-
eralization and conversion to innocuous products,
namely biomass and humus. Primary biodegradation
is more limited in scope and refers to the disappear-
ance of the compound as a result of its biotransfor-
mation to another product. See HUMUS.

Enrichment culture. Compounds that are read-
ily biodegradable are generally utilized as growth
substrates by single microorganisms. Many of
the components of petroleum products (and fre-
quent ground-water contaminants), such as benzene,
toluene, ethylbenzene, and xylene, are utilized by
many genera of bacteria as sole carbon sources for
growth and energy. Microorganisms can be isolated
by a small environmental sample that is placed into a
flask containing a mineral salts medium with the de-
sired growth substrate (for example, benzene). Thus,
the medium is enriched to select those microorgan-
isms (prototrophs) able to utilize the substrate for
growth and to synthesize all of their amino acids, nu-
cleic acids, vitamins, and other cellular constituents
from inorganic nutrients. Organisms that are capable
of metabolizing the compound but require organic
growth factors (auxotrophs) are not selected by this
procedure. The addition of trace quantities of yeast
extract or other growth supplements may enable se-
lection of some auxotrophs, but a high concentra-
tion of growth supplements should be avoided as it
will enrich for yeast extract utilizers instead of ben-
zene utilizers in the example above. See BACTERIAL
GROWTH; CULTURE.

Cometabolism and fortuitous metabolism. The pro-
cess whereby compounds not utilized for growth
or energy are nevertheless transformed to other
products by microorganisms is referred to as
cometabolism. Chlorinated aromatic hydrocarbons,
such as diphenyldichloroethane (DDT) and poly-
chlorinated biphenyls (PCBs), are among the most
persistent environmental contaminants; yet they
are cometabolized by several genera of bacte-
ria, notably Pseudomonas, Alcaligenes, Rhodococ-
cus, Acinetobacter, Arthrobacter, and Corynebac-

terium. Cometabolism is caused by enzymes that
have very broad substrate specificity. See POLYCHLO-
RINATED BIPHENYLS; PSEUDOMONAS.

Bacteria that have evolved pathways for the com-
plete catabolism of aromatic hydrocarbons use these
same enzymes to fortuitously transform many chlori-
nated analogs to more oxidized metabolites. How-
ever, not all enzymes in the catabolic pathway
have broad specificity, so that a chlorinated prod-
uct eventually accumulates. For example, bacteria
that utilize biphenyl cometabolize polychlorinated
biphenyls to chlorobenzoates, which are not acted
upon by the enzymes that process benzoate. How-
ever, chlorobenzoates are further metabolized by
other bacteria that have enzymes which act upon
them. Although cometabolism of polychlorinated
biphenyls in the environment is a very slow process,
it can be greatly enhanced by the addition of analo-
gous growth-promoting substrates, such as biphenyl,
a process referred to as analog enrichment. See BAC-
TERIAL PHYSIOLOGY AND METABOLISM; CITRIC ACID
CYCLE.

Microbial consortia and catabolic genes. Recalci-
trant compounds are not degraded by single microor-
ganisms but by a consortium of different organisms.
In some cases, the interactions may be loosely as-
sociated or asymbiotic (protocooperation) whereby
each organism carries out a different step in the cata-
bolic pathway, yet is not dependent upon the other.
In other cases, the association may be symbiotic
where both benefit (mutualism) or only one benefits
(commensalism). Biodegradation of polychlorinated
biphenyls in soil is an example of commensalism
in which the organism carrying out the initial ox-
idation receives no benefit while another organism
benefits from utilizing the products of cometabolism
(chlorobenzoates) for growth. Mutualism normally
involves cross-feeding (syntrophism) in which all
members are dependent upon each other.

It was discovered in the mid-1970s that dichloro-
diphenyltrichloroethane was dehalogenated anaero-
bically and then mineralized aerobically by different
bacteria. It has been shown that polychlorintated
biphenyls that are inert to aerobic oxidations (partic-
ularly those containing six or more chlorine atoms
per molecule) are dehalogenated to lesser chlori-
nated congeners by anaerobic bacteria in sediments.
Thus, the potential exists for complete biodegrada-
tion of chlorinated aromatic hydrocarbons by a se-
quence of anaerobic/aerobic catabolic reactions.

An alternative strategy to mineralization by micro-
bial consortia is to combine the genes of parental
strains having the complementary parts of the
catabolic pathway into a single organism by re-
combinant deoxyribonucleic acid (DNA) technology
or by natural enhanced mating of parental strains.
Catabolic genes that are encoded on plasmids, which
are small extrachromosomal elements, are much
more readily transferred and expressed in other bac-
teria than genes coded on the chromosome. Genetic
exchange of catabolic plasmids among indigenous
bacteria occurs naturally in the environment.

Bioremediation. The use of microorganisms to re-
mediate the environment of contaminants is referred



to as bioremediation. This process is most successful
in contained systems such as surface soil or ground
water where nutrients, mainly inorganic nitrogen
and phosphorus, are added to enhance growth of
microorganisms and thereby increase the rate of
biodegradation. The process has little, if any, appli-
cability to a large open system such as a bay or lake
because the nutrient level (that is, the microbial den-
sity) is too low to effect substantive biodegradation
and the system’s size and distribution preclude ad-
dition of nutrients. Bioremediation of oil spills on
beaches and of ground water containing xylene,
from leaking storage tanks can be enhanced by the
addition of nitrogen (N) and phosphorus (P), which
are essential macroelements of all cells.

Remediation of petroleum products from ground
waters is harder to achieve than from surface soil be-
cause of the greater difficulty in distributing the nu-
trients throughout the zone of contamination, and
because of oxygen (O,) limitations. The latter prob-
lem is caused by the low solubility of oxygen and
by the high biological oxygen demand that occurs
when the organisms are present in high numbers
and actively mineralizing the contaminant. Hydro-
gen peroxide (H,O,), which is completely miscible
in water and rapidly decomposes to oxygen, has
been added with nutrients to overcome this prob-
lem. Another approach involves a venting system
whereby a stream of air is continuously introduced
at injection wells at the site. This process also brings
about volatilization of the contaminants, which may
be metabolized by the indigenous microorganisms
as they move upward through the soil. The removal
of volatile organic compounds by air stripping and
enhancement of biodegradation is referred to as
bioventing. This process has proved to be success-
ful in removing chlorinated organic solvents such as
trichloroethylene that are major ground-water con-
taminants.

Fungal enzymes. Bacteria are the primary biocata-
lysts of organic contaminants, and no eukaryotic
organism has ever been isolated that can utilize
an aromatic hydrocarbon for growth. Neverthe-
less, fungi have superior ability to degrade lignin,
the primary and most recalcitrant constituent of
wood fiber. The extracellular enzymes, in the pres-
ence of oxygen, create highly oxidative radicals
which break many of the carbon-carbon bonds and
the aromatic ether bonds of lignin. The ligninases
of Phanerochaete chrysosporium fortuitously oxi-
dize many aromatic compounds, including diphenyl-
dichloroethane, polychlorinated biphenyls, polyaro-
matic hydrocarbons, and trinitrotoluene.

Because this mode of biodegradation is nonspe-
cific and does not proceed in a sequential manner
as with bacterial consortia, it is less predictable, less
controllable, and less likely to proceed to comple-
tion. It is also far less successful in soil than in culture
because soil organic matter and other soil con-
stituents also react with the enzyme-catalyzed rad-
icals. Nevertheless, this obstacle has been partially
overcome in land-farming operations by diluting soil
with massive amounts of plant residues upon which
the fungus is maintained or by adding the contami-

nated soil to reactors containing the fungus. See EN-
ZYME; FUNGI. Dennis D. Focht
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Biodiversity

The variety of all living things; a contraction of bi-
ological diversity. Biodiversity can be measured on
many biological levels ranging from genetic diver-
sity within a species to the variety of ecosystems on
Earth, but the term most commonly refers to the
number of different species in a defined area.

Global biodiversity. Recent estimates of the total
number of species range from 7 to 20 million, of
which only about 1.75 million species have been
scientifically described. The best-studied groups in-
clude plants and vertebrates (phylum Chordata),
whereas poorly described groups include fungi, ne-
matodes, and arthropods (see table). Species that
live in the ocean and in soils remain poorly known.
For most groups of species, there is a gradient of in-
creasing diversity from the Poles to the Equator, and
the vast majority of species are concentrated in the
tropical and subtropical regions.

Human activities, such as direct harvesting of
species, introduction of alien species, habitat de-
struction, and various forms of habitat degradation
(including environmental pollution), have caused
dramatic losses of biodiversity. The sixth major ex-
tinction event in geologic history is well under way.
Indeed, current extinction rates are estimated to be
100-1000 times higher than prehuman extinction
rates. This rapid loss of species has spurred a great
deal of scientific interest in the topic of biodiversity.
Currently, many biologists are working to catalog and
describe extant species before they are lost. In ad-
dition, much research is focused on understanding
the importance of biodiversity, particularly whether
high levels of biodiversity are essential for proper
functioning of ecosystems.

Importance. Ethical and esthetic arguments have
been offered regarding the value of biodiversity and
why it is necessary to guard against its reduction.
Scientists, however, focus on issues such as the bi-
ological or ecological functions of biodiversity that
can be addressed with experiments rather than de-
bates about values. Certainly, some measure of bio-
diversity is responsible for providing essential func-
tions and services that directly improve human life.
For example, many medicines, clothing fibers, and
industrial products and the vast majority of foods
are derived from naturally occurring species. In ad-
dition, species are the key working parts of natural
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Numbers of extant species for selected taxanomic groups
Number of Estimated Percent
Kingdom Phylum species described number of species described
Protista 100,000 250,000 40.0
Fungi Eumycota 80,000 1,500,000 5.3
Plantae Bryophyta 14,000 30,000 46.7
Tracheophyta 250,000 500,000 50.0
Animalia Nematoda 20,000 1,000,000 2.0
Arthropoda 1,250,000 20,000,000 5.0
Mollusca 100,000 200,000 50.0
Chordata 40,000 50,000 80.0
*With permission modified from G. K. Meffe and C. R. Carroll, Principles of Conservation Biology, Sinauer, Massachusetts, 1997.

ecosystems. They are responsible for maintenance
of the gaseous composition of the atmosphere,
regulation of the global climate, generation and main-
tenance of soils, recycling of nutrients and waste
products, and biological control of pest species.
Ecosystems surely would not function if all species
were lost, although it is unclear just how many
species are necessary for an ecosystem to function
properly. Thus, the current extinction crisis has pro-
voked many scientists to ask how many species can
be lost from an ecosystem before the system is neg-
atively affected.

Ecosystem function. Since species are the key
working parts of ecosystems, biodiversity must be
related to ecosystem function. Studies have assessed
this relationship in ecosystem functions such as bio-
geochemical processes; the flow of nutrients, water,
and atmospheric gases; and the processing of en-
ergy. Evidence of the importance of biodiversity
for ecosystem function is derived from comparing
ecosystems that differ in the number of species
present. More recently, ecologists have undertaken
manipulative experiments in which the number of
species has been directly varied. Two notable exper-
imental efforts include manipulations of plant diver-
sity in a Minnesota grassland and manipulations of
species and functional diversity in microbial commu-
nities. In general, these studies have demonstrated
that various measures of ecosystem function such as
production of biomass and nutrient uptake increase
as the number of species present increases. How-
ever, some studies report no effect or even nega-
tive relationships between biodiversity and ecosys-
tem processes.

Although some evidence supports the hypoth-
esis that biodiversity increases or improves the
overall functioning of ecosystems, the underlying
mechanisms remain unclear. For example, a positive
relationship between species diversity and produc-
tivity could result because including more species to
increases the chance of encompassing particularly
productive or fast-growing species. Alternatively, a
diverse group of species may use the available re-
sources more efficiently, since each species has
slightly different requirements, resulting in higher
overall growth.

It is unclear whether the number of species or
the number of different functional types of species
is driving these effects. This distinction is impor-

tant because if the number of species matters
most, every species that is added to an ecosystem
should cause an improvement in ecosystem function
(illus. @). In contrast, if the diversity of functional
types is more important than the number of species
per se, there will be initial increases in ecosystem
function as species number rises, but these effects
should level off once all of the functional types are
represented (illus. b). Indeed, a nonlinear or satiating
effect of species number on ecosystem processes is
frequently observed (illus. ), suggesting that ecosys-
tem function may be relatively unaffected by initial
losses of species but may become severely impaired
after some critical number of species is lost.
Ecosystem stability. A second purported benefit of
biodiversity is that more diverse ecosystems may be
more stable or more predictable through time when
compared to species-poor ecosystems. Stability can
be defined at the community level as fewer invasions
and fewer extinctions, meaning that a more stable
community will contain a more stable composition
of species. However, stability can also be defined at
the population level as reduced fluctuations in pop-
ulation size, meaning that a more stable population
will contain a more constant number of individuals.
The idea that biodiversity confers stability upon
ecosystems has a long and controversial history. Early
ecologists used several lines of reasoning to argue
that diverse ecosystems are more stable than those
with fewer species. First, attempts to create simple,
low-diversity ecosystems in the laboratory tended to
fail, with most or all of the species declining to ex-
tinction. Second, unpredictable or strongly cyclical
population dynamics are often observed in ani-
mals that live at high latitudes, and high-latitude

ecosystem function
ecosystem function

biodiversity
(a) (b)

Ecosystem function (a) as a positive, linear function of
biodiversity and (b) as a nonlinear, satiating function of
biodiversity.

biodiversity



ecosystems generally include relatively few species.
Finally, islands, which generally have fewer species
than mainlands, tend to be more easily invaded by
introduced species. In 1955, an additional argument
was proposed in favor of a positive relationship
between biodiversity and ecosystem stability. With
more species in an ecosystem, there are more paths
through which energy and nutrients can flow; there-
fore, in diverse ecosystems each species should be
less affected by changes in the abundance of other
species, leading to higher overall stability. Thus, the
general consensus among early ecologists was that
more diverse ecosystems should be more stable. See
ECOSYSTEM; POPULATION ECOLOGY.

In 1973, mathematical models of many species in-
teracting simultaneously were used to explore the re-
lationship between biodiversity and population sta-
bility. The major outcome was that higher species
diversity led to less stable population sizes of individ-
ual species. However, the apparent conflict between
these modeling results and the intuitions of earlier
ecologists remained unresolved for many years.

Recent studies in which the number of species has
been experimentally manipulated have helped to re-
solve this long-standing controversy. For example,
manipulations of plant diversity were used to exam-
ine not only the productivity of a grassland ecosys-
tem but also the stability of ecosystem productivity
over time. This and other studies have shown that
although the abundance of individual species fluctu-
ates more dramatically in high-diversity ecosystems,
the total abundance or productivity of all species
combined is actually more stable. High biodiversity
decreased the stability of each species’ population,
lending support to mathematical modeling results,
whereas the positive relationship between biodiver-
sity and the stability of overall ecosystem productiv-
ity supports the proposals of the earlier ecologists.

Although the relationship between biodiversity
and ecosystem stability is fairly clear, the mechanisms
generating this pattern are not. In particular, diverse
groups of species may be more stable because com-
plementary species compensate for changes in one
another’s abundance. Alternatively, variation in ag-
gregate measures such as total productivity may in-
crease with richness due to averaging of random
fluctuations in the growth of each species. Based
on simple probability theory, it is expected that the
more independently varying species added together,
the more stable the sum of their abundances. The
strength of this averaging effect depends on correla-
tions among the species’ fluctuations, but a positive
relationship between biodiversity and the stability
of aggregate measures of ecosystem function should
usually be expected, simply due to averaging.

Clearly, biodiversity is (at least sometimes) related
to both the overall rates and the stability of ecosys-
tem functions. However, documenting a relationship
between biodiversity and some measure of ecosys-
tem function or stability does not reveal its under-
lying cause. Current ecological research continues
to explore the mechanisms by which species diver-
sity and functional diversity contribute to ecosystem
function.

Species importance. Some species clearly play very
important roles in ecosystems. In some cases, the
addition or deletion of a single species can lead to
dramatic changes in ecosystem functions such as pro-
ductivity or nutrient uptake. For example, the intro-
duction of a nitrogen-fixing tree species to Hawaii
resulted in substantially altered productivity and nu-
trient dynamics in submontane forest ecosystems.
Species that exert such strong control over ecosys-
tems are termed keystone species.

It is not at all clear that most species in an ecosys-
tem have such important effects. In other words, it
may be possible to lose a number of species from an
ecosystem and yet observe little overall impact on
ecosystem function. This could be the case if several
species that perform approximately the same func-
tion are present in the original ecosystem. The situ-
ation where multiple species play a similar role has
been termed species redundancy. If species redun-
dancy is a common phenomenon, ecosystem func-
tion should be largely independent of species diver-
sity as long as major functional types are represented.
Thus, when one species is lost from an ecosystem,
some other species with a similar function may be-
come abundant and compensate for the lost species,
leaving the ecosystem as a whole relatively unaf-
fected. Indeed, ecosystem processes often do remain
stable despite large fluctuations in the abundance of
the various species involved. In addition, the relation-
ship between ecosystem function and biodiversity is
often observed to be nonlinear (illus. b), suggesting
that, at least initially, the loss of species would have
little overall effect.

The term species redundancy may seem to imply
that all species are not necessary for an ecosystem
to function properly. However, species redundancy
may be an essential feature for the long-term health of
ecosystems. Just as engineers include multiple struc-
tures with redundant functions to increase overall
reliability of the final structure, ecosystems with sets
of functionally redundant species may have a built-in
safety net that is lacking in species-poor ecosystems.

Rare species (those that occur in low abundance)
may also appear to contribute relatively little to
overall ecosystem functioning. However, during dra-
matic environmental changes, such as acidification
of a lake, rare species can become very abundant,
thereby compensating for reductions in other
species. Even species that appear relatively unimpor-
tant because they are rare and functionally redundant
with others may in fact be important in stabilizing
ecosystem function during periods of rare but in-
tense stress.

The overwhelming variety of life has captivated
the human imagination for centuries, so it is surpris-
ing how much scientific uncertainty currently sur-
rounds the role of biodiversity. Ignorance probably
reflects the fact that biodiversity has been taken for
granted; only over the last few decades, as biodiver-
sity’s staggering decline became more apparent, did
ecologists start investigating what exactly is being
lost. Most experiments provide compelling evidence
that at some point the erosion of biodiversity will
impair ecosystem function and stability. However,
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frequency, Hz

these same experiments also show that a great deal
of biodiversity can typically be lost with minimal ef-
fects. The value of biodiversity may well be revealed
only on huge time scales that incorporate extremely
infrequent but dramatic environmental challenges. If
this is the case, standard short-term experiments will
be unable to document the value of many species.
Clearly, any failure of short-duration, small-scale ex-
periments to identify a function for total biodiversity
or for every species should not be used as a disingen-
uous argument to excuse human-caused extinctions.
See EXTINCTION (BIOLOGY). Michelle A. Marvier
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Bioelectromagnetics

The study of the interactions of electromagnetic en-
ergy (usually referring to frequencies below those
of visible light; Fig. 1) with biological systems.
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Fig. 1. Electromagnetic spectrum. Speed of light = 3 x 10 m/s = frequency (Hz) x

wavelength (m).

This includes both experimental and theoretical ap-
proaches to describing and explaining biological ef-
fects. Diagnostic and therapeutic uses of electromag-
netic fields are also included in bioelectromagnetics.

Background. The interaction of electromagnetic
fields with living organisms has intrigued both
physicians and engineers since 1892 when J. A.
d’Arsonval, a French physician and physicist, applied
an electromagnetic field to himself and found that
it produced warmth without muscle contraction.
Subsequently, the use of electromagnetic energy to
heat tissue became a common therapy, and in 1908
Nagelschmidt introduced the term diathermy to de-
scribe this process. During the 1930s “short-wave”
diathermy (27 MHz) was in common use by physi-
cians. World War II spurred the development of high-
power microwave sources for use in radar systems.
Shortly thereafter, concern over the safety of radar
was voiced, leading to investigation of the biologi-
cal effects of microwave radiation. Detailed study of
the therapeutic potential of diathermy at microwave
frequencies began after World War II as high-power
equipment became available for medical and other
civil applications.

Rapid growth in electronic systems for industrial,
military, public service, and consumer use occurred
during the 1970s and 1980s. Much of this equip-
ment has the capability of emitting significant lev-
els of electromagnetic radiation. The most extensive
exposure to radio-frequency energy is from the thou-
sands of transmitters authorized by the Federal Com-
munications Commission (including commercial
broadcast stations, cellular telephone transmitters,
walkie-talkies, and microwave and satellite links). In
addition, there are millions of unregulated citizen-
band stations in use. The National Institute for Occu-
pational Safety and Health estimates that more than
20,000,000 Americans are occupationally exposed
to radio-frequency sources mainly from the heating
and drying of plastics, textiles, wood products, and
other manufactured goods. The use of electromag-
netic fields in medicine increased as radio-frequency-
induced hyperthermia was applied to cancer ther-
apy. See AMATEUR RADIO.

Energy absorption. Electromagnetic energy is not
absorbed uniformly across the geometric cross sec-
tion of a biological organism. The total quantity of
energy absorbed and the sites of maximum energy
absorption depend on the frequency and polariza-
tion of the electromagnetic field, as well as on the
electrical characteristics (the dielectric constant and
conductivity—two properties of the tissue that con-
trol its interaction with electromagnetic radiation—
which are frequency-dependent and vary with type
of tissue), mass, and geometry of the absorbing ob-
ject. In principle, the distribution of absorbed energy
in an animal can be calculated from classical electro-
magnetic theory. However, the problem of energy
distribution has not been solved for an object as com-
plex as an animal. Simple calculations that assume
the exposed system is of regular shape (for example,
spheroidal) and of homogeneous composition allow
some generalizations to be made. For an average per-
son, maximal absorption (resonance) is predicted at
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Fig. 2. Distribution of energy deposited in a human being
exposed to electromagnetic radiation near the resonant
frequency. The numbers provide an indication of the
differences in energy absorbed by different parts of the
body. (After O. P. Gandhi, Dosimetry: The absorption
properties of man and experimental animals, Ann. N.Y.
Acad. Med., 55(11):999-1020, December 1979)

approximately 70 MHz. When a complex target, such
as a human being, is considered, resonant frequen-
cies are also found in anatomically distinct portions
of the body, such as head or leg. The internal en-
ergy absorption pattern has been calculated for sev-
eral simple models: semi-infinite slab, homogeneous
sphere, multishell sphere, and multiblock model of
a human. While none of these models actually sim-
ulates a real human being, local regions of higher-
than-average levels of energy absorption have been
calculated (Fig. 2). Development of instruments that
do not interfere with the field permit measurement
of partial body resonances and the pattern of energy
deposition within some experimental systems. See
ABSORPTION OF ELECTROMAGNETIC RADIATION.

Biological effects. The induction of cataracts has
been associated with exposure to intense microwave
fields. Although heating the lens of the eye with elec-
tromagnetic energy can cause cataracts, the thresh-
old for cataract production is so high that, for many
species, if the whole animal were exposed to the
cataractogenic level of radiation, it would die before
cataracts were produced.

In 1961 it was reported that people can “hear”
pulsed microwaves at very low averaged power
densities (50 microwatts/cm?). It is now generally
accepted that the perceived sound is caused by
elastic-stress waves which are created by rapid
thermal expansion of the tissue that is absorbing
microwaves. The temperature elevation occurs in
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10 microseconds, so that the rate of heating is about
1.8°F/s (1°C/s). However, the temperature increase
is only about 0.00009°F (0.00005°C).

There are reports that microwave irradiation at
very low intensities can affect behavior, the central
nervous system, and the immune system, but many of
these reports are controversial. Animals exposed to
more intense electromagnetic fields that produce in-
creases in body temperature of 1.8°F (1°C) or higher
(thermal load equal to one to two times the animal’s
basal metabolic rate) demonstrate modification of
trained behaviors and exhibit changes in neuroen-
docrine levels. Exposure of small animals to weaker
fields has been shown to produce some changes in
the functioning of the central nervous system and
the immune system. While the mechanism is not
yet known, a thermal hypothesis is not ruled out.
Reports of the effect of very low-level, sinusoidally
modulated electromagnetic fields on excitable cell
and tissue systems have raised questions about the
basic understanding of how those systems function.

Exposure of pregnant rodents to intense electro-
magnetic fields can result in smaller offspring, spe-
cific anatomic abnormalities, and an increase in fetal
resorption. However, fields that produce significant
heating of the gravid animal have been shown to be
teratogenic.

Most biological effects of microwaves can be ex-
plained by the response of the animal to the conver-
sion of electromagnetic energy into thermal energy
within the animal. However, a few experiments yield
results that are not readily explained by changes of
temperature.

In an industrial society, an appreciation of the ef-
fects of stationary electric and magnetic fields, and
of extremely low-frequency fields are important be-
cause of the ubiquitous nature of electricity. When
the body is in contact with two conductors at dif-
ferent potentials, current flows through it. Typical
adult-human thresholds for 50- or 60-Hz currents are:

Reaction Total body current
Sensation 1 mA
“Let go” 10 mA
Fibrillation 100 mA

The “no contact” case, such as that experienced by
an individual or animal under a high-tension transmis-
sion line (the field strength directly under a 765-kV
line is 4-12 kV/m), has been investigated under con-
trolled experimental conditions.

The possibility of hazard from occupational expo-
sure to 50- or 60-Hz electric and magnetic fields has
not been documented and is a subject of debate.
Epidemiological studies have been undertaken to de-
termine the health implications for workers and the
general public exposed to these possible hazards.
In addition, laboratory experiments have been de-
signed to study the interactions of electric and mag-
netic fields with biological systems.

Some bacteria swim northward in stationary mag-
netic fields as weak as 0.1 gauss (the Earth’s mag-
netic field is about 0.5 gauss at its surface). These
bacteria contain iron organized into crystals of
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Activation energies of molecular effects in biological systems*
Activation energy Radiation parameters
Effect kcal/mole kd/mole eV Frequency, GHz Wavelength, um

Thermal or brownian

motion (at 30°C) 0.60 (2.50) 0.026 6.3 x 108 47.6
lonization 230 (961) 10 2.4 x 108 0.12
Covalent bond

disruption 115 (481) 5 1.21 x 10° 0.25
London-van der

Waals interactions 23 (96) 1 2.4 x 105 1.25
Hydrogen bond

disruption 1.8-4.6 (7.5-14.2) 0.08-0.2 1.9 X 10%-4.8 x 10* 15.8-6.25
Proton tunneling 16.1 67.3) 0.7 1.71 x 10° 1.76
Disruption of bound

water 12.9 (53.9) 0.56 1.4 x 10° 2.14
Rotation of polar

protein molecules 0.92-9.2 (3.8+38) 0.04-0.4 9.7 X 108-9.7 X 10* 30.9-3.1
Reversible

conformational

changes in protein

molecules 9.2 (38) 0.4 9.7 x 104 3.1
Charge transfer

interaction 138-69 (577-288) 6.3 1.45 X 108-7.25 x 10° 0.2-0.4
Semiconduction 23-69 (96-288) 1-3 2.4 X 105-7.25 x 10° 1.2-0.41
Microwave radiation 2.7 x 1076 (1.12 x 1077) 1.2x 1077

0.03 (0.12) 1.2x 1078 0.03+300 107-10°
“From S. F. Cleary, Uncertainties in the evaluation or the biological effects of microwave and radiofrequency radiation, Health Phys., 25:387-404, 1973.

magnetite. Magnetite is also found in the brains and
Harderian glands of birds that can use local variations
in the Earth’s magnetic field for navigation and orien-
tation. See BIOMAGNETISM; MICROWAVE; RADIATION
BIOLOGY.

Mechanisms. The energy associated with a pho-
ton of radio-frequency radiation is orders of mag-
nitude below the ionization potential of biological
molecules (see table). Covalent bond disruption,
London-van der Waals interactions, and hydrogen-
bond disruption, as well as disruption of bound
water or reversible conformational changes in
macromolecules, all require more energy that is con-
tained in a single microwave photon. There is a pos-
sibility that absorption of microwaves (or slightly
shorter millimeter waves) may produce vibrational
or torsional effects in bio-macromolecules. Thus, if
radio-frequency electromagnetic fields have a spe-
cific action on molecules that alter their biological
function, it will be through a route more compli-
cated and less understood than that associated with
ionizing radiation.

The most common mechanism by which electro-
magnetic fields interact with biological systems is by
inducing motion in polar molecules. Water and other
polar molecules experience a torque when an elec-
tric field is applied. In minimizing potential energy,
the dipole attempts to align with the ever-changing
electric field direction, resulting in oscillation. Both
free and oriented (bound) water undergo dielectric
relaxation in the radio-frequency region. The excita-
tion of water, or other polar molecules, in the form of
increased rotational energy is manifest as increased
kinetic energy (elevation of temperature), but molec-
ular structure is essentially unaltered if elevations are
not excessive.

Alternating electromagnetic fields can cause an or-
dering of suspended particles or microorganisms.
This effect, often called pearl-chain formation be-
cause the particles line up like a string of beads,
results from a dipole-dipole interaction. Nonspher-
ical particles may also be caused to orient either par-
allel or perpendicular to an applied field. These ef-
fects have been observed only at a very high field
strength.

Electromagnetic energy absorbed by biological
material can be converted into stress by thermal ex-
pansion. This phenomenon is caused by a rapid rise
of temperature either deep within or at the surface
of the material, and thus creates a time-varying ther-
mal expansion that generates elastic stress waves in
the tissue.

Medical applications. The therapeutic heating of
tissue, diathermy, has been used by physicians for
many years. “Short-wave” diathermy has been as-
signed the frequencies 13.56, 27.12, and 40.68 MHz,
while microwave diathermy has been assigned 915,
2450, 5850, and 18,000 MHz. Short-wave diathermy
provides deeper, more uniform heating than does
diathermy at higher frequencies. See THERMOTHER-
APY.

High-intensity radio-frequency fields have been
used to produce hyperthermia in cancer patients. If
a part of the body containing a tumor is heated, the
difference of temperature between tumor and sur-
rounding tissue can be increased, at times producing
elevations to tumoricidal temperatures of 110-122°F
(43-45°C) within the tumor while the surrounding
tissue is below the critical temperature at which nor-
mal cells are killed. In addition, radio-frequency hy-
perthermia is often used in combination with x-ray
therapy or with chemotherapy. In these cases, the



tumor temperature is keptat 114-116°F (41-42°C) to
enhance the effectiveness of radiation or chemother-
apy.

The development of bone tissue (osteogenesis)
can be stimulated electrically either with implanted
electrodes or by inductive coupling through the skin.
The noninvasive technique uses pulsed magnetic
fields to induce voltage gradients in the bone. This
therapy has been used successfully to join fractures
that have not healed by other means.

Electromagnetic fields were first used for medi-
cal diagnosis in 1926 when the electrical resistance
across the chest cavity was used to diagnose pul-
monary edema (water in the lungs). At frequencies
below 100 kHz the movement of ions through ex-
tracellular spaces provides the major contribution
to conductivity through the body. Thus, fluid-filled
lungs can be detected by their lower resistivity. See
RADIOLOGY.

Another diagnostic tool, magnetic resonance
imaging, uses the behavior of protons, or other nu-
clei, in an electromagnetic field to obtain images of
organs in the body. These images are as good as,
and sometimes better than, those obtained with x-ray
computed tomography. Magnetic resonance imaging
is especially useful when viewing the head, breast,
pelvic region, or cardiovascular system. In magnetic
resonance imaging, a static magnetic field is applied
to align nuclear magnetic moments, which then pre-
cess about the field direction with a characteristic
frequency. When a radio-frequency field is applied
transverse to the direction of the magnetic field,
nuclei are driven to the antiparallel state. As they
return to the ground state, they radiate at their res-
onant frequency. The strength of the signal is pro-
portional to the concentration density of the nuclei
being studied. Other information for image analysis
can be obtained from the relaxation time constants
of the excited nucleus. See COMPUTERIZED TOMOG-
RAPHY; MEDICAL IMAGING.

Internally generated fields associated with
nerve activity (electroencephalography) and with
muscle activity (electrocardiography, magnetocar-
diography) are used to monitor normal body func-
tions. There may be other uses of electric currents
or fields in growth differentiation or development
which have not yet been explored. See CARDIAC
ELECTROPHYSIOLOGY; ELECTROENCEPHALOGRAPHY;
ELECTROMAGNETIC RADIATION; ELECTROMYOGRA-
PHY.

Electric fields now play a role in biotechnology. In-
tense, pulsed electric fields (about 60,000 V/m) pro-
duce short-lived pores in cell membranes by caus-
ing a reversible rearrangement of the protein and
lipid components. This permits the entrance of de-
oxyribonucleic acid (DNA) fragments or other large
molecules into the cell (electroporation). The fu-
sion of cells using electric fields (electrofusion) is
easy to control and provides high yields. A weak,
nonuniform alternating-current field is used to bring
the cells into contact (dielectrophoresis), and then a
brief, intense direct-current field is applied, causing
the cell membranes to fuse. Elliot Postow

Bibliography. S. M. Michaelson and J. C. Lin, Biolog-
ical Effects and Health Implications of Radiofre-
quency Radiation, 1987; C. Polk and E. Postow,
Handbook of Biological Effects of Electromagnetic
Fields, 2d ed., 1996.
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Bioelectronics

A discipline in which biotechnology and electronics
are joined in at least three areas of research and devel-
opment: biosensors, molecular electronics, and neu-
ronal interfaces. Some workers in the field include
so-called biochips and biocomputers in this area of
carbon-based information technology. They suggest
that biological molecules might be incorporated into
self-structuring bioinformatic systems which display
novel information processing and pattern recogni-
tion capabilities, but these applications—although
technically possible—are speculative.

It is an interesting reversal of the past in that bio-
electronics uses the biological sciences in the devel-
opment of the physical sciences and technologies,
whereas the prior direction was to use the tools of
the physical sciences to investigate and advance the
biological sciences, life sciences, and medicine.

Of the three disciplines—biosensors, molecular
electronics, and neuronal interfaces—which collec-
tively constitute bioelectronics the most mature is
the burgeoning area of biosensors. The term biosen-
sor is used to describe two sometimes very differ-
ent classes of analytical devices—those that measure
biological analytes and those that exploit biologi-
cal recognition as part of the sensing mechanism—
although it is the latter concept which truly captures
the spirit of bioelectronics. Molecular electronics is
a term coined to describe the exploitation of biolog-
ical molecules in the fabrication of electronic ma-
terials with novel electronic, optical, or magnetic
properties. Finally, and more speculatively, bioelec-
tronics incorporates the development of functional
neuronal interfaces which permit contiguity be-
tween neural tissue and conventional solid-state and
computing technology in order to achieve appli-
cations such as aural and visual prostheses, the
restoration of movement to the paralyzed, and even
expansion of the human faculties of memory and in-
telligence. The common feature of all of this research
activity is the close juxtaposition of biologically ac-
tive molecules, cells, and tissues with conventional
electronic systems for advanced applications in an-
alytical science, electronic materials, device fabrica-
tion, and neural prostheses.

Biosensors. A biosensor is an analytical device that
converts the concentration of an analyte in an appro-
priate sample into an electrical signal by means of
a biological sensing element intimately connected
to, or integrated into, a transducer. Biosensors dif-
fer from existing analytical technologies in several
important respects. First, there is intimate contact
between the biological component, whether it be
an enzyme, sequence of enzymes, organelle, whole
cell, tissue slice, antibody, or other receptor or

Bioelectronics
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Fig. 1. Schematic representation of the essential features

of a typical biosensor. (After I. J. Higgins and C. R. Lowe,

Introduction to the principles and applications of

biosensors, Phil. Trans. Roy. Soc. Lond., B316:3-11, 1987)

sample

binding protein, and the transducer. Second, most
new-generation biosensors are functionally small in
size, thereby permitting small sampling volumes
with minimum interruption of bodily functions
following implantation, or, if used with process
streams, following insertion in-line. Third, the bio-
logical material may be tailored to suit the medical
or industrial needs and operate at various levels of
specificity. Finally, biosensors are simple to use; they
are single-step, reagentless devices which are inex-
pensive, disposable, and fully compatible with con-
ventional data-processing technologies.

Figure 1 illustrates the general principle of a
biosensor. Intimate contact between the biological
and electrochemical systems is usually achieved by
immobilization of the biosensing system on the trans-
ducer surface by physical restraint behind a polymer
membrane or within a gel matrix, by chemical cross-
linking with a bifunctional agent, or by direct cova-
lent attachment. The biological system is responsible
for the specific recognition of the analyte and sub-
sequently responds with a concomitant change in a
physicochemical parameter associated with the in-
teraction. For example, if the biological interaction
results in a change in pH, uptake or release of gases,
ions, heat, or electrons, or a perturbation of an opti-
cal parameter proximal to the transducer, the biolog-
ical signal may be converted into an electrical signal
prior to being amplified, digitized, and outputted in
the desired format.

Transducers. These are physicochemical devices
that respond to the products of the binding or biocat-
alytic process. The choice of the most appropriate
transducer configuration will be conditioned largely
by the nature of the biocatalyst system, the sec-
ondary products to be monitored, and the potential
application of the final device. The ideal transducer
should display a moderately fast response time, typi-
cally 1-60 s, be amenable to the facile fabrication and
miniaturization, be reliable, and should compensate
for adverse environmental effects such as tempera-
ture dependency and drift. See TRANSDUCER.

One of the best-known transducers is the poten-
tiometric ion-sensitive electrode which measures the
accumulation of charge density at the electrode sur-
face under equilibrium conditions. The potential
of an ion-sensitive electrode is a logarithmic func-

tion of jonic activity, with a 59.2-mV change in
electrode potential per tenfold change in concen-
tration of a monovalent ion. Since the late 1970s,
major improvements in electrode design and perfor-
mance have been achieved, and ion-sensitive elec-
trodes have been developed for monitoring a variety
of cations, anions, metabolites, solvents, gases, muta-
gens, amino acids, drugs, and other analytes. This di-
versity has been made possible by coupling enzymes;
whole plant, animal, and microbial cells; organelles;
tissues; and immuno-enzymatic assay systems to con-
ventional ion-sensitive electrodes to generate appro-
priate enzyme and immuno-enzyme electrodes. See
ION-SELECTIVE MEMBRANES AND ELECTRODES.

The analyte-sensitive membranes of the ion-
sensitive electrodes have been integrated with mono-
lithic solid-state field-effect transistor (FET) tech-
nology to introduce a range of ijon-selective and
substrate-specific FETs. For example, an FET sensi-
tive to penicillin has been constructed which re-
sponded to penicillin concentrations up to 50-
60 millimoles in less than 30 s, displayed a lifetime
of approximately 2 months, and permitted auto-
matic compensation for temperature and ambient
pH. The device comprised a matched pH-responsive
ion-selective FET pair with an active gate film of
cross-linked albumin-penicillinase and a reference
gate film of cross-linked albumin. The enzyme pres-
ent in the active gate polymer catalyzed the hydrol-
ysis of penicillin with the concomitant release of
hydrogen ion (H") and subsequent detection in the
silicon nitride (Si;N;) gate material. When operated
in differential mode, the sensor pair was reported
to be relatively free from thermal effects and from
changes in the ambient pH of the analyte solution.
However, the buffer capacity of the analyte was
found to have a profound influence on the sensitivity,
range, and linearity of the response.

Similar limitations were experienced with other
enzyme-modified FET devices, such as those re-
sponsive to glucose, urea, acetylcholine, adenosine
triphosphate (ATP), and lipid, with the comple-
mentary enzymes glucose oxidase, urease, acetyl-
cholinesterase, adenosine triphosphatase (ATPase),
and lipase immobilized to pH-responsive SizN4 or
iridium oxide (Ir;O3) gate materials. A co-integrated
coulometric feedback system may circumvent these
limitations. The electrolysis of water at a noble-
metal electrode spatially positioned close to a urea-
sensitive FET generates H', which can be used to bal-
ance the uptake engendered by the enzyme activity.
However, in addition to the problems encountered
by immobilization of small quantities of enzyme for
the determination of substrates in samples contain-
ing a high buffering capacity, the difficulty in fabri-
cating small, well-defined immobilized enzyme mem-
branes on the ion-selective gate of an FET is a hurdle
which must also be circumvented prior to manufac-
turing monolithic enzyme-modified FETSs. See TRAN-
SISTOR.

Photoactivatable p-nitrophenylazides, photosen-
sitive polyvinylalcohol with pendant stilbazolium
groups as a photo-cross-linkable entrapment matrix,
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Fig. 2. Configuration of a thin-film glucose biosensor,
(a) front view and (b) side view, and glucose oxidase-
immobilized polyvinyl alcohol membranes. (After T.
Moriizumi, Solid state biosensors, Proceedings of

International Symposium on Future Electron Devices,
Tokyo, pp. 73-80, 1985)

and piezoelectric inkjet devices have all been
used successfully to generate active small-area
enzyme membranes. For example, it has been
demonstrated that it is feasible to generate mono-
lothic multienzyme-modified FET biosensors by
using photolithographically patterned, enzyme-
loaded polyvinyl alcohol films, and a triple-function,
silicon-on-sapphire array, with an on-chip pseudo-
reference electrode for the measurement of urea, glu-
cose, and potassium ion (K™). Thus, despite some un-
resolved problems, biosensors based on integrated
solid-state devices display considerable potential for
miniaturization of multifunction configurations.
Amperometric  devices. Also known as current-
measuring devices, these offer a wider scope of
applications than potentiometric techniques and
are linearly dependent on analyte concentration,
thereby giving a normal dynamic range and normal
response to errors in the measurement of current.
A solid-state hydrogen peroxide (H,O,) sensor
has been fabricated and used in a glucose sensor.
Figure 2 shows the electrode pattern on the sensor
chip; it comprises three double-layer (150-nm-thick
gold, 10 to 30-nm-thick chromium) electrodes
deposited on a glass substrate with a bare gold-film
constituting the central common cathode. Glucose
oxidase-loaded membranes were spin-coated over
one of the gold-film electrodes and photopolymer-
ized, while denatured enzyme was deposited over
the other pair of electrodes. The electrodes were
connected to a potentiostat which followed the
difference in anode currents from the active and
reference electrodes caused by the reoxidation of
enzymatically generated H,O, when the anodes
were biased at +0.8 V; with respect to the cathode.
Figure 3 shows a typical calibration curve for

the miniaturized amperometric glucose sensor.
Thin-film microsensors of this type are promising
devices for H,O, detection since they are widely
applicable and display good sensitivity.

Solution conductance. An alternative measuring prin-
ciple which is also widely applicable to biological
systems is the exploitation of solution conductance.
The development and operation of an accurate mi-
croelectronic conductance biosensor which oper-
ates in a differential mode by monitoring the change
in conductance occasioned by the catalytic action
of enzymes immobilized proximal to a planar mi-
croelectronic conductance cell of defined geometry
has also been described. Each conductance device
comprised a pair of serpentined and interdigitated
parallel trimetallic (gold, platinum, titanium) tracks,
1000-3500 nm thick and 4000 nm wide, deposited
onto an oxidized silicon surface by using standard
sputter deposition processes or thermal evaporation
under vacuum followed by appropriate photolitho-
graphic processes and metal etching. An enzyme-
loaded cross-linked albumin membrane was cast over
the interdigitated sample pair of electrodes, but not
over the reference pair, so that subtraction of the
amplified signals emanating from the conductimeter
electronics continuously corrected for nonspecific
variations in basal conductivity of the buffers and bi-
ological fluids in which measurements were being
made. The output response of the differential en-
zyme microconductimeter with urease immobilized
over the sample cell was linear up to 5 min at all
urea concentrations in the range 0.1-10 millimoles.
There was a linear correlation between serum urea
concentrations determined with the microelectronic
device and those determined by conventional proce-
dures at a major hospital laboratory. The microelec-
tronic enzyme conductimeter can be used with many
other enzymes that create changes in solution con-
ductance, thus providing a most useful and versatile
addition to available analytical techniques.

Other measurement devices. Other on-chip measuring
principles have also been exploited in the fabrication
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Fig. 3. Calibration curve for glucose of the thin-film
biosensor at pH 7.0 and 37°C (98.6°F). (After T. Moriizumi,
Solid state blosensors, Proceedings of International
Symposium on Future Electron Devices, Tokyo, pp. 73-80,
1985)
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of biosensors. For example, it has been demonstrated
that two integrated-circuit temperature-sensitive de-
vices, each composed of 3 Darlington connected
npn transistors and a complementary metal-oxide
semiconductor constant-current circuit, can be used
for the differential calorimetric determination of glu-
cose concentrations. The difference in steady-state
output voltage of the enzyme-modified sensor com-
pared to the unmodified sensor after addition of 2-
100 millimoles glucose was related to the catalyti-
cally induced temperature change and thus to the
glucose concentration.

Furthermore, miniature piezoelectric sensors, for
example, quartz crystal and surface-acoustic-wave
devices, can be used directly in aqueous solu-
tion as enzyme substrate and immunochemical sen-
sors. Organophosphorus pesticides and parathion
were detected with coatings of immobilized
cholinesterase and anti-parathion antibodies respec-
tively. Excellent reproducibilities, coating lifetimes,
response times, and sensitivities were observed in
the research. The most likely application of this type
of biosensor technology lies in the detection of il-
licit drugs, of explosives in airport and post office
surveillance, and of toxic pollutants.

Potential for the technology. Clearly biosensors have
evolved into miniaturized, disposable, solid-state de-
vices with the theoretical capacity to cointegrate the
signal-processing and -conditioning circuitry directly
on-chip and thereby obviate the requirement for tra-
ditional external instrumentation. A multifunction
chip comprising an array of biologically sensitized
gates deposited on a monolithic silicon chip could
also incorporate sufficient signal-conditioning capa-
bility to interrogate each sensor in turn, assess the
outputs, compare with a calibration standard, and
release the information as the concentration of the
analyte together with the date, batch code, expira-
tion date, and operator code. However, the obsta-
cles that remain from the commercial applications of
this technology are formidable. Passivation of the
sensitive electronic components to the rigors of
aqueous solutions and the lability of the biologically
active areas remain problems in the long-term ac-
ceptability of these devices.

Molecular electronics. Biology has many examples
of organized structures on an intracellular, cellular, or
intercellular level, and, at the molecular level, of com-
plex biological analogs of conventional electronic
data processing. Biological systems, in fact, perform
all of the functions of interest to the modern electron-
ics industry (sensing, input/output, memory, compu-
tation) as well as functions not yet achieved (rapid
complex pattern recognition and learning). How-
ever, the lability and general prerequisite for an
aqueous environment militate against the use of bi-
ological molecules as active components in nonbio-
logical microsystems. It is more likely that the self-
assembly properties of proteins will be exploited
to form a template or matrix for the proper assem-
bly of complex architectures from conventional elec-
tronic components. In addition, biological analogies

are likely to suggest the development of novel struc-
tures and algorithms to achieve functions not readily
accomplished by computing devices of present-day
design.

Neuronal interfaces. The term biochip is some-
times used to describe an implantable system that
would enable the interconnection of nervous tis-
sue with conventional computer devices. However,
like the construction of a biosensor, the fabrica-
tion of a functioning neuronal interface or artifi-
cial synapse will require the development of appro-
priate reversible chemical-to-electrical transduction
processes. The development of a neuronal interface
is thus likely to require greater knowledge about the
chemical mechanisms which govern synaptic com-
munication. See NEURON. Christopher R. Lowe
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Bioeroding sponges

Marine sponges that are able to erode calcareous sub-
strates such as coral, mollusk shells, and limestone,
also called boring or excavating sponges. Confirmed
eroders belong to the families Samidae, Thoosidae,
Clionaidae, Spirastrellidae, Acarnidae, and Phloeo-
dictyidae, which are all demosponges. The best-
known species belong to the genera Cliona, Pione,
and Aka. Species are identified by their skeletal el-
ements, morphology, tissue characteristics, and ero-
sion traces. See DEMOSPONGIAE.

Description and characteristics.  Bioeroding
sponges occur in three growth forms: alpha, beta,
and gamma (Fig. 1). Sponges in alpha form live
almost entirely inside the substrate and fill the
cavities and tunnels they produce. They reach
the surrounding water with small tubes of tissue
protruding from the substrate surface, the fistules
(centimeter scale; Fig. 1a) or papillae (millimeter
scale; Fig. 1b). The beta form additionally covers
the substrate surface with a coherent layer of tissue
(Fig. 1¢0). Gamma specimens resemble noneroding
sponges and can be massive or cup-shaped. They
may contain remnants of calcareous matter. The
growth forms are thought to represent stages during
the life of some bioeroding sponges, but by far most
species occur only in the alpha form.

The life inside hard substrate provides the sponge
with shelter against predators and adverse condi-
tions such as desiccation at low tide or extreme tem-
peratures. The sponge larva settles on a suitable sur-
face and starts to erode into the substrate. In order
to grow, the sponge forms or enlarges chambers and
tunnels (Fig. 2a). Specialized cells with fine, thread-
like extensions secrete chemicals, which dissolve



Fig. 1. Growth forms of bioeroding sponges. (a) Alpha
form. Fistules of Aka mucosa (Phloeodictyidae) breaking
through the surface of a live coral. (b) Alpha form. Cliona
celata papillae (Clionaidae). Sievelike inhalant papillae, four
open exhalant papillae in upper half of photograph. (c) Beta
form. Cliona orientalis (Clionaidae, left) competing with a
free-living sponge. Lighter structures on the surface of

C. orientalis are exhalants. Finger in lower right for scale.

Bioeroding sponges

0.5cm

Fig. 2. Sponge bioerosion. (a) Cross section through a
colony of Cliona celata in coral. Gray areas are bioerosion
chambers filled with sponge tissue and pin-shaped skeletal
elements. The latter are arranged in pallisade in the two
papillae that break through the substrate surface (drawing
courtesy of Sula Blake). (b) Sponge chip from C. orientalis.
(c) Pitted structure of chamber walls in a clam shell eroded
by C. orientalis. In lower left and upper right corners,
sponge chips are still in the process of being cut.
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2-3% of the eroded material. The sponge etches cup-
shaped fissures into the material, cutting out lentil-
shaped chips with a diameter of 20-100 pum (Fig. 2b).
The activity of many cells results in a typical pitted
structure on the walls of the eroded material (Fig. 2¢).
The silt-sized chips are expelled with the water that
is pumped through the sponge and can contribute
30-40% of the sediments on tropical coral reefs. Ero-
sion rates depend on environmental factors such
as nutrient and light levels, currents, and substrate
density.

Effects of bioerosion. Bioeroding sponges recycle
calcareous materials, create new three-dimensional
microhabitats in which other organisms can hide,
and enhance coral dispersal by fragmentation. How-
ever, coral fragments may also be moved to envi-
ronments with unfavorable conditions. In normal
circumstances, coral reef growth is larger or equal
to bioerosion. However, this balance may shift due
to environmental disturbances such as overfishing
of predators, increased nutrient levels, and the re-
duction of live surface cover. High levels of sponge
bioerosion on coral reefs would result in an al-
tered carbonate budget, a significant decline of three-
dimensional structure provided by healthy coral; a
reduction of biodiversity of organisms that need a
high degree of structural diversity, including com-
mercially used species; and the destruction of what
we perceive as a beautiful reef, and consequently
losses for the tourism industry. See REEF.

Bioeroding sponges are also destructive parasites
of mollusks. Oysters in aquaculture are coated with
protective paint or regularly cleaned to prevent the
sponge larvae settling and developing on the shells.
See MOLLUSCA.

Diversity and range. The guild of bioeroding
sponges presently consists of about 250 valid
species. The highest biodiversity of bioeroding
sponges is recorded from tropical coral reefs in the
Indian Ocean. Slightly fewer are known from the
Atlantic and Pacific oceans and only two or three
species from polar waters. The sponges mainly occur
in shallow water 0-50 m (0-165 ft) deep, but have
been sampled from as deep as 2030 m (6300 ft)
[Alectona mesatlantica, Thoosidae]. The fossil
record confirms the occurrence of bioeroding
sponges as early as the Devonian (Entobia devon-
ica, in fossil stromatoporoids and bivalves).

Christine Schonberg
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Biofilm

An adhesive substance, the glycocalyx, and the bac-
terial community which it envelops at the interface
of a liquid and a surface. When a liquid is in con-
tact with an inert surface, any bacteria within the
liquid are attracted to the surface and adhere to it.
In this process the bacteria produce the glycocalyx.
The bacterial inhabitants within this microenviron-
ment benefit as the biofilm concentrates nutrients
from the liquid phase. However, these activities may
damage the surface, impair its efficiency, or develop
within the biofilm a pathogenic community that may
damage the associated environment. Microbial foul-
ing or biofouling are the terms applied to these actual
or potential undesirable consequences.

Microbial fouling affects a large variety of surfaces
under various conditions. Microbial biofilms may
form wherever bacteria can survive; familiar exam-
ples are dental plaque and tooth decay. Dental plaque
is an accumulation of bacteria, mainly streptococci,
from saliva. The attachment of bacteria to the tooth
is not random. Certain types of bacteria are specific
to certain locations on the tooth: anaerobic bacteria
are found deep within the biofilm, whereas aerobes
are found near the plaque-air interface. The ability of
the biofilm to concentrate nutrients is not important
in this environment because the mouth itself is rich
in nutrients; rather, the plaque protects the bacterial
inhabitants from being transported by swallowing to
a more hostile environment in the stomach. The pro-
cess of tooth decay begins with the bacteria coloniz-
ing fissures in and contact points between the teeth.
Dietary sucrose is utilized by the bacteria to form ex-
tracellular glucans that make up the glycocalyx and
assist adhesion to the tooth. Within this microbial
biofilm or plaque the metabolic by-products of the
bacterial inhabitants are trapped; these include acids
that destroy the tooth enamel, dentin, or cementum.
See PERIODONTAL DISEASE; TOOTH DISORDERS.

Nature and formation. The formation of a biofilm
commences with the transportation of bacteria
from the liquid phase to a contiguous surface. The
mechanisms involved are sedimentation, chemo-
taxis, Brownian motion, cell surface hydrophobicity,
and fluid dynamic forces. A hypothesis explaining the
process of attraction postulates that different combi-
nations of force affect the bacteria according to their
distance from the surface. Van der Waals forces op-
erate at a distance greater than 50 nanometers from
the surface and give a rapid but weak attraction; both
van der Waals and electrostatic interactions occur
together between 10 and 20 nm from the surface.
At a distance of less than 1.5 nm from the surface,
van der Waals forces, electrostatic interactions, and
specific interactions occur, producing an irreversible
binding between the bacteria and the surface. This
binding is associated with the activation of glycogen-
producing genes. Then production by the bacteria of
adhesive materials, such as exopolysaccharides, that
form the glycocalyx begins. Not all of the different
adhesive media are known. Many factors affect the
initial colonization of the surface, including surface



roughness, the nature of the surface, the velocity of
liquid next to the surface, and the temperature. See
INTERMOLECULAR FORCES.

After initial attachment, the organisms grow and
divide to form microcolonies within the glycocalyx.
Microbial products and organic and inorganic mat-
ter are trapped within the microbial biofilm. This
occurrence creates a concentration of nutrients in
the biofilm. In addition, other microorganisms join
and are protected within the glycocalyx. In this way,
the structure of the microbial biofilm changes; as the
biofilm matures, it is influenced by interrelated phys-
ical, chemical, and biological components. But the
bacterial inhabitants exert the largest influence on
biofilm development because they create a favorable
environment and can alter the physical and chemical
properties of the microbial biofilm.

Of less importance are the chemical and physical
factors that influence biofilm development. Biofilm
stability is promoted by the presence of calcium,
magnesium, or iron, and the growth of the biofilm
microorganisms is associated with the availability of
nutrients. Physical factors include the volume and
mass of the biofilm and the diffusion of gases, nutri-
ents, and heat within it.

The concentration of bacteria within a microbial
biofilm is associated with the concentration of nu-
trients to support growth. This is a useful response
for survival in low-nutrient environments such as the
so-called clean industrial processes, treated drinking
water systems, and clear mountain streams. Micro-
bial biofilms have been found in all such environ-
ments. In low-nutrient environments, such as an oil
reservoir, studies show that bacteria adopt starvation
responses, for example, they may become smaller,
and that under long-term starvation regimes bacteria
may produce less glycocalyx.

Microbial fouling. The process of microbial foul-
ing involves the secretion by the biofilm inhabitants
of metabolites that damage the surface or the pro-
duction of organic or inorganic deposits upon the
surface. The consequences of microbial fouling are
(1) physical damage to the surface as a result of mi-
crobial growth and metabolite activity; (2) the re-
duction in the proper function of the surface be-
cause of the presence of the biofilm; and (3) the
creation of a reservoir of potential pathogens within
the biofilm. These consequences are not mutually
exclusive. Microbial fouling in such places as drink-
ing water, food industries, marine environments, and
industrial water systems is of great concern, and it is
therefore carefully monitored.

Drinking water and food industries. In these industries
there is considerable concern with the potential for
the microbial biofilm to act as a reservoir for poten-
tial pathogens. The presence of pathogens is often
detected by sampling the bacteria in the liquid phase.
This approach, however, neglects the fact that bac-
teria are concentrated within the biofilm, so that
readings from the liquid sample may be mislead-
ing. In such cases, contamination is detected only
when pathogens become detached from the mature
biofilm and appear in the liquid phase.

In the water industry, biofouling is difficult to mon-
itor and control because the supply system is made
up of an extensive network of treatment plants and
delivery pipes. Thus the absence of pathogens within
abiofilm in one part of the system does not mean that
other parts are not contaminated. The use of copper
pipes in distribution does not lessen the chances of
biofouling; at one time it was considered that bac-
teria would not grow on such materials, but later
research showed that this was not the case. For ex-
ample, a study of a drinking water utility showed
that bacterial counts were above permitted levels.
Samples of biofilms were taken as pipe scrapings
from various parts of the system. While the treatment
plant was found to contain bacteria within permit-
ted levels, unacceptable levels were found in biofilms
in the distribution system and along the way to the
consumer. In addition, treatment by free chlorine
did not control the problem because the pathogens
were protected from the antimicrobial agents by the
biofilms. See WATER SUPPLY ENGINEERING.

In the food industry the food comes into contact
with a large number of surfaces during processing
and packaging. This situation raises concerns regard-
ing the prevention of contamination that are similar
to those in the water supply industry. Some research
has been carried out to find processes to reduce the
opportunities for bacterial detachment from stain-
less steel or nylon; results so far, however, have been
inconclusive because the type of surface and the type
of bacteria studied were shown to affect the possi-
bility of detachment. See FOOD MICROBIOLOGY.

Marine environments. Microbial fouling in seawater be-
gins with the submerged surface absorbing organic
material from the water before being colonized by
a succession of different bacteria. The final event is
confluent glycocalyx production. The biofouling is
generally followed by macrofouling as various crea-
tures are attracted to the surface to feed off the
biofilm.

The fouling of hulls reduces vessel speed and in-
creases the cost of transport. The fouling of metal
marine structures may result in corrosion. Sulfate
in seawater acts as an electron acceptor for sulfate-
reducing bacteria. This leads to the production of
sulfide, which enhances the corrosion of the surface.
Antifouling paints are not always effective and may
be damaging to the marine environment. Treated
surfaces can be colonized within 2 weeks of sub-
mersion, and the glycocalyx may protect the biofilm
inhabitants from the paint.

Industrial water systems. Water is used in industry for
cleaning, as a coolant, or for a specific part of a pro-
cess. The large surface areas associated with cool-
ing systems and heat exchangers, such as radiators,
give ample opportunity for biofouling, provided the
water supports bacteria. This is not always so; pure
water is used in the pharmaceutical industry to com-
bat biofouling, but there is a risk of subsequent con-
tamination.

Metal corrosion is the result of an electrochemical
process whereby an anode site on the metal yields
a supply of electrons that travel through the metal

Biofilm
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to a cathode site elsewhere on the surface. This pro-
cess forms anodic pits and cathodic depositions on
the surface. Microorganisms are attracted to and col-
onize a metal surface, and activity within the biofilm
generates conditions that are favorable for the sulfate-
reducing bacteria, anaerobic bacteria that are the
principal corroding organisms. That is, aerobic mi-
croorganisms in the upper biofilm deplete oxygen,
producing anaerobic conditions in the lower biofilm
contiguous to the metal surface. Sulfate-reducing
bacteria produce hydrogen sulfide, which is highly
corrosive, but in addition the electrochemical corro-
sion process is intensified by the activity of sulfate-
reducing bacteria. The bacteria utilize hydrogen by
means of hydrogenase enzymes, and this generates
the anodic reaction. In addition, within the biofilm,
production of bacterial metabolites and biopolymers
with differing electrical charges and composition is
sufficient to develop a corrosion potential. This pro-
cess of corrosion by pitting of the metal means that
failure tends to occur at points on the surface. See
CORROSION. Hilary Lappin-Scott; J. W. Costerton
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1
Biogeochemistry

The study of the cycling of chemicals between or-
ganisms and the surface environment of the Earth.
The chemicals either can be taken up by organisms
and used for growth and synthesis of living matter
or can be processed to obtain energy. The chemical
composition of plants and animals indicates which
elements, known as nutrient elements, are necessary
for life. The principal element composition of land
plants is shown in the table. The most abundant nu-
trient elements, carbon (C), hydrogen (H), and oxy-
gen (O), supplied by the environment in the form
of carbon dioxide (CO,) and water (H,O), are usu-
ally present in excess. The other nutrient elements,
which are also needed for growth, may sometimes
be in short supply; in this case they are referred to
as limiting nutrients. The two most commonly rec-
ognized limiting nutrients are nitrogen (N) and phos-
phorus (P).

Biogeochemistry is concerned with both the bi-
ological uptake and release of nutrients, and the
transformation of the chemical state of these bi-
ologically active substances, usually by means of
energy-supplying oxidation-reduction reactions, at
the Earth’s surface. Emphasis is on how the activi-
ties of organisms affect the chemical composition of
natural waters, the atmosphere, rocks, soils, and sed-
iments. Thus, biogeochemistry is complementary to

Elemental composition of plants*
Concentration,
Element % dry weight of tissue
Carbon 45
Oxygen 45
Hydrogen 6
Nitrogen 1.5
Potassium 1.0
Calcium 0.5
Phosphorus 0.2
Magnesium 0.2
Sulfur 0.1
Chlorine 0.01
Iron 0.01
Manganese 0.005
Zinc 0.002
Boron 0.002
Copper 0.0006
Molybdenum 0.00001
*From W. Stumm (ed.), Global Chemical Cycles and Their Alterations
by Man, Dahlem Konferenzen, 1977.

the science of ecology, which includes a concern
with how the chemical composition of the atmo-
sphere, waters, and so forth affects life. See ECOL-
OGY; OXIDATION-REDUCTION.

The two major processes of biogeochemistry are
photosynthesis and respiration. Photosynthesis in-
volves the uptake, under the influence of sunlight, of
carbon dioxide, water, and other nutrients by plants
to form organic matter and oxygen. A generalized
expression is shown in reaction (1), where the ex-

COp +H 0+ (XN +yP + - -) >
CH2ONPy + - + 0y (D)

pression (xN + yP + - -.) represents other nutrient
elements in various chemical forms and CH,ON,P,.. ..
represents organic matter. Respiration is the reverse
of photosynthesis and involves the oxidation and
breakdown of organic matter and the return of ni-
trogen, phosphorus, and other elements, as well as
carbon dioxide and water, to the environment. See
PHOTOSYNTHESIS; PLANT RESPIRATION.

Biogeochemistry is usually studied in terms of bio-
geochemical cycles of individual elements. This gives
rise to expressions such as the biogeochemical cycle
of carbon and the terrestrial cycle of phosphorus.
Time is an important consideration in such cycles:
there are short-term cycles ranging from days to cen-
turies and long-term (geological) cycles ranging from
thousands to millions of years.

There has been increasing interest in biogeochem-
istry because the human influence on short-term bio-
geochemical cycling has become evident. Perhaps
the best-known example is the changes in the bio-
geochemical cycling of carbon due to the burning
of fossil fuels and the cutting and burning of tropi-
cal rainforests. The cycles of nitrogen and phospho-
rus have been altered because of the use of fertilizer
and the addition of wastes to lakes, rivers, estuaries,
and the oceans. Acid rain, which results from the
addition of sulfur and nitrogen compounds to the at-
mosphere by humans, affects biological systems in
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Fig. 1. Carbon cycle. Photosynthetic fluxes between the atmosphere and oceans, and the atmosphere and land, represent
net primary productivity. Reservoir units, gigatons (1 0's g) C; flux units, gigatons C/yr.

certain areas. A solid understanding of the biogeo-
chemical cycles of the major nutrient elements is,
therefore, basic to dealing with current and future
problems caused by human impact on the environ-
ment. See HUMAN ECOLOGY.

Carbon cycle. Carbon is the basic biogeochemical
element. The carbon cycle shown in Fig. 1 provides
a basis for understanding biogeochemical cycling.
The atmosphere contains carbon in the form of car-
bon dioxide gas. There is a large annual flux of at-
mospheric carbon dioxide to and from forests and
terrestrial biota, amounting to nearly 7% of total at-
mospheric carbon dioxide. This is because carbon
dioxide is used by plants to produce organic mat-
ter through photosynthesis, and when the organic
matter is broken down through respiration, carbon
dioxide is released to the atmosphere. The concen-
tration of atmospheric carbon dioxide shows a yearly
oscillation (Fig. 2) because there is a strong seasonal
annual cycle of photosynthesis and respiration in the
Northern Hemisphere.

Photosynthesis and respiration in the carbon cycle
can be represented by reaction (2), which is a sim-

photo-
synthesis

CO, + Hy0 CH,O+ 0y (@)

respiration

plified version of reaction (1). Breakdown of organic
matter via respiration is accomplished mainly by bac-
teria that live in soils, sediments, and natural waters.
As can be seen from Fig. 1, there is a very large
reservoir of terrestrial carbon in carbonate rocks,
which contain calcium carbonate (CaCO3), and in
rocks such as shales which contain organic carbon.
Major exchange of carbon between rocks and the

350

atmospheric CO,, ppm

300 \ \ \ \ \
1955 1960 1965 1970 1975 1980 1985
year

Fig. 2. Concentration of atmospheric carbon dioxide (CO,)
at Mauna Loa Observatory, Hawaii; ppm stands for parts
per million volume fraction. Horizontal bars represent
yearly averages. (After J. R. Trabalka, ed., Atmospheric
Carbon Dioxide and the Global Carbon Cycle, U. S.
Department of Energy, DOE/ER-0239, 1985)
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atmosphere is very slow, on the scale of thousands
to millions of years, compared to exchange be-
tween plants and the atmosphere, which can even
be seasonal. See MICROBIAL ECOLOGY; SOIL MICROBI-
OLOGY.

Organic carbon burial on land is not important
now, but was important in the geologic past when
coal deposits formed in swamps. Carbon is lost from
the land by river transport of dissolved bicarbonate
ion [(HCO3)7] and of dissolved and particulate or-
ganic carbon. Overall, about two-thirds of the river
load is derived from the biological cycle and from at-
mospheric carbon dioxide, and the rest comes from
the weathering of carbonate rocks. However, the
river transport of carbon (1 gigaton or 10 g per
year) is small compared to the amount of car-
bon cycled between the atmosphere and the land
(48 gigatons/yr) or the atmosphere and the oceans
(35 gigatons/yr). See CARBONIFEROUS.

The oceans taken as a whole represent a major
reservoir of carbon. Carbon in the oceans occurs
primarily as dissolved (HCO3)™ and to a lesser extent
as dissolved carbon dioxide gas and carbonate ion
[(CO3)?7]. The well-mixed surface ocean (the top
250 ft or 75 m) rapidly exchanges carbon dioxide
with the atmosphere. However, the deep oceans are
cut off from the atmosphere and mix with it on a
long-term time scale of about 1000-2000 years. Most
of the biological activity in the oceans occurs in the
surface (or shallow) water where there is light and
photosynthesis can occur. See MARITIME METEOR-
OLOGY.

The main biological process in seawater is pho-
tosynthetic production of organic matter by phyto-
plankton. Some of this organic matter is eaten by
animals, which are in turn eaten by larger animals
farther up in the food chain. Almost all of the or-
ganic matter along the food chain is ultimately bro-
ken down by bacterial respiration, which occurs pri-
marily in shallow water, and the carbon dioxide is
quickly recycled to the atmosphere. However, some
occurs in deeper waters which can accumulate ex-
cess dissolved carbon dioxide because of a lack of
exchange with the atmosphere. Overall, of the large
annual carbon flux (35 gigatons/yr) between the
atmosphere and the oceans, only a small fraction
(0.13 gigaton/yr) escapes destruction as organic mat-
ter that falls to the bottom and is buried in ocean
sediments; part of this sedimentary organic matter is
marine and part is transported by rivers from land.
Most organic carbon is buried nearshore, for exam-
ple, in marine deltas where the sediment deposition
rate is high. See FOOD WEB; NEARSHORE PROCESSES;
PHYTOPLANKTON; SEAWATER.

Another major biological process is the secretion
of shells and other hard structures by marine organ-
isms. Bicarbonate is removed from the water in the
form of solid calcium carbonate (calcite and arago-
nite minerals), as shown in reaction (3).

Ca?t + 2(HCO3)~ — CO, +H,0+CaCl;  (3)

A biogeochemical cycle of calcium and bicarbon-

ate exists within the oceans, linking the deep and
shallow water areas. Bottom dwellers in shallow
water, such as corals, mollusks, and algae, provide
calcium carbonate skeletal debris. Since the shallow
waters are saturated with respect to calcium carbon-
ate, this debris accumulates on the bottom and is
buried, providing the minerals that form carbonate
rocks such as limestone and dolomite. Calcium car-
bonate is also derived from the shells of organisms
inhabiting surface waters of the deep ocean; these
are tiny, floating plankton such as foraminiferans,
pteropods, and coccoliths. Much of the calcium car-
bonate from this source dissolves as it sinks into the
deeper ocean waters, which are undersaturated with
respect to calcium carbonate. The undissolved cal-
cium carbonate accumulates on the bottom to form
deep-sealimestone. The calcium and the bicarbonate
ions [Ca?* and (HCO3) ] dissolved in the deep ocean
water eventually are carried to surface and shallow
water, where they are removed by planktonic and
bottom-dwelling organisms to form their skeletons.
See CARBONATE MINERALS; LIMESTONE.

The long-term biogeochemical carbon cycle oc-
curs over millions of years when the calcium car-
bonate and organic matter that are buried in sed-
iments are returned to the Earth’s surface. There,
weathering occurs which involves the reaction of
oxygen with sedimentary organic matter with the
release of carbon dioxide and water (analogous to
respiration), and the reaction of water and carbon
dioxide with carbonate rocks with the release of cal-
cium and bicarbonate ions. This latter process is the
reverse of that shown in reaction (3). See WEATHER-
ING PROCESSES.

Human perturbation of carbon cycle. Fossil fuels
(coal and oil) represent a large reservoir of carbon
(Fig. 1). Burning of fossil fuels releases carbon diox-
ide to the atmosphere, and an increase in the atmo-
spheric concentration of carbon dioxide has been
observed since the mid-1950s (Fig. 2). While much of
the increase is attributed to fossil fuels, deforestation
by humans accompanied by the decay or burning of
trees is another possible contributor to the problem.

When estimates are made of the amount of fossil
fuels burned from 1959 to 1980, only about 60% of
the carbon dioxide released can be accounted for in
the atmospheric increase in carbon dioxide. The re-
maining 40% is known as excess carbon dioxide. The
surface oceans are an obvious candidate for storage
of most of the excess carbon dioxide by the reac-
tion of carbon dioxide with dissolved carbonate to
form bicarbonate. Because the increase in bicarbon-
ate concentration in surface waters due to excess car-
bon dioxide uptake would be small, it is difficult to
detect whether such a change has occurred. Greater
quantities of excess carbon dioxide could be stored
as bicarbonate in the deeper oceans, but this process
takes a long time because of the slow rate of mixing
between surface and deep oceans.

An increase in atmospheric carbon dioxide is of
concern because of the greenhouse effect. The car-
bon dioxide traps heat in the atmosphere; notable in-
creases in atmospheric carbon dioxide should cause



an increase in the Earth’s surface temperature by as
much as several degrees. This temperature increase
would be greater at the poles, and the effects could
include melting of polar ice, a rise in sea level, and
changes in rainfall distribution, with droughts in inte-
rior continental areas such as the Great Plains of the
United States. See DROUGHT; GREENHOUSE EFFECT.

Terrestrial nitrogen cycle. Nitrogen is dominantly
a biogenic element and has no important mineral
forms. It is a major atmospheric constituent with a
number of gaseous forms, including molecular nitro-
gen gas (N,), nitrogen dioxide (NO,), nitric oxide
(NO), ammonia (NH3), and nitrous oxide (N,O). As
an essential component of plant and animal matter,
it is extensively involved in biogeochemical cycling.
On a global basis, the nitrogen cycle is greatly af-
fected by human activities.

Nitrogen gas (N,) makes up 80% of the atmosphere
by volume; however, nitrogen is unreactive in this
form. In order to be available for biogeochemical
cycling by organisms, nitrogen gas must be fixed,
that is, combined with oxygen, carbon, or hydrogen.
There are three major sources of terrestrial fixed ni-
trogen: biological nitrogen fixation by plants, nitro-
gen fertilizer application, and rain and particulate
dry deposition of previously fixed nitrogen. Biolog-
ical fixation occurs in plants such as legumes (peas
and beans) and lichens in trees, which incorporate
nitrogen from the atmosphere into their living mat-
ter; about 30% of worldwide biological fixation is due
to human cultivation of these plants. Nitrogen fertil-
izers contain industrially fixed nitrogen as both ni-
trate and ammonium. See FERTILIZER; NITROGEN FIX-
ATION.

Biogeochemistry

Fixed nitrogen in rain is in the forms of ni-
trate [(NO3)~] and ammonium [(NH,)T] ions. Major
sources of nitrate, which is derived from gaseous
atmospheric nitrogen dioxide (and nitric oxide), in-
clude (in order of importance) combustion of fossil
fuel, especially by automobiles; forest fires (mostly
caused by humans); and lightning. Nitrate in rain,
in addition to providing soluble fixed nitrogen for
photosynthesis, contributes nitric acid (HNOj3), a
major component of acid rain. Sources of ammo-
nium, which is derived from atmospheric ammonia
gas (NHs3), include animal and human wastes, soil loss
from decomposition of organic matter, and fertilizer
release. See ACID RAIN.

The basic land nitrogen cycle (Fig. 3) involves the
photosynthetic conversion of the nitrate and ammo-
nium ions dissolved in soil water into plant organic
material. Once formed, the organic matter may be
stored or broken down. Bacterial decomposition of
organic matter (ammonification) produces soluble
ammonium ion which can then be either taken up
again in photosynthesis, released to the atmosphere
as ammonia gas, or oxidized by bacteria to nitrate
ion (nitrification).

Nitrate ion is also soluble, and may be used in
photosynthesis. However, part of the nitrate may un-
dergo reduction (denitrification) by soil bacteria to
nitrogen gas or to nitrous oxide which are then lost
to the atmosphere. Compared to the land carbon
cycle, the land nitrogen cycle is considerably more
complex, and because of the large input of fixed
nitrogen by humans, it is possible that nitrogen is
building up on land. However, this is difficult to de-
termine since the amount of nitrogen gas recycled to
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the atmosphere is not known and any changes in the
atmospheric nitrogen concentration would be too
small to detect. See NITROGEN CYCLE.

Oceanic nitrogen cycle. The oceans are another
major site of nitrogen cycling (Fig. 4): the amount
of nitrogen cycled biogenically, through net primary
photosynthetic production, is about 13 times that
on land. The main links between the terrestrial and
the oceanic nitrogen cycles are the atmosphere and
rivers. Nitrogen gases carried in the atmosphere
eventually fall as dissolved inorganic (mainly nitrate)
and organic nitrogen and particulate organic nitro-
gen in rain on the oceans. The flux of river nitrogen
lost from the land is only about 9% of the total ni-
trogen recycled biogeochemically on land each year
and only about 25% of the terrestrial nitrogen flux
from the biosphere to the atmosphere.

River nitrogen is an important nitrogen source to
the oceans; however, the greatest amount of nitro-
gen going into ocean surface waters comes from the
upwelling of deeper waters, which are enriched in
dissolved nitrate from organic recycling at depth.
Dissolved nitrate is used extensively for photosyn-
thesis by marine organisms, mainly plankton. Bac-
terial decomposition of the organic matter formed
in photosynthesis results in the release of dissolved
ammonium, some of which is used directly in photo-
synthesis. However, most undergoes nitrification to
form nitrate, and much of the nitrate may undergo
denitrification to nitrogen gas which is released to

the atmosphere. A small amount of organic-matter
nitrogen is buried in ocean sediments, but this ac-
counts for a very small amount of the nitrogen re-
cycled each year. There are no important inorganic
nitrogen minerals such as those that exist for carbon
and phosphorus, and thus there is no mineral pre-
cipitation and dissolution. See UPWELLING.

Phosphorus cycle. Phosphorus, an important com-
ponent of organic matter, is taken up and released
in the form of dissolved inorganic and organic phos-
phate. Phosphorus differs from nitrogen and carbon
in that it does not form stable atmospheric gases
and therefore cannot be obtained from the atmo-
sphere. It does form minerals, most prominently ap-
atite (calcium phosphate), and insoluble iron (Fe)
and aluminum (Al) phosphate minerals, or it is ad-
sorbed on clay minerals. The amount of phospho-
rus used in photosynthesis on land is large com-
pared to phosphorus inputs to the land (Fig. 5).
The major sources of phosphorus are weathering
of rocks containing apatite and mining of phos-
phate rock for fertilizer and industry. A small amount
comes from precipitation and dry deposition.
See PHOSPHATE MINERALS.

Phosphorus is lost from the land principally by
river transport, which amounts to only 7% of the
amount of phosphorus recycled by the terrestrial
biosphere; overall, the terrestrial biosphere con-
serves phosphorus. Humans have greatly affected
terrestrial phosphorus: deforestation and agriculture
have doubled the amount of phosphorus weather-
ing; phosphorus is added to the land as fertilizers
and from industrial wastes, sewage, and detergents.
Thus, about 75% of the terrestrial input is anthro-
pogenic; in fact, phosphorus may be building up on
the land.

In the oceans, phosphorus occurs predominantly
as dissolved orthophosphates [PO3~, (HPO4)?~ and
(H,PO,™]. Since it follows the same cycle as do car-
bon and nitrogen, dissolved orthophosphate is de-
pleted in surface ocean waters where both photosyn-
thesis and respiration occur, and the concentration
builds up in deeper water where organic matter is de-
composed by bacterial respiration. The major phos-
phorus input to the oceans is from rivers, with about
5% coming from rain. However, 75% of the river
phosphorus load is due to anthropogenic pollutants;
humans have changed the ocean balance of phospho-
rus. Most of the dissolved oceanic orthophosphate
is derived from recycled organic matter. The output
of phosphorus from the ocean is predominantly bio-
genic: organic phosphorus is buried in sediments;
a smaller amount is removed by adsorption on vol-
canic iron oxides. In the geologic past, there was a
much greater inorganic precipitation of phosphorite
(apatite) from seawater than at present, and this has
resulted in the formation of huge deposits which are
now mined.

Nutrients in lakes. Biogeochemical cycling of phos-
phorus and nitrogen in lakes follows a pattern that is
similar to oceanic cycling: there is nutrient depletion
in surface waters and enrichment in deeper waters.
Oxygen consumption by respiration in deep water
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sometimes leads to extensive oxygen depletion with
adverse effects on fish and other biota. In lakes, phos-
phorus is usually the limiting nutrient.

Many lakes have experienced greatly increased
nutrient (nitrogen and phosphorus) input due to
human activities. This stimulates a destructive cycle
of biological activity: very high organic productivity,
a greater concentration of plankton, and more pho-
tosynthesis. The result is more organic matter falling
into deep water with increased depletion of oxygen
and greater accumulation of organic matter on the
lake bottom. This process, eutrophication, can lead
to adverse water quality and even to the filling up
of small lakes with organic matter. See EUTROPHICA-
TION; LIMNOLOGY.

Biogeochemical sulfur cycle. A dominant flux in the
global sulfur cycle (Fig. 6) is the release of 65-
70 teragrams of sulfur per year to the atmosphere
from burning of fossil fuels. Sulfur contaminants in
these fuels are released to the atmosphere as sulfur
dioxide (SO,) which is rapidly converted to aerosols
of sulfuric acid (H,SOy), the primary contributor to
acid rain. Forest burning results in an additional re-
lease of sulfur dioxide. Overall, the broad range of
human activities contribute 75% of sulfur released
into the atmosphere. Natural sulfur sources over
land are predominantly the release of reduced bio-
genic sulfur gases [mainly hydrogen sulfide (H,S) and
dimethyl sulfide] from marine tidal flats and inland
waterlogged soils and, to much lesser extent, the re-
lease of volcanic sulfur. The atmosphere does not
have an appreciable reservoir of sulfur because most

sulfur gases are rapidly returned (within days) to the
land in rain and dry deposition. There is a small net
flux of sulfur from the atmosphere over land to the
atmosphere over the oceans.

Ocean water constitutes a large reservoir of dis-
solved sulfur in the form of sulfate ions [(SOL*7].
Some of this sulfate is thrown into the oceanic at-
mosphere as sea salt from evaporated sea spray, but
most of this is rapidly returned to the oceans. An-
other major sulfur source in the oceanic atmosphere
is the release of oceanic biogenic sulfur gases (such
as dimethyl sulfide) from the metabolic activities of
oceanic organisms and organic matter decay. Marine
organic matter contains a small amount of sulfur, but
sulfur is not a limiting element in the oceans.

Another large flux in the sulfur cycle is the trans-
port of dissolved sulfate in rivers. However, as much
as 43% of this sulfur may be due to human activities,
both from burning of fossil fuels and from fertiliz-
ers and industrial wastes. The weathering of sulfur
minerals, such as pyrite (FeS,) in shales, and the
evaporite minerals, gypsum and anhydrite, make an
important contribution to river sulfate. The major
mechanism for removing sulfate from ocean water
is the formation and burial of pyrite in oceanic sed-
iments, primarily nearshore sediments. (The sulfur
fluxes of sea salt and biogenic sulfur gases do not con-
stitute net removal from the oceans since the sulfur
is recycled to the oceans.)

Biogeochemical cycles and atmospheric oxygen.
The main processes affecting atmospheric oxygen,
as shown by reaction (2), are photosynthesis and
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Fig. 6. Sulfur cycle. Reservoir units, teragrams (102 g) S; flux units, teragrams S/yr.

respiration; however, these processes are almost per-
fectly balanced against one another and, thus, do not
exert a simple effect on oxygen levels. Only the very
small excess of photosynthesis over respiration, man-
ifested by the burial of organic matter in sediments,
is important in raising the level of oxygen. This ex-
cess is so small, and the reservoir of oxygen so large,
that if the present rate of organic carbon burial were
doubled, and the other rates remained constant, it
would take 5-10 million years for the amount of at-
mospheric oxygen to double. Nevertheless, this is a
relatively short time from a geological perspective.
See ATMOSPHERE; ATMOSPHERE, EVOLUTION OF; AT-
MOSPHERIC CHEMISTRY; BIOSPHERE; GEOCHEMISTRY;
HYDROSPHERE; MARINE SEDIMENTS.
Elizabeth K. Berner; Robert A. Berner
Bibliography. E. K. Berner and R. A. Berner, The
Global Water Cycle: Geochemistry and Environ-
ment, 1987; R. A. Berner (ed.), Geochemical cycles
of nutrient elements, Amer. J. Sci., 282:401-542,
1982; C. B. Gregor et al., Chemical Cycles in the
Evolution of the Earth, 1988; G. E. Likens, E H.
Bormann, and N. M. Johnson, Biogeochemistry of
a Forested Ecosystem, 2d ed., 1995; J. R. Trabalka
(ed.), Atmosphberic Carbon Dioxide and the Global
Carbon Cycle, U. S. Department of Energy, DOE/ER-
0239, 1985.
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Biogeography

A synthetic discipline that describes the distribu-
tions of living and fossil species of plants and animals
across the Earth’s surface as consequences of ecolog-

ical and evolutionary processes. Biogeography over-
laps and complements many biological disciplines,
especially community ecology, systematics, paleon-
tology, and evolutionary biology. See PLANT GEOGRA-
PHY; ZOOGEOGRAPHY.

Development. Early biogeographers were natural
historians who collected data regarding the geo-
graphic locations of different species. Initial research
focused on Europe. Data from Africa, Asia, and the
New World were compiled as explorations of these
regions by Europeans progressed. These early com-
pilations of data on geographic distributions played
a key role in C. Darwin’s demonstration that species
were not generated by independent events, but were
derived from other species. Darwin showed that de-
spite being designed in different ways, most organ-
isms found together in a geographic region were
closely related. For example, features of reproduc-
tive biology indicated that marsupial “moles” in
Australia were more closely allied with kangaroos
than with European moles, which looked superfi-
cially similar. Similar patterns, found within many
different groups of plants and animals, could not
be reconciled with arguments from design that
assumed similarity in appearance was a basis for clas-
sifying species into natural groups. Biogeographic
patterns supported Darwin’s alternative view that
natural groups of organisms were formed by ge-
nealogical relationships.

Based on relatively complete compilations of
species within well-studied groups, such as birds
and mammals, biogeographers identified six differ-
ent realms within which species tend to be closely re-
lated and between which turnovers in major groups
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Biogeographic realms
Realm Continental areas included Examples of distinctive or endemic taxa
Palearctic Temperate Eurasia and northern Africa Hynobiid salamanders
Oriental Tropical Asia Lower apes
Ethiopian Sub-Saharan Africa Great apes
Australian Australia and New Guinea Marsupials
Nearctic Temperate North America Pronghorn antelope, ambystomatid salamanders
Neotropic Subtropical Central America and South America Hummingbirds, antbirds, marmosets

of species are observed (see table). The boundaries
between biogeographic realms are less distinct than
was initially thought, and the distribution of distinc-
tive groups such as parrots, marsupials, and south-
ern beeches (Nothofagus spp.) implies that modern-
day biogeographic realms have been considerably
mixed in the past. See ANIMAL EVOLUTION; PALE-
OBOTANY; PALEOECOLOGY; PALEONTOLOGY; PLANT
EVOLUTION; SPECIATION.

Historical biogeography. In the 1920s, data on the
distribution of certain groups of living and fossil
plants and animals were used by the German me-
teorologist Alfred L. Wegener to argue that conti-
nents had once been connected with one another.
‘When the physical basis for plate tectonics was dis-
covered, a revolution in biogeography ensued. Pre-
viously, biogeographic distributions of taxa were ex-
plained by dispersal of species away from centers
of origin. For example, marsupials were thought to
have originated in Australia and then dispersed by
some means to South America. After it was realized
that continents had moved across the face of the
Earth in the past, and are in fact currently moving,
explanations for disjunct distributions of taxa like
marsupials could be explained as the initial evolu-
tionary radiation of a group on a continent, followed
by a splitting of that continent into two or more
pieces.

A key to explaining the existence of disjunct dis-
tributions within a taxon is having an estimate of
the evolutionary history of that taxon. The discovery
that such estimates could be obtained using phyloge-
netic systematics ushered in yet another revolution
in biogeography. Using the methods of phylogenetic
systematics, estimates of phylogenies called clado-
grams are obtained (Fig. 1). A cladogram is a bifur-
cating network, where nodes in the network rep-
resent hypothesized common ancestors. When the
geographic distributions of different taxa are super-
imposed upon a cladogram, the resulting area clado-
gram provides an estimate of the geological history
of the areas (Fig. 1). Geographic regions with shal-
low branches in an area cladogram are predicted to
have shared a recent geological history, while those
with deep branches are hypothesized to have shared
a more ancient history. Thus, area cladograms gener-
ate predictions about unobservable and unique his-
torical events that can be examined with indepen-
dent geological, paleontological, or biogeographic
data sets.

Ecological biogeography. Historical approaches to
biogeography are well suited for developing an un-

derstanding of geographic patterns in the distribu-
tion of taxa, but they have provided relatively little
insight into patterns of species diversity within and
among different geographic regions. Two such pat-
terns have stimulated a great deal of progress in de-
veloping ecological explanations for geographic pat-
terns of species richness. The first is that the number
of species increases in a regular fashion with the size
of the geographic area being considered. The sec-
ond is the nearly universal observation that there are
more species of plants and animals in tropical regions
than in temperate and polar regions.

In order to answer questions about why there
are a certain number of species in a particular geo-
graphic region, biogeography has incorporated many
insights from community ecology. Species number
at any particular place depends on the amount of
resources available there (ultimately derived from
the amount of primary productivity), the number
of ways those resources can be apportioned among

fulvus versicolor

napensis  crepitans viridis leucoptera  fulvus  peruvianus parvus versicolor

genus genus
Psophia Lanio

north of Amazon  south of Amazon
east west east west

Amazonia
area cladogram

Fig. 1. Cladograms for two genera of birds living in the Amazon Basin, and the area
cladogram most consistent with the data from these genera. Within each genus, taxa
have disjunct, nonoverlapping distributions. Psophia napiens and P. crepitans live north of
the Amazon, with napiens farthest west. Psophia viridis and P. leucoptera are south of the
Amazon, with leucoptera farthest west. Two species in Lanio are sister taxa, with L. fulvus
distributed north of the Amazon and L. versicolor south of the Amazon. Each species has
two subspecies. L. f. peruvianus and L. v. versicolor are the westernmost subspecies in
each case. The area cladogram implies that the Amazon marked a boundary that isolated
populations of a single species in each genus on its north and south banks. Subsequently,
barriers formed that isolated eastern and western populations within the northern and
southern populations. (Data from J. Cracraft, Deep-history biogeography: Retrieving the
historical pattern of evolving biotas, Sys. Zool., 37:221-236,1988)
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Fig. 2. Patterns of colonization by arthropod species for
mangrove islands that were experimentally defaunated
show colonization rates that correspond to those predicted
from the equilibrium theory of island biogeography. Here,
the rate of change in number of species as the islands
recovered from the defaunation is plotted against the
number of species on two islands. Least-squares
regression lines were fitted to the rate data for each island.
The equilibrium number of species is the number for which
the rate of change in diversity is zero, shown here by the
x-intercepts of the regression lines. The theory predicts
that islands closer to a colonization source (island E2)
should have a higher equilibrium diversity than islands
farther from the source (island E1). This prediction is clearly
substantiated by the experiment. (Data from D. S.
Simberloff and E. O. Wilson, Experimental zoogeography of
islands: The colonization of empty islands, Ecology,
50:278-296, 1969)

species, and the different kinds of ecological require-
ments of the species that can colonize the region.
The equilibrium theory of island biogeography arose
as an application of these insights to the distribution
of species within a specified taxon across an island
archipelago. This theory generated specific predic-
tions about the relationships among island size and
distance from a colonization source with the num-
ber and rate of turnover of species. Large islands
are predicted to have higher equilibrium numbers of
species than smaller islands; hence, the species area
relationship can be predicted in principle from the
ecological attributes of species. Experimental and
observational studies have confirmed many predic-
tions made by this theory (Fig. 2).

Applying the insights from the equilibrium theory
of island biogeography to patterns in species diver-
sity across continents has been much more difficult.
Islands are discrete geographic features. Analogous
“habitat” islands exist in some places on continents,
but most terrestrial habitats are connected together
within landscapes so that dispersal from one seg-
ment of habitat to another is relatively common. Pop-
ulations on continents that might normally become
extinctif they were located on islands (with relatively
small likelihood of receiving colonists) can persist
on a continent by frequent immigration from nearby
populations. A consensus theory of species diversity
on continents has not yet arisen, but current work
on the subject indicates that the ability of organisms
to disperse from one population to the next, and
how this varies among species and landscapes, will
be a primary component of the extension of island
biogeographic theory to continents.

Aquatic organisms are exposed to unique phys-
ical and biotic conditions that make it difficult to
extend ecological biogeographic theory from terres-
trial to aquatic ecosystems. Fresh-water organisms
inhabiting lakes can be viewed as inhabiting aquatic
islands in a sea of terrestrial ecosystems, but species
distributed in rivers exist within effectively linear
biogeographic realms where physical flow tends to
be in a single direction (such as downstream). Ma-
rine organisms often have larval dispersal strongly
constrained by major oceanographic features such
as directional ocean currents and gyres. Population
sizes and species diversity may depend less on avail-
able local resources and more strongly on success-
ful transportation of larvae across large distances.
Such unique features of aquatic biology place unique
challenges to constructing a general-theory ecologi-
cal biogeography applicable to both aquatic and ter-
restrial biomes. See ECOLOGICAL COMMUNITIES; ECO-
LOGICAL SUCCESSION; ECOLOGY; ECOSYSTEM; ISLAND
BIOGEOGRAPHY; TERRESTRIAL ECOSYSTEM.

The latitudinal gradient in species richness has
generated a number of explanations, none of which
has been totally satisfactory. One explanation is
based on the observation that species with more tem-
perate and polar distributions tend to have larger ge-
ographic ranges than species from tropical regions.
This is not an artifact of the distribution of tropi-
cal regions on continents because similar patterns
are seen in marine environments. It is thought that
since species with large geographic ranges tend to
withstand a wider range of physical and biotic con-
ditions, this allows them to penetrate farther into
regions with more variable climates at higher lati-
tudes. If this were true, then species with smaller
geographic ranges would tend to concentrate in trop-
ical regions where conditions are less variable. While
this might be generally true, there are many examples
of species living in high-latitude regions that have
small geographic regions. See ALTITUDINAL VEGETA-
TION ZONES.

Modern developments. Historical biogeography
and ecological biogeography have developed essen-
tially independent of one another, involving research
from entirely different groups of scientists that sel-
dom communicate. This has traditionally hindered
the development of a robust evolutionary approach
to biogeography, which must necessarily incorpo-
rate both ecological and historical explanations. Con-
sider the problem of understanding why a particular
number of species inhabit a particular geographic
region. The current number of species will be de-
termined by a complex interaction of a number of
factors operating at different temporal and spatial
scales. Ecological factors might include the effects of
climate on the spatial population dynamics across a
species’ ranges, spatial variation in appropriate biotic
and abiotic resources, and the geographic distribu-
tion of competitors and natural enemies. Evolution-
ary factors might include the rate and mode of speci-
ation and extinction, the rate of adaptive divergence,
and the nature of barriers to gene flow across species’
ranges. Attempts to resolve the effects of these kinds



of processes must incorporate an understanding of
the natural history of the species involved, estimates
of phylogenetic relationships among them, and the
structure of the environment across which species
are arrayed.

Recent attempts to integrate the perspectives de-
scribed in the previous paragraph under the rubrics
of macroecology, dynamic biogeography, and are-
ography suggest promising directions for future re-
search. Areography was a term devised by the Argen-
tinian plant ecologist Eduardo Rapoport in 1982 to
describe his approach to studying the properties of
geographic ranges of species. His approach was ex-
plicitly synthetic, and he attempted to devise quanti-
tative models that described variation in the proper-
ties of geographic ranges within and among species.
His insights were later expanded by the concept of
dynamic biogeography. This approach focused not
only on the static properties of geographic ranges
but also on changes in ranges due to invasions, cli-
mate change, and extinction. Dynamic biogeography
sought to explain how biological processes oper-
ated across a geographic range to determine spatial
variation in local abundance, and how this affects
the size, shape, and dynamics of the range bound-
ary for a species. Additional insights to the explana-
tions of biogeographic patterns were developed by
showing that patterns of body size variation among
species were closely related to variation in range size,
average abundance, trophic level, and phylogeny.
This approach, termed macroecology, emphasized
that most explanations for biogeographic phenom-
ena required a comparative approach. It was found
that patterns in the variation among species im-
plied the operation of relatively general evolution-
ary processes, such as nonrandom speciation and
extinction.

Biogeography is entering a phase where data on
the spatial patterns of abundance and distribution
of species of plants and animals are being analyzed
with sophisticated mathematical and technological
tools. Geographic information systems and remote
sensing technology have provided a way to cata-
log and map spatial variation in biological processes
with a striking degree of detail and accuracy. These
newer technologies have stimulated research on
appropriate methods for modeling and analyzing
biogeographic patterns. Modern techniques of spa-
tial modeling are being applied to geographic infor-
mation systems data to test mechanistic explanations
for biogeographic patterns that could not have been
attempted without the advent of the appropriate
technology. These innovations promise to make bio-
geography a vital and exciting field in the future. See
GEOGRAPHIC INFORMATION SYSTEMS. Brian A. Maurer

Bibliography. J. H. Brown and M. V. Lomolino,
Biogeography, Sinauer, Sunderland, MA, 1998; A.
Hallam, Outline of Phanerozoic Biogeography,
Oxford University Press, Oxford, 1994; R. H.
MacArthur, Geographbical Ecology, Harper and Row,
New York, 1972; A. A. Myers and P. S. Giller, Ana-
Iytical Biogeography, Chapman and Hall, London,
1988.
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Bioinorganic chemistry

The field at the interface between biochemistry and
inorganic chemistry; also known as inorganic bio-
chemistry or metallobiochemistry. This field involves
the application of the principles of inorganic chem-
istry to problems of biology and biochemistry. Be-
cause most biological components are organic, that
is, they involve the chemistry of carbon compounds,
the combination of the prefix bio- and inorganic may
appear contradictory. However, organisms require a
number of other elements to carry out their basic
functions. Many of these elements are present as
metal jons that are involved in crucial biological pro-
cesses such as respiration, metabolism, cell division,
muscle contraction, nerve impulse transmission, and
gene regulation. The characterization of the inter-
actions between such metal centers and biological
components is the heart of bioinorganic chemistry.
See BIOCHEMISTRY; INORGANIC CHEMISTRY.

Metal ions influence biological phenomena by in-
teracting with organic functional groups on small
and large biomolecules, forming metal complexes.
From this perspective, much of bioinorganic chem-
istry may be considered as coordination chemistry
applied to biological questions. In general, bioinor-
ganic chemists tackle such problems by first focus-
ing on the elucidation of the structure of the metal
complex of interest and then correlating structure
with function. The attainment of solutions usually
requires a combination of physical, chemical, and
biological approaches. Biochemistry and molecular
biology are often used to provide sufficient amounts
of the system for investigation. Physical approaches
such as crystallography and spectroscopy are useful
in defining structural properties of the metal site.
Synthetic methods can be used for the design and as-
sembly of structural, spectroscopic, and functional
models of the metal site. All these approaches then
converge to elucidate how such a site functions.
See COORDINATION CHEMISTRY; CRYSTALLOGRAPHY;
MOLECULAR BIOLOGY; SPECTROSCOPY.

Low-molecular-weight compounds. A number of
coordination compounds found in organisms have
relatively low molecular weights. Ionophores, mole-
cules that are able to carry ions across lipid barriers,
are polydentate ligands designed to bind alkali and
alkaline-earth metal ions; they span membranes and
serve to transport such ions across these biological
barriers. Molecular receptors known as siderophores
are also polydentate ligands; they have a very high
affinity for iron. Bacteria and fungi use them to scav-
enge for this crucial element in the environment.
Siderophores can thus be used as growth factors and
antibiotics and for complexing excess iron in cases
of iron overload. See CHELATION; IONOPHORE.

Other low-molecular-weight compounds are
metal-containing cofactors that interact with macro-
molecules to promote important biological pro-
cesses. Perhaps the most widely studied of the metal
ligands found in biochemistry are the porphyrins;
iron protoporphyrin IX (Fig. 1) is an example of the
all-important complex in biology known as heme.
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Fig. 1. Iron complex of protoporphyrin IX, or heme.

The iron (Fe) is attached to the four nitrogen (N)
atoms of the porphyrin. Since iron can bind as many
as six ligands, there are two other sites perpendic-
ular to the heme plane that are available for coor-
dination. One or both sites can be used to attach
the heme to a protein via a coordinating amino
acid residue. For example, in hemoglobin the iron
is attached to only one protein residue. Thus the
remaining coordination site opposite the protein
attachment site is available for dioxygen (O,) bind-
ing (Fig. 2a). This ability to bind O, is the basis
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Fig. 2. Active sites of some metalloproteins. (a) Hemo-
globin and (b) cytochrome c; ovals represent the porphyrin
ring. (c) Ferredoxins. (d) Nitrogenase; the identity of the Y
atom is unknown.

for the biological function of hemoglobin, which
is the red substance in blood cells that transports
oxygen to the tissues. Both available coordination
sites in cytochrome ¢, however, are attached to pro-
tein residues (Fig. 2b). Cytochrome ¢ participates in
electron-transfer processes that are important in sup-
plying energy for cellular functions. The electron-
transfer function does not require the iron atom to
bind exogenous ligands (like O,); indeed, the effi-
ciency of electron transfer is facilitated by the pres-
ence of the two protein ligands. In the preceding
two examples, it can be seen that the structure of
the metal site is intimately correlated with its func-
tion. See CYTOCHROME; ELECTRON-TRANSFER REAC-
TION; HEMOGLOBIN; PORPHYRIN.

Chlorophyll and vitamin B,, are chemically related
to the porphyrins. The carbon-nitrogen skeleta are
similar, and a metal ion coordinates to the four ni-
trogen atoms of the macrocycle. Magnesium is the
central metal ion in chlorophyll, which is the green
pigment in plants used to convert light energy into
chemical energy. Cobalt is the central metal ion in vi-
tamin By,; it is converted into coenzyme By, in cells,
where it participates in a variety of enzymatic reac-
tions. See CHLOROPHYLL; VITAMIN By,.

Another example of a metal-containing cofactor is
molybdopterin, which can be extracted from a num-
ber of molybdenum (Mo)-containing enzymes that
catalyze the transfer of oxygen atoms to and from
substrates, for example, nitrate reductase and sulfite
oxidase. When bound to the enzyme, the molybde-
num is believed to be the locus of the oxo-transfer
activity. See ENZYME.

Metalloproteins and metalloenzymes. These are
metal complexes of proteins. In many cases, the
metal ion is coordinated directly to functional groups
on amino acid residues. In some cases, the protein
contains a bound metallo-cofactor such as heme or
molybdopterin. In metalloproteins with more than
one metal-binding site, the metal ions may be found
in clusters. Examples include ferredoxins, which
contain iron-sulfur clusters (Fe,S, or Fe,S,), and nitro-
genase, which contains both Fe;S; units and a novel
MoFe-Sg cluster (Fig. 2¢). See PROTEIN.

Some metalloproteins are designed for the stor-
age and transport of the metal ions themselves—for
example, ferritin and transferrin for iron and metal-
lothionein for zinc (Zn). Others, such as the yeast
protein Atx1, act as metallochaperones that aid in
the insertion of the appropriate metal ion into a met-
alloenzyme. Still others function as transport agents.
Cytochromes and ferredoxins facilitate the transfer
of electrons in various metabolic processes. Hemo-
globin is required for oxygen transport in humans
and higher animals, while hemocyanin (containing
a dicopper active site; Fig. 3) and hemerythrin
(containing a diiron active site) perform the anal-
ogous function in crustaceans and sipunculids, re-
spectively.

Many metalloproteins catalyze important cellular
reactions and are thus more specifically called met-
alloenzymes. Enzymes are biological catalysts; when
a metal ion is present, it is often the site at which



catalytic activity occurs. The metal ion can serve as
a redox site to facilitate the oxidation or reduction
of substrate. Superoxide dismutase, which removes
potentially toxic superoxide by disproportionating it
to O, and hydrogen peroxide (H,O,), can be found
in nature as a copper-zinc enzyme, an iron enzyme,
or a manganese enzyme. Cytochrome oxidase is the
respiratory enzyme in mitochondria responsible for
disposing of the electrons generated by mammalian
metabolism; it does so by reducing O, to water with
the help of both heme and copper centers. In con-
trast, the conversion of water to O, is carried out in
the photosynthetic apparatus by manganese centers.
See SUPEROXIDE CHEMISTRY.

Other metalloenzymes are involved in the transfor-
mation of organic molecules in cells. For example, ty-
rosine hydroxylase (an iron enzyme) and dopamine
B-hydroxylase (a copper enzyme) carry out oxida-
tion reactions important for the biosynthesis of neu-
rotransmitters. Cytochrome P450 (a heme enzyme)
and methane monooxygenase (a nonheme iron
enzyme) hydroxylate unactivated aliphatic carbon-
hydrogen (C-H) bonds in molecules such as steroids
and methane; these reactions are difficult to carry
out efficiently and specifically outside the biological
milieu.

Alternatively, the metal center can serve as a Lewis
acidic site to activate substrates for nucleophilic dis-
placement reactions (that is, hydrolysis). Carboxy-
peptidase, which catalyzes the cleavage of peptide
bonds, and alkaline phosphatase, which catalyzes
the cleavage of phosphate ester bonds, are exam-
ples of zinc-containing hydrolytic enzymes. Metal
ions have also been found to be required for the hy-
drolytic reactions catalyzed by some ribozymes (bio-
logical catalysts based on polyribonucleotides). See
RIBOZYME.

Bioinorganic models. Insights into the metal sites
of macromolecules can also be obtained from stud-
ies of much simpler metal complexes that can be de-
signed to mimic some aspect of the active site struc-
ture and function. For example, a number of metal
complexes can act like carboxypeptidase and hy-
drolyze peptide bonds. Though the metalloenzyme
itself does this more efficiently, a comparison of the
simpler complexes with their more complicated bio-
chemical relatives can often provide clues to the be-
havior of the macromolecular catalyst. Modeling ef-
forts have developed to the extent that a number of
important metalloprotein active sites (like some
of those in Fig. 2) can be synthesized independent
of the protein backbone and can be studied in great
detail. The greater challenge is to design models that
can carry out the same reactions as those carried
out by their macromolecular counterparts. Exam-
ples of functional models that have been synthe-
sized are heme and dicopper complexes that model
the reversible oxygen-binding ability of hemoglobin
and hemocyanin, respectively. See SUPRAMOLECULAR
CHEMISTRY.

Metal regulation of gene expression. Metallopro-
teins also play roles in gene expression. In some
cases, the metal ion coordinates to several residues

Bioinorganic chemistry

Key:
@ carbon @ oxygen () copper @ nitrogen

43

Fig. 3. Active site structure of oxyhemocyanin, the oxygen-bound form of hemocyanin,

the oxygen carrier protein in arthropods and mollusks.

in a protein, imposing a particular structure on the
polypeptide chain that enables it to interact with de-
oxyribonucleic acid (DNA); for example, zinc is a
crucial component of the so-called zinc finger pro-
teins that recognize and bind particular sequences
of DNA and activate transcription. In other cases,
the metal ion acts as a signal triggering the ex-
pression or repression of genes involved in respira-
tion and metabolism. For example, the binding of
nanomolar concentrations of mercuric ion to the
merR protein activates the genetic machinery to pro-
duce enzymes responsible for the detoxification of
mercury. In mammalian cells, a single protein that
senses the presence of ferrous ion interacts with fer-
ritin and transferrin receptor messenger ribonucleic
acids (mRNAs) to regulate translation of the corre-
sponding ferritin and transferrin receptor proteins.
See DEOXYRIBONUCLEIC ACID (DNA); GENE ACTION;
GENETIC CODE; RIBONUCLEIC ACID (RNA).

Metals in medicine. Metal complexes have also
been found to be useful as therapeutic or dia-
gnostic agents. Prominent among metal-based drugs
is cisplatin, which is particularly effective in the
treatment of testicular and ovarian cancers; second-
and third-generation variants of this drug have
been developed to mitigate undesirable side effects
of drug treatment. Gold, gallium, and bismuth com-
pounds are used for the treatment of rheumatoid
arthritis, hypercalcemia, and peptic ulcers, respec-
tively.

In clinical diagnosis, metal complexes can be
used as imaging agents. The convenient half-life and
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radioemission properties of technetium-99 make its
complexes very useful for a number of applica-
tions; by varying the ligands bound to the metal
ion, diagnostic agents have been developed for imag-
ing the heart, brain, and kidneys. Complexes of
paramagnetic metal ions such as gadoliniumII),
iron(IID), and manganese(ID) are also used as contrast
agents to enhance images obtained from magnetic
resonance imaging (MRI). See COORDINATION COM-
PLEXES; MEDICAL IMAGING; ORGANOMETALLIC COM-
POUND. Lawrence Que, Jr.
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Bioleaching

The use of naturally occurring microorganisms to
dissolve metals from minerals. This biotechnical pro-
cess, involving bacteria, archaea, fungi, and yeast,
can be applied to both sulfide and nonsulfide min-
erals. At present, bioleaching is employed on a large
commercial scale to extract metals from sulfide min-
erals. See HYDROMETALLURGY; LEACHING.

Bioleaching of Sulfide Minerals

Sulfide minerals bioleaching has its technical origins
in the 1940s, when researchers discovered the acid-
loving bacterium Thiobacillus ferrooxidans (now
reclassified as Acidithiobacillus ferrooxidans) and
found that it obtained energy for reproduction and
cellular functioning by oxidizing (removing elec-
trons from) inorganic substances, principally ferrous
iron (Fe?h). Subsequently, other microorganisms ca-
pable of dissolving metals were characterized and
their biochemical mechanisms defined, while engi-
neered systems to commercially exploit these organ-
isms were developed. See BACTERIA; SULFIDE AND AR-
SENIDE MINERALS.

Principles of bioleaching. Microorganisms involved
in bioleaching of sulfide minerals are chemolithotro-
phic: they use carbon dioxide (CO,) from the
atmosphere as their carbon source for building
cellular constituents and derive energy for their ex-
istence and reproduction from inorganic materials.
To obtain energy, the microorganisms oxidize iron
[reaction (1)] and certain chemically reduced sulfur

4Fe* + 0, + AHY —

Ferrous Oxygen Hydrogen
ion ions

4Fe® + 2H,0 (D
Ferric Water
ion

compounds [reaction (2)], which are sulfur species

S + Hzo + 11/202 e

Elemental Water Oxygen

sulfur
2H + S0, @

Hydrogen Sulfate
ions ion

having readily removable electrons such as the
sulfide ion (8%7) and elemental sulfur (S).

These oxidation reactions require oxygen (O,),
so the microorganisms are aerobic. The microorgan-
isms also need ammonium ions (NH4), phosphate
ions (PO4’7), and a few trace elements, such as mag-
nesium (Mg*") and potassium (K1). The bioleaching
microorganisms are also acidophilic (acid loving), re-
quiring the solution to be less than pH 2.5 and prefer-
ably higher than pH 1.0, created by sulfuric acid. This
PpH range ensures that ferrous iron (Fe>") is dissolved
and readily available for oxidation. The bioleaching
microorganisms tolerate very high concentrations of
dissolved metals in their acidic environment (for ex-
ample, 30 g/L of dissolved copper ions, Cu*"). See
OXIDATION-REDUCTION; SULFUR.

Bioleaching microorganisms can be grouped into
temperature ranges at which they grow and func-
tion (see table). Mesophilic (middle-loving) bacteria
function in the range 15-45°C (60-113°F). Moder-
ately thermophilic (heat-loving) bacteria thrive in the
range 40-65°C (104-150°F). Extremely thermophilic
microorganisms, which are not bacteria but archaea
(organisms that evolved from ancient Earth life
forms), grow in the range 60-95°C (140-203°F). See
ARCHAEBACTERIA.

The mechanism used by the bioleaching microor-
ganisms to actually extract metals—such as copper,
zinc, cobalt, and iron, from solid sulfide minerals—
and cause these metals to dissolve has been studied
and debated by scientists for decades. Free-floating
microorganisms oxidize the dissolved Fe?'t and
chemically reduced sulfur compounds. Some organ-
isms attach to mineral surfaces using a biofilm com-
posed of polymers that complex (bind) ferric iron
(Fe*h) to very high concentrations (53 g/L). The
biofilm-mineral interface is the reaction zone where
metal dissolution takes place. See BIOFILM.

Fe>" is a very strong oxidizing agent that chem-
ically attacks sulfide minerals, releasing metal ions
and sulfur as either elemental sulfur (S) [reac-
tion (3)] or other sulfur compounds such as sulfate

CuFeS, + 4Fe®

Chalcopyrite Ferric
ion

Cu® + 5F* + 25 (®

Copper  Ferrous Elemental
ion ion sulfur

(SO4>7) [reaction (4)]. Having removed an electron
from the metal sulfide mineral in these reactions,
Fe>* is chemically reduced to Fe** (gaining an elec-
tron), which is quickly oxidized by the microorgan-
isms, regenerating the oxidizing agent for dissolution



Examples of mesophilic, moderately thermophilic, and extremely thermophilic bioleaching microorganisms, their
characteristics, and natural habitats
Temperature Genus and species examples and
range organism characteristics Natural habitats
Mesophilic Acidithiobacillus ferrooxidans: rod-shaped bacterium, Acid springs; geological outcrops of rocks bearing
approximately 0.5 pm X 1.0 um; oxidizes ferrous iron sulfide minerals; acid mine waters; sulfide
(Fe**) and chemically reduced sulfur compounds mineral rock piles exposed to the atmosphere
Acidithiobacillus thiooxidans: rod-shaped bacterium,
approximately 0.5 pum X 1.0 um; oxidizes chemically
reduced sulfur compounds
Leptospirillum ferrooxidans: rod-shaped bacterium,
approximately 0.5 zm X 1.0 um; oxidizes Fe?" only
Moderately Sulfobacillus thermosulfidooxidans: rod-shaped Acid, hot springs; volcanic areas; warm, acid
thermophilic bacterium, approximately 1 um by 2-3 xm; oxidizes mine waters; warm sulfide mineral rock piles
Fe?* and chemically reduced sulfur compounds exposed to the atmosphere
Thiobacillus caldus: rod-shaped bacterium,
approximately 1 pm X 2-3 um; oxidizes chemically
reduced sulfur compounds only
Extremely Acidianus brierleyi, Sulfolobus metallicus; Hot, acid springs; volcanic areas
thermophilic spherical-shaped archaea about 1 xm in diameter;
oxidize Fe?" and chemically reduced sulfur compounds

nS  + Fe** 4 4H,0 —

Sphalerite Ferric Water
ion
n*t 4+ S0 + Fet 4+ 8HY (@)
Zinc ion Sulfate Ferrous Hydrogen
ion ion ion

of the sulfide minerals [reaction (1)]. Chemically
reduced sulfur compounds are also used by the mi-
croorganisms for energy [reaction (2)]. These redox
(oxidation-reduction) reactions are catalyzed (acce-
lerated) by the microorganisms [reactions (1)-(4)].

The oxidation of many mineral sulfides, including
pyrite (FeS,) by Fe*, results in acid (H") production,
establishing the acidic environment for the microor-
ganisms and keeping the metals dissolved for effec-
tive concentration and recovery [reaction (5)].

FeS, + 14Fe3* + 8H,0 —>

Pyrite Ferric Water
iron

15Fe?t + 280, + 16HY (5

Ferrous Sulfate Hydrogen
iron ion ion

The oxidation of some sulfide minerals releases
heat (exothermic reaction). This is an important con-
sideration in the type(s) of microorganisms used and
the design of industrial-scale bioleaching operations.
See BACTERIAL PHYSIOLOGY AND METABOLISM.

Industrial applications of bioleaching. The first in-
dustrial bioleaching applications were in the 1950s,
when several major copper producers exploited mi-
croorganisms to scavenge copper from rocks con-
taining very low amounts of copper in the form of
sulfide minerals. This practice, called copper dump
leaching, is used today.

In the 1980s, the fundamental principles of bi-
oleaching were combined with standard metallurgi-
cal and dump bioleaching practices to create heap

bioleaching and stirred-tank bioleaching processes.
To this day, copper dump leaching, heap bioleach-
ing, and stirred-tank bioleaching are employed in-
dustrially at very large scales throughout the world.
The drivers for commercial bioleaching are (1) sig-
nificantly reduced production costs owing to lower
energy requirements, lower labor costs, and lower
reagent usage; (2) diminished capital costs due to
simpler equipment and rapid construction; (3) in-
creased mineral reserves, because lower grade ores
can be economically treated and varied mineral types
can be processed; and (4) better environmental con-
ditions and worker safety because there are no toxic
gas emissions and, in some cases, no aqueous (water-
based) discharges.

Copper dump bioleaching. Many of the world-class cop-
per deposits are very large, low-grade (typically less
than 1% copper), sulfide-mineral ore bodies, which
are usually mined by open-pit methods. Ore grading
higher than 0.5% copper is customarily processed
by smelting. The vast tonnage of material grading
lower than about 0.5% cannot be treated by conven-
tional crushing, grinding, and smelting technologies,
as the processing cost exceeds the value of the cop-
per in the rock. Instead, these materials are blasted
in the mine and hauled as large rock fragments,
often exceeding 1 m (3.3 ft) in size, to dumps, where
piles contain millions of tons of fragmented rock and
reach 60 m (200 ft) high. Dilute acidic water is ap-
plied to the top surface of the dump, resulting in
the growth of naturally occurring Aciditbhiobacillus
Sferrooxidans, Acidithiobacillus thiooxidans, Lep-
tospirillum ferrooxidans, and other similar microor-
ganisms throughout the rock pile. The microorgan-
isms oxidize certain sulfur compounds, as well as
Fe*" to Fe’*. In turn, Fe>™ oxidizes copper sulfide
minerals, such as chalcocite (Cu,S), covellite (Cu$),
to a lesser extent chalcopyrite (CuFeS,), and pyrite
(FeS,), usually associated with copper deposits. Heat
is generated and the temperature increases in the
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dump. The hot gases rise and air for the microor-
ganisms is pulled into the dump interior via con-
vection from the porous sides of the rock pile. As
the rock pile heats above the functional tempera-
ture (about 45°C) of the mesophilic bacteria, the
moderately thermophilic microorganisms begin to
grow (see table). When the temperature exceeds the
upper limit (about 45°C) for the moderately thermo-
philic) microorganisms, they die. Insufficient stud-
ies have been done to determine whether the ex-
tremely thermophilic archaea replace the moderate
thermophiles when the temperature in the dump ex-
ceeds 65°C (150°F). See OPEN PIT MINING; ORE AND
MINERAL DEPOSITS.

Dissolved Cu?", resulting from bioleaching, is
flushed from the rock pile by irrigation. The Cu®'-
containing solution is directed to a solvent extraction
circuit, where the Cu®" is stripped from the acidic
water and the water is returned to the dump sur-
face. Because less than optimal conditions exist for
the microorganisms in the dump, the degradation
of the sulfide minerals takes several decades. Nev-
ertheless, dumps are a highly economical means of
recovering copper, because an enormous volume of
rock is processed and the production costs are low.
See COPPER METALLURGY.

Heap bioleaching. The principles of heap bioleaching
(also called bioheap leaching) are similar to dump
leaching. However, heap bioleaching is done on ores
with a higher copper grade or some gold content.
This higher intrinsic value allows the system to be
more highly engineered than dumps, resulting in
greater metal recovery in less time.

Since the 1980s, heap bioleaching of the copper
sulfide minerals Cu,S and CuS$ has been widely prac-
ticed commercially for ores grading 1% Cu or higher.
The ore is typically crushed to less than 19 mm
(0.75 in.) and agglomerated (formed into a ball-
shaped mass) with acidic water to bind finely ground

Industrial-scale, aerated, continuously stirred tank plant for bioleaching sulfidic-
refractory gold concentrate. The large tanks are the bioleach circuit for pretreating the
mineral concentrate and in front of them is the circuit for extracting the gold from the
bioleached solids. (Photo courtesy of BacTech Mining Corp.)

rock into larger rock particles, hence improving air
and water distribution in the heap. Large, earthen
pads are covered with plastic and two arrays of per-
forated plastic pipe (one for air and the second for
solution collection) are placed on the plastic. The
ore is stacked 6-10 m (20-33 ft) deep on top of
the plastic. The heap is drip irrigated with slightly
acidic water and forced air is provided through
the pipes under the crushed ore. Naturally occur-
ring microorganisms proliferate, reaching 10° to 107
(1-10 million) per gram of ore and per milliliter of
solution. Temperatures in the heap generally stay
within the range for mesophilic bacteria (see table).
Copper extraction of 85-90% is achieved in about a
year.

When gold (Au) is associated with sulfide miner-
als, usually FeS, or arsenopyrite (FeAsS), micrometer-
sized gold particles are embedded within the sulfide
minerals. These gold ores are not amenable to di-
rect cyanide treatment for gold extraction. The sul-
fide minerals first must be oxidized to liberate the
gold. Since the mid-1990s, heap bioleaching of these
ores has been practiced. Gold bioheaps increase in
temperature when FeS, with embedded gold is ox-
idized [reaction (5)]. Temperatures can reach 70°C
(170°F) or higher. To accommodate this temperature
rise, the ore is agglomerated with all three groups of
microorganisms (see table), with each group becom-
ing active as its temperature range is achieved. See
GOLD METALLURGY.

Gold is not dissolved when FeS, and FeAsS are
oxidized; rather, the gold particles are liberated and
remain as solids. After sufficient sulfide is oxidized
(which can take up to 1.5 years depending on the ore
particle size and other factors), the pretreated ore is
removed from the pad, neutralized with lime, and
chemically leached, usually with a dilute cyanide so-
lution to dissolve the gold. The dissolved gold is pro-
cessed into bullion. Bioleaching typically results in
gold recoveries of 75-85%. Without bioleaching pre-
treatment, the gold recovery from these same ores
would be 0-30%.

Aerated, stirred-tank bioleaching. Bioleaching is also ac-
complished in highly engineered, aerated, continu-
ously stirred tank reactors (CSTR). Because of the
high capital and operating costs of the process, the
minerals must be of high value. Therefore, ores are
preprocessed to remove worthless material, increas-
ing the concentration of the valuable metal.

Stainless-steel tanks, each as large as 1380 m’®
(364,500 gallons), are equipped with agitators that
maintain the finely ground sulfide mineral concen-
trate in suspension and ensure that oxygen is effi-
ciently transferred to the microorganisms. Each tank
is cooled to maintain the bioleach solution at the
proper temperature for the microorganisms used.
The illustration depicts a typical CSTR bioleach in-
dustrial plant.

The mineral concentrate is added to acidified
water containing NH4™ and PO4*>~ ions and fed con-
tinuously to the first tank (stage) in a series of tanks.
Because conditions are optimized for the microor-
ganisms, numbers reach 10° to 10'° (one billion to



10 billion) organisms per ml of solution. Continu-
ously stirred tank reactors can be operated with
any of the three microbial groups by controlling the
temperature. Mineral concentrates move from the
first-stage reactor(s) on a continuous basis through
three to four CSTRs in series until the sulfide miner-
als are oxidized. This usually requires about a five-
day residence time across the entire bioleaching
circuit.

If the metal is a base metal, such as Cu®** or
Zn** | it dissolves when the mineral is oxidized. The
oxidized slurry exits the final reactor and under-
goes solid/liquid separation, after which the solid
is discarded and the liquid is processed to recover
the metal. If the mineral concentrate is gold bear-
ing, the liquid from the last-stage reactor is neutral-
ized and stabilized for safe disposal and the solid
is processed to recover the gold. Metal recover-
ies in CSTR bioleach circuits are in the 95-98%
range.

Using extremely thermophilic archaea, CSTR bi-
oleaching of CuFeS, has recently been commer-
cially developed. Unlike mesophilic and moderately
thermophilic microorganisms, archaea have no cell
walls. Improved agitator design has been incorpo-
rated to minimize shear forces and enhance oxygen
mass transfer in the hot solutions, which diminish
O, solubility. Highly resistant construction materials
are used to resist the corrosive conditions due to
the high temperatures and strongly oxidizing condi-
tions.

Bioleaching of Nonsulfide Minerals

The dissolution of metals from minerals can be
accomplished using microorganisms other than the
acid-loving, chemolithotrophic microorganisms.
Heterotrophic bacteria, yeast, and fungi require
organic carbon for growth and produce organic
acids or other substances that dissolve metals. Some
heterotrophic organisms use inorganic compounds,
such as metal oxides, rather than oxygen as electron
acceptors. See FUNGI; YEAST.

One example of nonsulfide mineral bioleaching is
the use of fungal strains of Aspergillus and Penicil-
lium to produce bioacids that dissolve cobalt (Co*")
and nickel (Ni*") from laterite, an iron and aluminum
oxide material containing nickel and other base met-
als. The fungi oxidize organic compounds (such as
sugars) and produce citric or lactic acids, which dis-
solve the laterite and release the metals. See FUNGAL
BIOTECHNOLOGY; LATERITE.

Shewanella oneidensis, a bacterium found in
soils, sediments, ground water, and surface water,
oxidizes organic compounds and in the absence of
oxygen (anaerobic conditions) passes the electrons
to iron oxyhydroxides, such as hematite (Fe,O3) and
goethite (FeOOH). This reaction dissolves the min-
eral. Although the thrust of this research is toward
bioremediation of subsurface contaminants, the
same approach might be considered for bioleaching
a manganese dioxide (MnO,) ore that hosts silver.
The reduction of the manganese Mn*H by the bac-
terially mediated electron transfer to the solid phase

MnO, releases manganese as Mn** and allows the
silver to be extracted.

Heterotrophic bioleaching requires large quanti-
ties of organic matter, and the process design of
such systems poses significant problems, because un-
wanted microorganisms grow even in the absence of
oxygen and consume the organic matter without re-
leasing metals. Nonsulfide mineral bioleaching is not
currently economical at commercial scale because of
high costs, engineering complexities, and slow rates
of metal dissolution.

Future Developments

Sulfide-mineral bioleaching relies on naturally oc-
curring microorganisms. Despite revolutionary de-
velopments in molecular biology, its application in
bioleaching is currently confined to microorganism
identification. During bioleaching operations, occa-
sional toxicity problems arise from certain anions
(negatively charged ions), which might be mitigated
by molecular modification of the microorganisms.
However, if engineered microorganisms are used,
the problem of competition from naturally occurring
microorganisms must be resolved.

Chalcopyrite (CuFeS,) is effectively bioleached in
CSTRs using extremely thermophilic archaea and
finely ground mineral concentrate. However, the
greatest copper resource in the world is CuFeS, that
is too low grade to be economically concentrated or
extracted by any method other than heap bioleach-
ing or in-situ (extraction of the metal without phys-
ical removal of the rock from the mineral deposit)
bioleaching. Although we understand the chemi-
cal conditions under which CuFeS, is effectively
bioleached in CSTRs, the challenge is to technically
and cost-effectively establish and maintain suitable
conditions for CuFeS, bioleaching in a bioheap or
in-situ leach system.

In addition, more research is needed on the bi-
oleaching of nonsulfide minerals to enhance reac-
tion rates, find more effective microorganisms, and
develop more effective engineering designs.

Corale L. Brierley
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1
Biological clocks

Self-sustained circadian (approximately 24-hour)
rhythms, which regulate daily activities such as sleep
and wakefulness, were described as early as 1729 by
the French geologist de Mairan. He placed a plant in
constant darkness and noticed that leaf movements
continued to occur at specific times of day despite
the absence of the day-night cycle. The notion that
this rhythmicity was still driven in some fashion by
the Earth’s rotation was resolved in the midtwenti-
eth century when it became clear that the period of
self-sustained (free-running) oscillations usually does
not match that of the environmental cycle, therefore
the expression “approximately 24 hours.” Moreover,
the free-running period varies among species and
also somewhat from one individual to another. Circa-
dian rhythmicity is often referred to as the biological
clock. See PHOTOPERIODISM; PLANT MOVEMENTS.

Almost all organisms display circadian rhythms,
indicating an evolutionary benefit, most likely facil-
itating adaptation to the cyclic nature of the envi-
ronment. Physiological processes that occur with a
circadian rhythm range from conidiation (spore pro-
duction) in the bread mold, Neurospora crassa, and
leaf movements in plants to rest-activity behavior in
animals. Despite the diversity of these phenomena,
the basic properties of the rhythms are the same—
they synchronize to environmental cues, predomi-
nantly light, but are maintained in the absence of
such cues, and they display a constant periodicity
over a wide temperature range.

Circadian rhythms in humans. In humans, circadian
rhythmicity is manifested in the form of sleep-wake
cycles, and control of body temperature, blood pres-
sure, heart rate, and release of many endocrine hor-
mones (melatonin, growth hormone, cortisol, and
so on). This list is by no means complete, and as
more is learned about human physiology and circa-
dian rhythms, it is increasingly apparent that tempo-
ral ordering is a fundamental aspect of physiological
processes. In fact, several disorders such as asthma,
stroke, and myocardial infarction also tend to occur
more frequently at certain times of the day. Aware-
ness of circadian control has led to the concept of
chronotherapeutics, which advocates drug delivery
timed to the host’s circadian rhythms. This concept is
most popular in the treatment of cancer. Circadianly
timed chemotherapy (chronochemotherapy), radia-
tion therapy, or even surgery can enhance tumor re-
gression and reduce toxic side effects.

While the importance of circadian rhythms in the
disorders mentioned above is still under investiga-
tion, their role in jet lag or other problems related
to light-dark synchronization is unquestionable. Shift
work, travel to a different time zone, or any other
activity that results in a lack of synchrony between
the body circadian clock and the environment pro-
duces disturbances not only in the sleep-wake cycle
but also in other body functions. In recent years,
melatonin, a hormone produced by the pineal gland,
has become the drug of choice for alleviating jet-
lag symptoms, but its efficacy is debatable. While

melatonin can induce temporary sleepiness and also
produce a small shift in the circadian clock, it does
not appear to be sufficient to synchronize all circa-
dian rhythms. As a matter of fact, the function of
melatonin in humans is unknown. In seasonal mam-
mals such as hamsters, whose reproductive cycles
are driven by day length (photoperiod), melatonin
serves to convey length-of-day information. Basically
the production of melatonin is restricted to the dark
phase and thus defines the length of the night. In non-
seasonal mammals, including humans, the release of
melatonin cycles in a similar manner, but the func-
tional significance of this is unknown. See PINEAL
GLAND.

In humans, circadian rhythms have a potential role
in psychiatric disorders, particularly those that cause
depression. The disorder in which involvement of
circadian rhythms has been best studied is seasonal
affective disorder (SAD). Patients with SAD suffer
from fall-winter depression, and there is some evi-
dence to suggest that they have deficits in circadian
rhythms, including poor entrainment to light. This is
supported by the fact that SAD patients respond well
to light therapy. Finally, circadian rhythms tend to be
disorganized in older people, the effects being es-
pecially pronounced in aged individuals with some
type of dementia such as Alzheimer’s disease. The
underlying basis has not been elucidated.

Localization of circadian clocks. In mammals the
“master clock” controlling circadian rhythms is lo-
cated in the hypothalamus, within a small group of
neurons called the suprachiasmatic nucleus. Lesions
of the suprachiasmatic nucleus in rodents eliminate
all the rhythms mentioned above such as rest-activity
cycles and rhythmic hormone release. Transplanta-
tion of a fetal suprachiasmatic nucleus will restore
rest-activity cycles in a lesioned host, and the peri-
odicity of the restored rhythm corresponds to that of
the donor animal. How exactly the suprachiasmatic
nucleus imparts temporal information to the rest of
the organism is still unknown. Available data suggest
that the suprachiasmatic nucleus transmits signals
in the form of humoral factors as well as neural con-
nections. The humoral hypothesis is best supported
by experiments in which a suprachiasmatic nucleus
encapsulated in a porous membrane was shown to
be effective in restoring activity rhythmsin a lesioned
host. Since hormonal rhythms are not restored by
these or by regular transplants, neural connectivity
must be important also, probably more so for certain
outputs. It should be stressed that while coordinated
clock activity presumably requires a group of cells,
approximately 24-h oscillations are generated within
individual suprachiasmatic nucleus cells through the
action of clock genes. See NERVOUS SYSTEM (INVER-
TEBRATE); NERVOUS SYSTEM (VERTEBRATE).

For many years the suprachiasmatic nucleus was
thought to be the only site of a clock in mammals.
This was in contrast to several other vertebrates
where clocks were known to be present in the pineal
gland and the eye as well. However, it is now clear
that the mammalian eye also contains an oscillator
(something that generates an approximately 24-h



cycle) whose activity can be assayed by measuring
melatonin release in isolated retinas. Although the
function of the eye clock is unknown, it is not diffi-
cult to envision a need for circadian control of visual
sensitivity or some other related property. Perhaps
more surprising is the accumulating evidence on cir-
cadian oscillators in other body regions.

Research done in fruit flies (Drosophbila melan-
ogaster) suggests that independent clocks are pres-
ent in many different parts of the body. The rest-
activity cycle in the fruit fly is controlled by a group
of neurons in the central brain referred to as lateral
neurons which are essentially the fly’s suprachias-
matic nucleus. While these neurons may well consti-
tute the master clock in flies, many other tissues also
contain oscillators in that they express clock genes in
a cyclic fashion even when severed from the lateral
neurons. Since the identification of these oscillators
is based upon the assay of molecular markers, as op-
posed to physiological processes, their functions are
largely unknown. However, as in the case of the eye,
it is easy to conceive of possible functions. For in-
stance, the oscillator in the fly’s prothoracic gland is
most likely required to regulate eclosion (hatching
of adult flies from pupae) which occurs predomi-
nantly at dawn and is known to be under circadian
control. The oscillator in the malpighian tubule (kid-
ney equivalent) may ef fect rhythmic excretion or
osmoregulation.

The fruit fly study raises the tantalizing possibility
that independent body clocks also occur in mam-
mals, perhaps even humans. This idea is supported
by the finding that recently identified mammalian
clock genes are expressed in many tissues other
than the suprachiasmatic nucleus and the retina. Sev-
eral of these tissues also express molecules that are
thought to serve as circadian photoreceptors. Finally,
treatment of Rat-1 fibroblast cells with serum leads
to the induction and subsequent cyclic expression
of clock genes, again supporting the notion that os-
cillators can be generated outside the known clock
tissues.

Genetic basis. The genetic basis of circadian rhy-
thms was established through the identification of
altered circadian patterns that were inherited. Such
mutants were found first in Drosopbila and then in
Neurospora in the early 1970s. These two organ-
isms, which are favored for their genetic amenability,
became the systems of choice for those interested
in pursuing the molecular dissection of circadian
clocks. The earlier work in each of these organisms
ended up focusing on a single gene that was the tar-
get of many mutations—period (per) in Drosopbila
and frequency (frq) in Neurospora. Both these genes
are central components of the circadian clock.

The Drosopbila and Neurospora studies set the
stage for subsequent genetic analyses in these two
systems and also in others. Mutations affecting circa-
dian rhythms are now known in Chlamydomonas,
Arabidopsis thaliana, cyanobacteria, hamsters, and
mice. In addition, there is now an impetus to iden-
tify circadian abnormalities or naturally occurring
variations in human populations. For instance, the
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difference between people that wake up and func-
tion most effectively in the early morning hours as
opposed to those who prefer to sleep late into the
morning may well lie in polymorphisms within clock
genes.

Molecular basis. The question of how a clock
is generated intrigued chronobiologists for many
years. Theoreticians developed models to explain
how oscillations could be generated and sustained,
and these models invariably involved a feedback
mechanism. It is now known that a feedback loop
composed of cycling gene products that influence
their own synthesis underlies overt rhythms in at
least three organisms (Drosophila, Neurospora, and
cyanobacteria) and most likely in a fourth (mam-
mals). Similar feedback loops have also been found
in plants, although it is not clear that they are part of
the clock.

A genetic screen for new circadian rhythm muta-
tions in Drosophila led to the identification of the
timeless (tim) gene in the early 1990s. Like per,
tim, can be mutated to yield diverse rhythm phe-
notypes, and loss of either gene product results in
a loss of eclosion and behavioral activity rhythms.
For example, the per’ mutation shortens the cir-
cadian period of eclosion and rest-activity rhythms
to approximately 19 h, per’ lengthens period to
approximately 29 h, and the per’ mutation elimi-
nates rhythms altogether. Likewise, the #im° muta-
tion abolishes rhythms, the #im’! mutation shortens
circadian period by 0.5 h, and other lesions in tim
can lengthen period to less than 30 h.

‘While the biochemical function of these genes has
been difficult to assess, molecular analysis of their
mode of regulation has been very informative. The
two genes are coregulated and encode physically in-
teracting and mutually dependent proteins that func-
tion in a common feedback loop (see illus.). The per
and tim messenger ribonucleic acid (mRNA) levels
cycle with a circadian rhythm, such that RNA lev-
els are high at the end of the day or beginning of
the night and low at the end of the night. The two
proteins (PER and TIM) also cycle, with protein ac-
cumulation starting in the early evening and peaking
in the middle of the night. As they are accumulating
in the cytoplasm, PER and TIM associate to form het-
erodimers. This association stabilizes PER and per-
mits nuclear entry of both proteins. Thus, while TIM
does not require PER for stability, it is dependent on
PER for nuclear transport. In the nucleus, either one
or both proteins repress the synthesis of their own
mRNAs. Turnover of the two proteins, TIM in the
late night and PER in the early morning, allows RNA
levels to rise once again and the cycle continues.

Advances in 1999 added three components to
this feedback loop. Two of these proteins, Clock
(CLK) and Cycle (CYC), are positive regulators of
per and tim. Both these proteins are transcriptional
activators, which means that they stimulate the
production of per and tim RNA. They do so by inter-
acting with specific deoxyribonucleic acid (DNA) se-
quences called E-boxes that are upstream of protein-
coding regions in the per and tim genes. As might
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Model for the molecular clock with possible sites of interaction with input and output
pathways. The negative signs reflect inhibitory influences of the proteins TIM and PER on
CLK/CYC transcriptional activity, as well as the decrease in levels of PER monomers
brought about by activity of the DBT casein kinase. While TIM levels are known to be
reduced by light, negative notations are not used here because the relationship between
cryptochromes (CRY) and TIM is not known.

be predicted, flies that are deficient in either CLK or
CYC express very low levels of per and tim RNA as
well as protein and, as a result, are arrhythmic. Since
neither PER nor TIM appears to bind DNA, the cur-
rent model for how they repress synthesis of their
own mRNAs is based upon their interactions with
CLK/CYC. Indeed, both PER and TIM bind CLK, and
apparently this interaction inhibits transcriptional ac-
tivation by CLK-CYC.

The third component added to the loop is a casein
kinase produced by the double-time (dbt) gene. This
kinase phosphorylates PER and renders it unstable in
the absence of TIM. In a day-night cycle, as well as
in free-running conditions, PER is increasingly phos-
phorylated as it accumulates, and maximally phos-
phorylated forms are found prior to the daily decay
of the protein. Mutations in dbt affect period length
by acclerating or delaying the rate of PER phospho-
rylation, which in turn affects stability of PER. Like
PER, TIM is cyclically phosphorylated, but the mech-
anisms are not known.

In Neurospora, as well as in cyanobacteria, a simi-
lar transcription-based feedback loop underlies overt
rhythms. However, the genes involved are very differ-
ent, suggesting that clocks evolved more than once,
but each time the same mechanism was used to as-
semble them. Thus, this type of feedback loop would
appear to be the most efficient way of making a
clock. Perhaps the only common feature of clocks in
diverse organisms is a tendency to use proteins that
contain PAS domains. PAS, named after the first three
genes in which it was found (per, aryl hydrocarbon
receptor nuclear translocator, single-minded), is a
protein-protein interaction motif present in the PER,
CLK, and CYC proteins. The Neurospora frq gene,

which is the per-tim equivalent and functions in a
feedback loop, does not contain a PAS domain, but
each of the white collar 1 (wcl) and white collar 2
(wc2) genes, that are also important for Neurospora
rhythms, contains a single PAS repeat. Given that the
wc proteins are required for the light response of
the frq clock gene and other PAS-containing proteins
in lower organisms are associated with photorecep-
tion, it is conceivable that PAS proteins link photore-
ception pathways to central clocks.

In mammals, circadian rhythms appear to use
homologs of the Drosophila genes with some ad-
ditional complexity. For instance, there are three
per genes, all of which cycle in the suprachias-
matic nucleus. Cyclic expression of mammalian tim
(mtim) is controversial, but it is expressed in the
suprachiasmatic nucleus and in a cell culture sys-
tem, mammalian TIM, together with mammalian
PER, can inhibit the transcriptional activity of a
CLK-BMAL1 (mammalian version of CLK-CYC) het-
erodimer. Thus, while a feedback loop has not been
demonstrated within an intact mammal, culture stud-
ies support its existence. In vivo studies are much
more difficult in mammals. Clock is the only mam-
malian gene that was isolated as a result of a forward
genetic screen for circadian rhythm mutations.

Synchronization to light. Light is the predominant
environmental cue that synchronizes the circadian
clock. The mechanisms used by the clock to entrain
to light invariably involve a change in the levels of a
clock component: in Neurospora levels of frg RNA
are increased in response to light, in Drosophila lev-
els of TIM protein are reduced, and in mammals lev-
els of mPerl mRNA are increased (the other mPer
and mTim RNAs can also be induced by light, but
only at certain times of night). If one accepts that
these molecules are timekeepers and their levels
constitute time-of-day cues, then it follows that light
would act by driving the levels in a particular direc-
tion, that is, up or down. It should be mentioned that
in the mammalian suprachiasmatic nucleus other sig-
naling pathways as well as several immediate early
genes (for example, c-fos, c-jun) are also induced in
response to light. The relevance of these molecules
to the clock is not yet understood.

An area that is of great interest is the nature of the
photoreception pathway used by the clock. In flies,
ocular photoreceptors are not essential for circa-
dian entrainment, although they are probably used,
and may even dominate, when present. In mammals,
there is general consensus that the eyes are required.
However, the conventional photoreceptor cells, rods
and cones, that mediate vision are dispensable for
purposes of circadian entrainment. Again, this is not
to say that rods and cones are incapable of trans-
mitting signals to the clock; rather, other cell types,
which presumably contain a novel photoreceptor,
can carry out this function.

The nature of the novel photoreceptor in
mammals is still debatable, although consider-
able attention is focused on the cryptochromes.
Cryptochromes (CRY) are flavin-binding molecules
that belong to a family whose members include



photolyases, which are DNA repair enzymes, and ho-
mologous proteins which are not photolyases and
were first shown to be blue light photoreceptors
in Arabidopsis. The latter are called cryptochromes,
and it is now known that they function as circadian
photoreceptors in plants and flies. In mammals, cryp-
tochromes appear to be essential for free-running
clock function, and their identity as photorecep-
tors remains to be proven. Expression of the cryp-
tochromes cycles in both flies and mammals; in mam-
mals this may be explained by their role in clock
activity, but in flies it is of unknown significance. In-
terestingly, cryptochromes, like the clock genes, are
expressed in many mammalian body tissues that, to
date, are not associated with clock function.

Output signals. How the circadian clock conveys
time-of-day information to the rest of the organism
and produces rhythmic molecular, behavioral, and
physiological outputs is a big unknown. At a molec-
ular level, it is believed that clock genes affect out-
put through transcriptional regulation. Thus, when
PER-TIM enter the nucleus to regulate their own tran-
scription, they presumably also regulate downstream
genes that are targets of CLK/CYC. Genes that cycle
under control of the clock have, in fact, been identi-
fied in several organisms, but the links between these
genes and the clock or between these genes and the
overt rhythm are yet to be determined.

The most direct link between clock genes and a
known clock output comes from analysis of the gene
encoding vasopressin, a peptide whose levels cycle
in the suprachiasmatic nucleus. Suprachiasmatic nu-
cleus vasopressin acts locally to regulate neuronal
activity and is also released to other brain regions.
A recent study showed that the vasopressin gene is
transcriptionally regulated by the CLK, BMALL, PER,
and TIM proteins in a manner analogous to that de-
scribed above for per and tim; that is, an E-box in the
vasopressin promoter mediates transcriptional acti-
vation by CLK-BMAL1, and this activation is inhibited
by PER-TIM. While these studies were conducted in a
cell culture system, CLK-dependence of vasopressin
cycling is supported by the observation that vaso-
pressin does not cycle in CLK/CLK mutant mice.

The area of clock output is clearly going to be the
focus of intense research for many years. It is likely
that these studies will have relevance not only for
chronobiology but also for a general understanding
of physiological processes, such as sleep and hor-
mone action, which happen to be controlled by the
clock. See MIGRATORY BEHAVIOR; REPRODUCTIVE BE-
HAVIOR. Amita Sehgal
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Biological oxidation

A biochemical reaction involving the transfer of a
negatively charged electron from one organic com-
pound to another organic compound or to oxygen.
When a compound loses an electron, or is oxidized,
another compound gains the electron, or is reduced.
Oxidation-reduction (redox) reactions represent the
main source of biological energy. Redox reactions
occur simultaneously, and one does not occur with-
out the other. The principal sources of reductants
for animals are the numerous breakdown products
of the major foodstuffs: carbohydrates, fats, and pro-
teins. Energy release from these substances occurs in
a stepwise series of hydrogen and electron transfers
to molecular oxygen. See OXIDATION-REDUCTION.
Biological oxidation-reduction reactions. There are
four prevalent varieties of biological redox reactions.
Direct transfer of electron. In one type of redox reac-
tion, an electron is transferred directly from a donor
to an acceptor [reaction (1)]. In this process, an elec-

Cytochrome ¢ (Fe>*) + cytochrome b (Fe?*) —

cytochrome ¢ (Fe?*) + cytochrome b (Fe**) (1)

tron is removed from the ferrous iron (Fe*™) of a pro-
tein called cytochrome b and is transferred to the
ferric iron (Fe**) of cytochrome ¢. Cytochrome c is
the oxidizing agent, or oxidant, and cytochrome b
is the reducing agent, or reductant. The cytochromes
are a family of heme proteins; the heme group is
an iron-porphyrin system similar to that found in
hemoglobin, the protein that gives red blood cells
their color. See CYTOCHROME.

Electrons transferred with protons. In a second type of
redox reaction, electrons are transferred with pro-
tons in a process formally equivalent to the transfer
of a hydrogen atom, which is made up of two posi-
tively charged protons and two negatively charged
electrons (2H' + 2e7). The enzyme pyruvate de-
hydrogenase functions in this fashion. This enzyme
complex contains tightly bound flavin adenine di-
nucleotide (FAD). Pyruvate dehydrogenase mediates
reaction (2).

Pyruvate + coenzyme A + pyruvate dehydrogenase-FAD —
acetyl-coenzyme A + carbon dioxide
+ pyruvate dehydrogenase-FADH, (2)

Coenzyme A (for acylation) functions in the trans-
fer of acyl [R—C(=0O)—] groups, and pyruvate is
a breakdown product of glucose. In reaction (2),
pyruvate donates the equivalent of a hydrogen
molecule to FAD, the oxidizing agent. See COEN-
ZYME; ENZYME.
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Transfer of hydride ion. In a third type of redox re-
action, a hydride ion (H:") is transferred; the hy-
dride ion consists of a proton and two electrons
and bears a negative charge. This is illustrated in the
final portion of the pyruvate dehydrogenase reac-
tion (3) where the hydride ion is transferred from

Pyruvate dehydrogenase-FADH, + NAD" —
pyruvate dehydrogenase-FAD + NADH + HT  (3)

tightly bound FADH, to nicotinamide adenine di-
nucleotide (NAD™). NAD™ functions as the oxidizing
agent. FAD is alternately reduced by pyruvate and
reoxidized by NAD". In order for such reactions to
continue, the reduced coenzyme (NADH) has to be
reoxidized by another substance. NAD™ and nicoti-
namide dinucleotide phosphate (NADP™) are deriva-
tives of the vitamin niacin. Some enzymes use NAD "
as oxidant, others use NADP", and still others can use
either NAD" or NADP™. See NICOTINAMIDE ADENINE
DINUCLEOTIDE (NAD+); NICOTINAMIDE ADENINE DI-
NUCLEOTIDE PHOSPHATE (NADP+).

Electron transfer via direct reaction with oxygen. In a fourth
type of oxidation-reduction, molecular oxygen (O;)
reacts directly with the reductant. This can be a
monooxygenase or a dioxygenase process. In a
monooxygenase reaction, one atom of O is reduced
to H,O and the other is incorporated in the prod-
uct [reaction (4)]. Phenylalanine, an amino acid, is

Phenylalanine + tetrahydrobiopterin + 0, —
tyrosine + H,0 + dihydrobiopterin = (4)

oxidized to tyrosine, an amino acid that contains a
hydroxyl group. The reaction is catalyzed by phen-
ylalanine hydroxylase.

In a dioxygenase reaction, both atoms of molec-
ular oxygen can be incorporated into an organic
molecule [reaction (5)]. Both atoms of oxygen occur

Homogentisate + 0, — 4-maleylacetoacetate (©))

in 4-maleylacetoacetate. Homogentisate is a break-
down product of the amino acids phenylalanine and
tyrosine.

Molecular oxygen exhibits two properties that
make it a good oxidant. First, oxygen is very elec-
tronegative (second only to fluorine) and tends to
attract electrons to it. Second, oxygen is electron-
deficient. Each oxygen atom in the molecule lacks
a complete octet of electrons. When oxygen reacts
with two molecules of hydrogen, two molecules of
water form, and the oxygen in water has a complete

octet of electrons [reaction (6)], which is a more

H
HiH+:0:0:+HXH > :0xH+Hx0: (6
H

stable condition. (The electrons in molecular oxy-
gen are represented by the dots, and the electrons in
molecular hydrogen are represented by x’s.)

Oxidative phosphorylation. Oxidative phosphoryla-
tion is responsible for most of the adenosine triphos-
phate (ATP) generated in animals, plants, and many
bacteria. The transfer of electrons from NADH or
FADH, to oxygen sustains the synthesis of ATP
from adenosine diphosphate (ADP) and inorganic
phosphate (P) by oxidative phosphorylation. Oxida-
tive phosphorylation requires an electron transport
chain in a membrane, O,, and an ATP synthase. See
ADENOSINE TRIPHOSPHATE (ATP).

Mitochondrial electron transport. The components of the
electron transport chain are found in the inner mito-
chondrial membrane of animal and plant cells. The
electron transport chain consists of four indepen-
dent protein complexes (I, II, III, and IV). Coenzyme
Q and cytochrome c transport electrons between the
complexes. The transfer of electrons from reductant
to oxidant is energetically favorable.

NADH, which is generated by pyruvate dehydro-
genase [reaction (3)] and many other processes,
donates its electrons to complex I (see illus.). Elec-
trons are transferred from complex I to coenzyme
Q to produce coenzyme QH,. The flavin dehydro-
genases, such as succinate dehydrogenase (complex
ID), transport electrons to coenzyme Q. (Succinate
dehydrogenase is one of the enzymes of the Krebs
tricarboxylic acid cycle.) Coenzyme QH,, in turn,
donates its electrons to complex III. Cytochrome ¢
carries an electron from complex III to complex IV,
or cytochrome oxidase. The cytochrome oxidase re-
action of complex IV accounts for more than 95%
of all oxygen consumed by humans. See CITRIC ACID
CYCLE; MITOCHONDRIA.

Proton translocation in oxidative and photosynthetic phos-
phorylation. The chemiosmotic theory proposed by
Peter Mitchell in 1961 provides the conceptual
framework for understanding the mechanism of ox-
idative phosphorylation. The redox reactions of elec-
tron transport provide energy for the translocation
of protons (H') from the inside (matrix) of the mi-
tochondria to the space between its inner and outer
membranes. Electron transport generates and main-
tains an electrochemical proton concentration dif-
ference across the inner membrane. An analogous

NADH <—> | Complex| |<—s> CoQ/CoQH, «<—> Complexll | . .+, .| ComplexIV 0, +4H"
0Q/CoQH, cyt b and ¢; y cyt aand as 2H,0

Succinate «<—>| Complex Il

Overview of the mitochondrial electron transport chain.



situation occurs in aerobic bacteria, in which pro-
tons are translocated from the interior to the exte-
rior of the cell membrane. The protons return into
mitochondrial matrix, or bacterial cells, through a
membrane-bound ATP synthase, and this energeti-
cally downhill process drives the energetically uphill
conversion of ADP and P; to ATP. Photophosphoryla-
tion in photosynthetic cells occurs by an analogous
mechanism, except that light provides the energy to
generate reductants for an electron transport chain.
See PHOTOSYNTHESIS.

Reactive oxygen species. The reaction of oxygen
with a single electron results in the formation of the
superoxide anion radical [reaction (7)]. Superoxide

0, +e” — 0; (@)

formation can occur by the spontaneous (nonenzy-
matic) reaction of oxygen with ferrous ion or reac-
tive oxidation-reduction intermediates. Superoxide
is a reactive substance that can cause the modifica-
tion of cellular proteins, nucleic acids, and lipids in
membranes, and is therefore toxic.

Superoxide dismutase is the enzyme that catalyzes
the conversion of two superoxide anions and two
protons to oxygen and hydrogen peroxide [reaction
(8)]. Superoxide dismutase plays a pivotal role in pro-

205 + 2HT — 02 + H202 ®

tecting cells against oxygen toxicity.

Hydrogen peroxide is a reactive substance that
can modify cellular macromolecules, and it is toxic.
Hydrogen peroxide is converted to oxygen and
water in a process mediated by the enzyme catalase
[reaction (9)].

Hy02 — Hp0 +1/,0; ©)

A third toxic oxygen derivative is the hydroxyl
free radical. The hydroxyl free radical is more re-
active and toxic than superoxide and peroxide. The
hydroxyl free radical (denoted by the dot) can be
formed through a nonenzymatic reaction of hydro-
gen peroxide with ferrous iron [reaction (10)]. The

H,0, + Fe?™ — Fe3* 4+ OH™ + OH° (10)

hydroxyl free radical is also formed by the reaction of
superoxide with hydrogen peroxide [reaction (11)].

H202 +0, — 0o +OH™ 4 OH® an

In addition, the hydroxyl free radical can be formed
by the radiolysis of water produced by cosmic rays,
x-rays, and other energetic electromagnetic radia-
tion. The hydroxyl free radical reacts with and modi-
fies cellular macromolecules. A widespread enzyme,
glutathione peroxidase, mediates the destruction of
hydroxyl free radicals [reaction (12)]. Glutathione

20H® + 2GSH — 2H,0 + GSSG a2

(GSH) is a peptide consisting of three amino acid
residues, and its —SH group is the reductant. More-
over, a hydroxyl free radical can be destroyed by

Biological productivity

its reaction with ascorbate (vitamin C), S-carotene
(vitamin A), or vitamin E. These actions may play
a role in the beneficial and protective antioxi-
dant effects of these vitamins. See ANTIOXIDANT.
Robert Roskoski, Jr.
Bibliography. J. M. Berg, J. L. Tymoczko, and
L. Stryer, Biochemistry, 5th ed., 2001; C. Math-
ews, K. Van Holde, and K. Ahern, Biochemistry, 3d
ed., 2000; D. L. Nelson and M. M. Cox, Lebninger
Principles of Biochemistry, 3d ed., 2000; D. G.
Nicholls and S. J. Ferguson, Bioenergetics 3, 2002; R.
Roskoski, Biochemistry, 1996.
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Biological productivity

The amount and rate of production which occur in
a given ecosystem over a given time period. It may
apply to a single organism, a population, or entire
communities and ecosystems. Productivity can be
expressed in terms of dry matter produced per area
per time (net production), or in terms of energy pro-
duced per area per time (gross production = respi-
ration + heat losses 4+ net production). In aquatic
systems, productivity is often measured in volume
instead of area. See BIOMASS.

Ecologists distinguish between primary productiv-
ity (by autotrophs) and secondary productivity (by
heterotrophs). Plants have the ability to use the en-
ergy from sunlight to convert carbon dioxide and
water into glucose and oxygen, producing biomass
through photosynthesis. Primary productivity of a
community is the rate at which biomass is produced
per unit area by plants, expressed in either units
of energy [joules/(m?)(day)] or dry organic matter
[kg/(m?)(year)]. The following definitions are useful
in calculating production: Gross primary production
(GPP) is the total energy fixed by photosynthesis
per unit time. Net primary production (NPP) is the
gross production minus losses due to plant respira-
tion per unit time, and it represents the actual new
biomass that is available for consumption by het-
erotrophic organisms. Secondary production is the
rate of production of biomass by heterotrophs (an-
imals, microorganisms), which feed on plant prod-
ucts or other heterotrophs. See PHOTOSYNTHESIS.

Productivity is not spread evenly across the planet.
For instance, although oceans cover two-thirds of
Earth’s surface, they account for only one-third of the
Earth’s productivity: it is estimated that the global
terrestrial primary productivity is approximately
120 x 10 tons of dry weight per year, while the sea
primary productivity is estimated at approximately
60 x 10? tons per year. Furthermore, the factors that
limit productivity in the ocean differ from those limit-
ing productivity on land, producing differences in ge-
ographic patterns of productivity in the two systems.
In terrestrial ecosystems, productivity shows a latitu-
dinal trend, with highest productivity in the tropics
and decreasing progressively toward the Poles; but
in the ocean there is no latitudinal trend, and the
highest values of net primary production are found
along coastal regions.
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In the ocean, primary productivity is controlled by
light and nutrient availability. Oceans do not show
a gradient of productivity from the Equator to the
Poles. Instead, there is a vertical productivity gradi-
ent, depending on the rate at which light decreases
with depth. Primary production in the oceans is rel-
atively low in the surface, due to excessive light, and
is highest at 10-30 m (33-100 ft) depth. If light were
the main factor controlling productivity in the ocean,
an increasing productivity gradient should be seen in
moving toward the Equator. However, some parts of
the tropics and subtropics are very unproductive,
while the Antarctic Ocean is one of the most pro-
ductive oceanic regions. In the ocean, nutrients are
often the factor limiting primary productivity. Nutri-
ent concentration tends to be high in the deep water
and low in the surface layers, where plankton lives.
The highest-net-productivity areas in the ocean are
found along coastal regions, where seawater mixes
with nutrient-rich estuarine water, and in regions of
upwelling, where nutrient-rich deep-ocean water is
brought to the surface. As a consequence, in the
ocean there are areas of high productivity even at
high latitudes and low temperatures. The nutrients
that most commonly limit productivity in the ocean
are phosphorus, nitrogen, and iron. Different areas
in the ocean are limited by different nutrients. An
experiment in the Sargasso Sea demonstrated that
nutrients are the limiting factor in this area of low
productivity. If nitrogen and phosphorus but no iron
were added, primary productivity barely increased.
The addition of iron stimulated primary productiv-
ity but only for a short time. The addition of phos-
phorus, nitrogen, and iron increased productivity for
prolonged periods, suggesting that although iron is
the most limiting nutrient, availability of phosphorus
and nitrogen in the region is also very low.

In terrestrial communities, primary productivity is
correlated to actual evapotranspiration: the amount
of water lost to the atmosphere by evaporation from
the ground and by transpiration from the vegetation.
Evapotranspiration is a measure of solar radiation,
temperature, and rainfall, and primary productivity
increases with actual evapotranspiration. Direct radi-
ation from the Sun and temperature tend to increase
toward the Equator. When water is not limited, pho-
tosynthetic rate increases with radiant energy and
with temperature, and this translates into higher pri-
mary productivity. Other factors, such as leaf area
and water-holding capacity of the soil, will affect
evapotranspiration, and thus primary production.
For example, in areas with no water shortage, plants
will tend to have broad leaves, which will allow them
to capture solar radiation and increase the circulation
of air inside the leaves, where photosynthesis occurs.
In these areas, primary productivity will tend to be
high. In contrast, in areas where water is a limiting
resource, plants will tend to have smaller leaf area
to reduce water loss, reducing transpiration rate but
also reducing photosynthetic rate. Finally, primary
productivity in terrestrial communities can be lim-
ited by nutrients—nitrogen being the most common
limiting nutrient.

To illustrate productivity at an ecosystem level,

TABLE 1. Energy flow of autotrophic and heterotrophic
production and respiration in lightly grazed shortgrass
prairie at Pawnee Site, Colorado, 1972*

Production, Respiration,
Energetic parameters kJ/m? kJ/m?
Autotrophic activity
Gross primary production 21,900
Net primary production 14,455 7,445
Aboveground 2,165 5,725
Belowground 12,290 1,720

Heterotrophic activity

Herbivory 99 242
Decomposers 2,930 9,640

*“Lightly grazed” indicated 1 steer per 10.8 hectares or per 4.32
acres over 180 years.

SOURCE: Modified from D. C. Coleman et al., Energy flow and
partitioning in selected man-managed and natural ecosystems, Agro-
ecosystems, 3:45-56, 1976.

a terrestrial ecosystem is used in Table 1. For a
lightly grazed shortgrass prairie, the gross rate of pho-
tosynthesis was 21,900 kJ/m? over 180 days. After
accounting for respiration losses from the plants
(7450 KkJ), a net production of 14,455 KJ remained.
This net primary production, partitioned as above-
and belowground, flows principally into the decom-
position pathways. The predominant flow of energy
of primary production thus goes to the decomposers
(bacteria, fungi, and detritivores). Although animal
heterotrophs account for only a small fraction of
the total energy flow (2-4%), they may play a syn-
ergistic or catalytic role in subsequent new plant
production.

Production of agroecosystems and natural systems
can be compared using net ecosystem production
(NPP — respiration of heterotrophs) and ecosystem
metabolism (GPP/net ecosystem respiration = au-
totrophic + heterotrophic respiration). Production
and respiration in more mature ecosystems are nearly
in balance, while there is more harvestable pro-
duction in an agroecosystem (production greater
than respiration) [Table 2]. Unfortunately, there is
little information for many agroecosytems concern-
ing belowground energy costs. Much of the ex-
isting information on production refers to readily
harvested fibrous material; yet there may be consid-
erable amounts of root exudates and sloughed cells
produced in addition to the fibrous roots. These ex-
udates represent an additional “cost of doing busi-
ness” for plants in either old-growth forest or annual
field crops. For example, it has been estimated that
perhaps 23-25% of the carbon fixed by photosyn-
thesis in a rice crop goes to furnish root exudates for
rhizosphere (root-associated) microflora active in ni-
trogen fixation. This is an important link between
carbon-energy flow and nutrient cycling. See AGRO-
ECOSYSTEM.

The production and activity of certain microflora
may be of considerable importance to plant growth
in a wide variety of terrestrial ecosystems. Thus var-
ious beneficial root-associated fungi (mycorrhizae)
may facilitate uptake of a limiting nutrient, such as
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TABLE 2. Annual production and respiration [kJ/(m?)(year)] in growth-type and more mature ecosystems™*
Types of ecosytems
Alfalfa field Young pine Shortgrass prairie 80-year deciduous
Energetic parameters U.S) plantation (U.K.) (Table 1) forest (Tennessee)
Gross primary production (GPP) 102,190 51,095 21,900 117,165
Autotrophic respiration (Ra) 38,530 19,685 7,445 76,220
Net primary production (NPP) 63,660 31,410 14,455 40,940
Heterotrophic respiration (Ry) 12,565 19,265 9,965 38,410
Net ecosystem production 51,095 12,145 4,495 2,530
(NEP = NPP—Ry)
Net ecosystem respiration 51,095 38,950 17,410 114,635
(Re = Ra + Rn)
Ecosystem metabolism 2.00 1.31 1.26 1.02
(GPP/RE)
“Systems are arranged in decreasing magnitudes of net ecosystem production.

phosphorus, permitting a doubling of harvestable
shoot production of plants such as clover. However,
the net carbon energy cost to the plant is quite low:
approximately 1% of the total carbon allocation of
the host plant. See MYCORRHIZAE.

It is apparent that the important aspects of bio-
logical productivity must be defined carefully. De-
pending on management techniques, the amount
and activity of beneficial microorganisms, such as
mycorrhizae, may have an importance equal to that
of the crop species of interest. A holistic approach
should be important to manage ecosystems using
lower inputs of fossil fuels for tillage and fertiliz-
ers. See ECOLOGICAL ENERGETICS; ECOSYSTEM; FOOD
WEB. David C. Coleman; Ellen Gryj
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Biological specificity

The orderly patterns of metabolic and developmen-
tal reactions giving rise to the unique characteris-
tics of the individual and of its species. It is one
of the most widespread and characteristic proper-
ties of living organisms. Biological specificity is most
pronounced and best understood at the cellular and
molecular levels of organization, where the shapes
of individual molecules allow them to selectively rec-
ognize and bind to one another. The main princi-
ple which guides this recognition is termed comple-
mentarity. Just as a hand fits perfectly into a glove,
molecules which are complementary have mirror-
image shapes that allow them to selectively bind to
each other.

This ability of complementary molecules to specif-
ically bind to one another plays many essential roles
in living systems. For example, the transmission of
specific hereditary traits from parent to offspring de-
pends upon the ability of the individual strands of
a deoxyribonucleic acid (DNA) molecule to specifi-
cally generate two new strands with complementary
sequences. Similarly, metabolism, which provides or-
ganisms with both the energy and chemical building
blocks needed for survival, is made possible by the
ability of enzymes to specifically bind to the sub-
strates whose interconversions they catalyze. See DE-
OXYRIBONUCLEIC ACID (DNA); ENZYME; METABOLISM.

In addition to metabolism and DNA replication,
many other attributes of living systems depend upon
specific recognition between molecules. During em-
bryonic development, for example, individual cells
associate with each other in precise patterns to
form tissues, organs, and organ systems. These or-
dered interactions are ultimately dependent upon
the ability of individual cells to recognize and specif-
ically bind to other cells of a similar type. The ex-
istence of such preferential cell-cell interactions can
be demonstrated experimentally by isolating individ-
ual cells from two different tissues and then mixing
the two populations together in a test tube. If liver
cells are mixed with cartilage cells, for example, the
liver cells will preferentially bind to other liver cells,
while the cartilage cells will adhere to other car-
tilage cells. This ability of cells to selectively bind
to other cells of the same type is based upon spe-
cific recognition between molecules located at the
cell surface. See CELL ADHESION; DEVELOPMENTAL
BIOLOGY.

In addition to binding to one another, cells can
also interact by releasing hormones into the blood-
stream. Though all of an organism’s cells are exposed
to hormones circulating in the bloodstream, only a
small number of target cells respond to any particu-
lar hormone. This selectivity occurs because the spe-
cific receptor molecules to which hormones bind are
restricted to certain cell types. Thus each hormone
exerts its effects on a few selected cell types because
only those cells contain the proper receptor. Specific
receptors are also involved in interactions between
neurotransmitters and the cells they stimulate or
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inhibit, between certain types of drugs and the cells
they affect, and between viruses and the cells they
infect. This last phenomenon has an important in-
fluence on the susceptibility of individuals to virally
transmitted diseases. The reason that humans are re-
sistant to infection by viruses which destroy bacteria,
for example, is that human cells do not contain the
cell-surface receptors present in bacterial cells. See
ENDOCRINE MECHANISMS; HORMONE.

Although most examples of biological specificity
are based upon interactions occurring at the molec-
ular level, such phenomena affect many properties
manifested at the level of the whole organism. The
ability of individuals to defend against infectious
diseases, for example, requires the production of
antibody molecules which specifically bind to bac-
teria and viruses. The fertilization of an egg by a
sperm is facilitated by specific recognition between
molecules present on the surfaces of the sperm and
egg cells. Finally, even communication between or-
ganisms can be mediated by specific chemical sig-
nals, called pheromones. Such chemical signals are
utilized in trail marking by ants and bees, in terri-
tory marking by certain mammals, and as sexual at-
tractants. Specific molecular interactions thus exert
influences ranging from the replication of genes to
the behavior of organisms. See CHEMICAL ECOLOGY;
FERTILIZATION (ANIMAL); IMMUNOLOGY; MOLECULAR
BIOLOGY; PHEROMONE. Lewis J. Kleinsmith
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Biologicals

Biological products used to induce immunity to vari-
ous infectious diseases or noxious substances of bio-
logical origin. The term is usually limited to immune
serums, antitoxins, vaccines, and toxoids that have
the effect of providing protective substances of the
same general nature that a person develops naturally
from having survived an infectious disease or hav-
ing experienced repeated contact with a biological
poison. As a matter of governmental regulatory con-
venience, certain therapeutic substances which have
little to do with conferring immunity have been clas-
sified as biological products primarily because they
are derived from human or animal sources and are
tested for safety by methods similar to those used for
many biological products. See IMMUNITY.

Immune serums. One major class of biologicals in-
cludes the animal and human immune serums. All
animals, including humans, develop protective sub-
stances in their blood plasma during recovery from
many (but not all) infectious diseases or following
the injection of toxins or killed bacteria and viruses.
These protective substances called antibodies usu-
ally are found in the immunoglobulin fraction of the
plasma and are specific since they react with and
neutralize only substances identical or closely sim-
ilar to those that caused them to be formed. Thus
serum containing antibodies induced by injections
of diphtheria toxin neutralizes diphtheria toxin, but
not tetanus toxin. See ANTIBODY; IMMUNOGLOBULIN;
SERUM.

Antibody-containing serum from another animal
is useful in the treatment, modification, or preven-
tion of certain diseases of humans when it is given
by intramuscular or intravenous injection. The use
of these preformed “borrowed” antibodies is called
passive immunization, to distinguish it from active
immunization, in which each person develops his or
her own antibodies. Passive immunization has the
advantage of providing immediate protection, but it
is temporary because serum proteins from other an-
imals and even from other humans are rapidly de-
stroyed in the recipient.

Types. Serums which contain antibodies active
chiefly in destroying the infecting virus or bacterium
are usually called antiserums or immune serums;
those containing antibodies capable of neutralizing
the secreted toxins of bacteria are called antitoxins.
Immune serums have been prepared to neutralize
the venoms of certain poisonous snakes and black
widow spiders; they are called antivenins.

Because all products used for passive immuniza-
tion are immune serums, or globulin fractions from
such serums, they are named to indicate the diseases
that they treat or prevent, the substances that they in-
hibit or neutralize, the animal from which they came,
and whether they are whole serums or the globulin
fractions thereof. Thus there is, for example, antiper-
tussis immune rabbit serum, measles immune glob-
ulin (human), diphtheria antitoxic globulin (horse),
tetanus immune globulin (human), and anti-Rh, (D)
gamma globulin ¢(human).

Preparation. The general methods of preparation of
various immune serums and antitoxins differ only
in details. Horses, cows, rabbits, or humans are in-
jected with slowly increasing amounts of either the
virus, bacterium, toxin, erythrocyte, or venom as
antigens against which immunity is to be developed.
These agents are usually treated with chemicals to
render them noninfectious or nontoxic before injec-
tion. Injections are given over several months and
the animals respond by producing relatively large
amounts of specific antibody against the injected ma-
terial. When the antibody concentration has reached
a high level in the blood, the animals are bled and
the blood is allowed to clot. The liquid serum can be
separated from the blood cells after the clot has con-
tracted. This serum is usually fractionated chemically
to obtain the concentrated antibody-globulin frac-
tion free of albumin and other nonantibody fractions.
The antibody-globulin fraction may be digested with
enzymes to remove other extraneous components.
The antibody solution is then sterilized by filtration
through a bacteriaproof filter, and a small amount of
preservative antibacterial chemical is added to pro-
tect the solution from bacterial contamination dur-
ing administration.

Standardization. Each lot of immune serum or glob-
ulin concentrate is tested to make certain that it
is sterile, free of fever-producing impurities (pyro-
gens), and free of accidentally introduced poisonous
materials. In addition, each serum is tested to de-
termine the antibody concentration in it. Although
methods vary, depending upon the type of immune



serum, potency is usually measured by determining
the amount of antibody that is required to protect
mice or guinea pigs from the fatal effects of a stan-
dard amount of the living infectious agent or of the
corresponding toxin. When the protective dose of
the unknown serum is compared to the protective
dose of a standard antitoxin or reference immune
serum, it is possible to calculate the relative potency
in the serum or globulin concentrate that is being
tested. The dosages of antitoxins are usually speci-
fied in units. The dosages of antibacterial or antiviral
immune serums or globulin concentrates are usually
expressed in milliliters.

Disadvantages. The use of animal immune serums for
prevention of therapy in humans has certain disad-
vantages. The serum proteins themselves may cause
the production of specific antibodies in the recipi-
ent of the immune serum, and thus the person may
become allergically sensitized to the serum protein
of this animal species. Therefore, a second dose of
serum from the same species of animal given weeks,
months, or years later may cause an acute anaphylac-
tic reaction that may be fatal. It is advisable, partic-
ularly in cases in which serum may have been given
to a patient previously, to test for hypersensitivity
by injecting a tiny amount of serum into the skin
of the patient. A positive reaction indicating hyper-
sensitivity is evidenced by the rapid development of
itching, inflammation, and swelling at the site of the
injection. See ANAPHYLAXIS; HYPERSENSITIVITY.

A second and less acute type of reaction result-
ing from the injection of animal immune serum is
so-called serum sickness. About 4-10 days after the
administration of serum, the patient develops fever,
urticarial (hivelike) rash, and sometimes joint pains.
These reactions are not ordinarily fatal.

Many people have significant amounts of measles
and poliomyelitis antibodies in their serums as a re-
sult of recovery from either the clinical diseases or
inapparent infections. Therefore, the globulin con-
centrates from normal pooled human serums col-
lected at random have sufficient antibody to be useful
in preventing or moderating these infections in per-
sons who have been exposed. Such human serum
proteins rarely produce the allergic hypersensitivity
problems that often follow the passive transfer of
animal serum. Enzyme-digested globulins of human
origin have the added advantage of intravenous ad-
ministration.

Active immunity production. Products used to pro-
duce active immunity constitute the other large class
of biological products. They contain the actual tox-
ins, viruses, or bacteria that cause disease, but they
are modified in a manner to make them safe to admin-
ister. Because the body does not distinguish between
the natural toxin or infectious agent and the same
material when properly modified, immunity is pro-
duced in response to injections of these materialsin a
manner very similar to that which occurs during the
natural disease. Vaccines are suspensions of the killed
or attenuated (weakened) bacteria or viruses or frac-
tions thereof. Toxoids are solutions of the chemi-
cally altered specific bacterial toxins which cause

the major damage produced by bacterial infections.
Biological products producing active immunity are
usually named to indicate the disease they immunize
against and the kind of substance they contain: thus
typhoid vaccine, diphtheria toxoid, tetanus toxoid,
measles vaccine, mumps vaccine, and poliomyelitis
vaccine. See VACCINATION.

Antigen modification. Tt is most important that vac-
cines and toxoids be altered in a way to make
them safe, but not so drastically altered that they
will no longer produce immunity. Certain strains of
smallpox, measles, yellow fever, mumps, and polio
viruses, and the tubercle bacillus have been atten-
uated so that, although they can still undergo lim-
ited multiplication in the body, they do not pro-
duce progressive infection or symptoms of disease.
Vaccines made from these strains are called attenu-
ated vaccines. Other viruses are rendered completely
noninfectious by the addition of small amounts
of formaldehyde, and bacteria may be killed with
formaldehyde, phenol, or mercurial compounds.
Vaccines made from these killed infectious agents
are called killed vaccines. Typhoid vaccine, pertussis
(whooping cough) vaccine, and Salk polio vaccine
are examples of this type of product. Many bacte-
rial toxins can be made nontoxic by incubation at
98.6°F (37°C) with small amounts of formaldehyde.
These altered toxins are called toxoids and stimulate
the body to produce antitoxin capable of specifically
neutralizing the toxin. Diphtheria toxoid and tetanus
toxoid are the two most common toxoids used to im-
munize humans.

Vaccine preparation. Bacterial vaccines are usually pre-
pared by growing specially selected strains in suit-
able culture media, harvesting the bacteria from the
media, and suspending them in saline. A killing agent
is added to the bacterial suspension and is allowed
to act at about 98.6°F (37°C) until no bacteria re-
main alive. The bacteria may be extracted or chemi-
cally fractionated to purify the immunizing antigen.
The suspensions or purified antigens are then di-
luted with physiological saline to the desired po-
tency. These vaccines, after testing for sterility, lack
of abnormal toxicity, and immunizing potency, are
ready for use.

Because viruses must be grown in the presence
of living cells, these agents are inoculated into em-
bryonated eggs, live animals, or cultures of living
cells growing in bottles in the laboratory. The egg
fluids, animal tissue juices, or the supernatant fluid
of tissue cultures then contain the viruses. Treatment
with formaldehyde destroys the infectivity of viruses,
and these virus-containing solutions may be used for
immunization after suitable tests to ensure safety,
sterility, and potency. Live virus vaccines are made
with viruses attenuated by serial passage in various
species of animals or tissue cultures. They are grown
in living cells and may be used for immunization after
suitable tests to ensure safety, bacterial sterility, po-
tency, and freedom from adventitious agents. Live
virus vaccines may be given orally (Sabin poliomyeli-
tis vaccine) or injected (measles vaccine). Live virus
vaccines produce subclinical infections that confer
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a durable immunity equivalent to that which occurs
following the natural disease.

Toxoids. With certain toxoids the addition of a small
amount of alum, aluminum hydroxide, or aluminum
phosphate precipitates the toxoid molecules and
changes the solution to a suspension that is more
effective when injected than the original toxoid so-
lution. These precipitated toxoids may be given in
smaller amounts to produce equal or greater im-
munity than that caused by the plain toxoid. Alum-
precipitated diphtheria toxoid is widely used in pref-
erence to plain toxoid.

Multiple immunization. Because it is frequently ex-
pedient to immunize people simultaneously against
several diseases, various immunizing agents have
been combined so that they can be given in a single
series of two or three doses. A combination of per-
tussis vaccine, diphtheria toxoid, and tetanus toxoid
with alum added has become very widely used as an
immunizing agent for babies. Vaccines against three
types of poliomyelitis have been added to this mix-
ture. Combinations of typhoid vaccine and tetanus
toxoid and of measles and smallpox vaccines have
been used.

The combination of a large number of different
immunizing agents within a single immunization
dosage is an exceedingly complex problem because
dosage volume must be kept small and the various
agents must be compatible. This has resulted in much
research on purification and concentration of anti-
gens to reduce their volumes and eliminate toxic
impurities. Tetanus and diphtheria toxoids and in-
fluenza vaccine have been considerably purified, and
chemical fractions of various pathogenic bacteria
(pertussis and cholera vaccines) are used as immu-
nizing agents.

Veterinary use. Because livestock and pets as well
as human beings require protection from infectious
diseases, there is an extensive assortment of veteri-
nary biological products. Many of these are vaccines
and toxoids prepared in the same way as are prod-
ucts for human use.

Blood derivatives. In addition to products for active
and passive immunization, a few other substances of
human or animal origin are also classed (mostly for
regulatory convenience) as biological products. One
group of these is normal human blood plasma and
its derivatives. Whole plasma and serum albumin are
used to combat hemorrhage and shock, and other
fractions are used in the treatment of hemophilia
and for their clotting properties. The use of anti-Rh,
(D) gamma globulin in Rh-negative women at partu-
rition inhibits Rh sensitization and erythroblastosis
fetalis in subsequent offspring. Although they do not
produce immunity to infectious diseases, these sub-
stances require testing for sterility, safety, and free-
dom from pyrogens as to the immune serums. See
BLOOD GROUPS; RH INCOMPATIBILITY.

Diagnostic agents. Another group of biological
products consists of a miscellany of reagents used
in the diagnosis of infectious diseases. These include
immune serums for the serological typing and identi-
fication of pathogenic bacteria and viruses, and var-

ious antigens for the detection of antibodies in pa-
tients’ serums as a means of assisting in diagnosis. In
addition to these substances used in the laboratory
diagnosis of disease, certain extracts of bacteria and
fungi have been prepared for injection into the skin
to detect allergic hypersensitivity. In certain diseases
such as tuberculosis and brucellosis, the patient usu-
ally becomes hypersensitive to certain components
of the infecting organism. Extracts of these organ-
isms injected into the skin of such a person cause in-
flammation, whereas no reaction occurs in a person
who has not been infected. These skin tests therefore
are of assistance in the diagnosis of various infectious
diseases.

Allergenic products are administered to humans
for the diagnosis, prevention, or treatment of aller-
gies to various plant and animal substances. They
usually are suspensions of the allergenic substance
(pollens, feathers, hairs, or danders) in 50% glycerin.
See IMMUNOLOGY. Lee F. Schuchardt
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A natural science concerned with the study of all liv-
ing organisms. Although living organisms share some
unifying themes, such as their origin from the same
basic cellular structure and their molecular basis of
inheritance, they are diverse in many other aspects.
The diversity of life leads to many divisions in biolog-
ical science involved with studying all aspects of liv-
ing organisms. The primary divisions of study in biol-
ogy consist of zoology (animals), botany (plants), and
protistology (one-celled organisms), and are aimed
at examining such topics as origins, structure, func-
tion, reproduction, growth and development, be-
havior, and evolution of the different organisms. In
addition, biologists consider how living organisms
interact with each other and the environment on an
individual as well as group basis. Therefore, within
these divisions are many subdivisions such as molec-
ular and cellular biology, microbiology (the study of
microbes such as bacteria and viruses), taxonomy
(the classification of organisms into special groups),
physiology (the study of function of the organism at
any level), immunology (the investigation of the im-
mune system), genetics (the study of inheritance),
and ecology and evolution (the study of the interac-
tion of an organism with its environment and how
that interaction changes over time).

The study of living organisms is an ongoing pro-
cess that allows observation of the natural world
and the acquisition of new knowledge. Biologists ac-
complish their studies through a process of inquiry
known as the scientific method, which approaches
a problem or question in a well-defined orderly se-
quence of steps so as to reach conclusions. The
first step involves making systematic observations,
cither directly through the sense of sight, smell, taste,



sound, or touch, or indirectly through the use of
special equipment such as the microscope. Next,
questions are asked regarding the observations. Then
a hypothesis—a tentative explanation or educated
guess—is formulated, and predictions about what
will occur are made. At the core of any scientific
study is testing of the hypothesis. Tests or experi-
ments are designed so as to help substantiate or re-
fute the basic assumptions set forth in the hypothe-
sis. Therefore, experiments are repeated many times.
Once they have been completed, data are collected
and organized in the form of graphs or tables and
the results are analyzed. Also, statistical tests may
be performed to help determine whether the data
are significant enough to support or disprove the hy-
pothesis. Finally, conclusions are drawn that provide
explanations or insights about the original problem.
By employing the scientific method, biologists aim
to be objective rather than subjective when inter-
preting the results of their experiments. Biology is
not absolute: it is a science that deals with theo-
ries or relative truths. Thus, biological conclusions
are always subject to change when new evidence
is presented. As living organisms continue to evolve
and change, the science of biology also will evolve.
See ANIMAL; BOTANY; CELL BIOLOGY; ECOLOGY; GE-
NETICS; IMMUNOLOGY; MICROBIOLOGY; PLANT; TAX-
ONOMY; ZOOLOGY. Lee Couch

Bibliography. N. A. Campbell, Biology, 3d ed.,
1993; H. Curtis and N. S. Barnes, Biology, 5th ed.,
1989; R. H. Saigo and B. Saigo, Careers in Biology 11,
1988.

1
Bioluminescence

The emission of light by living organisms that is visi-
ble to other organisms. The enzymes and other pro-
teins associated with bioluminescence have been de-
veloped and exploited as markers or reporters of
other biochemical processes in biomedical research.
Bioluminescence provides a unique tool for investi-
gating and understanding numerous basic physiolog-
ical processes, both cellular and organismic.
Luminous organisms. Although rare in terms of the
total number of luminous species, bioluminescence
is phylogenetically diverse, occurring in many differ-
ent groups (Table 1). Luminescence is unknown in
higher plants and in vertebrates above the fishes, and
is also absent in several invertebrate phyla. In some
phyla or taxa, a substantial proportion of the gen-
era are luminous (for example, ctenophores, about
50%; cephalopods, greater than 50%; echinoderms
and annelids, about 4%). Commonly, all members of
a luminous genus emit light, but in some cases there
are both luminous and nonluminous species.
Bioluminescence is most prevalent in the ma-
rine environment; it is greatest at midocean depths,
where some daytime illumination penetrates. In
these locations, bioluminescence may occur in over
95% of the individuals and 75% of the species in fish,
and about 85% of the individuals and 80% of the
species in shrimp and squid. A midwater luminous

Bioluminescence

TABLE 1. Major groups having luminous species
Group Features of luminous displays

Bacteria Organisms glow constantly; system is
autoinduced

Fungi Mushrooms and mycelia produce
constant dim glow

Dinoflagellates Flagellated algae flash when disturbed

Coelenterates Jellyfish, sea pansies, and comb jellies
emit flashes

Annelids Marine worms and earthworms exude
luminescence

Mollusks Squid and clams exude luminous
clouds; also have photophores

Crustacea Shrimp, copepods, ostracods; exude
luminescence; also have
photophores

Insects Fireflies (beetles) emit flashes; flies
(diptera) glow

Echinoderms Brittle stars emit trains of rapid flashes

Fish Many bony and cartilaginous fish are
luminous; some use symbiotic
bacteria; others are self-luminous;
some have photophores

fish (Cyclothone) is considered to be the most abun-
dant vertebrate on the planet. Where high densities
of luminous organisms occur, their emissions can ex-
ert a significant influence on the communities and
may represent an important component in the ecol-
ogy, behavior, and physiology of the latter. Above and
below midocean depths, luminescence decreases to
less than 10% of all individuals and species; among
coastal species, less than 2% are bioluminescent.

Although luminescence is prevalent in the deep
sea, it is not associated especially with organisms
that live in total darkness. There are no known lu-
minous species either in deep fresh-water bodies,
such as Lake Baikal, Russia, or in the darkness of ter-
restrial caves. Luminous dipteran insect larvae live in
caves near the mouths of New Zealand, but they also
occur in the undercut banks of streams, where there
is considerable daytime illumination. Firefly displays
of bioluminescence are among the most spectacu-
lar, but bioluminescence is rare in the terrestrial en-
vironment. Other terrestrial luminous forms include
millipedes, centipedes, earthworms, and snails, but
the display in these is not very bright.

Functions. The functional importance of biolumi-
nescence and its selection in evolution are based
largely on detection by another organism; the re-
sponses of that organism then favor in some way the
luminous individual. In some organisms, such as the
fungi, it is difficult to determine what the function of
the light emission is. Both the mycelium and fruiting
body emit a dim continuous light day and night, but
its function is not evident.

‘While not metabolically essential, light emission
can confer an advantage on the organism. The light
can be used in diverse ways. Most of the perceived
functions of bioluminescence fall into four cate-
gories: defense, offense, communication, and disper-
sal to enhance propagation (Table 2).

Defense. Several different defensive strategies are
associated with bioluminescence: to frighten, to
serve as a decoy, to provide camouflage, and to aid in
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TABLE 2. Functions of bioluminescence
Function Strategy Method and examples
Defense Frighten or startle Bright, brief flashes
Decoy or divert Glow, luminous cloud, sacrificial lure
Camouflage Ventral luminescence during the day, disrupting or
concealing the silhouette seem from below
Offense Frighten or startle Bright flash may temporarily immobilize prey
Lure Glow to attract, then capture prey
Enhance vision See and capture prey
Communication Signals for courtship and mating Specific flashing signals; patterns of light emission
are recognized by the opposite sex
Dispersal, propagation Glow to attract feeders Bacteria ingested by the feeder pass through the gut
tract alive and are thereby dispersed

vision. Organisms may be frightened or diverted by
flashes, which are typically bright and brief (0.1 s);
light is emitted in this way by many organisms. A
glowing object in the ocean often appears to at-
tract feeders or predators. While a luminous organ-
ism would evidently be at risk by virtue of this at-
traction, an organism may create a decoy of exuded
light to attract or confuse the predator, and then may
slip off under the cover of darkness. This is done by
luminous squid, which in the dark squirt a lumines-
cent substance instead of ink, which would be use-
less in such a case. Some organisms sacrifice more
than light: in scaleworms and brittle stars a part of
the body may be shed and left behind as a lumines-
cent decoy to attract the predator. In these cases the
body part flashes while still intact but glows after
detachment—evidence that a flash deters while a
glow attracts.

A unique method for evading predation from
below is to camouflage the silhouette by emitting
light that matches the color and intensity of the
downwelling background light. This has been called
counterillumination, and it is used by many luminous
marine organisms, including fish, to help escape de-
tection.

Offense. Luminescence can aid in predation in sev-
eral ways. Flashes, which are typically used defen-
sively, can be used offensively in order to temporarily
startle or blind prey. A glow can also be used offen-
sively: it can serve as a lure, as in the angler fish. The
prey organism is attracted to the light but is then cap-
tured by the organism that produced the light. Cam-
ouflage may also be used offensively, allowing the
luminous predator to approach its prey undetected.
Vision is certainly useful offensively: prey may be
seen and captured under conditions that are other-
wise dark.

Communication. The use of light for information ex-
change between individuals of a species occurs in
several different ways. Best known is the use of flash-
ing for courtship and mating in fireflies. There are
also numerous examples in the ocean, such as the
Bermuda fireworm, where mating occurs just post-
twilight a few days after the full moon. The females
swim in a tight circle while a male streaks from below
and joins a female, with eggs and sperm being shed in
the ocean in a brilliant luminous circle. Among ostra-
cod crustaceans over shallow reefs in the Caribbean,
males produce complex species-specific trains of

secreted luminous material—“ladders of light”—
which attract females.

Propagation. A continuous light emission serves as
an attractant for feeding organisms, and saprophytic
luminous bacteria typically grow on suitable sub-
strates. After ingestion, the bacteria propagate as
they pass through the gut tract and are then dis-
persed.

Physical and chemical mechanisms. Biolumines-
cence does not come from or depend on light
absorbed by the organism. It derives from an en-
zymatically catalyzed chemiluminescence, a reac-
tion in which the energy released is transformed
into light energy. One of the reaction intermediates
or products is formed in an electronically excited
state, which then emits a photon. See CHEMILUMI-
NESCENCE.

Chemiluminescence. Light emission due to a chemical
reaction is a special case of the general phenomenon
of luminescence, in which energy is specifically
channeled to a molecule. Other kinds of lumines-
cence include fluorescence and phosphorescence,
in which the excited state is created by the prior
absorption of light, or triboluminescence and piezo-
luminescence, involving crystal fracture and electric
discharge, respectively. Electron bombardment, as in
atelevision screen, also produces luminescence. The
color is a characteristic of the excited molecule, ir-
respective of how the molecule was excited. See LU-
MINESCENCE.

Incandescence. In incandescence, excited states are
produced by virtue of the thermal energy. An exam-
ple is the light bulb, in which a filament is heated,
and the color of the light depends on the tempera-
ture (“red hot” reflecting a lower temperature than
“white hot”). See INCANDESCENCE; LIGHT.

Energy. The energy (E) of the photon is related to
the color or frequency of the light: E = hv, where b is
Planck’s constant and v the frequency. In the visible
light range, E is very large in relation to most bio-
chemical reactions. Thus, the energy released by a
mole of photons (6.02 x 10%) in visible wavelengths
is about 50 kcal, which is much more than the energy
from the hydrolysis of a mole of adenosine triphos-
phate (ATP), about 7 kcal. A visible photon is there-
fore able to do a lot of work (photosynthesis) or a lot
of damage (mutation; photodynamic action, which
can kill). Conversely, it takes a reaction which re-
leases a large amount of energy to create a photon.



Mechanism. Chemiluminescence in solution gener-
ally requires oxygen which, in its reaction with a sub-
strate, forms an organic peroxide. The energy from
the breakdown of such peroxides, which should gen-
erate up to 100 kcal per mole, is ample to account
for a product in an electronically excited state, and
such reactions are typically responsible for biolumi-
nescence.

A model of the mechanism in such chemilumi-
nescent reactions is referred to as chemically ini-
tiated electron exchange luminescence (CIEEL). In
this mechanism, peroxide breakdown involves elec-
tron transfer with chemiexcitation. It is initiated by
an electron transfer from a donor species (D) to an
acceptor (A), which is the peroxide bond in this case.
After electron transfer the weak O-O bond cleaves to
form products B and C™. The latter is a stronger re-
ductant than A~, so the electron is transferred back
to D with the concomitant formation of a singlet ex-
cited state D* and emission.

It is useful to think of chemiluminescence as the
reverse of a photochemical reaction. In the primary
step of photosynthesis, for example, the energy of
the excited state of chlorophyll (chl*) gives rise to
an electron transfer, with the consequent formation
of an oxidant and reductant. Most of these redox
species give rise to stable products and ultimately
to CO, fixation. However, some species recombine
and reemit a “delayed light.” This is essentially the
reverse of the reaction, with the formation of the sin-
glet excited state of chlorophyll and its subsequent
emission of a photon. See PHOTOSYNTHESIS.

Biology and biochemistry. Bioluminescence origi-
nated and evolved independently many times, and is
thus not an evolutionarily conserved function. How
many times this may have occurred is difficult to say,
but it has been estimated that present-day luminous
organisms come from as many as 30 different evolu-
tionarily distinct origins. In the different groups of
organisms, the genes and proteins involved are un-
related, and it may be confusing that the substrates
and enzymes, though chemically different, are all re-
ferred to as luciferin and luciferase, respectively. To
be correct and specific, each should be identified
with the organism (Table 3). These differences are
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indicative of the independent evolutionary origins of
the different systems.

Bacteria. Luminous bacteria typically emit a con-
tinuous light, usually blue-green. When strongly
expressed, a single bacterium may emit 10% or
10° photons per second. A primary habitat where
most species abound is in association with another
(higher) organism, dead or alive, where growth and
propagation occur. Luminous bacteria are ubiquitous
in the oceans and can be isolated from most seawa-
ter samples, from the surface to depths of 1000 m
(3280 ft) or more. However, they do not grow in
seawater, as it is a poor growth medium; they occur
there by spilling over from primary habitats.

Associations and symbiosis. The most exotic specific as-
sociations involve specialized light organs (for exam-
ple, in fish and squid) in which a pure dense cul-
ture of luminous bacteria is maintained. In teleost
fishes, 11 different groups carrying such bacteria are
known, an exotic example being the flashlight fish.
Exactly how symbioses are achieved—the initial in-
fection, exclusion of contaminants, nutrient supply,
restriction of growth but maintenance of bright light
emission—is not understood. In such associations,
the host receives the benefit of the light and may
use it for one or more specific purposes; the bac-
teria in return receive a niche and nutrients. How-
ever, many fish are self-luminous, not dependent on
bacteria.

Direct (nonspecific) luminous bacterial associa-
tions include parasitizations and commensals. Intesti-
nal bacteria in marine animals, notably fish, are often
luminous, and heavy pigmentation of the gastroin-
testinal tract is sometimes present, presumably to
prevent the light from revealing to predators the lo-
cation of the fish. Indeed, the light emission of fecal
material, which can be quite bright, is thought to
benefit the bacteria more directly, for example by
attracting feeders and thereby promoting bacterial
dispersion and propagation.

Terrestrial luminous bacteria are rare. The best-
known are those harbored by nematodes parasitic
on insects such as caterpillars. The nematode carries
the bacteria as symbionts and injects them into the
host along with its own fertilized eggs. The bacteria

TABLE 3. Luciferases and related proteins from four groups

Photinus pyralis luciferase ~60

Group Molecular weight, kDa GenBank™

Bacteria

Vibrio fischeri luciferase ~80 (a, 41; B, 39) VIBLUXAB (Vibrio fischeri)

Vibrio fischeri YFP ~28 VIBLUXY (yellow fluorescent protein)

Photobacterium phosphoreum LUMP ~28 PHRLUMP (LUMP proteins)
Dinoflagellates

Gonyaulax luciferase ~135 GONLUCA (Gonyaulax polyhedra)

Gonyaulax LBP ~75 GONLUCIFER (luciferin-binding protein)
Coelenterates

Renilla luciferase ~25 RELLUC (Renilla reniformis)

Aequorea luciferase ~25 AEVAEQA (Aequorea victoria)

Aequorea GFP ~21 AEVGFPA (green fluorescent protein)
Firefly

PPYLUC (Photinus pyralis)
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Fig. 1. Pathways and intermediates in the bacterial luciferase reaction. Luciferase reacts
with reduced flavin from the electron transport pathway using molecular oxygen to form a
flavin-peroxy intermediate. In the subsequent mixed function, oxidation with long-chain
aldehyde hydroxy-FMN is formed in the excited state, and light is thereby emitted. The
acid and FMN products are recycled.

grow, and the developing nematode larvae feed on
them. The dead but now luminous caterpillar attracts
predators, which serves to disperse the nematode
offspring, along with the bacteria.

Biochemistry. The bacterial system is biochemically
unique and is diagnostic for bacterial involvement in
the luminescence of a higher organism, such as en-
dosymbionts. The pathway itself (Fig. 1) constitutes
a shunt of cellular electron transport at the level of
flavin, and reduced flavin mononucleotide is the sub-
strate (luciferin) that reacts with oxygen in the pres-
ence of bacterial luciferase to produce an intermedi-
ate peroxy flavin. This intermediate then reacts with
along-chain aldehyde (tetradecanal) to form the acid
and the luciferase-bound hydroxy flavin in its excited
state. The light-emitting steps have been modeled in
terms of an electron exchange mechanism, and the
quantum yield is estimated to be 20-30%. Although
there are two substrates in this case, the flavin is the
one called luciferin, since it forms, or bears, the emit-
ter. There are enzyme systems that serve to maintain
the supply of tetradecanal, and the oxidized flavin is
likewise recycled (Fig. 1).
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Fig. 2. Organization of the lux genes in Vibrio fischeri.

Antenna proteins. The biochemistry of the reaction is
the same in all luminous bacteria, which typically
emit light peaking at about 490 nanometers. How-
ever, in some bacterial strains the color of the light
emitted by the living cell is blue- or red-shifted, even
though the isolated luciferases still peak at about
490 nm. In both cases a second (antenna) protein
with its own chromophore is responsible—lumazine
and flavin, respectively (Table 3). A functional impor-
tance for such spectral shifts has not yet been eluci-
dated, although strains with a blue-shifted emission
occur at depths of approximately 600 m (1970 ft) in
the ocean.

Luciferases. The proteins themselves are homolo-
gous heterodimeric (a-B) proteins (80 kilodaltons)
in all bacterial species. They possess a single active
center per dimer, mostly associated with the « sub-
unit. Structurally, they appear to be relatively sim-
ple: no metals, disulfide bonds, prosthetic groups,
or non-amino acid residues are involved. The three-
dimensional x-ray crystal structure was reported in
1995, but without the flavin substrate, so the details
of the active center are not yet known. However, a
deep pocket on the o subunit extending to the B sub-
unit may be the catalytic site. The two subunits fold
in a very similar manner, assuming a single-domain
eight-stranded motif with alternating o helices and
B sheets.

The mechanism of the bacterial luciferase reaction
has been studied in great detail. An interesting fea-
ture is its inherent slowness: at 20°C (68°F) about 20 s
is required for a single catalytic cycle. The luciferase
peroxy flavin itself has a long lifetime; at low tem-
peratures [0° to —20°C (32° to —2°F)] it has been iso-
lated, purified, and characterized. It can be further
stabilized by aldehyde analogs such as long-chain al-
cohols and amines, which bind at the aldehyde site.

Genes. Lux genes cloned from several different bac-
terial species exhibit sequence similarities indicative
of evolutionary relatedness and conservation. In Vib-
rio fischeri, the species most extensively studied, the
lux operon has five structural and two regulatory
genes (Fig. 2) with established functions. These in-
clude /ux A and B that code for the « and B subunits
of luciferase, and /ux C, D, and E that code for the
reductase, transferase, and synthetase components
of the fatty acid reductase complex. Upstream, in
the same operon, is the regulatory gene /ux 1, and
immediately adjacent but transcribed in the oppo-
site direction is /ux R, whose product is responsible
for the transcriptional activation of /ux A through
E. Other genes are also subject to this regulation,
including those coding for the antenna proteins re-
sponsible for color shifting.

Regulation. Luminous bacteria are unable to regu-
late emission on a fast time scale (milliseconds, sec-
onds), as in organisms that emit flashes. However,
they typically control the development and expres-
sion of luminescence at both physiological and ge-
netic levels. Physiologically, luciferase and aldehyde
synthesis genes of the lux operon are regulated by a
substance produced by the cells called autoinducer
(a homoserine lactone) such that these genes are



transcribed only after the substance has accumulated
at a high cell density. Autoinducer is a product of the
lux 1 gene and stimulates /zx R. The mechanism has
been dubbed quorum sensing, and similar mecha-
nisms occur in other types of bacteria with differ-
ent genes. The ecological implications are evident:
in planktonic bacteria, a habitat where luminescence
has no value, autoinducer cannot accumulate, and no
luciferase synthesis occurs. However, in the confines
of a light organ, high autoinducer levels are reached,
and the luciferase genes are transcribed.

Transcription of the lux operon is also regulated
by glucose, iron, and oxygen, each of which has eco-
logical implications. But there is also control at the
genetic level: in some species of bacteria, dark (very
dim) variants arise spontaneously, and the synthesis
of the luminescent system does not occur. However,
the /ux genes are not lost and revertants occur, so
that under appropriate conditions, where lumines-
cence is advantageous, luminous forms will be avail-
able to populate the appropriate habitat.

Dinoflagellates. Dinoflagellates occur ubiquitously
in the oceans as planktonic forms in surface waters,
and contribute substantially to the luminescent flash-
ing commonly seen at night (especially in summer)
when the water is disturbed. In phosphorescent bays
(for example, in Puerto Rico and Jamaica), high den-
sities of a single species (Pyrodinium bahamense)
occur; this is also true in red tides, which are blooms
of dinoflagellates. Many species are photosynthetic.

All luminous dinoflagellates are marine, but only
about 30% of the marine species are luminous. As
a group, dinoflagellates are important as symbionts,
notably for contributing photosynthesis and carbon
fixation in animals; but unlike bacteria, no luminous
dinoflagellates are known from symbiotic niches.

Dinoflagellates are stimulated to emit light when
predators (such as crustaceans) are feeding, which
can startle and divert the predator, resulting in a re-
duced predation. The response time to stimulation
(milliseconds) is certainly fast enough to have this
effect. Predation on dinoflagellates may also be im-
peded more indirectly, since predators of the crus-
taceans might be alerted, thereby increasing preda-
tion on the crustaceans themselves.

Cell biology. Luminescence in dinoflagellates is emit-
ted from many small (about 0.4 micrometer) corti-
cal locations. The structures have been identified in
Gonyaulax polybedra as novel organelles, termed
scintillons (flashing units). They occur as outpock-
etings of the cytoplasm into the cell vacuole, like a
balloon, with the neck remaining connected. How-
ever, scintillons contain only dinoflagellate luciferase
and luciferin (with its binding protein), other cy-
toplasmic components somehow being excluded.
Ultrastructurally, they can be identified by immuno-
labeling with antibodies raised against the lumines-
cence, proteins, and visualized by their biolumines-
cent flashing following stimulation, as well as by the
fluorescence of luciferin.

Biochemistry. Dinoflagellate luciferin is a novel
tetrapyrrole related to chlorophyll (Fig. 3). The lu-
ciferase is an unusual 135-kDa protein with three
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(a)

H* 0,
LBP —LH,—LBP + LHgmhv +L=0+H,0
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Fig. 3. Dinoflagellate luciferin (LHy). (@) Structure of this
tetrapyrrole. Oxygen addition occurs at position 132

(b) Schematic of reaction pathway. Luciferin, bound to the
luciferin-binding protein (LBP) at pH 8, is released at pH 6
and is oxidized by luciferase to form an exicited state
emitter (L—0%).

conserved active sites within the single molecule.
The reaction involves the luciferase-catalyzed oxida-
tion of luciferin triggered by a change of the pH from
8 to 6, which releases the luciferin from its bind-
ing protein and activates the luciferase. The flash-
ing of dinoflagellates in vivo is postulated to result
from a rapid and transient pH change in the scintil-
lons, triggered by an action potential in the vacuolar
membrane which, while sweeping over the scintil-
lon, opens ion channels that allow protons from the
acidic vacuole to enter.

Circadian clock control. Cell density and the composi-
tion of the medium have no effect on the develop-
ment and expression of luminescence in dinoflag-
ellates. However, in G. polybedra and some other
dinoflagellates, luminescence is regulated by day-
night light-dark cycles and an internal circadian bi-
ological clock mechanism. The flashing response
to mechanical stimulation is far greater during the
night than during the day phase, and a dim glow ex-
hibits a rhythm (Fig. 4). The regulation is due to an
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Fig. 4. Circadian rhythm of the steady glow of
bioluminescence in Gonyaulax. The culture, grown in a 24-h
light-dark cycle, was transferred to constant light on the
first day. Measurements of the spontaneous light emission
were made about once every hour for the subsequent

18 days. The period of the rhythm is about 25 h.
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Fig. 5. Luciferin structures. (a) Coelenterate luciferin (coelenterazine) and its reaction with oxygen to give a postulated cyclic
peroxide intermediate and then an excited emitter in the light-emitting reaction. (b) Firefly luciferin and the analogous

intermediates in the firefly luciferase reaction.

endogenous mechanism; cultures maintained under
constant conditions continue to exhibit rhythmicity
for weeks, with a period that is not exactly 24 h but
about one day (circa diem).

The nature of the circadian clock remains an
enigma. In humans and other higher animals, where
it regulates the sleep-wake cycle and many other
physiological processes, the mechanism involves the
nervous system. But it also occurs in plants and uni-
cellular organisms, which lack neural control. In the
case of G. polybedra, daily changes occur in the cel-
lular concentrations of both luciferase and luciferin
and its binding protein: the proteins are synthesized
and destroyed each day. Hence, the biological clock
exerts control at a very basic level, by controlling
gene expression.

Coelentrates and ctenophores. Luminescence is
common and widely distributed in these groups.
In the ctenophores (comb jellies), luminous forms
make up over half of all genera, and in the coelenter-
ates (cnidarians) it is about 6%. Luminous hydroids,
siphonophores, sea pens, and jellyfish are mostly ses-
sile or sedentary and, upon stimulation, emit flashes.
Sea anemones and corals are not known to be biolu-
minescent.

Hydroids occur as plantlike growths, typically ad-
hering to rocks below low tide level in the ocean.
Upon touching them, there is a sparkling emission
conducted along the colony; repetitive waves from
the origin may occur. In luminous jellyfish (such as
Pelagia noctiluca and Aequorea victoria) the bright
flashing comes from photocytes along the edge of the
umbrella at the base of the tentacles. Aequorea is the
source of a photoprotein that emits light upon
the addition of calcium and is widely used in re-
search for calcium detection and measurement. The

sea pansy, Renilla, which occurs near shore on sandy
bottoms, has also figured prominently in studies of
bioluminescence.

Cell biology. Photocytes occur as specialized cells lo-
cated singly or in clusters in the endoderm. They
are commonly controlled by epithelial conduction
in hydropolyps and siphonophores and by a colonial
nerve net in anthozoans. The putative neurotrans-
mitter involved in luminescent control in Renilla is
adrenaline or a related catecholamine.

Biochemistry. Coelenterate luciferase has a similarity
to calmodulin in its amino acid sequence. The lu-
ciferin, coelenterazine (Fig. 5a), possesses an imida-
zopyrazine skeleton. It has widespread phylogenetic
distribution in nonluminous species, but whether
the reason is nutritional or genetic (hence, possi-
ble evolutionary relatedness) has not yet been elu-
cidated. In some cases (such as Renilla), the sul-
fated form of luciferin may occur as a precursor
or storage form, and is convertible to active lu-
ciferin by sulfate removal with the cofactor 3’5
diphosphadenosine. The active form may also be
sequestered by a calcium-sensitive binding protein,
analogous to the dinoflagellate binding protein. In
this case, calcium triggers the release of luciferin and
flashing.

Another type of control of the same luciferin in
other cnidarians ultilizes a luciferase-peroxy luciferin
intermediate poised for the completion of the re-
action. The photoprotein aequorin, isolated from
the jellyfish Aequorea (in the presence of EDTA to
chelate calcium), emits light simply upon the ad-
dition of calcium, which is presumably the trigger
in vivo. The luciferin and luciferase react with oxy-
gen to form a peroxide in a calcium-free compart-
ment (the photocyte), where it is stored. An action



potential allows calcium to enter and bind to the pro-
tein, changing its conformational state and allowing
the reaction to continue, but without the need for
free oxygen at this stage. An enzyme-bound cyclic
peroxide, a dioxetenone (Fig. 5a), is a postulated
intermediate; it breaks down with the formation of
an excited emitter, along with a molecule of CO,.
Early literature reported that ctenophores could emit
bioluminescence without oxygen. The explanation
is now evident: the animal contains the luciferase-
bound peroxy-luciferin in a stored and stable state,
and only calcium is needed to emit light.

Antenna proteins and GFPs. In several coelenterates the
light emission in vivo occurs at a longer wavelength
than in vitro, similar to that described above for bac-
teria. In this case the different protein with a sec-
ond chromophore is called green fluorescent pro-
tein (GFP), widely used as a reporter in molecu-
lar biology. Radiationless energy transfer is believed
to be involved, with emission from a chromophore
whose structure is unusual; it is part of the primary
structure of the protein, three residues of which are
chemically modified posttranslationally to produce
a fluorescence with a peak emission at about
408 nm. Different groups appear to have different
GFP proteins, but the chromophores are the same.

Fireflies. Of the approximately 70,000 insect gen-
era, only about 100 are classed as luminous. But their
luminescence is impressive, especially in the fireflies
and their relatives. Fireflies possess ventral light or-
gans on posterior segments; the South American rail-
road worm, Phrixothrix, has paired green lights on
the abdominal segments and red head lights; while
the click and fire beetles, Pyrophorini, have both
running lights (dorsal) and landing lights (ventral).
The dipteran cave glow worm, in a different group
and probably different biochemically, exudes beaded
strings of slime from its ceiling perch, serving to en-
trap minute flying prey, which are attracted by the
light emitted by the animal.

Function. The major function of light emission in
fireflies is for communication during courtship, typ-
ically involving the emission of a flash by one sex as
a signal, to which the other sex responds, usually in
a species-specific pattern. The time delay between
the two may be a signaling feature; for example, it is
precisely 2 s in some North America species. But the
flashing pattern (such as trains distinctive in duration
and intensity) is also important in some cases, as is
the kinetic character of the individual flash (duration;
onset and decay kinetics).

Fireflies in Southeast Asia are noteworthy for their
synchronous flashing. Congregations of many thou-
sands form in trees, where the males produce an all-
night-long display, with flashes every 1-4 s, depen-
dent on species. This may serve to attract females to
the tree.

Biochemistry. The firefly system was the first in
which the biochemistry was characterized. It had
been known before 1900 that cold water extracts
could continue to emit light for several minutes or
hours, and that after the complete decay of the light,
emission could be restored by adding a second ex-
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tract, prepared by using boiling water to extract the
cells, then cooling the liquid. The enzyme luciferase
was assumed to be in the cold water extract (with all
the luciferin substrate being used up during the emis-
sion), whereas the enzyme was denatured by the hot
water extraction, leaving some substrate intact. This
was referred to as the luciferin-luciferase reaction; it
was already known in the first part of the twentieth
century that luciferins and luciferases from the dif-
ferent major groups would not cross-react, indicative
of their independent evolutionary origins.

In 1947 it was discovered that bioluminescence
was restored in an exhausted cold water extract sim-
ply by the addition of adenosine triphosphate (ATP).
But ATP could not be the emitter, since it does
not have the appropriate fluorescence, and could
not provide the energy for light emission, since the
energy available from ATP hydrolysis is only about
7 kcal per mole, whereas the energy of a visible
photon is 50 kcal per mole. It was concluded that
luciferin had not actually been used up in the cold
water extract, and it was soon shown that ATP func-
tions to form a luciferyl adenylate intermediate. This
then reacts with oxygen to form a cyclic luciferyl per-
oxy species, which breaks down to yield CO, and an
excited state of the carbonyl product (Fig. 5b).

The crystal structure of firefly luciferase has been
determined recently, but without substrate, so the
binding site is not established. The gene has been
cloned and expressed in other organisms, including
Escherichia coli and tobacco. In both cases, luciferin
must be added exongenously; tobacco “lights up”
when the roots are dipped in luciferin. Luciferase
catalyzes both the reaction of luciferin with ATP and
the subsequent steps leading to the excited prod-
uct. There are some beetles in which the light from
different organs is a different color, but no second
emitter protein appears to be utilized. Instead, the
same ATP-dependent luciferase reaction with the
same luciferin occurs in the different organs, but
the luciferases are slightly different, coded by dif-
ferent (but homologous) genes. They are presumed
to differ with regard to the structure of the site that
binds the excited state, which could thereby alter
the emission wavelength.

Cell biology. The firefly light organ comprises a series
of photocytes arranged in a rosette, positioned radi-
ally around a central tracheole, which supplies oxy-
gen to the organ. Organelles containing luciferase
have been identified with peroxisomes on the basis
of immunochemical labeling.

Regulation of flashing. Although flashing is initiated by
a nerve impulse that travels to the light organ, pho-
tocytes are not stimulated directly. The nerves in the
light organ terminate on the tracheolar end cells, ac-
counting for the considerable time delay between
the arrival of the nerve impulse at the organ and the
onset of the flash. The flash might be controlled by
the availability of oxygen.

Mollusks. Snails (gastropods), clams (bivalves),
and squid (cephalopods) have bioluminescent mem-
bers. Squid luminous systems are numerous and di-
verse in both form and function, rivaling the fishes in
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these respects. As is also true for fishes, some squid
utilize symbiotic luminous bacteria, but most are self-
luminous, indicating that bioluminescence had more
than one evolutionary origin even within the class.

Compound photophores have associated optical
elements such as pigment screens, chromatophores,
reflectors, lenses, and light guides. Many squid pos-
sess such photophores, which may be used in spawn-
ing and other interspecific displays (communica-
tion). They may emit different colors of light, and
are variously located near the eyeball, on tentacles,
or on the body integument, or associated with the
ink sac or other viscera. In some species, lumines-
cence intensity has been shown to be regulated in
response to changes in ambient light, indicative of a
camouflage function.

Along the coasts of Europe a clam, Pholas dacty-
lus, inhabits compartments that it makes by boring
holes into the soft rock. When irritated, these an-
imals produce a bright cellular luminous secretion,
squirted out through the siphon as a blue cloud. This
luminescent animal has been known since Roman
times, and the system was used in the discovery and
description of the luciferin-luciferase reaction in the
1880s. The reaction involves a protein-bound chro-
mophore, and the luciferase is a copper-containing
large (greater than 300 kDa) glycoprotein. Well en-
sconced in its rocky enclosure, the animal presum-
ably used the luminescence to somehow deter or
thwart would-be predators.

The New Zealand pulmonate limpet, Latia neri-
toides, is the only known luminous organism that can
be classed as a truly fresh-water species. It secretes
a bright luminous slime (green emission, Ay, =
535 nm), whose function may be similar to that of the
Pholas emission. Its luciferin is an enol formate of an
aldehyde, and a “purple protein” is also required, but
only in catalytic quantities, suggesting that it may be
somehow involved as a recycling emitter.

Annelids. Chaetopterus is a marine polychaete
that constructs and lives in U-shaped tubes in sandy
bottoms and exudes luminescence upon stimulation
to deter or thwart predators. Other annelids include
the Syllidae, such as the Bermuda fireworm, and the
polynoid worms, which shed their luminous scales
as decoys. Extracts of the latter have been shown to
emit light upon the addition of superoxide ion.

Terrestrial earthworms, some of which are quite
large, over 24 in. (60 cm) in length, exude coelomic
fluid from the mouth, anus, and body pores upon
stimulation. This exudate contains cells that lyse
to produce a luminous mucus, emitting in the
blue-green region. In Diplocardia longa the cells
responsible for emission have been isolated; lumi-
nescence in extracts involves a copper-containing
luciferase (about 300 kDa), and N-isovaleryl-3
amino-1 propanal. The in vitro reaction requires hy-
drogen peroxide, not free oxygen. But the exudate
from animals deprived of oxygen does not emit, but
will do so after the admission of molecular oxygen
to the free exudate.

Crustaceans. Cyprindinid ostracods such as Var
gla bilgendorfii are small organisms that possess

two glands with nozzles from which luciferin and
luciferase are squirted into the seawater, where they
react and produce a spot of light useful either as
a decoy or for communication. Cypridinid luciferin
is a substituted imidazopyrazine nucleus, similar to
coelenterazine, which reacts with oxygen to form
an intermediate cyclic peroxide, breaking down to
yield carbon dioxide and an excited carbonyl. How-
ever, the cypridinid luciferase gene has no homology
with the gene for the corresponding coelenterate
proteins, and calcium is not involved in the cypri-
dinid reaction. Thus, the two different luciferases
reacting with similar luciferins have apparently had
independent evolutionary origins, indicative of con-
vergent evolution at the molecular level.

Blue ventrally directed luminescence is emitted by
compound photophores in euphausiid shrimp. The
system is unusual because both its luciferase and
luciferin cross-react with the dinoflagellate system.
This cross-taxon similarity indicates a possible ex-
ception to the rule that luminescence in distantly re-
lated groups had independent evolutionary origins.
The shrimp might obtain luciferin nutritionally, but
the explanation for the functionally similar proteins
is not known, and the shrimp luciferase gene has not
been cloned. One possibility is lateral gene transfer;
convergent evolution is another.

Fishes. Both teleost (bony) and elasmobranch
(cartilaginous) fishes have luminous species. Many
coastal and deep-sea fishes culture luminous bacteria
in special organs, but most are self-luminous. These
include Porichthys, the midshipman fish, having lin-
ear arrays of photophores distributed along the lat-
eral lines, as with buttons on a military uniform. Its
luciferin and luciferase cross-react with the cypri-
dinid ostracod crustacean system described above,
and the fish apparently obtain luciferin nutritionally.

Open-sea and midwater species include sharks
(elasmobranchs), which may have several thou-
sand photophores; the gonostomatids, such as Cy-
clothone, with simple photophores; and the hatchet
fishes, having compound photophores with elab-
orate optical accessories to direct luminescence
downward, indicative of a camouflage function of
the light.

Different kinds of photophores located on differ-
ent parts of the fish evidently have different func-
tions. One arrangement, known in both midwater
squid and myctophids, makes use of a special pho-
tophore positioned so as to shine on the eye or a
special photoreceptor. Its intensity parallels that of
the other photophores, so it provides information
to the animal concerning the organism’s brightness,
thus allowing the animal to match the intensity of
its counterillumination to that of the downwelling
ambient light. A different functional use is in Neo-
scopelus, where photophores on the tongue attract
prey to just the right location.

Luminescence in many fish is sexually dimorphic,
and the use of the light differs in male and female.
Some self-luminous fish eject luminous material; in
the searsid fishes this material is cellular in nature,
but it is not bacterial, and its biochemical nature is



not known. Such fish may also possess photophores.

Applications. The measurement of light emission is
typically more sensitive than many other analytical
techniques. A typical photon-counting instrument
can readily detect an emission of about 10* photons
per second, which corresponds to the transforma-
tion of 10°> molecules per second (or 6 x 10° per
minute) if the quantum yield is 10%. A substance at
a concentration of 107 M could readily be detected
in a single cell 10 um in diameter by this technique.

Bioluminescence and chemiluminescence have
thus come into widespread use for quantitative de-
terminations of specific substances in biology and
medicine. Luminescent tags have been developed
that are as sensitive as radioactivity, and now replace
radioactivity in many assays.

Analytical measurements. The biochemistry of dif-
ferent luciferase systems is different, so many dif-
ferent substances can be detected. One of the first,
and still widely used, assays involves the use of fire-
fly luciferase for the detection of ATP. Since many
different enzymes use or produce ATP, their activ-
ities may be followed using this assay. With bacte-
rial luciferase, any reaction that produces or utilizes
NAD(H), NADP(H), or long-chain aldehyde either di-
rectly or indirectly, can be coupled to this lightemit-
ting reaction. The purified photoprotein aequorin
has been widely used for the detection of intracellu-
lar calcium and its changes under various experimen-
tal conditions; the protein is relatively small (about
20 kDa), is nontoxic, and may be readily injected
into cells in quantities adequate to detect calcium
over the range of 3 x 1077 to 1 x 10~ M.

The amount of oxygen required for biolumines-
cence in luminescent bacteria is small and therefore
the reaction readily occurs. Luminous bacteria can
be used as a very sensitive test for oxygen, some-
times in situations where no other method is appli-
cable. An oxygen electrode incorporating luminous
bacteria has been developed.

Reporter genes. Luciferase and antenna proteins
have also been exploited as reporter genes for many
different purposes. Analytically, such systems are vir-
tually unique in that they are noninvasive and non-
destructive: the relevant activity can be measured
as light emission in the intact cell and in the same
cell over the course of time. Examples of the use
of luciferase genes are the expression of firely and
bacterial luciferases under the control of circadian
promoters; and the use of coelenterate luciferase ex-
pressed transgenically to monitor calcium changes
in living cells over time.

Green fluorescent protein is widely used as a re-
porter gene for monitoring the expression of some
other gene under study, and for how the expression
may differ, for example at different stages of develop-
ment or as the consequence of some experimental
procedure. As with the luciferases, this is done by
placing the GFP gene under the control of the pro-
moter of the gene being investigated.

Studies of bioluminescence have thus contributed
to knowledge in ways not foreseen at the time of the
investigations, illustrating how basic knowledge can

be a powerful tool for advancing understanding in
unrelated areas. J. Woodland Hastings
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Biomagnetism

The production of a magnetic field by a living ob-
ject. The living object presently most studied is the
human body, for two purposes: to find new tech-
niques for medical diagnosis, and to gain information
about normal physiology. Smaller organisms studied
include birds, fishes, and objects as small as bacteria;
many scientists believe that biomagnetics is involved
in the ability of these creatures to navigate. This arti-
cle deals only with the human body. See MIGRATORY
BEHAVIOR.

Magnetic field production. The body produces mag-
netic fields in two main ways: by electric currents
and by ferromagnetic particles. The electric cur-
rents are the ion currents generated by the muscles,
nerves, and other organs. For example, the same ion
current generated by heart muscle, which provides
the basis for the electrocardiogram, also produces
a magnetic field over the chest; and the same ion
current generated by the brain, which provides the
basis for the electroencephalogram, also produces
a magnetic field over the head. Ferromagnetic parti-
cles are insoluble contaminants of the body; the most
important of these are the ferromagnetic dust parti-
cles in the lungs, which are primarily Fe;O4 (mag-
netite). Magnetic fields can give information about
the internal organs not otherwise available.

These magnetic fields are very weak, usually in
the range of 10~ to 10~? tesla; for comparison, the
Earth’s field is about 10~ T (1 T = 10 gauss, the
older unit of field). The fields at the upper end of
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Fig. 1. Levels of the body’s magnetic fields and background magnetic fields, as well as
the range encompassed by the detectors.

this range, say stronger than 10~* T, can be measured
with a simple but sensitive magnetometer called the
fluxgate; the weaker fields are measured with the
extremely sensitive cryogenic magnetometer called
the SQUID (superconducting quantum interference
device). The levels of the body’s fields are shown
in Fig. 1. These fields, whether they are fluctuat-
ing or steady, are seen to be orders of magnitude
weaker than the fluctuating or steady background
fields. They can, however, be measured by using ei-
ther a magnetically shielded room (Fig. 2) or two
detectors connected in opposition so that much of

Fig. 2. Magnetic field of the brain being measured in a
magnetically shielded room. The SQUID detector is in the
tail of a Dewar cylinder containing liquid helium, which
maintains the cryogenic temperature of the SQUID.

the background is canceled, or a combination of both
methods.

The organs producing magnetic fields which are
of most interest are the brain, the lungs, and the liver.
These are discussed below.

Brain measurement. Theory suggests that a mea-
surement of the brain’s magnetic field, the magne-
toencephalogram (MEG), could reveal new infor-
mation on the brain that is not available from the
electroencephalogram (EEG). In the first place, the
MEG sees only the electrical sources in the head
which are oriented tangentially to the skull, while
the EEG sees both tangential sources and sources ori-
ented radially. The MEG therefore sees a subgroup of
the electrical sources in the brain, that is, those tan-
gential sources not seen on the EEG because they are
“swamped” by the radial sources, which dominate
the EEG. Second, the MEG pattern on the head due
to a tangential source is oriented perpendicularly to
the EEG pattern on the head, due to the same source
(Fig. 3). Because of this difference, the MEG is com-
plementary to the EEG in localizing a source in the
brain, such as an epileptic focus. The EEG localizes
better in one direction on the scalp (x direction in
Fig. 3), while the MEG localizes better in the other
direction (y directional). Third, the MEG pattern on
the head is somewhat smaller than the EEG pattern
(Fig. 3). This is because the skull, through which the
current must pass in order to be recorded by the
EEG electrodes, diffuses the current, while the MEG
sees only the deep currents at the source and there-
fore is unaffected by the skull; without the skull, the
MEG and EEG patterns would be of about equal size
(although rotated by 90°). This smaller pattern on
the MEG allows it to localize better in its best ()
direction, in comparison to the EEG in its best (x)
direction.

These theoretical differences have received exper-
imental confirmation. Further, MEGs are recorded
on many of the same types of electrical events seen
on the EEG, including evoked responses (where the
stimuli, such as periodic clicks to the ear, are con-
trolled) and spontaneous events such as epileptic dis-
charges. In the evoked responses and spontaneous
events, new information appears to be seen in the
MEG, of use in clinical diagnosis and in research of
the normal brain. See ELECTROENCEPHALOGRAPHY.

Lung measurement. To measure ferromagnetic
dust in the lungs, the dust in a subject’s lungs is first
magnetized by an externally applied magnetic field.
Then, after the external field is removed, the rema-
nent field of magnetized dust is measured around
the torso with a fluxgate or a SQUID; this yields the
amount of dust in the lungs. These measurements
are made for three main reasons.

First, when Fe;O;4 dust is inhaled through occu-
pational exposure, a magnetic measurement of the
amount of dust in the lungs provides a measure of
the dust exposure in that worker. For example, a
magnetic measurement of the amount of Fe;Oy it-
self is relatively harmless, but other associated dusts
could be quite harmful; therefore knowledge of the
presence of Fe;Oy is useful.



(c)

Fig. 3. Theoretical calculations showing two of the three
differences between (a) the MEG pattern and (b) the EEG
pattern, due to a tangential source. The theoretical
calculation was performed by using a four-layer spherical
model of the head. (c) A section of the sphere produced by
computer modeling, where the electrical source (heavy
arrow) produces currents (light arrows) in the conducting
medium of the head. The tick marks are in centimeters on
the scalp surface. The MEG and EEG patterns are shown in
percent of their maximum, on the same spherical cap. The
MEG pattern is seen to be rotated by 90° to that of the EEG,
and is somewhat smaller.

The second reason involves the clearance of dust
from the lungs. Inhaled dust is deposited either in
the airways (bronchi) or in the terminal chambers
(alveoli). The dust deposited in the airways is known
to be cleared out by the mucociliary carpet in a
matter of hours; this rate, called short-term clear-
ance, has been accurately measured in the human
lung by using short-lived radioactive dust. The dust
deposited in the alveoli is cleared out much more
slowly, in a matter of weeks or months. This rate,
called long-term clearance, had not previously been
accurately measured, because of the hazard of using
long-lived radioactive dust. However, this rate can
now be measured by using only Fe;O4, which is non-
hazardous. In one study the clearance rate in smok-
ers was compared with that in nonsmokers, and was
found to be considerably slower in the smokers.
This impaired clearance of carcinogenic dust may
contribute to the high incidence of lung cancer in
smokers.

The third reason involves the phenomenon called
relaxation. This takes place when the external field,
which first magnetizes the lung, is removed. The re-
manent field at the chest due to the particles is not
steady, but decreases during the first hour to about
10% of its initial value. This is because the particles,
originally aligned by the applied field, receive physio-
logical impulses which randomly rotate them; as they
become scrambled in direction, the net remanent
field they create decreases in strength. The source
of the impulses is now known to be motion within
the macrophage cells. Measurement of the rate of
relaxation is useful as a new index of internal cell
function; that is, the rate of decrease of the remanent
field gives information about the internal activity of
the cell.

Liver measurement. Unlike the lung or the brain,
the magnetic field of the liver is measured via its
magnetic susceptibility. This is a third way the body
produces a magnetic field. When an external mag-
netic field is applied to the body, each element of
the body produces its own weak magnetic field in
response to the applied field. The susceptibility mea-
surement consists in determining the amount and
polarity of this weak field, in the presence of the ap-
plied field; the weak field can be in the same or in the
opposite direction as the applied field, and the ele-
ment producing the response is called paramagnetic
or diamagnetic, respectively. The liver is normally a
diamagnetic organ; however, it is the main localized
storage site of iron in the body, and its susceptibility
depends on the amount of iron it contains within its
organic molecules. In the normal liver, a few parts in
10% consist of iron, but this concentration may rise
a hundredfold in iron-overload disease, or drop by
a similar large factor in iron-deficiency disease; the
iron concentration changes the liver susceptibility
so that it becomes paramagnetic for iron concentra-
tions greater than 6 parts in 10°, which is within
the overload range. While departures from normal
are associated with widespread medical problems,
no reliable noninvasive method has been found to
assess this iron store. Thus an estimation of the iron
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concentration from a magnetic susceptibility mea-
surement is of clinical value.

In SQUID measurements in a hospital, where this
method is being evaluated, it was found that the
iron concentration estimated from this susceptibil-
ity was in agreement with the iron concentration
determined by a direct chemical analysis of liver tis-
sue obtained in biopsy. The two estimates were in
substantial agreement over a range from normal to
some 30 times normal; hence, the measurement of
the magnetic field of the liver, via its susceptibility,
appears to be a promising technique. See BIOELEC-
TROMAGNETICS. David Cohen
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The organic materials produced by plants, such as
leaves, roots, seeds, and stalks. In some cases, micro-
bial and animal metabolic wastes are also considered
biomass. The term “biomass” is intended to refer to
materials that do not directly go into foods or con-
sumer products but may have alternative industrial
uses. Common sources of biomass are (1) agricul-
tural wastes, such as corn stalks, straw, seed hulls,
sugarcane leavings, bagasse, nutshells, and manure
from cattle, poultry, and hogs; (2) wood materials,
such as wood or bark, sawdust, timber slash, and mill
scrap; (3) municipal waste, such as waste paper and
yard clippings; and (4) energy crops, such as poplars,

oo s

C (OO0

combustion

biomass processing

Fig. 1. Carbon cycle, showing conversion of solar energy to fuel and electricity.

willows, switchgrass, alfalfa, prairie bluestem, corn
(starch), and soybean (0il). See BIOLOGICAL PRODUC-
TIVITY.

Composition. Biomass is a complex mixture of or-
ganic materials, such as carbohydrates, fats, and pro-
teins, along with small amounts of minerals, such as
sodium, phosphorus, calcium, and iron. The main
components of plant biomass are carbohydrates (ap-
proximately 75%, dry weight) and lignin (approxi-
mately 25%), which can vary with plant type. The
carbohydrates are mainly cellulose or hemicellulose
fibers, which impart strength to the plant struc-
ture, and lignin, which holds the fibers together.
Some plants also store starch (another carbohydrate
polymer) and fats as sources of energy, mainly in
seeds and roots (such as corn, soybeans, and pota-
toes). Starch and cellulose are homopolymers (long
chains of a single component) of glucose. Glucose is
the main sugar used by living systems as a source
of biochemical energy. Hemicellulose is a struc-
tural polymer made of sugars, such as xylose, glu-
cose, arabinose, and mannose. Lignin is a much
more complex mixture of organic materials, com-
posed of highly crossllinked phenylpropane units
with other organic components attached. Heteroge-
neous biomass materials, such as hemicellulose and
lignin, are more difficult to decompose to make use-
ful chemicals than homogeneous materials, such as
starch and cellulose. Fats are triacylglycerides, three
long-chain fatty acids (hydrocarbonlike structures)
attached to a glycerol molecule. The major part of
the fat molecule is fatty acids, which have a chemical
structure very similar to hydrocarbons (petroleum).
The general chemical structures are hydrocarbons,
C,H,,,2; carbohydrates, C,0,H,,; and triacylglyc-
erides, 3(C,.H,110)+C5sH50;5 [fatty acids plus
glycerol].

Hydrocarbons are composed of only carbon and
hydrogen. Upon combustion with oxygen, carbon
dioxide and water are formed and thermal energy
is released. The more oxygen reacted, the more en-
ergy released. Since carbohydrates already contain
oxygen, their combustion releases less thermal en-
ergy than hydrocarbons. With fats, the fatty acids are
usually separated from glycerol, then processed to
make fuels and chemicals. Fatty acids contain nearly
the same amount of energy as hydrocarbons. See CEL-
LULOSE; LIGNIN.

Renewability. A major advantage of using biomass
as a source of fuels or chemicals is its renewability.
Utilizing sunlight energy in photosynthesis, plants
metabolize atmospheric carbon dioxide to synthe-
size biomass. An estimated 140 billion metric tons of
biomass are produced annually.

Combustion of biomass forms carbon dioxide,
and plants metabolize carbon dioxide to form more
biomass via photosynthesis. The overall process is
an ecological cycle called the carbon cycle, since
elemental carbon is recycled. From an energy view-
point, the net effect of the carbon cycle is to con-
vert solar energy into thermal energy that can be
converted into more useful forms of energy, such as
electricity and fuels (Fig. 1). See BBOGEOCHEMISTRY.



Utility. Historically, humans have used biomass for
energy (burning wood) and a variety of consumer
products (paper, lumber, cloth). Current industrial
biomass utilization is focused on the production of
fuels or energy and chemical intermediates (Fig. 2).

Energy. Coal and petroleum have gradually re-
placed biomass fuels, due to higher energy con-
tent and handling convenience. Coal and petroleum
were actually created from biomass deep in the earth
over millions of years. However, due to the long
time periods needed to form these materials, they
are considered nonrenewable. With global petro-
leum consumption expected to peak during the next
30 years, attention has focused on developing renew-
able biomass energy alternatives. Increases of atmo-
spheric carbon dioxide attributed to petroleum com-
bustion (global warming) have also contributed to
interest in renewable biomass fuels. The amount of
energy available from biomass is enormous, an esti-
mated 2.89x 10* exajoules (1 EJ = 10'8J). This is ap-
proximately eight times the total annual world con-
sumption of energy from all sources (about 3600 E)).
At present, the world population obtains about 7%
of its annual energy needs from biomass. See COAL,;
PETROLEUM.

Production of electricity from biomass combus-
tion is being explored. Approximately 9 gigawatts
of electricity are currently produced in the United
States, primarily from forest products. For example,
California power generation companies are burn-
ing scrap wood pellets to generate “green” electric-
ity for interested consumers. Another power com-
pany is developing 27,000 acres of fast-growing
hybrid poplar trees as a fuel source to generate
25 megawatts of electricity for Minnesota homes and
industries.

Major limitations of solid biomass fuels are diffi-
culty of handling and lack of portability for mobile
engines. To address these issues, research is being
conducted to convert solid biomass into liquid and
gaseous fuels. Both biological means (fermentation)
and chemical means (pyrolysis, gasification) can be
used to produce fluid biomass fuels. For example,
methane gas is produced in China for local energy
needs by anaerobic microbial digestion of human and
animal wastes. Ethanol for automotive fuels is cur-
rently produced from starch biomass in a two-step
process: starch is enzymatically hydrolyzed into glu-
cose; then yeast is used to convert the glucose into
ethanol. About 1.5 billion gallons of ethanol are pro-
duced from starch each year in the United States.

Since cellulose is available in much larger quan-
tities than starch, it would be a preferable source
of biomass for making ethanol. However, cellu-
losic biomass is difficult to utilize since it is tightly
combined with lignin and hemicellulose. It must be
physically pretreated by grinding, steam explosion,
chemical pulping, or solvent extraction to make the
cellulose more accessible to enzymes. Additionally,
the natural enzymes that break down cellulose are
less efficient than starch enzymes, so research has fo-
cused on genetically engineering cellulose enzymes
to improve efficiency and reduce costs. For exam-
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Fig. 2. Methods of converting biomass to energy, fuels, and chemicals.

ple, a facility has been built in Jennings, Louisiana, to
produce 20 million gallons of ethanol per year from
cellulosic biomass (sugarcane wastes and rice hulls)
using novel recombinant genetic microbial technol-
ogy. Another facility has been built in Middletown,
New York, to recycle municipal solid wastes by recy-
cling plastics, glass, and metal and converting cellu-
losic wastes into 8 million gallons of ethanol annually.
Pyrolysis and gasification. Pyrolysis involves heat-
ing biomass to high temperatures in the absence of
oxygen. It rearranges the chemical bonds of lignin
and hemicellulose to produce chemicals for plas-
tics, adhesives, and resins, or short-chain hydrocar-
bons for fuels and chemical intermediates. Given the
highly variable composition of lignins and hemicellu-
loses, pyrolysis biomass products are very complex
mixtures. Research is focused on developing reac-
tion conditions and catalysts that make reproducible
product compositions from biomass materials.
Synthetic fuel gases (mainly methane, ethane, and
small hydrocarbons) can be produced by adding hy-
drogen and carbon monoxide during pyrolysis. This
process is called gasification and converts about 65-
70% of the biomass energy content into combustible
gas fuels. This fuel is used like natural gas to create
electricity, is used to power vehicles, or is chemically
converted to other synthetic fuels. See PYROLYSIS.
Biodiesel fuel. Since fatty acids from plant fats and
petroleum hydrocarbons have very similar chemi-
cal structures, plant fats can also be converted into
a liquid fuel similar to diesel fuel. Fatty acids ob-
tained from soybeans or other oil-rich plants are
reacted with methanol to form fatty methyl esters.
Since these methyl esters have nearly equivalent en-
ergy content and similar chemical structure to petro-
chemical diesel fuels, they have been called biodiesel
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fuels. Biodiesel fuels have been demonstrated to
work well in diesel engines and have reduced ex-
haust particulate emissions. Methyl esters have also
been used as industrial cleaning solvents, in cosmet-
ics, and for other industrial applications. See ALCO-
HOL FUEL; ETHYL ALCOHOL; GASOLINE. Bernard Y. Tao
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A major community of plants and animals having sim-
ilar life forms or morphological features and existing
under similar environmental conditions. The biome,
which may be used at the scale of entire continents,
is the largest useful biological community unit. In
Europe the equivalent term for biome is major life
zone, and throughout the world, if only plants are
considered, the term used is formation. See ECOLOG-
ICAL COMMUNITIES.

Each biome may contain several different types
of ecosystems. For example, the grassland biome
may contain the dense tallgrass prairie with deep,
rich soil, while the desert grassland has a sparse
plant canopy and a thin soil. However, both ecosys-
tems have grasses as the predominant plant life form,
grazers as the principal animals, and a climate with
at least one dry season. Additionally, each biome
may contain several successional stages. A forest
successional sequence may include grass dominants
at an early stage, but some forest animals may re-
quire the grass stage for their habitat, and all suc-
cessional stages constitute the climax forest biome.
See DESERT; ECOLOGICAL SUCCESSION; ECOSYSTEM;
GRASSLAND ECOSYSTEM.

Distributions of animals are more difficult to map
than those of plants. The life form of vegetation
reflects major features of the climate and deter-
mines the structural nature of habitats for animals.
Therefore, the life form of vegetation provides a
sound basis for ecologically classifying biological
communities. Terrestrial biomes are usually iden-
tified by the dominant plant component, such as
the temperate deciduous forest. Marine biomes are
mostly named for physical features, for example, for
marine upwelling, and for relative locations, such
as littoral. Many biome classifications have been
proposed, but a typical one might include several
terrestrial biomes such as desert, tundra, grassland,
savanna, coniferous forest, deciduous forest, and
tropical forest. Aquatic biome examples are fresh-
water lotic (streams and rivers), fresh-water lentic
(lakes and ponds), and marine littoral, neritic, up-

welling, coral reef, and pelagic. See FRESH-WATER
ECOSYSTEM; MARINE ECOLOGY; PLANTS, LIFE FORMS
OF; TERRESTRIAL ECOSYSTEM. Paul Risser
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1
Biomechanics

A field that combines the disciplines of biology
and engineering mechanics and utilizes the tools of
physics, mathematics, and engineering to quantita-
tively describe the properties of biological materials.
One of its basic properties is embodied in so-called
constitutive laws, which fundamentally describe the
properties of constituents, independent of size or
geometry, and specifically how a material deforms
in response to applied forces. For most inert materi-
als, measurement of the forces and deformations is
straightforward by means of commercially available
devices or sensors that can be attached to a test spec-
imen. Many materials, ranging from steel to rubber,
have linear constitutive laws, with the proportional-
ity constant (elastic modulus) between the deforma-
tion and applied forces providing a simple index to
distinguish the soft rubber from the stiff steel.

Living tissues. While the same basic principles
apply to living tissues, the complex composition of
tissues makes obtaining constitutive laws difficult.
Most tissues are too soft for the available sensors, so
direct attachment not only will distort what is being
measured but also will damage the tissue. Devices are
needed that use optical, Doppler ultrasound, elec-
tromagnetic, and electrostatic principles to measure
deformations and forces without having to touch the
tissue.

All living tissues have numerous constituents, each
of which may have distinctive mechanical proper-
ties. For example, elastin fibers give some tissues
(such as blood vessel walls) their spring-like quality
at lower loads; inextensible collagen fibers that are
initially wavy and unable to bear much load become
straightened to bear almost all of the higher loads;
and muscle fibers contract and relax to dramatically
change their properties from moment to moment.
Interconnecting all these fibers are fluids, proteins,
and other materials that contribute mechanical prop-
erties to the tissue.

The mechanical property of the tissue depends not
only upon the inherent properties of its constituents
but also upon how the constituents are arranged
relative to each other. Thus, different mechanical
properties occur in living tissues than in inert mate-
rials. For most living tissues, there is a nonlinear rela-
tionship between the deformations and the applied
forces, obviating a simple index like the elastic mod-
ulus to describe the material. In addition, the com-
plex arrangement of the constituents leads to ma-
terial properties that possess directionality; that is,



unlike most inert materials that have the same prop-
erties regardless of which direction is examined, liv-
ing tissues have distinct properties dependent upon
the direction examined. Finally, while most inert ma-
terials undergo small (a few percent) deformations,
many living tissues and cells can deform by several
hundred percent. Thus, the mathematics necessary
to describe the deformations is much more compli-
cated than with small deformations.  Frank C. P. Yin

Cells and organs. Many functions of cells and or-
gans are biomechanical and the understanding of
these functions requires application of the principles
and techniques of mechanics for analysis and quan-
titation. Biomechanics is a discipline that forms the
basis for the understanding of biological processes
such as the contraction of the heart, circulation of
blood, gas exchange in the lung, peristalsis of the in-
testine and the ureter, load bearing by bones and car-
tilages, lubrication of joints, contraction of skeletal
muscle, and mechanical aspects of vision and hear-
ing. Biomechanics is also the foundation for clinical
applications such as the design of orthopedic pros-
theses and cardiac assist devices. See PROSTHESIS.

The biomechanical properties and behaviors of or-
gans and organ systems stem from the ensemble char-
acteristics of their component cells and extracellular
materials, which vary widely in structure and com-
position and hence in biomechanical properties. An
example of this complexity is provided by the car-
diovascular system, which is composed of the heart,
blood vessels, and blood. See CARDIOVASCULAR SYS-
TEM.

Blood is a suspension of blood cells in plasma.
The mammalian red blood cell consists of a mem-
brane enveloping a homogeneous cytoplasm rich
in hemoglobin, but it has no nucleus or organelles.
While the plasma and the cytoplasm behave as flu-
ids, the red blood cell membrane has viscoelastic
properties; its elastic modulus in uniaxial deforma-
tion at a constant area is four orders of magnitude
lower than that for areal deformation. This type of
biomechanical property, which is unusual in nonbi-
ological materials, is attributable to the molecular
structure of the membrane: the lipid membrane has
spanning proteins that are linked to the underlying
spectrin network. The other blood cells (leukocytes
and platelets) and the endothelial cells lining the
vessel wall are more complex in composition and
biomechanics; they have nuclei, organelles, and a
cytoskeletal network of proteins. Furthermore, they
have some capacity for active motility. See BLOOD;
CYTOSKELETON.

Cardiac muscle and vascular smooth muscle cells
have organized contractile proteins that can generate
active tension in addition to passive elasticity. Muscle
cells, like other cells, are surrounded by extracellular
matrix, and cell-matrix interaction plays an impor-
tant role in governing the biomechanical properties
and functions of cardiovascular tissues and organs.
The study of the overall performance of the cardio-
vascular system involves measurements of pressure
and flow. The pressure-flow relationship results from
the interaction of the biomechanical functions of the

heart, blood, and vasculature. To analyze the biome-
chanical behavior of cells, tissues, organs, and sys-
tems, a combination of experimental measurements
and theoretical modeling is necessary. See MUSCLE.

Other organ systems present many quantitative
and qualitative differences in biomechanical prop-
erties. For example, because the cardiovascular sys-
tem is composed of soft tissues whereas bone is a
hard tissue, the viscoelastic coefficients and mechan-
ical behaviors are quite different. Cartilage is inter-
mediate in stiffness and requires a poroelastic the-
ory to explain its behavior in lubrication of joints.
In general, living systems differ from most physi-
cal systems in their nonhomogeneity, nonlinear be-
havior, capacity to generate active tension and mo-
tion, and ability to undergo adaptive changes and to
effect repair. The biomechanical properties of the
living systems are closely coupled with biochemi-
cal and metabolic activities, and they are controlled
and regulated by neural and humoral mechanisms
to optimize performance. While the biomechani-
cal behaviors of cells, tissues, and organs are de-
termined by their biochemical and molecular com-
position, mechanical forces can, in turn, modulate
the gene expression and biochemical composition
of the living system at the molecular level. Thus,
a close coupling exists between biomechanics and
biochemistry, and the understanding of biomechan-
ics requires an interdisciplinary approach involving
biology, medicine, and engineering. See BIOMEDICAL
ENGINEERING. Shu Chien; Richard Skalak

Humans. A few examples of how mechanics is ap-
plied to human problems illustrate the scope of this
field.

Forces on foot. Biomechanicists often want to know
the forces that humans and animals exert on the
ground when walking, running, or jumping. They
use force-sensitive plates set into the floor which
record the magnitude of any force that acts on them,
together with its direction and the position on the
plate at which it acts. Figure 1 shows a human foot
at the midpoint of a running step, the stage when
the force F, is greatest. Because the feet are off the
ground for much of the stride, the force while they
are on the ground rises well above body weight, to
about 1900 newtons (430 pounds force) on the foot
of a 700-N (158-1bf) person.

This force acts on the ball of the foot, so a force F,
is needed behind the ankle to balance the moments

N
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Fig. 1. Forces on a runner’s foot; symbols are explained in
the text.

ligaments

Biomechanics

73



74

Biomechanics

on the foot. This is transmitted from the calf muscles
through the Achilles tendon to the calcaneus (heel
bone). The force F, in the tendon can be calculated
from the ground force F, by taking moments about
the ankle, as in Eq. (1). It is found to be about 4700 N

F=2F M

(1060 Ibf, or almost a half ton) in the case here con-
sidered. Finally, a downward force F; of about 6400 N
(1440 1bf) must act at the ankle joint to balance forces
F;and F,. See BONE.

That calculation illustrates the large forces that act
in the human body, and leads to calculations and
experiments that demonstrate a basic principle of
running.

Elastic mechanisms in running. The elasticity of a bounc-
ing ball carries energy forward from one bounce to
the next. When it hits the ground it is decelerated,
losing kinetic energy, which is stored as elastic strain
energy in the distorted ball. Elastic recoil throws the
ball back into the air, reconverting strain energy to
kinetic energy. The same principle operates in run-
ning, greatly reducing the energy that has to be sup-
plied by the metabolism of foodstuffs.

The elastic properties of tendons are investigated
by stretching them in machines such as engineers
use for testing metals and plastics. Tendons are mod-
erately strong (stronger than the same thickness of
rubber but less strong than nylon), and they stretch
by about 8% of their length before breaking. When
allowed to recoil after a smaller stretch, they return
no less than 93% of the energy previously used to
stretch them; the rest is lost as heat. In this respect,
the tendon is a very good elastic material, as good as
most rubbers.

The peak force in a runner’s Achilles tendon has
been calculated. By knowing the force and the di-
mensions and properties of the tendon, it can be
calculated that it must be stretched by about 0.6 in.
(15 mm); the strain energy stored in it can be found
by measuring the area under a graph of the force F, in
the tendon against the length to which it is stretched.
This is expressed mathematically by Eq. (2).

Strain energy = / F, dt (@))

This energy is found to be about 35 joules, which
is about one-third of the kinetic energy lost and re-
gained at each step. The elasticity of the tendon re-
duces the energy needed for running by about one-
third.

A second elastic structure gives a further saving.
The three forces shown in Fig. 2 tend to flatten the
arch of the foot. (Motion pictures of barefoot run-
ners show the arch quite noticeably flattened at this
stage of the stride.) This stretches the ligaments of
the arch of the foot, which are made of material sim-
ilar to tendons, storing up strain energy in them. Me-
chanical tests on feet that have had to be amputated
for medical reasons show that this energy amounts

to some 17 J. The elasticity of the Achilles tendon
and foot ligaments together reduces the metabolic
energy required for running to about half of what
would otherwise be needed.

Forcesinleg muscles. In the example described above,
the force in the Achilles tendon was easily calcu-
lated. Many other problems in biomechanics can-
not be solved unambiguously, because the body is
so complex. For instance, an attempt was made
to estimate the forces exerted by the various mus-
cles of the human leg during standing in various
postures. The muscles do not lie in a single plane,
so the problem had to be tackled in three dimen-
sions. The human body was treated as an assembly
of seven segments (two feet, two lower legs, two
thighs, and a trunk). Six equations describe the equi-
librium of a rigid body, so the seven segments yielded
42 simultaneous equations, 21 for each leg. These
equations could have been solved to evaluate up to
21 unknown quantities, for instance, the forces
exerted by 21 muscles. Unfortunately, there were
29 muscles which had to be considered in each leg,
and also various ligaments and joint surfaces which
exerted unknown forces. The problem could not be
solved unambiguously because, with so many mus-
cles, there were many possible solutions involving
different combinations of forces in the muscles. A
unique solution could be obtained only by imposing
some additional criterion, for instance, by choosing
the solution which minimized the total of the forces
exerted by individual muscles. It is not immediately
apparent whether this or any other criterion is real-
istic.

Further information was obtained by electro-
myography, a technique which is often useful in
biomechanics. When a muscle is active, electrical
events (action potentials) occur in it. They can be
detected by means of electrodes, either metal plates
attached to the skin or fine wires inserted into the
muscles. The amount of electrical activity increases
as the force exerted by the muscle increases, but
it is unfortunately not possible to make reliable cal-
culations of force from records of electrical activity.
However, some useful information was obtained by

Fig. 2. Air flow in the wake of a slow-flying pigeon
(Columba livia).



the following experiment. Electrodes were stuck to
a person’s skin, over six of the principal leg muscles.
Electrical activity was recorded as the subject stood
successively in various positions. The relative
strengths of electrical activity in the various po-
sitions were compared to the muscle forces cal-
culated by using various criteria. The electrical
records were most easily reconciled with the es-
timates of force when the criterion for choosing
a solution was to minimize the moments at joints
which had to be resisted by ligaments. Even this
elaborate technique gave some results which seem
unlikely on other grounds. For instance, it indi-
cated that one of the calf muscles (the soleus) ex-
erted more than 6 kilonewtons (0.6 metric ton
weight) in a deep crouch position. It is very
doubtful whether the muscle is strong enough to
do so.

Animals. The examples presented above concern
the human body and use only solid mechanics. A final
example will show that biomechanics deals also with
animals, and uses fluid mechanics.

Formerly, biomechanicists tried to understand
bird flight by using the aerodynamics that engineers
apply to fixed-wing aircraft. It was realized that this
approach could not give reliable estimates of the
forces on a flapping wing, and they set out to ob-
serve the air movements in the wake of flying birds
so that the forces could be calculated from first
principles. Air movements were made visible by re-
leasing small soap bubbles, filled with helium; this
gas is lighter than air and so bubbles of a certain
size have exactly the same density as the air and
move with it. Birds were flown through clouds of
helium-filled bubbles and multiple-flash photographs
were taken, using two cameras to record the move-
ment of the bubbles in three dimensions. See AERO-
DYNAMICS.

Figure 2 shows the pattern of air flow behind
a slow-flying bird. Each downstroke of the wings
drives a downward puff of air that is surrounded by a
vortex ring, like the smoke rings formed around puffs
of air from a smoker’s mouth. Only the downstroke
drives air downward, and so it alone is responsible
for supporting the bird’s weight. In fast flight, how-
ever, air is driven downward throughout the down-
and up-strokes, and the wake is not broken up into
discrete vortex rings. Instead, the wings leave trail-
ing vortices behind them, like the vortices that some-
times become visible as vapor trails behind the wing
tips of aircraft. See BIOPHYSICS; FLIGHT.

R. McNeill Alexander
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Biomedical chemical engineering

1
Biomedical chemical engineering

The application of chemical engineering principles
to the solution of medical problems due to physi-
ological impairment. Knowledge of organic chem-
istry is required of all chemical engineers, and many
study biochemistry and molecular biology. This train-
ing at the molecular level gives chemical engineers a
unique advantage over other engineering disciplines
in communication with life scientists and clinicians
in medicine, since the technical language of mod-
ern medicine is based in biochemistry and molecu-
lar biology. Practical applications include the devel-
opment of tissue culture systems, the construction
of three-dimensional scaffolds of biodegradable poly-
mers for cell growth in the laboratory, and the design
of artificial organs. See BIOCHEMISTRY; MOLECULAR
BIOLOGY.

Vascular biology. An example of where the interac-
tion between biomedical chemical engineers and life
scientists has been extremely beneficial is the area
of vascular biology. The leading causes of death in
the western world are coronary thrombosis (heart
attack), stroke, and cancer. All these pathological
states involve alterations in the cardiovascular sys-
tem, eventually leading to cessation of blood flow to
a vital organ. Understanding the complex interplay
between blood flow, cell metabolism, cell adhesion,
and vessel pathology leading to these diseases is pos-
sible only with an interdisciplinary approach.

The vascular system is naturally dynamic, with
fluid mechanics and mass transfer closely integrated
with blood and vascular cell function. Bioengineers
are able to understand how local wall shear stress and
strain modulate endothelial cell metabolism at the
level of the gene. Tissue culture systems make it pos-
sible to control both the biochemical and mechanical
environment—usually not possible in animal mod-
els (Fig. 1). This knowledge may help explain the
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Fig. 1. Schematic of a flow loop used to study the effect of
controlled flow on the metabolism of cultured endothelial
cells. Cells form a monolayer on one surface of a parallel
plate flow chamber that is mounted in a loop for media
circulation. The flow rate is determined by the vertical
distance between the upper and lower reservoirs.
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focal nature of many vascular pathologies, including
atherosclerosis. Understanding mechanical control
of gene regulation, at the level of specific promoter
elements and transcription factors involved, permits
development of novel constructs for localized deliv-
ery of specific gene products in regions of high or
low shear stress or strain in the vascular system. In ad-
dition, local fluid mechanics can alter receptor speci-
ficity in cell-cell and cell-matrix protein adhesion and
aggregation. Knowledge of the specific molecular se-
quences involved in cell-cell recognition is necessary
for development of targeted therapeutics, with appli-
cations in thrombosis, inflammation, cancer metas-
tasis, and sickle cell anemia. See ARTERIOSCLEROSIS;
TISSUE CULTURE; VASCULAR DISORDERS.

Cell transplantation therapy. Cell transplantation is
explored as a means of restoring tissue function.
With this approach, individual cells are harvested
from a healthy section of donor tissue, isolated, ex-
panded in culture, and implanted at the desired site
of the functioning tissue. Also, cell-based therapies
involve the return of genetically altered cells to the
host by using gene insertion techniques.

Cell transplantation has several advantages over
whole-organ transplantation. Because the isolated
cell population can be expanded in the laboratory by
using cell culture, only a small number of donor cells
are needed to prepare an implant. Consequently,
the living donor need not sacrifice an entire organ.
The need for a permanent synthetic implant is elimi-
nated through the use of natural tissue constituents,
without the disruption and relocation of a whole
piece of normal tissue. Isolating cells allows removal
of other cell types that may be the target of im-
mune responses, thus diminishing the rejection pro-
cess. Major surgery on the recipient and donor, with
its inherent risks, is avoided. Finally, the cost of
the transplantation procedure can be significantly
reduced.

Isolated cells cannot form new tissues and require
specific environments that often include the pres-
ence of supporting material to act as a template for
growth. Three-dimensional scaffolds can be used to
mimic their natural counterparts, the extracellular
matrices of the body. These scaffolds serve as both
a physical support and an adhesive substrate for
isolated parenchymal cells during cell culture and
subsequent implantation. Because of the multiple
functions that these materials must fill, the physical
and chemical requirements are numerous. In order
to accommodate a sufficient number of cells for
functional replacement, a cell transplantation device
must have a large surface area for cell adhesion. High
porosity provides adequate space for cell seeding,
growth, and production of extracellular matrices. A
uniformly distributed and interconnected pore struc-
ture is important so that cells are easily distributed
throughout the device and so that an organized net-
work of tissue constituents can be formed, allowing
for cell-cell communication through direct contact
and via soluble factors. Also, nutrients and waste
products must be transported to and from differenti-
ated groups of cells, often in ways that maintain cell

Fig. 2. Scanning electron micrograph of a biodegradable
poly(L-lactic acid) foam of 91% porosity and 94-micrometer
median pore diameter prepared by a particulate-leaching
method which involved the casting of polymer/salt
composite membranes followed by the dissolution of the
salt.

polarity. In the reconstruction of structural tissues
such as bone and cartilage, tissue shape is integral to
function. Therefore, these scaffolds must be made of
varying thickness and shape. Furthermore, because
of eventual human implantation, the scaffold must
be made of biocompatible materials. As the trans-
planted cell population grows and the cells function
normally, they will begin to secrete their own ex-
tracellular matrix support. The need for an artificial
support will gradually diminish; and thus if the im-
plant is biodegradable, it will be eliminated as its
function is replaced. The development of processing
methods to fabricate reproducibly three-dimensional
scaffolds of biodegradable polymers that will provide
temporary scaffolding to transplanted cells until they
secrete their own matrix components to form a com-
pletely natural tissue replacement (Fig. 2) will be
instrumental in engineering tissues.

The study of the adhesive interactions between
cells and both synthetic and biological substrates is
pivotal in determining the effect of different physical
and chemical factors on cell and tissue growth and
function. Much biomaterials research has focused on
minimizing biological fluid and tissue interactions
with biomaterials in an effort to prevent either fi-
brous encapsulation from foreign-body reaction or
clotting in blood that contacts artificial devices. In-
novations utilizing the inverse approach, that of pro-
grammed extensive interaction of the material with
biological tissue, is an alternative focus for biomate-
rials research. One concept is novel biomaterials that
incorporate specific peptide sequences to enhance
cell adhesion and promote differentiated cell growth
by releasing growth factors, angiogenic factors, and
other bioactive molecules. See CELL (BIOLOGY); CELL
BIOLOGY; TRANSPLANTATION BIOLOGY.

Artificial organs. When the primary organ cells
cannot be grown in culture to provide the critical
mass required for cell transplantation and functional
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Fig. 3. Designs for islet immunoisolation devices.
(a) Intravascular devices. (b) Extravascular macrocapsules.
(c) Extrovascular microcapsules.

replacement, xenografts (tissue from other species)
may be used to replace tissue function. Xenogeneic
cells can be encapsulated in membranes and im-
planted to restore metabolic regulation and activ-
ity. These membranes are designed to isolate the
cells from the body, thereby avoiding the immune
responses that the foreign cells could initiate, and
to allow the desired metabolites, such as insulin
and glucose for pancreatic islet cells, to diffuse in and
out of the membrane. Islet immunoisolation devices
to replace the pancreas are classified as intravascu-
lar and extravascular (Fig. 3). Intravascular devices
consist of a tubular membrane connected directly to
the vascular system. Extravascular devices include
macrocapsules and microcapsules. Macroencapsula-
tion involves the envelopment of a large mass of cells
ortissue in planar membranes, hollow fibers, or diffu-
sion chambers. Microencapsulation involves the en-
velopment of single cells, islets, or a small number
thereof into microspheres of diameter smaller than
1 mm. The critical issues for the development of
bioartificial organs include membrane biocompati-
bility, diffusion limitations, device retrieval in the
event of failure, and mechanical stability.

Chemical engineers have made significant con-
tributions to the design and optimization of many
commonly used devices for both short-term and
long-term organ replacement. Examples include the
artificial kidney for hemodialysis and the heart-lung
machine employed in open-heart surgery. The ar-
tificial kidney removes waste metabolites (such as
urea and creatinine) from blood across a polymeric
membrane that separates the flowing blood from the
dialysis fluid. The mass transport properties and bio-
compatibility of these membranes are crucial to the
functioning of hemodialysis equipment. The heart-
lung machine replaces both the pumping function

Biomedical engineering

of the heart and the gas exchange function of the
lung in one fairly complex device. While often life
saving, both types of artificial organs only partially re-
place real organ function. Long-term use often leads
to problems with control of blood coagulation mech-
anisms to avoid both excessive clotting initiated by
blood contact with artificial surfaces and excessive
bleeding due to platelet consumption or overuse of
anticoagulants. See BLOOD; DIALYSIS; MEMBRANE SEP-
ARATIONS.

Other applications include methodology for de-
velopment of artificial bloods, utilizing fluorocarbon
emulsions or encapsulated or polymerized hemo-
globin, and controlled delivery devices for release
of drugs or of specific molecules (such as insulin)
missing in the body because of disease or genetic
alteration. See BIOMEDICAL ENGINEERING; POLYMER.

Larry V. Mclntire; Antonios G. Mikos
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Biomedical engineering

An interdisciplinary field in which the principles,
laws, and techniques of engineering, physics, chem-
istry, and other physical sciences are applied to
facilitate progress in medicine, biology, and other
life sciences. Biomedical engineering encompasses
both engineering science and applied engineering
in order to define and solve problems in medical re-
search and clinical medicine for the improvement of
health care. Biomedical engineers must have training
in anatomy, physiology, and medicine, as well as in
engineering.

Biomedical engineering entails the design and de-
velopment of tools and instrumentation to enhance
the ability of physicians and life scientists to ob-
tain information on physiological and biological pro-
cesses, and to aid in the treatment of diseases or other
abnormalities. It is also an important component
in the design and development of artificial organs,
limbs, and other prosthetic devices that replace miss-
ing body parts or that enhance deteriorated physio-
logical functions. Biomedical engineering also con-
tributes to medical and biological research aimed
at learning more about the functional processes in
various physiological systems. An important part of
biomedical engineering research is the use of com-
puter techniques to develop mathematical models
of physiological functions and processes to expand
available theoretical knowledge. See SIMULATION.
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The impact of biomedical engineering is mani-
fested in the many instruments and devices that sur-
round a patient in the modern hospital and in the
many sophisticated artificial organs and other pros-
thetic devices available. In addition, biomedical engi-
neering contributes greatly to medical and biological
research.

Instrumentation. A wide variety of instrumentation
is available to the physician and surgeon to facilitate
the diagnosis and treatment of diseases and other
malfunctions of the body. Instrumentation has been
developed to extend and improve the quality of life.
A primary objective in the development of medical
instrumentation is to obtain the required results with
minimal invasion of the body. Invasion refers to the
penetration of the skin or external integument, usu-
ally involving increased risk and trauma to the pa-
tient. A device in the stomach accessed through the
throat is not invasive, in contrast to a needle pene-
trating the skin to withdraw blood from a vein, or
a blood pressure transducer at the tip of a catheter
introduced into a blood vessel. In a broader sense,
exposing the body to x-radiation or radioisotopes can
also be considered invasive.

Diagnostic instrumentation. Medical diagnosis requires
knowledge of the condition of specified organs or
systems of the body, and a vast array of instrumen-
tation has been developed. Bioelectric potentials,
that is, electrical signals generated within the body,
provide a useful source of information. Much can
be learned about the functioning of the heart by
using electrocardiography (EKG) to measure and
analyze the electrical activity of the heart. Elec-
trocardiographic signals are used to measure heart
rate and to identify certain types of abnormalities
within the heart. They also serve as a means of syn-
chronizing other measurements with cardiovascu-
lar activity. Neurological activity within the brain
can be assessed by using electroencephalography
(EEG) to measure and analyze the electrical activ-
ity of the brain. Muscular activity can be measured
by using electromyography (EMG), which utilizes
the electrical activity of muscles. These bioelec-
tric potentials are generally obtained noninvasively,
but localized measurements may require placement
of electrodes at sites that require invasive proce-
dures. Neurological measurements usually require
invasive placement of electrodes within or adjacent
to specific nerves or neurons. Although bioelec-
tric potentials have been used clinically for several
decades, improved electrode design and instrumen-
tation have made these measurements more reliable
and have increased their usefulness. See BIOPOTEN-
TIALS AND IONIC CURRENTS; CARDIAC ELECTROPHYS-
IOLOGY; ELECTRODIAGNOSIS; ELECTROENCEPHALOG-
RAPHY.

Sounds generated within the body constitute
another source of information. Notable are heart
sounds corresponding to the pumping action of the
heart and operation of the heart valves; and sounds
generated by blood pulsating through a partially oc-
cluded vessel, used in indirect blood pressure mea-
surements.

Electrical impedance measurements are utilized
to obtain information noninvasively. Impedance
plethysmography is a technique by which changes
in the volume of certain segments of the body can
be determined by impedance measurements. These
changes are related to factors involving the mechan-
ical activity of the heart such as cardiac output, or
conditions of the circulatory system such as blood
volume and flow in various regions, or to respiratory
flow and other physiological functions.

Ultrasound is utilized in many types of diagnos-
tic measurements. In most applications, periodic
bursts of ultrasound are introduced into a region
of the body, and echoes from various structures
and organs are measured. Echocardiography is an
ultrasound procedure which provides an indication
of the physical movements of the walls and valves
of the heart. Echoencephalography involves ultra-
sonic echoes from the midline of the brain to de-
tect tumors that would shift that midline. Electroni-
cally produced images of various internal organs and
body structures are obtained by using different types
of ultrasonic scans. All of these measurements are
performed noninvasively. See ECHOCARDIOGRAPHY;
MEDICAL ULTRASONIC TOMOGRAPHY.

X-rays have long been utilized to visualize inter-
nal body structures, but computerized tomographic
methods and other improvements have greatly in-
creased their diagnostic potential, permitting mea-
surements with reduced radiation exposure to the
patient. Also, better contrast media have been de-
veloped to make organs or regions of interest more
clearly identifiable in the x-ray image. See COMPUT-
ERIZED TOMOGRAPHY; RADIOGRAPHY; RADIOLOGY.

Another imaging process is magnetic resonance,
which requires excitation of the site of measure-
ment by an alternating magnetic field in the radio-
frequency range. Magnetic resonance utilizes the
principle that the nuclei of certain elements res-
onate when excited by a given radio frequency. Dif-
ferent elements have different resonance characteris-
tics for identification. Like ultrasound, the excitation
required for magnetic resonance measurements has
not shown any indication of harming the body. See
MEDICAL IMAGING; NUCLEAR MAGNETIC RESONANCE
(NMR).

Imaging of organs and body structures has been
greatly enhanced by computerized tomography. A
number of linear scans through a given cross section
of the organ or body are taken from different van-
tage points and combined mathematically by com-
puter to produce a cross-sectional image in which
all features are clearly shown. Tomography applied
to x-ray images produces computerized tomogra-
phy or computerized axial tomography (CAT) scans.
When radioisotopes are used, the result is called
positron emission tomography (PET) or single pho-
ton emission computerized tomography (SPECT).
Computerized tomography is also applied to obtain
images from other types of measurements. For exam-
ple, tomographic imaging from electrical impedance
measurements within the body is called electrical
impedance tomography (EIT).



Monitoring equipment found at the bedside of
each patient in the intensive care unit of a hospi-
tal combines a number of biomedical measurement
devices to perform continuous noninvasive measure-
ments of body temperature, heart rate, blood pres-
sure, respiration, blood gases, and other variables
that indicate the condition of the patient and that
alert hospital personnel to an impending emergency.
Noninvasive transcutaneous sensors permit reliable
measurement of blood gases, oxygenation, and other
factors in the blood. Telemetry makes it possible to
monitor many of these physiological variables from
an ambulatory person.

There are still many clinical situations in which
noninvasive measurements are unable to provide ad-
equate data. For example, systolic and diastolic blood
pressure can be measured noninvasively by using
an indirect method involving occluding cuffs and
detection of the sounds of blood flowing through
the occlusions. However, measurement of the ac-
tual blood pressure waveform itself is often required,
and a blood pressure transducer must be carried by
a catheter to a specified location within the car-
diovascular system. Similarly, blood flow through
a major artery or region of the body can be esti-
mated or traced qualitatively from a probe outside
the body, but reliable quantitative measurements still
require invasive procedures. These examples from
the cardiovascular system are typical of similar prob-
lems in nearly all of the physiological systems of the
body.

Therapeutic instrumentation. Instrumentation is used in
many ways for the treatment of disease. Devices are
available to provide control for the automated ad-
ministration of medication or other substances such
as insulin for diabetics. In some cases, the rate at
which the substance is administered is controlled
by the level of certain constituents of the blood or
other body fluids. Examples of this equipment may
be found in the hospital, where the medication is
administered to a patient who is in bed or whose
movement is otherwise restricted. Other devices are
designed to be worn on the body or even implanted
within the body. See DRUG DELIVERY SYSTEMS.

Implanted pacemakers have been available for
some time, but improvements have made them more
sensitive to the natural function of the heart and the
demands of the body. Such pacemakers monitor the
patient’s electrocardiogram and other physiological
data and stimulate the heart only when the natural
functions become insufficient to meet demands. The
size and life of the batteries powering such devices
have been improved, thus reducing the need for
surgery to replace pacemaker batteries. Implantable
defibrillators are available for special situations in
which periodic automatic defibrillation is required
to maintain functionality of a heart.

Another therapeutic technique involves the appli-
cation of electrical stimulation to muscles or nerves
to block involuntary muscle contractions or pain.
The stimulating electrodes can be implanted or can
be placed on the surface of the skin, depending on
the depth of the site to be stimulated.

Biomedical engineering

Surgical equipment. A number of tools are available to
the surgeon in the operating room in addition to the
monitoring instruments. The family of electrosurgi-
cal tools uses highly concentrated electric currents
to precisely cut tissue and at the same time control
bleeding. Lasers, which deliver highly concentrated
light energy, are also used for making incisions and
for fusion of tissue, as in the reattachment of the
retina in the eye. See SURGERY.

Clinical engineering. Responsibility for the correct
installation, use, and maintenance of all medical in-
strumentation in the hospital is usually assigned to in-
dividuals with biomedical engineering training. This
phase of biomedical engineering is termed clinical
engineering, and often involves providing training
for physicians, nurses, and other hospital personnel
who operate the equipment. Another responsibility
of the clinical engineer is to ensure that the instru-
mentation meets functional specifications at all times
and poses no safety hazard to patients. In most hos-
pitals, the clinical engineer supervises one or more
biomedical engineering technicians in the repair and
maintenance of the instrumentation.

Biomedical research. The application of engineer-
ing principles and techniques has a significant im-
pact on medical and biological research aimed at
finding cures for a large number of diseases, such
as heart disease, cancer, and AIDS, and at provid-
ing the medical community with increased knowl-
edge in almost all areas of physiology and biology.
The data obtained by medical and biological research
are also used to develop more realistic and sophis-
ticated prosthetic devices, making possible better
methods of control and better understanding of the
natural systems that the prostheses are designed to
replace.

Biomedical engineers are involved in the develop-
ment of instrumentation for nearly every aspect of
medical and biological research, either as a part of a
team with medical professionals or independently, in
such varied fields as electrophysiology, biomechan-
ics, fluid mechanics, microcirculation, and biochem-
istry. A number of fields, such as cellular engineer-
ing and tissue engineering, have evolved from this
work.

Physiological modeling. A significant role for
biomedical engineers in research is the development
of mathematical models of physiological and bio-
logical systems. A mathematical model is a set of
equations that are derived from physical and chem-
ical laws and that describe a physiological or bio-
logical function. Experimental data obtained under
conditions for which the model is expected to be
valid can be used to test the model, which can
then be used in several ways to represent the func-
tion or process for which it was created. By utiliz-
ing computer implementation, mathematical mod-
els can be used to predict the effect of given
events, such as the administration of a given drug or
treatment.

Modeling can be done at various physiological lev-
els, from the cellular or microbiological level to that
of a complete living organism, and can be of various
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degrees of complexity, depending on which kinds of
functions they are intended to represent and how
much of the natural function is essential for the pur-
pose of the model. Mechanical, neurological, neu-
romuscular, electrochemical, biochemical, thermal,
biological, metabolic, pneumatic (pulmonary), hy-
draulic (cardiovascular), and behavioral (psychologi-
cal) systems are among the many types of systems for
which models have been developed and studied. The
models involve transport, utilization, and control of
mass, energy, momentum, and information within
these systems. A major objective of biomedical en-
gineering is to create models that more closely ap-
proximate the natural functions they represent and
that satisfy as many of the conditions encountered in
nature as possible. See MATHEMATICAL BIOLOGY.

Artificial organs and prosthetics. A highly important
contribution of biomedical engineering is in the de-
sign and development of artificial organs and pros-
thetic devices which replace or enhance the func-
tion of missing, inoperative, or inadequate natural
organs or body parts. Hemodialysis units, which per-
form the functions of the kidney, have been in use
for a long time, but most are large external devices
that must be connected to the patient periodically
to remove wastes from the body. A major goal in this
area is to develop small, self-contained, implantable
artificial organs that function as well as the natural
organs, which they can permanently supersede.

Artificial hips, joints, and many other body struc-
tures and devices designed to strengthen or rein-
force weakened structures must be implanted and
must function for the life of the patient. They must
be made of biocompatible materials that will not
cause infection or rejection by the body. They must
be built with sufficient reliability that the need for
adjustment, repair, or replacement will be mini-
mized.

Sophisticated artificial limbs for amputees and
neural prostheses to facilitate or strengthen the use
of nonfunctional limbs is another area in which
biomedical engineers are involved. Prosthetic limbs
attempt to replicate the vital features of natural limbs
with miniature electric motors acting as muscles to
operate the moving parts. Control of the movements
is a major challenge, especially for the arm and hand,
where there is a particular need to provide dexterity
for the user. Electromyographic signals from muscles
remaining in the stump and elsewhere in the body
are utilized where possible. However, the limitations
are severe, and the ability of the user to learn to op-
erate the device effectively poses a further problem.
The problem is compounded by the need for sen-
sory feedback from the prosthesis in order to pro-
vide smooth control. Simple on-off switching opera-
tions can be accomplished by moving a part of the
body such as the shoulder, by placing a device in the
mouth that can be operated by the tongue, by a puff-
sip action, or by other motions within the physical
capability of the patient.

Neural prostheses bypass a portion of the nervous
system and provide electrical stimulation to exist-

ing muscles in situations where paralysis has inter-
rupted the natural control pathways. The electrical
stimulation can be applied either along the surface
of the skin over the muscles to be stimulated or via
electrodes implanted within or immediately adjacent
to the muscle. Control of the muscle action when
using these prostheses is even more difficult than
with artificial limbs, especially if the sensory path
from the muscle has also been interrupted. Some
success has been achieved in providing functional
electrical stimulation to specified muscles in the foot
to overcome a condition called drop foot. The stimu-
lation is controlled by a switch activated by the posi-
tion of the foot at a specified portion of the walking
cycle. Neural prostheses for the lower limbs have
been successful in helping paralyzed patients walk
to a limited degree. See PROSTHESIS.

Rehabilitation engineering. The goal of rehabilita-
tion engineering is to increase the quality of life for
the disabled. One major part of this field is directed
toward strengthening existing but weakened motor
functions through use of special devices and proce-
dures that control exercising of the muscles involved.
Another part is devoted to enabling disabled persons
to function better in the world and live more normal
lives.

Included in this area are devices to aid the blind
and hearing-impaired. Hearing aids are available to as-
sist persons in which the acoustical signal has weak-
ened. Cochlear implants that bypass the hair cells
and directly stimulate the auditory nerve make it pos-
sible to restore some hearing ability to many individ-
uals. Reading machines that either produce greatly
enlarged images or convert written words into sound
have been developed to assist the visually impaired.
All of these devices have their shortcomings, and
work to create improved visual and auditory aids
continues. See HEARING AID.

Human-factors engineering is utilized in modi-
fying the home and workplace to accommodate
the special needs of disabled persons. Improved
wheelchairs and wheelchair control devices and
modified automobile control mechanisms permit
greater mobility for many who are unable to walk or
drive a conventional vehicle. Special modifications to
the control mechanisms of television sets and other
devices and appliances in the home allow for use by
people with disabilities. See BBOMECHANICS; HUMAN-
FACTORS ENGINEERING; MEDICAL CONTROL SYSTEMS.

Fred J. Weibell
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Biomedical ultrasonics

The applications to medicine and biology of sound
waves that have a frequency higher than the audi-
ble spectrum. Biomedical applications of ultrasound
range from cell sonicators using frequencies in the
kilohertz range to ultrasonic imaging in the mega-
hertz range. The best-known application, ultrasonic
imaging, is the second most utilized diagnostic imag-
ing modality, after x-rays. High-intensity ultrasound
has been used for therapeutic applications.

Ultrasonic imaging possesses numerous advan-
tages over other imaging modalities of similar capa-
bilities such as x-ray computed tomography, radionu-
clide imaging, and magnetic resonance imaging. It
uses radiation that is noninvasive to the human body
at the diagnostic intensity level, produces images at
a very fast rate of 30 frames per second, and can be
used to yield blood flow information by applying the
Doppler principle. It has been used in a variety of
medical disciplines, including cardiology, obstetrics,
and radiology. See MEDICAL IMAGING.

Notable disadvantages of ultrasound are that or-
gans containing gases and bony structures cannot
be adequately imaged, and only a limited acoustic
window (space or opening between bones) is avail-
able for examination of organs such as the heart and
the neonatal brain.

Ultrasound at high intensity levels has been used
for hyperthermia treatment of tumors, frequently
in combination with chemotherapy or radiother-
apy, and for tissue ablation. See ONCOLOGY; THER-
MOTHERAPY.

Ultrasonic wave propagation. Ultrasound is a form
of acoustic wave with a frequency higher than
20 kHz. Ultrasound parameters include pressure, ve-
locity, displacement, density, and temperature. Ultra-
sound velocity and wavelength in water are approx-
imately 1.48 x 10°> cm/s and 0.03 cm at 5 MHz and
20°C (68°F). The sound speeds in soft biological tis-
sues are similar to that in water.

An acoustic disturbance in a fluid propagates as a
longitudinal or compressional wave, which has a dis-
placement in the same direction as the direction of
wave propagation. On the other hand, the displace-
ment of a shear or transverse wave is perpendicular
to the wave direction. The sound speeds of shear and
longitudinal waves are different. Biological tissues
other than bone can be treated as fluidlike media,
and as such they cannot support shear-wave propa-
gation. See SOUND.

Characteristic acoustic impedance. The character-
istic acoustic impedance of a medium is defined as
the ratio of the pressure to medium velocity. Since
these quantities are analogous to the voltage and cur-
rent in an electrical circuit, the acoustic impedance
carries the same physical significance as the elec-
trical impedance. For a fluid medium, the charac-
teristic acoustic impedance Z is given by Eq. (1),

Z = pc @

where p is the density and c is the sound speed. The
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unit of acoustic impedance, the rayl, is 1 kg/(m?s).
The acoustic impedance of water is approximately
1.48 x 10° rayl, and the acoustic impedances
of tissues are of similar magnitude. See ACOUSTIC
IMPEDANCE.

Intensity. Analogous to the power in electrical cir-
cuits, the intensity of an acoustic wave is defined as
the power carried by the wave per unit area, prop-
agating in a medium of acoustic impedance Z. It is
related to the pressure, p, by Eq. (2).

P»’o

1 = 7

@

A conventional pulse-echo ultrasonic image is
formed by launching an ultrasonic pulse into the
body, and detecting and displaying the echoes re-
flected or scattered from the tissues. The pulse dura-
tion of the scanner is very short, typically less than
1 microsecond, but the period between successive
pulses is relatively long, typically greater than 1 mil-
lisecond. Consequently, the instantaneous pressure
when the pulse is on can be quite high, reaching
a few megapascals, but the time-averaged pressure
over the whole cycle is much lower. See SOUND PRES-
SURE.

Attenuation, reflection, and scattering. As an ultra-
sonic wave penetrates a tissue, part of the ultrasonic
energy is lost through absorption of the energy by
tissues and part by scattering or reflection, which di-
verts the energy from the incident direction when-
ever the wave encounters a discontinuity in acoustic
properties. For a plane wave, the sound pressure de-
creases as a function of the propagation distance,
x, exponentially, as given by Eq. (3), where p(0) is

P& = p(Oe** 6))

the pressure at x = 0 and « is the attenuation coef-
ficient in neper/cm. The attenuation coefficient in
tissues has been found to be linearly proportional to
frequency in the range from 1 to 30 MHz. In soft tis-
sues it is approximately 0.03 neper/(cm-MHz). See
SOUND ABSORPTION.

The behavior of a plane wave at a flat bound-
ary between two media depends on the acoustic
impedances of the media and on the angles of re-
flection and transmission of the sound wave. Most of
the incident energy is reflected at the interface of two
media of very different acoustic impedances. Ultra-
sound is not useful for imaging anatomical structures
that contain air, such as lung and bones, because their
acoustic impedances are very different from those of
the surrounding body tissues, so that most of the ul-
trasound energy is reflected at these boundaries and
does not penetrate them.

Echoes that result from reflection or scattering in
the tissues are used by pulse-echo ultrasonic scan-
ners to form an image. Scattering is described by
a parameter called the scattering cross section, de-
fined as the power scattered by the object when the
incident beam has unit incident power per unit area.
The scattering cross section of a scatterer of simple

81



82 Biomedical ultrasonics

geometry, for example, a sphere, whose dimensions
are much smaller than a wavelength, can be solved
analytically, and is called Rayleigh scattering. At
10 MHz, the scattering cross section of a human red
blood cell is approximately 1.5 x 10~'2cm?, which
is extremely small.

Doppler effect. The Doppler principle has been
used to estimate blood flow in a blood vessel non-
invasively. For an ultrasound beam making an angle
0 relative to blood flowing at velocity V, the Doppler
frequency shift fj,p, is related to Vby Eq. (4), where f

2V cosf
Joop = ———f (€))

c
is the frequency of the sound. The Doppler frequen-
cies associated with blood flow typically are in the au-
dible range for medical ultrasound frequencies. See
DOPPLER EFFECT.

Ultrasonic imaging. An ultrasonic image is formed
from echoes returned from tissues. Although there
are a number of ways of displaying the image, the
B (brightness) mode is the most common. In this
mode, the echo amplitude is displayed in gray scale
as a function of the distance into the tissue. The
center of the B-mode imaging system (Fig. 1) is an
energy-conversion device, the ultrasonic transducer,
which converts the electric signal into ultrasound
and vice versa. See MEDICAL ULTRASONIC TOMOGRA-
PHY; TRANSDUCER.

Transducers. An ultrasonic transducer contains
one or more elements made from a piezoelectric
ceramic such as lead zirconate titanate. Depending
upon how a transducer is driven, ultrasonic scanners
are classified as mechanical-sector and electronic-
array scanners. Electronic-array systems produce
images of better quality and are faster. Mechanical-
sector scanners are no longer used except for spe-
cial applications. A typical array has dimensions of
1 x 8 cm (0.4 x 3.2 in.), and consists of 128
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Fig. 1. Block diagram of a B-mode ultrasonic imaging system.
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Fig. 2. Ultrasonic transducer consisting of linear array of
piezoelectric elements. (a) Cross section of array.

(b) Electronic focusing and sweeping of a beam by a linear
sequenced array (or simply linear array). Generation of
beam indicated by the solid line is followed by that
indicated by the broken line.

or more small rectangular piezoelectric elements
(Fig. 2a). The gaps between the elements, called
kerfs, are filled with an acoustic insulating material.
In a linear sequenced array, or simply a linear array, a
subaperture of 32 elements or more is fired simulta-
neously to form a beam. The beam is electronically
focused and swept across the aperture surface from
one end to the other (Fig. 2b). Electronic dynamic
focusing can be achieved by appropriately control-
ling the timing of the signals to each individual ele-
ment. In a linear phased array, the beam is also elec-
tronically steered, resulting in a pie-shaped image.
Dynamic focusing can be used to better focus the
beam throughout the field of view during reception
or transmission. See PIEZOELECTRICITY.

The array may include two matching layers, a lens,
and a backing material (Fig. 2a). The matching layers
are needed to reduce the acoustic impedance mis-
match between the piezoelectric ceramic and water
or soft tissues. The lens is used to focus the beam to
control the thickness of the image slice. The back-
ing modifies the duration and shape of the excited
acoustic pulse. A transducer consisting of only one
piezoelectric element is the simplest type used in
biomedical ultrasonics.

The array is excited by a pulser (Fig. 1). The re-
turned echoes from the tissues are detected by the
same transducer. Beam sweeping and position are
controlled and encoded by the beam former, which
may be either analog, consisting of a matrix of de-
lay lines and amplifiers, or digital, consisting of an
array of preamplifiers and analog-to-digital convert-
ers. The signal-processing chain performs functions



including time-gain compensation, signal compres-
sion, demodulation, and filtering. Time-gain compen-
sation is used to compensate for the signal loss due to
tissue attenuation and beam divergence as the beam
penetrates the body. Logarithmic signal compression
accentuates lower-level signals. Following signal pro-
cessing, the signal may be digitized by an analog-
to-digital converter. In high-end systems, analog-to-
digital conversion is done in the beam former. The
scan converter is a digital memory device that stores
data that have been converted into a format that is
displayable by a monitor. Before display, the video
data may be processed again. Modern B-mode scan-
ners can acquire images at a rate of 30 frames per
second, allowing the motion of an organ to be mon-
itored (Fig. 3).

The B-mode ultrasonic images exhibit a granu-
lar appearance, called a speckle pattern, which is
caused by the constructive and destructive interfer-
ence of the wavelets scattered by the tissue com-
ponents as they arrive at the transducer surface.
Ultrasound imaging is diffraction-limited because fo-
cusing can be achieved only within a limited field of
view, not in the regions near and very far from the
transducer. See SPECKLE.

Flow measurements. Two approaches have been
used for ultrasonic Doppler flow measurements:
continuous-wave and pulsed-wave Doppler. A probe
consisting of two piezoelectric elements, one for
transmitting the ultrasound signal and one for re-
ceiving the echoes returned from blood, is used
in continuous-wave Doppler. The returned Doppler-
shifted echoes are amplified, demodulated, and low-
passiltered to remove the carrier frequency. The
demodulated signal can be heard with a speaker or
analyzed with a spectrum analyzer. Alternatively, a
zero-crossing counter can be used to estimate the
mean Doppler frequency.

A pulsed-wave Doppler may be used to alleviate
the problem that a continuous-wave Doppler is un-
able to differentiate the origins of the Doppler signals
produced within the ultrasound beam. Ultrasound
bursts of 5-10 cycles are used, and the time of flight
of the returned signal yields information about the
signal’s origin. See FLOW MEASUREMENT.

Color Doppler flow imaging. Color Doppler flow
imaging scanners are capable of obtaining both B-
mode images and Doppler blood flow data simulta-
neously in real time. The Doppler information is en-
coded in color. Red and blue are assigned to indicate
flow toward and away from the transducer, respec-
tively. The magnitude of the velocity is represented
by the shade of the color. The color Doppler image
is superimposed on the gray-scale B-mode image.

The basic concept of the color Doppler imager is
similar to that of the pulsed Doppler instruments,
which extract the mean Doppler-shift frequency
from a sample volume. The only difference is that the
color Doppler instruments are capable of estimating
the mean Doppler shifts of many sample volumes
along a scan line in a very short period of time, of
the order of 30-50 ms. A fast algorithm has been de-
veloped to do so. It calculates the mean Doppler shift
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Fig. 3. B-mode image of a fetus in the uterus

and variance from the autocorrelation function of the
signal, reducing significantly the processing time. If,
instead of the mean Doppler shift, the power of the
signal is displayed, this mode of imaging is called
color Doppler power imaging. It has the advantages
that (1) the data can be averaged to achieve a bet-
ter signal-to-noise ratio and (2) signal distortion is no
longer a problem since only the power is detected.
The disadvantages are that it is more susceptible to
motion artifacts and the image contains no informa-
tion on flow velocity and direction.

Multidimensional arrays. The linear arrays used by
current scanners are capable of dynamic focusing
in only one dimension, in the azimuthal or imaging
plane. Beam focusing in the elevational plane, the
plane perpendicular to the imaging plane, which de-
termines the slice thickness, must be achieved by
a lens. This means that the slice thickness varies in
the field of view and is the smallest only near the
focus. To further improve the image quality, multidi-
mensional arrays are necessary to control the beam
in the elevational plane. The design and fabrication
of such arrays have proved difficult. The technology
used in microelectromechanical systems (MEMS) to
miniaturize electronic components as well as novel
interconnection technology may have to be incorpo-
rated in these systems.

3-D imaging and parallel processing. Three di-
mensional (3-D) reconstruction from multiple two-
dimensional ultrasonic images can be readily
achieved off-line by spatially encoding the imaging
plane. Ultrasonic imaging in three dimensions in
real time is feasible only with two-dimensional ar-
rays which allow beam steering and dynamic focus-
ing in three dimensions and parallel processing of
the data. Only one acoustic pulse is propagated in
the tissue at any one time in conventional ultrasonic
image processing. The scanning time can be consid-
erably shortened if several scan lines of information

83



84

Biometeorology

can be collected and processed at the same time by
transmitting a broad beam.

Contrast media and harmonic imaging. Ultrasonic
contrast agents have been successfully developed
to enhance the image contrast of anatomic struc-
tures that contain the agents. A majority of these
agents utilize microscopic encapsulated gas bubbles,
which are strong scatterers because of the acous-
tic impedance mismatch. Moreover, the bubbles can
resonate when insonified by an ultrasonic wave, and
therefore the echoes from the bubbles can be further
enhanced if the incident wave is tuned to the reso-
nant frequency of the bubbles. These bubbles have
a mean diameter of less than 5 micrometers and can
be injected intravenously.

An important application of the gas-containing
agents is in harmonic imaging and Doppler measure-
ments, where the effect of the surrounding station-
ary structures on the image and results is minimized
because only microbubbles resonate and emit ultra-
sound at harmonic frequencies. Blood flowing in a
blood vessel containing the contrast agent will pro-
duce harmonic signals, but the blood vessel will not.
Various types of oral contrast media which absorb or
displace stomach or bowel gas for ultrasonic imaging
have also been developed for better visualization of
the abdominal organs.

Harmonic imaging has also been found to be use-
ful even without a contrast agent to improve the
image quality, especially in patients who are diffi-
cult to image with conventional ultrasound devices.
This technique is possible because harmonic signals
are produced from the nonlinear interaction of ultra-
sound and tissues.

Biological effects of ultrasound. Although ultra-
sound is known as a form of noninvasive radiation,
biological effects inevitably result if its intensity is in-
creased beyond some limit. Two types of ultrasound
bioeffects can be produced: thermal and mechanical.
The thermal effect results from an increase in tem-
perature when the ultrasound energy is absorbed by
the tissue, whereas the mechanical effect is caused
by the generation of microscopic air bubbles or cavi-
tation. No bioeffects have been found for ultrasound
with a spatial peak temporal average intensity less
than 100 mW/cm?. See CAVITATION.

Therapeutic ultrasound. Ultrasound has been used
for therapeutic purposes since high-intensity ultra-
sound produces biological effects. Based upon the
duration and intensity level of the exposure dur-
ing therapy, ultrasonic therapeutic applications can
be categorized as hyperthermia and noninvasive
surgery. Tissues are exposed to ultrasound of longer
duration at lower intensity levels in ultrasound hy-
perthermia. The duration is 10-30 min at an inten-
sity level of a few watts per square centimeter, ele-
vating tissue temperature to 43-45°C (109-113°F).
For noninvasive surgery, the duration is shorter,
on the order of a few seconds, at an intensity level
of a few hundred watts per square centimeter,
raising the temperature in the focused region of
the transducer to 70-90°C (158-194°F) within a
short period of time. Cell death results immedi-

ately at this temperature. High-intensity focused ul-
trasound surgery has been shown to be clinically effi-
cacious in the treatment of benign prostate hyperpla-
sia, ocular tumor, and retinal tear. See ULTRASONICS.
K. Kirk Shung
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A branch of meteorology and ecology that deals with
the effects of weather and climate on plants, animals,
and humans.

Thermal equilibrium. The principal problem for liv-
ing organisms is maintaining an acceptable thermal
equilibrium with their environment. Mechanisms
used to accomplish this equilibrium vary widely. Or-
ganisms have natural techniques for adapting to ad-
verse conditions. These techniques include acclima-
tization, dormancy, and hibernation, or in some cases
an organism can move to a more favorable environ-
ment or microenvironment. Humans often establish
a favorable environment through the use of technol-
0gy. See DORMANCY; HIBERNATION AND ESTIVATION;
MICROMETEOROLOGY.

Homeotherms, that is, humans and other warm-
blooded animals, maintain relatively constant body
temperatures under a wide range of ambient ther-
mal and radiative conditions through physiological
and metabolic mechanisms. Poikilotherms, that is,
cold-blooded animals, have a wide range in body
temperature that is modified almost exclusively by
behavioral responses. Plants also experience a wide
range of temperatures, but because of their immo-
bility they have less ability than animals to adapt to
extreme changes in environment. See THERMOREGU-
LATION.

Healthy humans, for example, maintain a body
temperature of about 98.6°F (37°C). The thermal
equilibrium is maintained through metabolism and
through heat exchange and radiative exchange with
the environment. Heat is gained by metabolism,
gained or lost by radiative exchange, and generally
lost by convection, conduction, and evaporation.
The body surface loses heat when it radiates heat
away from the body toward a colder environment,
such as a cold wall or a clear sky, and gains radia-
tive heat from the Sun or from a warm surface. Heat
is exchanged directly to the air or through physi-
cal contact with a surface by conduction or convec-
tion. If the surfaces are cooler than the body tem-
perature, heat is removed from the body, and if the
surfaces are warmer, the body gains heat. Evapora-
tion always causes a heat loss, while metabolism is
always a source of heat. The amount of heat gained
by metabolism is a function of the level of activity.
See HOMEOSTASIS; METABOLISM.



TABLE 1. Insulating qualities of clothing
Environment Sex Garments clo units
Tropical heat m Open-necked shirt, shorts, sandals 0.20
f Bra and panties, short-sleeved blouse, shorts, sandals 0.25
Warm summer m Open-necked shirt, slacks, shorts, ankle socks, shoes 0.40
f Bra and panties, short-sleeved blouse, light skirt, short stockings, shoes 0.30
Comfortable weather m Business suit, cotton underwear, long-sleeved shirt, socks, shoes 1.0
f Bra and panties, slip, dress, panty-hose, pumps 1.0
Cool weather m Business suit, light underwear, socks, shoes, light overcoat 1.5
f Bra and panties, stockings, slip, dress, sweater, shoes 1.5
Cold weather m Business suit, long underwear, woolen socks, shoes, hat, overcoat 2-25
f Warm underwear, skirt or slacks, slip, long-sleeved blouse, heavy sweater, 2-2.5
hat, overcoat
(For very cold weather, add lined gloves, fur or leather garment for both m & f) 3-3.5
Polar cold m&f Woolen underwear, coveralls, quilted parka with hood, fur mittens, fur-lined 4-4.5
boots, face mask

Humans are physically adapted to a narrow range
of temperature, with the metabolic mechanism func-
tioning best at air temperatures around 77°F (25°C).
There is a narrow range above and below this tem-
perature where survival is possible. To regulate heat
loss, warm-blooded animals developed hair, fur, and
feathers. Humans invented clothing and shelter. The
amount of insulation required to maintain thermal
equilibrium is governed by the conditions in the at-
mospheric environment. There are a limited num-
ber of physiological mechanisms, controlled by the
hypothalamus, that regulate body heat. In cold envi-
ronments these mechanisms increase metabolic heat
production, as in shivering, and lower the tempera-
ture at the skin surface by restricting blood flow. This
mechanism, known as vasoconstriction, lowers the
temperature at the body surface and therefore re-
duces the radiative heat loss. In warm environments
the blood flow to the surface is increased, raising the
temperature and thus increasing the radiative heat
loss. In addition, evaporative cooling is enhanced by
perspiration and respiration. See RESPIRATION.

The earliest humans had only the natural defenses
available to counteract the atmospheric environ-
ment; hence their habitat was restricted to the warm
climates of the tropics. The development of clothing
permitted settlement of other climates. The insulat-
ing quality of clothing is measured by a unit (clo)
derived from the metabolic heat losses and predi-
cated on maintenance of skin temperature of 91.4°F
(33°C). The heat flux from the body can be calcu-
lated with Eq. (1), where n = number of degrees

n

Heat flux = ———
0.18(x)

@

(°C) and x = number of clo units (Table 1). Many
animals exhibit winter fur that has significant insu-
lating qualities (Table 2).

Cold stress. Clothing, shelter, and heat-producing
objects can largely compensate for environmental
cold, but with extensive exposure to cold, vaso-
constriction in the peripheral organs can lead to
chilblains and frostbite on the nose, ears, cheeks, and
toes. This exposure is expressed quantitatively as a
wind chill equivalent temperature that is a function
of air temperature and wind speed. The wind chill

equivalent temperature is a measure of convective
heat loss and describes a thermal sensation equiva-
lent to a lower-than-ambient temperature under calm
conditions, that is, for wind speeds below 4 mi/h
(1.8 m/s). See COMFORT TEMPERATURES.

Persons exposed to extreme cold develop hy-
pothermia, which may be irreversible when the core
temperature drops below 91°F (33°C). The core tem-
perature defines the temperature of the internal vital
organs, for example, the cardiopulmonary system, in
contrast to that of the peripheral organs, for exam-
ple, hands or skin. On the whole, there is a clear
correlation between winter death rates and temper-
ature: the colder the winter, the more deaths occur.
Research findings seem to indicate that outdoor
deaths may be caused by breathing cold air, which
lowers the temperature of the cardiopulmonary sys-
tem to a lethal level. When the ambient temperature
is 68°F (20°C), exhaled air has a temperature of about
91°F (33°C). It has a value of 73°F (23°C) when the
ambient air is at 23°F (—5°C). See HYPOTHERMIA.

Heat stress. The combination of high temperature
with high humidity leads to a very stressful thermal
environment. The combination of high temperature
with low humidity leads to a relatively comfortable
thermal environment, but such conditions create an
environment that has a very high demand for water.

Conditions of low humidity exist principally in
subtropical deserts, which have the highest daytime
temperatures observed at the Earth’s surface. Tem-
peratures of 86-104°F (30-40°C) are common, and
occasionally even temperatures of 122°F (50°C) or
higher are observed in these areas. Simultaneous rel-

TABLE 2. Insulating characteristic of winter fur of
selected mammals

Approximate Relative

thickness, insulation

Species in. (cm) quality
Weasel 0.4 (1) 2
Squirrel 0.8 (2) 2.5
Rabbit 1.2(3) 5)
Dog 1.6 (4) 6
Beaver 1.6 (4) 5
Sheep 2.8(7) 8
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ative humidities are usually below 10% and rarely ex-
ceed 30% in daytime. Human and animal bodies are
also exposed to strong solar radiation and and radia-
tion reflected from the surface of the sand. This com-
bination makes extraordinary demands on the sweat
mechanism. Water losses of 1.06 quarts (1 liter) per
hour are common in humans and may be even greater
with exertion. Unless the water is promptly replaced
by fluid intake, dehydration sets in. In humans a
2% weight loss by dehydration is slight and causes
no symptoms other than thirst. If the loss rises to
6%, scanty urine and a rapid pulse accompanying a
temperature rise of 3.6°F (2°C) will ensue; a greater
weight loss by dehydration will cause circulatory
failure and brain damage. Death occurs when the
weight loss reaches 10-15% of body weight. Desert
populations use the cooler night hours, with absence
of incoming radiation, for travel and other activities.
See DESERT; HUMIDITY; SOLAR RADIATION.

Animals that live in deserts are mostly noctur-
nal. Lizards and rodents spend the day in hollows
and burrows because temperatures are 18-36°F (10-
20°C) cooler than the extreme temperatures near
the surface. Desert animals have also developed var-
ious mechanisms to maintain thermal equilibrium.
The most water-efficient desert animal is the camel,
which can store fluid in its system and survive several
days without water. Camels can survive a 25% weight
loss by dehydration. In other species, 10-15% weight
loss is the limit.

Dehydration can occur in heated buildings during
winter because the cold outside air has very little
moisture, and as it infiltrates into the building the
relative humidity drops drastically. Household activi-
ties such as cooking, laundering, bathing, and grow-
ing house plants add moisture, but unless humidifiers
are used, water losses of occupants can be substan-
tial. At a room temperature of 70°F (21°C) and a rela-
tive humidity of 50%, a resting individual loses about
1.06 quarts (1 liter) of water in 24 h. At a relative hu-
midity of 30% and the same temperature, the water
loss is about 1.16 quarts (1.1 liters), mostly from in-
sensible perspiration and exhaled air.

Both outdoor and indoor comfort is governed
by temperature and humidity conditions. However,
there is a great variability among individuals in terms
of comfort zones. Acclimatization plays a role, but
in general, older persons and infants require higher
temperature values for comfort. On the average,
there is a spread of 2.6-9°F (2-5°C) for comfort sensa-
tions for persons living in middle or higher latitudes
compared with residents of subtropical or tropical
climates, where there is a narrower spread of 2-5°F
(1-3°C). In the warmer climates, the absolute com-
fort values for individuals are 5-7°F (3-4°C) higher
than for those in the cooler climates.

When humans are exposed to warm environ-
ments, the first physiological response is dilation of
blood vessels, which increases the flow of blood near
the skin. The next response occurs through sweat-
ing, panting, and evaporative cooling. Since individ-
uals differ in their physiological responses to envi-
ronmental stimuli, it is difficult to develop a heat

stress index based solely on meteorological variables.
Nevertheless, several useful indices have been devel-
oped.

Several indices describe comfort sensations as
functions of ambient temperatures and humidities.
These include the humiture index, the humidex,
and the temperature-humidity index (THD). The THI
value is computed from Eqs. (2), using wet- (7,)
THI = 0.4(T; + T,,) + 15

[for Ty, T in °F]  a)

THI = 0.4(T; + T,,) + 4.78  [for Ty, T,, in °C] (2D)

and dry-bulb (7)) temperatures measured with a psy-
chrometer. See PSYCHROMETER.

Only a few people will be comfortable when
THI = 53°F (21°C) or less, and almost everyone will
be uncomfortable when THI = 80°F (26.5°C). When
THI exceeds 91°F (33°C), heat stroke leading to death
may occur. Under exertion, even at lower THI values,
panting, high pulse rate, and cardiopulmonary symp-
toms may develop. Indices based solely on temper-
ature and humidity data are applicable for buildings
and other confined conditions where wind and solar
radiation loads are at low levels.

Since wind moves body heat away and increases
the evaporation from a person, it should be ac-
counted for in developing comfort indices describ-
ing the outdoor environment. One such index, used
for many years by heating and ventilating engineers,
is the effective temperature (see illustration). Peo-
ple will feel uncomfortable at effective temperatures
above 81°F (27°C) or below 57°F (15°C); between
63°F (17°C) and 77°F (25°C) they will feel comfort-
able.

Statistics for the United States show increased mor-
tality during summer heat waves. Older persons liv-
ing in non-air-conditioned quarters are particularly
afflicted. Individuals with congestive heart disease
are especially endangered by heat. Victims of multi-
ple sclerosis also find their symptoms aggravated by
hot atmospheric environments.

The use of certain drugs is inadvisable during
hot weather. For example, phenothiazines, which in-
clude several major tranquilizers, reduce the ability
to sweat and can cause heat stroke. The use of diuret-
ics should be restricted, and drugs used to alleviate
Parkinson’s disease must be avoided during hot pe-
riods. Many drugs that inhibit sweating have been
banned from use in the tropics. Coffee or caffeine-
containing preparations should also be avoided be-
cause they constrict the peripheral blood vessels.
The use of fans, shade, and especially air condition-
ing can reduce the acute troubles caused by exces-
sive heat. See AIR CONDITIONING.

Weather sensitivity. Both physiological and psy-
chological responses to weather changes (mete-
orotropisms) are widespread and generally have
their origin in some bodily impairment. Reactions
to weather changes commonly occur in anoma-
lous skin tissue such as scars and corns, changes
in atmospheric moisture cause differential hygro-
scopic expansion and contraction between healthy
and abnormal skin, leading to pain. Sufferers from



rheumatoid arthritis are commonly affected by
weather changes; both pain and swelling of affected
joints have been noted with increased atmospheric
humidity. Sudden cooling can also trigger such symp-
toms. Clinical tests have shown that in these individu-
als the heat regulatory mechanism does not function
well, but the underlying cause is not understood.

Weather is a significant factor in asthma attacks.
Asthma as an allergic reaction may, in rare cases, be
directly provoked by sudden changes in temperature
that occur after passage of a cold front. Often, how-
ever, the weather effect is indirect, and attacks are
caused by airborne allergens, such as air pollutants
and pollen. An even more indirect relationship exists
for asthma attacks in autumn, which often seem to
be related to an early outbreak of cold air. This cold
air initiates home or office heating, and dormant dust
or fungi from registers and radiators are convected
into rooms, irritating allergic persons. See ALLERGY;
ASTHMA.

A variety of psychological effects have also been
attributed to heat. They are vaguely described as las-
situde, decrease in mental and physical performance,
and increased irritability. Similar reactions to weather
have been described for domestic animals, partic-
ularly dogs, hence hot, humid days are sometimes
known as dog days.

Many of the physiological or pathological reac-
tions to weather in the middle and higher latitudes
have been related to a typical sequence of weather
events that are common in the cold season. In such a
sequence there are six weather phases: (1) high pres-
sure: clear sunny sky, light winds, cool; (2) falling
pressure: few clouds, dry moderate winds, solar
warming; (3) falling pressure: increasing cloudiness;
(4) passage of warm front: rain (or snow in win-
ter), rising temperatures, fresh winds, occasional
fog, high humidity; (5) passage of cold front: pre-
cipitation, sharp drop in temperature, rapidly ris-
ing pressure, brisk winds; (6) high pressure, cool
temperature, low humidity. A weather map can be
used to show these phases with specific notations
for each phase. Weather phase 4, the warm front
passage, is the one most frequently related to me-
teorotropic symptoms. It also has an apparent rela-
tion to the frequency of industrial accidents and sui-
cides. In schools, disciplinary infractions are higher
and students’ test scores are lower. In phases 4 and
5, weather elements change most rapidly, and there
is an increase in cardiovascular deaths; also, phase 5
has been associated with the initiation of labor at the
end of pregnancies. See WEATHER MAP.

There is speculation concerning biological effects
of small atmospheric ions that are continuously cre-
ated by cosmic radiation and by decay of natural ra-
dioactive substances. Their lifetime is very short, and
they either recombine or attach themselves to larger
aerosols, most of which in settled regions are air pol-
lutants. These ions can cause allergic reactions. See
AIR POLLUTION.

Meteorological and seasonal changes in natural il-
lumination have a major influence on animals. Pho-
toperiodicity is widespread. The daily cycle of illu-

45 —

dry-bulb temperature, °C

air velocity, m s!

Chart of the effective temperature as a function of air velocity and wet-bulb and dry-bulb

temperatures °F = (°C x 1.8) + 32°; 1 m s~ ' = 0.21 mi/h.

mination triggers the feeding cycle in many species,
especially birds. In insectivores the feeding cycle may
result from the activities of the insects, which them-
selves show temperature-influenced cycles of anima-
tion. Bird migration may be initiated by light changes,
but temperature changes and availability of food are
also involved. In the process of migration, especially
over long distances, birds have learned to take ad-
vantage of prevailing wind patterns. In humans, light
deprivation, as is common in the cold weather sea-
son in higher latitudes, is suspected as a cause of de-
pression. Exposure to high-intensity light for several
hours has been found to be an effective means of
treating this depression. See AFFECTIVE DISORDERS;
MIGRATORY BEHAVIOR; PHOTOPERIODISM.

Ultraviolet radiation. The atmosphere forms a pro-
tective shield from cosmic radiation. This energetic,
lethal, shortwave radiation is absorbed in the high-
est layers of the atmosphere and is involved in the
formation of ozone. Fortunately, ozone absorbs all
ultraviolet radiation less than about 290 nanometers
wavelength and much of the radiation between 290
and 320 nm, known as UV-B radiation, which causes
sunburn and with repeated lengthy exposure can
lead to skin cancer. Solar radiation in the 320-400-
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nm range, known as UV-A, is less dangerous, but it
can produce sunburn. All ultraviolet radiation can
produce thickening and aging of the skin. Exposure
of the human eye to ultraviolet radiation, especially
UV-B, can lead to cataracts and lesions of the
cornea and retina. Discovery of an ozone hole over
the polar regions led to widespread concern that
manufactured chemicals such as the chlorofluoro-
hydrocarbons are interacting with the ozone and
reducing the protective ozone shield, thereby per-
mitting increasing amounts of ultraviolet radiation
to reach the Earth’s surface. See RADIATION INJURY
(BIOLOGY); ULTRAVIOLET RADIATION (BIOLOGY).

Altitude. With an increase in altitude there is a de-
crease in the amount of oxygen, and individuals who
are accustomed to the amount of oxygen in the air
near sea level may suffer from hypoxia (lack of oxy-
gen) at higher elevations, especially upon exertion.
The result may be mountain or altitude sickness. For
this reason, cabins of high-flying aircraft are pres-
surized. However, humans and animals can become
acclimatized to higher elevations through changes
in the cardiopulmonary system. This acclimatization
is accomplished by large increases in the oxygen-
carrying red blood corpuscles and in lung alveoli.
See HYPOXIA.

Weather and animals. Wild animals have adapted to
their environment through natural selection, but do-
mesticated animals, because of their selective breed-
ing and confinement, are often poorly adapted. The
maintenance of a proper body temperature and an
acceptable water status is critical for the growth,
production, and survival of animals. Production of
meat, eggs, and milk by farm animals is often closely
linked to weather conditions. There has been consid-
erable research to determine the response of animals
to their atmospheric environment, and to develop
management practices to help minimize losses and
maximize production.

Many breeds of domesticated animals are adapted
to temperate climates and do not do well under
hot, humid conditions. Not only does production fall
under hot, humid conditions, but care must be taken
to prevent death. Animals should be placed where
air circulates freely, where water is readily available,
and where shade is provided. In many cases, animals
are kept in confined conditions where temperature,
humidity, and ventilation are controlled. In other
instances, they may be in partially confined condi-
tions, or the microclimate may be beneficially mod-
ified. See AGRICULTURAL BUILDINGS; AGRICULTURAL
SCIENCE (ANIMAL).

Adaptation and acclimatization. Humans and ani-
mals often exhibit a remarkable ability to adapt to
harsh or rapidly changing environmental conditions.
An obvious means of adaptation is to move to areas
where environmental conditions are less severe, ex-
amples are birds and certain animals that migrate sea-
sonally, animals that burrow into the ground, and an-
imals that move to shade or sunshine depending on
weather conditions. Animals can acclimatize to heat
and cold. The acclimatization process is generally
complete within 2-3 weeks of exposure to the stress-

ful conditions. For example, in hot climates heat reg-
ulation is improved by the induction of sweating at a
lower internal body temperature and by the increas-
ing of sweating rates. The acclimatization to cold cli-
mates is accomplished by increase in the metabolic
rate, by improvement in the insulating properties of
the skin, and by the constriction of blood vessels to
reduce the flow of blood to the surface. See ADAPTA-
TION (BIOLOGY); BURROWING ANIMALS.

Weather and insects. Weather plays a major role in
the development and movement of insects. Winds
carries some insects long distances. The primary con-
trol of body temperature by insects is accomplished
through behavioral responses. They regulate their
thermal balance by moving to and from the sunshine,
by burrowing, by flying or gliding, or by attaching
themselves to objects such as rocks or vegetation.
Temperature plays a significant role in determining
the rate of growth and development of insects. The
timing of transitions from one stage of growth to an-
other is determined in large measure by the thermal
environment. Temperature is the most important en-
vironmental variable that influences insect develop-
ment, but humidity and moisture content also play a
role. See INSECT PHYSIOLOGY.

Weather and flora. Unlike humans and animals,
plants cannot move from one location to another;
therefore, they must adapt genetically to their atmo-
spheric environment. Plants are often characteristic
for their climatic zone, such as palms in the subtrop-
ics and birches or firs in regions with cold winters.
Whole systems of climatic classification are based
on the native floras. See ALTITUDINAL VEGETATION
ZONES; PLANT GEOGRAPHY.

In plants, photosynthesis, respiration, and tran-
spiration are governed by the atmospheric environ-
ment. In these processes, water is usually limiting,
and so the ratio of rainfall to evapotranspiration is a
governing factor in plant development. In addition,
growth requires certain soil and air threshold tem-
peratures; soil temperature and moisture regulate
seed germination; and photosynthetic rates are also
governed by light and temperature. See HYDROMETE-
OROLOGY; PHOTOSYNTHESIS; PLANT GROWTH; PLANT
RESPIRATION.

In responding to their environment, plants expe-
rience various cycles, so that at certain levels of light
and temperature, specific growth responses such as
leaving, flowering, and fruit development take place.
These seasonal phases can be disrupted by adverse
weather conditions, such as drought and frosts. See
COLD HARDINESS (PLANT); VERNALIZATION.

Agriculture has adopted many management prac-
tices to help modify microclimatic conditions to im-
prove the atmospheric environment to enhance crop
production. For example, irrigation is used to sup-
plement natural precipitation; windbreaks are es-
tablished to reduce mechanical damage to plants,
to improve plant-water relations, and to increase
plant photosynthesis; mulches are used to retard soil
evaporation, thereby making more water available to
plants and plastic mulches warm soils more rapidly
in the spring. Numerous frost protection practices



have been developed. See AGRICULTURAL METEOROL-
OGY; ECOLOGY; IRRIGATION (AGRICULTURE); METEO-
ROLOGY. Blaine L. Blad; H. E. Landsberg
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1
Biometrics

The application of mathematical and statistical meth-
ods to describe and analyze data concerning the vari-
ation of biological characteristics obtained from ei-
ther observation or experiment. The concept of a
population and the samples derived from it are dis-
cussed in this article.

A population, or “universe,” is a technical term
meaning a collection of events or objects with cer-
tain characteristics. A population may be finite or
infinite. It may exist in physical form or may be ab-
stract and conceptual. Examples of a population are
income of all families in the United States, height of
all college males, outcome of throwing a die an in-
finitely large number of times, and all possible off-
spring of a specified type of mating. The popula-
tion must be precisely identified and defined in any
study.

An observation technically means recording the
actual value of the characteristic of a member, or el-
ement, of the population under investigation. Such
a value is an observed value. A complete recording
of the values of all the members of a (finite) pop-
ulation is called a census, while a partial recording
consisting of only a limited number of observations
(for example, n) is called a sample. A sample may
be large (n large) or small (zz small). In most prac-
tical cases, a complete examination of a population
is unattainable, and one must be satisfied with the
study of a limited number of observations based on
one or more samples. From any specified population,
many samples can be drawn which, although from
the same population, may consist of quite different
observed values. These actually observed sets of val-
ues are usually referred to as data.

Random sample refers to a sample wherein each
member is drawn at random from a population. At
random means the complete lack of any systematic
selection scheme in drawing members of the sam-
ples. In particular, members of a sample are not cho-
sen with reference a priori to their values for each
characteristic. Various mechanical devices and tables
of random numbers have been prepared to facilitate
random sampling. Such a sample is most important
in theory and practice because long-range properties
of such samples, based on the totality of all possible
samples, are known and may be described by math-
ematical expressions.

Sample size is the number 7 of observations in
a sample. Under a random sampling scheme, each
sample would be more or less different from other
similarly drawn samples. As sample sizes increase,
however, the random variation from sample to sam-
ple decreases, and the sample itself resembles the
population more and more. Size, therefore, is an im-
portant feature of a sample. It determines essentially
the reliability or degree of resemblance between the
sample and the population.

Parameter and statistics. If y is the measurement of
a characteristic (height, weight, age, income, blood
pressure, or some other quantitative trait) of an in-
dividual member, and there are 7 such values in a
sample, then the value, as in Eq. (1), is called the

y=Onh+ --+y)/n=%y/n [@))

arithmetic mean of the sample. The mean value of
y for the entire population is denoted by u = E(),
which is a fixed value. E(p) is read as the expected
value of y. It can be said that p is a parameter of
the population and y is an estimate of . As a gen-
eral term, any value calculated from the 7 obser-
vations of a sample is called a statistic. The arith-
metic mean illustrates simply the meaning and re-
lationship between a population parameter and a
sample statistic. If the  is calculated from » ran-
dom observations, then the long-range average value
of y from a large number of such samples is equal
to the population mean p. Therefore, one can state
that e()) = u. In such a case, y is an unbiased esti-
mate of p. Various other parameters of a population
may be defined, and the corresponding sample es-
timates may be constructed. Next to the mean, the
most important parameter is variance.

Variance and its estimates. With each y value is asso-
ciated a value y — u, known as the deviation from
the mean. Population variance o2 is defined as the
average value (expected value) of the squared devia-
tions in the population, as shown by Eq. (2), where

o’ = E[(y — W’ @

E is “expectation of ...,” y is a measurement of a
characteristic, and p is mean value of y. Since the
magnitude of o2 depends on the magnitude of the
deviations y — u, variance is employed as a mea-
sure of variability or dispersion of the y values about
their mean. In usual cases, when the true population
mean x is unknown, the value of o2 may be esti-
mated by the statistic, sample variance, as in Eq. (3).

b)) _ 2
. 43_1@ 3)

The numerator £(y — »)?* is the sum of squares of
deviations from the sample mean. The estimate is
so constructed that the long-range average value of
s? from repeated random sampling is equal to the
population variance o2, namely, £(s*) = o 2. Thus, s>
is an unbiased estimate of o2, The square root of a
variance is called the standard deviation.
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Degrees of freedom. The denominator of s*isn — 1. Al-
though there are n independently observed ys in the
sample, the sum of squares in the numerator is cal-
culated from the sample mean ), not from the fixed
population mean w. Thus, one constant has been fit-
ted to the data before the deviations can be obtained.
This fitting causes the loss of 1 degree of freedom for
estimating the errors so that the sum of squares has
only (n — 1) degrees of freedom. Hence, the above
expression for s2. Generally, each linear restriction
on the observed values takes up one degree of free-
dom. The estimate of a variance is always a certain
sum of squares divided by its corresponding degree
of freedom.

Variance of sample mean. The sample mean varies from
sample to sample, although it does not vary as such as
the single ys. For random samples of # observations
each, the variate y hasa mean p (as stated previously)
and the variance of y is expressed by Eq. (4), or more
simply as Eq. (5). The variance of y is only 1/n of

ElG— =0, =c’/n €))

oy =0/vn ©)

the variance for single values. When # is large, the
sampling variance of y is small, so that the sample
mean is close to the population mean.

Data presentation and description. When the
amount of data is large, whether from a large sample
or an entire population, it is convenient to arrange
such data into tabular form to facilitate grasping
the salient features of the data. This is done by col-
lecting observations of more or less the same value
into one class, and the result is a frequency table.

Frequency table. In Table 1 the measurements of
height of 400 college males are grouped into nine
classes. There are 12 individuals with height be-
tween 61 and 63 in., which are one set of class lim-
its. The width of a class, known as the class inter-
val, is 2 in. The number of individuals in a class is
called the frequency of the class. The sum of all the
class frequencies is the total number of observations:
¥f = n. The fraction f/n is the relative frequency.
Thus, for the 61-63 class, the relative frequency is
12/400 = 0.030, or 3% of the total observations. Rel-
ative frequencies always add up to unity of 100%. In
condensing the 400 single observations into a com-
pact frequency table, some of the details of individ-
ual measurements are lost, but a quick recognition
of the distribution of height is gained. In practical
calculations, the height of the f students in a class
is taken to be the midpoint of that class. The mean
and standard deviation are then calculated by using
Egs. (6), (7), and (8). The standard error of the sam-

1
y=—3fy=6750in. ©

2 1 2 1 2 —2 in 2

S =Sy -t = G -y = 707in2 (D

s =4/7.07 = 2.66in. (€©))

TABLE 1. Frequency table
Class Relative

limits, in. Midpoint, y Frequency, f frequency, f/n
59-61 60 4 0.010
61-63 62 12 0.030
63-65 64 50 0.125
65-67 66 102 0.255
67-69 68 120 0.300
69-71 70 78 0.195
71-73 72 28 0.070
73-75 74 4 0.010
75-77 76 2 0.005
Total 400 1.000

ple mean from 7 = 400 observations is s; = s/y/n =
2.66/20 = 0.133 in. In calculating s in this example,
n is used for simplicity instead of the correct n — 1,
since 7 is large and it makes little difference whether
400 or 399 is being employed.

Histogram and frequency polygon. A frequency table may
be converted into a diagram for easy visual inspec-
tion of the distribution. The diagram commonly used
is a series of rectangles of equal width corresponding
to the equal class intervals and height proportional
to the class frequency or relative frequency. Such a
series of rectangles is called a histogram (Fig. 1).
If all individuals in a class are assumed to have the
same midpoint value, these midpoints may be plot-
ted against their corresponding frequencies. These
points lie in the middle at the top of the rectangles.
Two adjacent points may be connected by a straight
line. The resulting series of straight lines is called
a frequency polygon. If the variate, such as height,
takes only certain discrete values, a bar or solid col-
umn may be erected at each value with the height
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Fig. 1. Histogram and frequency polygon.



proportional to the frequency. The result is a bar
graph. Even in such a case, one may still use the
frequency polygon to help trace the change in fre-
quency from class to class.

Frequency curve. Although the data are condensed
into a frequency table which consists of a limited
number of classes with arbitrary class limits, it is rec-
ognized that such a variate as height really changes
continuously and may assume any value within a cer-
tain range. If there are a very large number of obser-
vations (theoretically, infinitely large) and the class
interval becomes infinitely narrow, the frequency
polygon will approach a smooth frequency curve as
a limit (Fig. 2). Therefore, in all theoretical work
dealing with a continuous variate, the distribution
(height, for example) in the entire population will
be described by a mathematical expression which,
when plotted, will assume the shape of the fre-
quency curve. Such a mathematical expression is
called the density function. The relative frequency
between two values a and b is the area under the
frequency curve. This relative frequency is bounded
by the ordinates y = a and y = b.

Mode and median. The mode is the value of the vari-
ate at which the frequency is the highest, that is,
the most frequently occurring value of the variate.
For example, for the height of the college male stu-
dents the modal value is 68 in., taken as the mid-
point of the modal class 67-69 in. For a continuous
distribution, the modal value is that at which the fre-
quency curve reaches its peak. If there is one peak
in the frequency curve, the distribution is said to be
unimodal. If there are two peaks, the distribution is
bimodal. The median is such a value in the variate
that half of the observations are greater and half are
smaller than it. Thus, the median height in the ex-
ample is approximately 67.53 in., assuming that the
120 individuals are uniformly distributed in the 67-
69 class and applying linear interpolation. Then 200
students are taller and 200 students are shorter than
67.53 in. For a continuous distribution, the vertical
line erected at the median divides the entire area
under the frequency curve into two equal halves.
The ratio of standard deviation to mean is called the
coefficient of variability (c.v.).

Normal distribution. Normal distribution refers to
a symmetrical bell-shaped frequency distribution
(Fig. 3). Many distributions in nature are approxi-
mately of the normal shape. It may be shown that if a
variate p, such as height, is influenced by a large num-
ber of factors, each exerting independently a small
effect ony, and if these effects are additive, the result-
ing distribution of y will approach the normal shape
as a limit. If a large number of measurements are
taken repeatedly of an object, these measurements
will not be identical no matter how carefully taken,
but will assume more or less varying values which
are, again, normally distributed. For this reason, the
normal distribution is also known as the distribution
of errors. Large deviations are comparatively few,
while small deviations may occur quite frequently. It
is the most useful distribution in both theoretical and
practical statistics, for, in many cases, a normal pop-

L U

Fig. 2. Frequency curve. L and U represent the lower and
upper limits of the range of values.

ulation may be assumed; and when the population
is not normal, the statistics calculated from repeated
random samples (sampling distribution) assume ap-
proximately the normal form. A normal distribution
has two parameters: the mean u and the variance o2
(or standard deviation o). When these two values
are specified, the normal curve is uniquely deter-
mined. In terms of standardized units, the mean is
zero and variance is unity whatever the actual values
of p and o2 are. Since the normal distribution is sym-
metrical, mean = mode = median; the area under
the normal curve between the mean p and pu + o
is approximately 0.34, and so the relative frequency
of the y values within the interval p + o is approxi-
mately 0.68, or 68%. At the y values . £ o, the curve
twists from a concave to a convex one. The relative
frequency within the interval © £+ 1.960 (slightly
less than 20 on either side of the mean) is 0.95, and
thus, that outside the same interval is 0.05 with 0.025
under each tail. The areas or relative frequencies of
the normal distribution have been tabulated in var-
ious ways, but always with the standardized unit as
the independent variable.

The sample mean y from 7z observations is almost
normally distributed, even though the y population
may not be normal itself. This is true especially when
the population is unimodal, and the size of the sam-
ple is moderately large. The facts that E(y) = u and
03 = o*/n make possible certain statements about
the population mean. The normal deviate for the

34% | 34%

u-2c H-C n u+o  u+2o

\ \ \ \ \ "
2 -1 0 1 2

Fig. 3. Normal, symmetrical distribution.
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variate y (not ) is expressed by Eq. (9). Then the

y—u
U=—-
Oy

(C)]

probability is 0.95 that inequality (10) holds. The in-
equality may be written as (11), in which the limits

< +1.96 a0

Jo?/n
y— 196\o?/n<pu<y+ 1.96y/c2/n (A1)

vary from sample to sample while the central item p
remains constant. In repeated sampling, these vary-
ing limits will “catch” or cover the population mean
95% of the time. This gives an interval estimate of 1.
For practical calculation, s* may be substituted for
o2 The values y + 1.96;07 are called the 95% confi-
dence limits, and the width between these two limits
is called the 95% confidence interval. The 95% con-
fidence in this example is arbitrary. Other degrees of
confidence may be chosen.

Test of hypothesis. This is also known as a test of
significance. Assume that y and s* have been calcu-
lated from a moderately large sample and that, in-
stead of using y as an estimate of the population
mean, one may want to test the hypothesis that the
population mean is equal to a certain fixed value,
for example, m. If m is indeed the population mean,
then the normal deviate for the variate y is calculated
from Eq. (12), where s*> may be substituted for o2 in

_ry-m

Jo?/n

practical calculations for large samples. The proba-
bility that this # value will lie between —1.96 and
1.96 is 0.95 and that it will lie outside this interval is
a = 0.05, if m is the true population mean. The
rule of testing is that if || > 1.96, it is regarded
as an unusual phenomenon hardly consistent with
the hypothesis. In such an event, the hypothesis is
abandoned and the difference y — m is said to be
statistically at the o« = 5% significance level. Instead
of the normal deviate 1.96 and the corresponding
probability of 0.05, used as an example here, other
significance levels may be chosen. The testing of a
hypothesis results in either its acceptance or rejec-
tion. In so doing, either a type I or a type II error may
be committed.

Type | and type Il errors. If |u| > 1.96 is employed as
the criterion to reject the hypothesis 1 = m which
happens to be true, the probability of this wrong re-
jection is @ = 0.05. This type of error is called the
type I error. It is the error of attribution of false sig-
nificance. On the other hand, the hypothesis itself
may be untrue. Suppose that the true mean is M,
and yet is is hypothesized that it is 7. Ideally, the
untrue hypothesis should be rejected. However, the
distribution with mean M overlaps with the distribu-
tion with mean m, and the sample may well yield
a value of # within the interval —1.96 and 1.96. In
such a situation, the untrue hypothesis would not be
rejected. This error is called type II error, the error

u

a1z

TABLE 2. Decision about hypothesis
Reject Accept
Hypothesis Type | Correct
w=m true error conclusion
Hypothesis Correct Type Il
w=m false conclusion error

of failure to detect significance. The probability of
committing a type II error depends upon, among
several other things, the value of M. The greater the
difference between M and m, the less probability of
committing the second type of error. The two types
of errors cannot be committed at the same time. In
any particular test, if significance is declared, only
the risk of committing an error of type I is run; and
if the hypothesis is retained, only the risk of commit-
ting an error of type II is run. With proper balancing
of the two types of error in a long series of similar
tests, the first kind of error is sometimes committed
and the second kind of error committed other times,
but one will be correct in rejecting the wrong hy-
pothesis and accepting the right hypothesis most
times. The incr